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The quantization scheme by noncommutative geometry developed in string theory is applied to
establish the conservation law of twisted spin and spin current densities in the spin-orbit coupled
systems. Starting from the pedagogical introduction to Hopf algebra and deformation quantization,
the detailed derivation of the conservation law is given.
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3I. INTRODUCTION
Electrons are described by the Dirac equation where the U(1) Maxwell electromagnetic field (emf) Aµ is coupled
to the charge current jµ as described by the Lagrangian (in the natural unit where ~ = c = 1; µ = 0, 1, 2, 3) [1]
L = ψ¯[iγµDˆµ −m]ψ. (1)
where Dˆµ = ∂µ − ieAµ is the covariant derivative, m is the electron mass. Note that the spin is encoded by 4
component nature of the spinors ψ and ψ¯ = ψ†γ0 and the 4 × 4 gamma matrices γµ, but the charge and charge
current alone determine the electromagnetic properties of the electrons, which are given by
jµ = − ∂L
∂Aµ
= −eψ¯γµψ. (2)
In condensed matter physics, on the other hand, the low energy phenomena compared with the mass gap 2mc2 ∼
106eV are considered, and only the positive energy states described by the two-component spinor are relevant. Then,
the relativistic spin-orbit interaction originates when the negative energy states (positron stats) are projected out
to derive the effective Hamiltonian or Lagrangian. The projection to a subspace of the Hilbert space leads to the
nontrivial geometrical structure which is often described by the gauge theory. This is also the case for the Dirac
equation, and the resultant gauge field is SU(2) non-Abelian gauge field corresponding to the Zeeman effect (time-
component) and the spin-orbit interaction (spatial components) as described below.
The effective Lagrangian for the positive energy states can be derived by the expansion with respect to 1/(mc2) [2–4]
L = iψ†D0ψ + ψ
†D
2
2m
ψ +
1
2m
ψ†
[
eqσaA ·Aa + q
2
4
Aa ·Aa
]
ψ, (3)
where ψ is now the two-component spinor and D0 = ∂0 + ieA0 + iqA
a
0
σa
2 , and Di = ∂i − ieAi − iqAai σ
a
2 (i = 1, 2, 3)
are the gauge covariant derivatives with q being the quantity proportional to the Bohr magneton [2, 4]. Aµ is the
Maxwell emf, and the SU(2) gauge potential are defined as
Aa0 = Ba
Aai = ǫiaℓEℓ, (4)
and σx,y,z represent the Pauli matrices. The SU(2) gauge field is coupled to the 4-component spin current
ja0 = ψσ
aψ,
jai =
1
2mi
[ψ†σaDiψ −Diψ†σaψ]. (5)
Namely, the Zeeman coupling and the spin-orbit interaction can be regarded as the gauge coupling between the 4-spin
current and the SU(2) gauge potential. (The spin current is the tensor quantity with one suffix for the direction
of the spin polarization while the other for the direction of the flow.) Note that the system has no SU(2) gauge
symmetry since the “vector potential” Aaµ is given by the physical field strength B and E, i.e., the relation ∂
µAaµ = 0
automatically holds. This fact is connected to the absence of the conservation law for the spin density and spin
current density in the presence of the relativistic spin-orbit interaction. In the spherically symmetric systems, the
total angular momentum, i.e., the sum of the orbital and spin angular momenta, is conserved, but the rotational
symmetry is usually broken by the periodic or disorder potential A0 in condensed matter systems. Therefore, it is
usually assumed that the conservation law of spin is lost by the spin-orbit interaction.
However, it is noted that the spin and spin current densities are “covariantly” conserved as described by the
“continuity equation” [2–4]
D0J
a
0 +D · Ja = 0. (6)
replacing the usual derivative ∂µ by the covariant derivative Dµ. This suggest that the conservation law holds in
the co-moving frame, but the crucial issue is how to translate this law to the laboratory frame, which is the issue
addressed in this paper. Note again that the SU(2) gauge symmetry is absent in the present problem, and hence the
Lagrangian like tr(FµνF
µν), which usually leads to the generalized Maxwell equation and also to the conservation
law of 4 spin current including both the matter field and gauge field [1], is missing. Instead, we will regard Aaµ as the
frozen background gauge field, and focus on the quantum dynamics of noninteracting electrons only.
4In this paper, we derive the hidden conservation law by defining the “twisted” spin and spin current densities which
satisfy the continuity equation with the usual derivative ∂µ. The description is intended to be pedagogical and self-
contained. For this purpose, the theoretical techniques developed in high energy physics is useful. The essential idea
is to take into account the effect of the background gauge field in terms of the noncommutative geometry generalizing
the concept of “product”. This is achieved by extending the usual Lie algebra to Hopf algebra.
Usually, a conservation law is derived from symmetry of an action, i.e., Noether’s theorem. The symmetry in the
noncommutative geometry is called as a “twisted” symmetry, and this symmetry and the corresponding generalized
Noether’s theorem have been studied in the high energy physics. Seiberg and Witten proposed that an equivalence of
a certain string theory and a certain field theory in noncommutative geometry [5]. Since then, the noncommutative
geometry have been attracted many researchers. On the other hand, it is known that the Poincare symmetry is broken
in a field theory on a noncommutative geometry. It is a serious problem because the energy and momentum cannot
be defined. M. Chaichian, et al. proposed the twisted symmetry in the Minkowski spacetime, and alleged that the
twisted Poincare symmetry is substituted for the Poincare symmetry [6, 7]. Moreover, G. Amelino-Camelia, et al.
discussed Noether’s theorem in the noncommutative geometry [8, 9].
As we will discuss in detail later, a certain type of a noncommutative geometry space is equal to a spin-orbit coupled
system. Therefore, a global SU(2) gauge symmetry in the noncommutative geometry space gives a Noether current
corresponding to the “twisted” spin and spin current in the spin-orbit coupling system. This enables us to derive the
generalized Noether’s theorem for the twisted spin and spin current densities.
Now some remarks about the application is in order. Spintronics is an emerging field of electronics where the role
of charge and charge current are replaced by the spin and spin current aiming at the low energy cost functions [10].
The relativistic spin-orbit interaction plays the key role there since it enables the manipulation of spins by the electric
field. However, this very spin-orbit interaction introduces the spin relaxation which destroys the spin information in
sharp contrast to the case of charge where the information is protected by the conservation law. Therefore, it has
been believed that the spintronics is possible in a short time-scale or the small size devices. The discovery of the
conservation law of twisted spin and spin current densities means that the quantum information of spin is preserved
by this hidden conservation law, and could be recovered. Actually, it has been recently predicted that the adiabatic
change in the spin-orbit interaction leads to the recovery of the spin moment called spin-orbit echo [11]. Therefore,
the conservation law of the twisted spin and spin current densities is directly related to the applications in spintronics.
The plan of this paper follows (see Fig. 1). In section II, we review the conventional Noether’s theorem, and describe
briefly its generalization to motivate the use of Hopf algebra and deformation quantization. In section III, the Hopf
algebra is introduced, and section IV gives the explanation of the deformation quantization with the star product.
The gauge interaction is compactly taken into account in the definition of the star product. These two sections are
sort of short review for the self-containedness and do not contain any original results except the derivation of the star
product with gauge interaction. Section V is the main body of this paper. By combining the Hopf algebra and the
deformation quantization, we present the derivation of the conserved twisted spin and spin current densities. Section
VI is a brief summary of the paper and contains the possible new directions for future studies. The readers familiar
with the noncommutative geometry and deformation quantization can skip sections III, IV, and directly go to section
V.
II. NOETHER’S THEOREM IN FIELD THEORY
In this section, we discuss Noether’s theorem [12], and its generalization as a motivation to introduce the Hopf
algebra and deformation quantization. In section IIA, we will recall Noether theorem, and rewrite it using the so-
called “coproduct”, which is an element of the Hopf algebra. In section II B, we will sketch a derivation of generalized
Noether theorem.
A. Conventional formulation of Noether’s theorem
We start with the action I given by
I =
∫
Ω
dDimxL(x)
=
∫
dDimxhΩ(x)L(x), (7)
5FIG. 1. Flows of derivation of generalized Noether’s theorem. Roman numerals and capital letters in boxes represent
section and subsection numbers, respectively. A generalization of the Noether’s theorem is achieved through Hopf algebra and
deformation quantization (section V). Hopf algebra appear to characterize feature of an infinitesimal transformed variation
operator (sections II and III). The SU(2) gauge structure is embedded in the star product (section IV).
where Ω represents a range of the spacetime coordinate x (≡ (x0, xi) ≡ (ct,x)) with a dimension Dim, i.e., (Dim− 1)
is the dimension of the space, L describes a Lagrangian density, and
hΩ(x) =
{
1 for {x|x ∈ Ω}
0 for {x|x /∈ Ω}. ; (8)
c represents light speed. We introduce a field φr with internal degree of freedom r, and infinitesimal transformations:
xµ 7→ (x′)µ := xµ + δζxµ, (9)
φr(x) 7→ φ′r(x′) := φr(x) + δζφr(x), (10)
where we characterize the transformations by the subscript; specifically, ζ represents a general infinitesimal transfor-
mation. Hereafter, we will employ Einstein summation convention, i.e., aµbµ ≡ aµbµ ≡
∑Dim−1
µ=0 ηµνa
µbµ with vectors
aµ and bµ (µ = 0, 1, . . . , (Dim− 1)), and the Minkowski metric: ηµν := diag(−1, 1, 1, . . . , 1︸ ︷︷ ︸
Dim−1
).
We define the variation operator of the action as follow:
δζI :=
∫
Ω′
dDimx′L′(x′)−
∫
Ω
dDimxL(x)
=
∫
dDimx′hΩ′(x
′)L′(x′)−
∫
dDimxhΩ(x)L(x), (11)
where we characterize this variation by ζ, because this variation is derived from the infinitesimal transformations Eqs.
(9) and (10). Since the integration variable x′ can be replaced by x, Eq. (11) is
δζI =
∫
dDimxhΩ′(x)L′(x) −
∫
dDimxhΩ(x)L(x)
=
∫
dDimx (hΩ′(x)− hΩ(x))L′(x) +
∫
dDimxhΩ(x) [L′(x)− L(x)]
=
∫
dDimxhδΩ(x)L′(x) +
∫
dDimxhΩ(x) [L′(x) − L(x)] , (12)
where δΩ := Ω′−Ω and hδΩ = −(∂µhΩ)δζxµ+O((δζx)2). Therefore, we obtain the following equation through partial
integration:
δζI =
∫
dDimxhΩ(x)
[
∂µ(L(x)δζxµ) + δLζ L(x)
]
+O((δζx)2), (13)
6where we have introduced the so-called Lie derivative:
δLζ φr(x) := φ
′
r(x)− φr(x)
= δζφr(x)− (∂µφr)δζxµ +O(δζx2), (14)
and we replaced L′ by L due to L′δζxµ = Lδζxµ +O(δζx2).
Hereafter, we assume that the action is invariant under the infinitesimal transformations Eqs. (9) and (10). In the
case where the Lagrangian density is a function of φr and ∂µφr, i.e., L(x) = L [φr(x), ∂µφr(x)], the Lie derivative of
the Lagrangian is given by
δLζ L := L′(x) − L(x)
= L [φ′r(x), ∂µφ′r(x)]− L [φr(x), ∂µφr(x)]
=
{
∂L
∂φr
δLζ φr +
∂L
∂ (∂µφr)
∂µδ
L
ζ φr
}
=
(
∂L
∂φr
− ∂µ ∂L
∂(∂µφr)
)
δLζ φr + ∂µ
(
∂L
∂(∂µφr)
δLζ φr
)
, (15)
and the variation of the action is calculated by
δζI =
∫
Ω
dDimx
{(
∂L
∂φr
− ∂µ ∂L
∂(∂µφr)
)
δLζ φr + ∂µ
(
Lδζxµ + ∂L
∂(∂µφr)
δLζ φr
)}
. (16)
If we require that δζx and δ
L
ζ φr vanish on the surface ∂Ω, we obtain the Euler-Lagrange equation. On the other
hand, if we require that fields φr satisfy the Euler-Lagrange equation, we obtain continuity equation ∂µj
µ = 0 with a
Noether current
jµ :=
(
Lδζxµ + ∂L
∂(∂µφr)
δLζ φr
)
. (17)
Hereafter let us discuss an infinitesimal global U(1)×SU(2) gauge transformation and infinitesimal translation and
rotation transformations, which are denoted by χ in this paper. Variations in terms of χ are defined by
δχx
µ := Γµνx
ν , (18)
δχφr := iϑ
µν(ξµν)
r′
r φr′ (19)
with an infinitesimal parameter ϑµν , and symmetry generators Γµν and (ξµν )
r′
r .
1. For the global U(1)×SU(2) gauge transformation, Γµν ≡ 0, ϑµν ≡ ϑµδµν , and (ξµν )r
′
r ≡ δµν(sˆµ)r
′
r (µ, ν = 0, 1, 2, 3;
r, r′ = 1, 2), where sˆ0 := ~/2, and sˆ1,2,3 := ~σˆx,y,z/2 with the Planck constant h = 2π~ and Pauli matrices
σˆx,y,z.
2. For the translation, Γµν ≡ εµδµν , ϑµν ≡ εµδµν and (ξµν)r
′
r ≡ pˆµδµνδr
′
r with an infinitesimal parameter ε
µ and the
momentum operator pˆµ = −i~∂µ (µ, ν = 1, 2, 3; r, r′ = 1, 2).
3. For the rotation, Γµν ≡ ωµν , ϑµν ≡ ωµν , and (ξµν)r
′
r ≡ δr
′
r xµpˆν , which corresponds to the angular momentum
tensor (µ, ν = 1, 2, 3; r, r′ = 1, 2).
For these transformations, equation ∂µδχx
µ = 0 is satisfied. This can be seen explicitly as follows. The variations
of space coordinates of the global U(1)×SU(2) and the translation transformations are given by δχxµ = 0 or δχxµ =
constant, respectively, and thus ∂µδχx
µ = 0 is trivial. The variation of the rotation transformation is given by
δχx
µ = ωµνx
ν , therefore ∂µδχx
µ = ∂µω
µ
νx
ν = ωµµ = 0.
We consider a variation of the Lagrangian density;
δζL := L′(x′)− L(x)
= L′(x′)− L(x′) + L(x′)− L(x)
= δLζ L(x′) + δζxµ∂µL+O((δζx)2). (20)
Note that Eq. (20) is correct for any infinitesimal transformation. Here we consider the global U(1)×SU(2) gauge
transformation and/or the translation and rotation transformations δχ. Because ∂µδχx
µ = 0, we obtain the following
equation:
δχL = δLχL(x) + ∂µ(L(x)δχxµ) +O((δx)2). (21)
7From Eqs.(13) and (21), one can see
δ(ζ=χ)I =
∫
dDimxδχL(x), (22)
where (ζ = χ) denotes that the type of the variation in Eq. (13) is restricted to the global U(1)×SU(2) or Poincare
transformations. (For simplicity we omitted the subscript Ω in the integral). Finally, for ζ = χ, the variation of the
action is equal to the variation of Lagrangian. This fact will be used later in section V where the variation of the
Lagrangian density instead of the action will be considered.
B. Generalization of Noether’s theorem
Now, we would like to introduce a Hopf algebra for the purpose of generalizing Noether’s theorem [8, 9, 13]. At first,
we rewrite Noether’s theorem in section II by using the Hopf algebra, and next, we introduce a twisted symmetry [6, 7].
For simplicity, we only consider the global U(1)×SU(2) gauge symmetry and the Poincare symmetry. We assume that
the Lagrangian density is written as
L(x) = ψ†(x)Lˆ(x)ψ(x) (23)
with a field ψ :=
(
ψ1
ψ2
)
, a Hermitian conjugate ψ† ≡ (ψ1, ψ2), and an single-particle Lagrangian density operator
Lˆ, which is a 2×2 matrix; the overline represents the complex conjugate. The action can be rewritten as
I =
∫
dDimx1d
Dimx2ψ
†(x2)δ(x2 − x1)Lˆ(x1)ψ(x1)
= tr
∫
dDimx1d
Dimx2δ(x2 − x1)Lˆ(x1)ψ(x1)ψ†(x2)
= tr
∫
dDimx1
{∫
dDimx2L˜(x1, x2)G(x2, x1)
}
= tr
∫
dDimx1
{
lim
x3→x1
(L˜ ∗C G)(x1, x3)
}
, (24)
where “tr” represents the trace in the spin space, G(x1, x2) := ψ(x1)ψ
†(x2), L˜(x1, x2) := δ(x1 − x2)Lˆ(x2), and ∗C
represents the convolution integral:
(f ∗C g) :=
∫
dDimx3f(x1, x3)g(x3, x2) (25)
with smooth two-variable functions f and g.
The variation operator δχ of the action can be also rewritten as
δχI = tr
∫
dDimx1d
Dimx2L˜(x2, x1)
[
iϑξψ(x1)ψ
†(x2)− ψ(x1)ψ†(x2)iϑξ
]
= tr
∫
dDimx1d
Dimx2
[
L˜(x2, x1)iϑξG(x1, x2)− iϑξL˜(x2, x1)G(x1, x2)
]
(26)
with ϑξ ≡ ϑµν(ξµν); in addition, we assumed that the single-particle Lagrangian density operator is invariant under
the infinitesimal transformation δχ.
Here, we introduce Grassmann numbers θ1 and θ2; an integral is defined by
∫
dθi (θj) = δij . The variation of the
8right-hand side of Eq.(26) can be rewritten as follow:
δχI = −itr
∫
dθ1dθ2d
Dimx1d
Dimx2
[
θ1L˜(x2, x1)ϑθ2ξG(x1, x2) + ϑθ2ξθ1L˜(x2, x1)G(x1, x2)
]
= −itr
∫
dθ1dθ2d
Dimx1d
Dimx2µ ◦ (µ⊗ id)
◦
[(
θ1L˜(x2, x1)⊗ ϑθ2ξ + ϑθ2ξ ⊗ θ1L˜(x2, x1)
)
⊗G(x1, x2)
]
= −itr
∫
dθ1dθ2d
Dimx1d
Dimx2µ ◦ (µ⊗ id)
[
△(ϑθ2ξ) ◦
(
θ1L˜(x2, x1)⊗G(x1, x2)
)]
≡ Tˆr
[
△(ϑθ2ξ) ◦ ((θ1L˜)⊗G)
]
, (27)
where ⊗ and ◦ represent a tensor product and a product of operators, respectively. The operator µ denotes the
transformation of the tensor product to the usual product µ : x⊗ y 7→ xy, and △ represents a coproduct:
△(ζ) := ζ ⊗ id + id⊗ ζ, (28)
where ζ and id represent a certain operator and the identity map, respectively. These operators constitutes the Hopf
algebra as will be explained in the next section. Moreover, we have defined Tˆr := −itr ∫ dθ1dθ2dDimx1dDimx2µ◦(µ⊗id).
We emphasize here that the variation is written by the coproduct △, which is important to formulate the generalized
Noether theorem in the presence of the gauge potential. The coproduct determines an operation rule of a variation
operator; for example, the coproduct (28) represents the Leibniz rule. A twisted symmetry transformation is given
by deformation of the coproduct.
We now sketch the concept of the twisted symmetry in deformation quantization [6, 7]. First, we assume that
the variation of action δζI0 is zero, i.e., ζ represents the symmetry transformation of the system corresponding to
the action I0. Next, we consider the action IA with external gauge fields A. Usually, external gauge fields breaks
symmetries of I0, i.e., δζIA 6= 0. Here we introduce a map: F(07→A) : I0 7→ IA, which will be defined in section
IVF. The basic idea is to generalize the ”product” taking into account the gauge interaction. Using this map, the
variation is rewritten as δζF(07→A)I0 6= 0. On the other hand, when the twisted symmetry δtζ := F(07→A)δζF−1(07→A) can
be defined, we obtain the following equation:
δtχIA = F(07→A)δχF−1(07→A)IA
= F(07→A)δχF−1(07→A)F(07→A)I0
= F(07→A)δχI0
= 0. (29)
Namely, δtχ corresponds to a symmetry with external gauge fields. In the expression for the variation of action in
terms of the Hopf algebra Eq.(27), we can replace ∆ by ∆t corresponding to the change from δχ to δtχ as shown in
section V. This is achieved by using the Hopf algebra and the deformation quantization, which will be explained in
sections III and IV, respectively. Therefore, we can generalize the Noether’s theorem and derive the conservation law
even in the presence of the gauge field A.
III. HOPF ALGEBRA
Here we introduce a Hopf algebra. First, we rewrite the algebra using tensor and linear maps. Secondly, a coalgebra
is defined using diagrams corresponding to the algebra. Finally, we define a dual-algebra and Hopf algebra.
1. Algebra
We define the algebra as a k-vector space V having product µ and unit ε. Here, k represents a field such as the
complex number or real number. In this paper, we consider V as the space of functions or operators. A space of
linear maps from a vector space V1 to a vector space V2 is written as Hom(V1, V2).
A product µ is a bilinear map: µ ∈ Hom(V ⊗V, V ), i.e.,
µ : V
⊗
V → V, (x, y) 7→ xy, (30)
9and a unit is a linear map: ε ∈ Hom(k, V ), i.e.,
ε : k → V, α 7→ α · 1 (31)
with x, y, xy ∈ V and α ∈ k. Here µ and ε satisfies
µ((x + y)⊗ z) = µ(x ⊗ z) + µ(y ⊗ z), µ(x⊗ (y + z)) = µ(x ⊗ y) + µ(x⊗ z), (32)
µ(αx ⊗ y) = αµ(x⊗ y), µ(x⊗ αy) = αµ(x ⊗ y), (33)
ε(α+ β) = ε(α) + ε(β) (34)
with x, y, z ∈ V and α, β ∈ k.
The product µ has the association property, which is written as µ ◦ (id⊗ µ) = µ ◦ (µ⊗ id). Because the left-hand
side and the right-hand side of the previous equation give the following equations:
µ ◦ (id⊗ µ)(x ⊗ y ⊗ z) = µ(x ⊗ (yz)) = x(yz) (35)
and
µ ◦ (µ⊗ id)(x⊗ y ⊗ z) = µ((xy ⊗ z)) = (xy)z, (36)
for all x, y, z, xy, yz, xyz ∈ V , then µ ◦ (id⊗µ) = µ ◦ (µ⊗ id) is equal to the association property x(yz) = (xy)z. This
property is illustrated as the following diagram:
V
⊗
V
⊗
V V
⊗
V
V
⊗
V V
❄
✲
✲
❄
µ⊗ id
id⊗ µ µ
µ

Here  denotes that this graph is the commutative diagram.
The unit ε satisfies the following equation: µ ◦ (ε⊗ id) = µ ◦ (id ⊗ ε). Since the left-hand side and the right-hand
side of the previous equation give the following equations
µ ◦ (ε⊗ id)(α ⊗ x) = µ⊗ (α1V ⊗ x) = α1V x = αx (37)
and
µ ◦ (id⊗ ε)(x⊗ α) = µ ◦ (x⊗ α1V ) = αx1V = αx (38)
for all x ∈ V and α ∈ k, and ∃1V ∈ V , then the unit can be written as µ ◦ (id ⊗ ε) = µ ◦ (ε ⊗ id). Note that
V ∼ k⊗V ∼ V ⊗ k, where ∼ represents the equivalence relation, i.e., a ∼ b denotes that a and b are identified. This
property is illustrated as:
k
⊗
V V
⊗
kV
⊗
V
V
✲
❄
✛
❍❍❍❍❍❍❍❥
✟✟✟✟✟✟✟✙
ε⊗ id id⊗ ε
µ
∼ ∼
Algebra is defined as a set (V, µ, ε).
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2. Coalgebra
A coalgebra is defined by reversing the direction of the arrows in the diagrams corresponding to the algebra. Thus,
we will define a coproduct △ ∈ Hom(V, V ⊗V ) and counit η ∈ Hom(V, V ) with a k-vector space V .
A coproduct is a bilinear map from V to V
⊗
V :
△ : V → V
⊗
V, (39)
and satisfies co-association property:
V
⊗
V
⊗
V V
⊗
V
V
⊗
V V
✻
✛
✛
✻
△⊗ id
id⊗△ △
△

Namely,
(id⊗△) ◦ △ = (△⊗ id) ◦ △ (40)
(Compare the diagram corresponding to the association property and that corresponding to the co-association prop-
erty).
A counit η is a linear map from V to field k:
η : V → k, (41)
and satisfies the following diagram:
k
⊗
V V
⊗
kV
⊗
V
V
✛
✻
✲
❍❍
❍❍
❍❍
❍❨
✟✟
✟✟
✟✟
✟✯
η ⊗ id id⊗ η
△∼ ∼
Namely,
(η ⊗ id) ◦ △ = (id⊗ η) ◦ △, (42)
where V ∼ k⊗V ∼ V ⊗ k.
Since △ and η are linear maps, △ and η satisfy
△(x+ y) = △(x) +△(y), △(αx) = α△(x), (43)
η(x+ y) = η(x) + η(y), η(αx) = αη(x) (44)
with x, y ∈ V and α ∈ k. Note that V ∼ k⊗V ∼ V ⊗ k and V ⊗V ∼ k⊗ V ⊗V ∼ V ⊗ k⊗V ∼ V ⊗V ⊗ k.
A coalgebra is defined as a set (V,△, η). For example, in the vector space D ≡ k⊕ k∂ := {a0 + a1∂|a0, a1 ∈ k},
we define a coproduct △D(∂) = ∂ ⊗ 1 + 1 ⊗ ∂ and △D(1) = 1 ⊗ 1, and a counit ηD(∂) = 0 and ηD(1) = 1.
The set (D,△D, ηD) is coalgebra, because this set satisfies the equations: (△D ⊗ id) ◦ △D = (id ⊗ △D) ◦ △D and
(ηD⊗ id)◦△D = (id⊗ηD)◦△D. Because the coproduct and counit are linear map, we only check the above equations
with respect to x = 1 and ∂.
For x = 1,
(△D ⊗ id) ◦ △D(1) = △D(1)⊗ 1 = 1⊗ 1⊗ 1, (45)
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and
(id⊗△D) ◦ △D(1) = 1⊗△D(1) = 1⊗ 1⊗ 1. (46)
Therefore, (△D ⊗ id) ◦ △D(1) = (id⊗△D) ◦ △D(1). Moreover,
(ηD ⊗ id) ◦ △D(1) = ηD(1)⊗ 1 = 1⊗ 1, (47)
and
(id⊗ ηD) ◦ △D(1) = 1⊗ ηD(1) = 1⊗ 1. (48)
Therefore (ηD ⊗ id) ◦ △D(1) = (id⊗ ηD) ◦ △D(1).
For x = ∂,
(△D ⊗ id) ◦ △D(∂) = △D(∂)⊗ 1 +△D(1)⊗ ∂ = ∂ ⊗ 1⊗ 1 + 1⊗ ∂ ⊗ 1 + 1⊗ 1⊗ ∂, (49)
and
(id⊗△D) ◦ △D(∂) = ∂ ⊗△D(1) + 1⊗△D(∂) = ∂ ⊗ 1⊗ 1 + 1⊗ ∂ ⊗ 1 + 1⊗ 1⊗ ∂. (50)
Therefore, (id⊗△D) ◦ △D(∂) = (△D ⊗ id) ◦ △D(∂). Finally,
(ηD ⊗ id) ◦ △D(∂) = ηD(∂)⊗ 1 + ηD(1)⊗ ∂ = 1⊗ ∂ = ∂, (51)
and
(id⊗ ηD) ◦ △D(∂) = ∂ ⊗ ηD(1) + 1⊗ ηD(∂) = ∂ ⊗ 1 = ∂. (52)
Therefore, (ηD ⊗ id) ◦ △D(∂) = (id ⊗ ηD) ◦ △D(∂). Namely, the set (D,△D, ηD) is the coalgebra. Note that △D(1)
corresponds to the product with a constant: a(fg) = a1(fg) = a(1f1g) = aµ ◦△D(1)(f ⊗ g), where we have used the
coproduct△D(1) = 1⊗1 at the final equal sign. Here f, and g are smooth functions, 1 is included in the function space,
and a ∈ k. △D(∂) represents the Leibniz rule: ∂(fg) = (∂f)g+f∂(g) = µ◦(∂⊗1+1⊗∂)◦(f⊗g) = µ◦△D(∂)(f⊗g),
where we have used the coproduct △D(∂) = 1 ⊗ ∂ + ∂ ⊗ 1 at the last equal sign. ηD(1) and ηD(∂) represent the
filtering action to a constant function: 1a = a = ηD(1)a and ∂(a) = 0 = ηD(∂)a, respectively.
3. Dual-algebra and Hopf algebra
A dual-algebra is the set of an algebra and a coalgebra, i.e., the set of (V, µ, ε,△, η). On a dual-algebra, we define
a ∗-product as
f ∗ g = µ ◦ (f ⊗ g) ◦ △ (53)
with f, g ∈ Hom(V, V ). We define an antipode S ∈ Hom(V, V ) which satisfies the following equation:
µ ◦ (id⊗ S) ◦ △ = µ ◦ (S ⊗ id) ◦ △ = ε ◦ η, (54)
where ε ◦ η corresponds to the identity mapping, i.e., S is an inverse of unit. For example, SD in the set
(D,µD, εD,△D, ηD) is defined as SD(1) = 1 and SD(∂) = −∂.
For x = 1,
µD ◦ (id⊗ SD) ◦ △D(1) = µD ◦ (1 ⊗ 1) = 1, (55)
and
µD ◦ (SD ⊗ id) ◦ △D(1) = µD ◦ (1 ⊗ 1) = 1. (56)
Therefore, we obtain µD ◦ (id⊗ SD) ◦ △D(1) = µD ◦ (SD ⊗ id) ◦ △D(1) = εD ◦ ηD. For ∂,
µD ◦ (id⊗ SD) ◦ △D(∂) = µD ◦ (∂ ⊗ 1− 1⊗ ∂) = 0, (57)
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and
µD ◦ (SD ⊗ id) ◦ △D(∂) = µD ◦ (−∂ ⊗ 1 + 1⊗ ∂) = 0. (58)
Therefore, we obtain µD ◦ (id⊗ SD) ◦ △D(∂) = µD ◦ (SD ⊗ id) ◦ △D(∂) = εD ◦ ηD(∂). Namely, (D,µD, εD,△D, ηD)
is the Hopf algebra.
A dual-algebra with an antipode S, i.e., (V, µ, ε,△, η, S), is called a Hopf algebra.
By using the approach similar to a coproduct and counit, we can define a codifferential operator Q ∈ Hom(V,V)
from a diagram of the differential ∂ ∈ Hom(V, V ). The differential ∂ is the linear map:
∂ : V → V, (59)
and satisfies Leibniz rule
∂ ◦ µ = µ ◦ (id⊗ ∂ + ∂ ⊗ id), (60)
which is illustrated as
V V
V
⊗
V V
⊗
V
✻
✛
✛
✻
∂
µ µ
(id⊗ ∂ + ∂ ⊗ id)

A codifferential operator Q is a linear map; Q : V → V , and satisfies the following diagrams:
V V
V
⊗
V V
⊗
V
❄
✲
✲
❄
Q
△ △
(id⊗Q+Q⊗ id)

Namely, a codifferential operator Q satisfies △ ◦ Q = (id ⊗ Q + Q ⊗ id) ◦ △. In section IVB2, the codifferential
operator will be introduced.
IV. DEFORMATION QUANTIZATION
In this section, we explain the deformation quantization using the noncommutative product encoding the commu-
tation relationships. At first, in section IVA, we introduce the so-called Wigner representation and Wigner space,
and show that a product in the Wigner space is noncommutative. This product is called Moyal product and it
guarantees the commutation relationship of the coordinate and canonical momentum. Next, we add spin functions
and background gauge fields to the Wigner space, and rewrite the coordinates of Wigner space as a set of spacetime
coordinates X , mechanical momenta p, and spins s := (sx, sy, sz) (p includes the background gauge fields). To gen-
eralize the Moyal product for the deformed Wigner space, which is a set of function defined on (X, p, s), we explain
the general constructing method of the noncommutative product in section IVB; the noncommutative product is
the generalized Moyal product, which is called “star product”. This constructing method is given as a map from a
Poisson bracket in the Wigner space to the noncommutative product (see section IVB), and we see the condition of
this deformation quantization map in section IVB. This map is described by the path integral of a two-dimensional
field theory, which is called the topological string theory. In section IVC, we explain this topological string theory,
and in section IVD, we discuss the perturbative treatment of this theory. In section IVE, we summarize the diagram
technique. Finally, in section IVF, we construct the star product in (X, p, s) space. We note that the star product
guarantees the background gauge structure.
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A. Wigner representation
We start with the introduction of the Wigner representation. From Equation (24), a natural product is the
convolution integral:
(f ∗C g)(x1, x2) :=
∫
dDimx3f(x1, x3)g(x3, x2), (61)
where f, g ∈ G with a two spacetime arguments function space G. Here we introduce the center of mass coordinate X
and the relative coordinate ξ as follows:
X ≡ (T,X) := ((t1 + t2)/2, (x1 + x2)/2), (62)
ξ ≡ (ξt, ξ) := (t1 − t2,x1 − x2). (63)
Moreover we employ the following Fourier transformation:
FT : f(x1, x2) 7→ f(X, p) =
∫
dDimξe−ipµξ
µ/~f(X + ξ/2, X − ξ/2). (64)
Now we define the Wigner space: W := {FT [f ] | f ∈ G} [14]. In this space, the convolution is transformed to the
so-called Moyal product [15, 16]:
(f ⋆M g)(X, p) := f(X, p)e
i~
2
(←−
∂ X
−→
∂ pν−
←−
∂ p
−→
∂ X
)
g(X, p), (65)
because
F−1T [f ⋆M g] =
∫
dDimp
(2π~)Dim
eipνξ
ν/~
{
f(X, p)e
i~
2
(←−
∂ Xν
−→
∂ pν−
←−
∂ pν
−→
∂ Xν
)
g(X, p)
}
=
∫
dDimp
(2π~)Dim
dDimξ1d
Dimξ2e
ipνξ
ν/~
{
e−ipνξ1/~f(X + ξ1/2, X − ξ1/2)
×e i~2
(←−
∂ Xν
−→
∂ pν−
←−
∂ pν
−→
∂ Xν
)
e−ipνξ
ν
2 /~g(X + ξ2/2, X − ξ2/2)
}
=
∫
dDimp
(2π~)Dim
dDimξ1d
Dimξ2e
ipν(ξ
ν−ξν1−ξ
ν
2 )/~
×f(X + ξ1/2, X − ξ1/2)e
1
2
(←−
∂ Xν ξ
ν
2−ξ
ν
1
−→
∂ Xν
)
g(X + ξ2/2, X − ξ2/2)
=
∫
dDimξ1d
Dimξ2δ(ξ − ξ1 − ξ2)
×f
(
X +
ξ1 + ξ2
2
, X − ξ1 − ξ2
2
)
g
(
X − ξ1 − ξ2
2
, X − ξ1 + ξ2
2
)
=
∫
dDimx+d
Dimx−δ(ξ − x+)f
(
X +
x+
2
, x−
)
g
(
x−, X − x+
2
)
=
∫
dDimx−f(X + ξ/2, x−)g(x−, X − ξ/2)
= f ∗C g (66)
with ξ1 + ξ2 ≡ x+ and ξ1 − ξ2 ≡ 2(X − x−).
In the Wigner space, the position operator xˆµ = xµ and the momentum operator pˆµ = −i~∂µ becomes Xµ⋆M and
pµ⋆M because
FT [xˆµ1 g(x1, x2)] =
∫
dDimξe−
i
~
pνξ
ν
(Xµ + ξµ/2) g(X+ξ/2, X−ξ/2) =
(
Xµ +
i~
2
∂pµ
)
g(X, p) = Xµ⋆Mg(X, p), (67)
FT [xˆµ2 g(x1, x2)] =
∫
dDimξe−
i
~
pνξ
ν
g(X + ξ/2, X − ξ/2) (Xµ − ξµ/2) = g(X, p) ⋆M Xµ, (68)
FT [(pˆ1)µg(x1, x2)] =
∫
dDimξe−
i
~
pνξ
ν ~
i
∂xµ1 g(x1, x2) = pµ ⋆ g(X, p), (69)
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and
FT [(pˆ2)µg(x1, x2)] =
∫
dDimξe−
i
~
pνξ
ν ~
i
∂xµ2 g(x1, x2) = g(X, p) ⋆ pµ. (70)
The commutation relationship of operators is [Xµ, pν ]⋆M := X
µ ⋆M pν − pν ⋆M Xµ = i~δµν , which corresponds to the
canonical commutation relationship of operators: [xˆµ, pˆν ] = i~δ
µ
ν .
To add the spin arguments in W , we will employ the following bilinear map:
FM 7→ FA=0 := e i~2 (∂Xµ⊗∂pµ−∂pµ⊗∂Xµ)+ i2 ǫ
abcsa∂
sb
⊗∂sc (71)
with ∂saf := fa and f ≡ f0 +
∑
a=x,y,z s
afa. Note that the spin operator sˆ := (sˆ
x, sˆy, sˆz) is characterized by the
commutation relation [sˆa, sˆb] = iǫabcsˆc (a, b, c = x, y, z) with the Levi-Civita tensor ǫabc, and the star product (71)
reproduces the relation, i.e., the operator (sa⋆) satisfies [sa, sb]⋆ = iǫ
abcsc.
To obtain the map F(07→A) : I0 7→ IA, we introduce the variables transformation (Xµ, pµ, s) 7→ (Xµ, pˆµ, s) where
pˆµ = pµ − qAaµ(Xν)sa + eAµ (72)
with q = |e|/mc2, the electric charge −e = −|e|, a U(1) gauge field Aµ, and a SU(2) gauge field Aaµ. Their fields are
treated as real numbers, and the integral over pµ can be replaced by an integral over pˆµ. This transformation induces
the following transformations of differential operators:
∂Xµ ⊗ ∂pµ − ∂pµ ⊗ ∂Xµ 7→ ∂Xµ ⊗ ∂pˆµ − ∂pˆµ ⊗ ∂Xµ + q
(
∂XµAˆν − ∂Xν Aˆµ
)
∂pˆµ ⊗ ∂pˆν , (73)
ǫabcsa∂sb ⊗ ∂sc 7→ ǫabcsa∂sb ⊗ ∂sc − qǫabcAbµsa∂pˆµ ⊗ ∂sc − qǫabcAcµsa∂sb ⊗ ∂pˆµ
+q2ǫabcsaAbµA
c
ν∂pˆµ ⊗ ∂pˆν , (74)
where Aˆµ := A
a
µs
a − (e/q)Aµ.
We expand FA=0 in terms of ~ as
FA=0 =
∞∑
n=0
(
i~
2
)n
FnA=0. (75)
We define the bilinear map FA corresponding to the commutation relation in terms of the phase space (Xµ, pˆµ, s),
and expand it in terms of ~ as
FA =
∞∑
n=0
(
i~
2
)n
FnA. (76)
From Eqs. (73) and (74), F1A is given as follows:
F1A = ∂Xµ ⊗ ∂pˆµ − ∂pˆµ ⊗ ∂Xµ + qFˆµν∂pˆµ ⊗ ∂pˆν + ǫabcsa∂sb ⊗ ∂sc
−qǫabcsaAbµ∂pˆµ ⊗ ∂sc + qǫabcsaAbµ∂sc ⊗ ∂pˆµ (77)
with Fˆµν := ∂XµAˆν − ∂Xν Aˆµ + (q/~)εabcsaAˆbµAˆbν . Note that µ ◦ F1A is the Poisson bracket.
A constitution method of higher order terms FnA with n > 1 is called a deformation quantization, which is given by
Kontsevich [17], as will be described in the next subsection.
B. Star product
In this subsection, we explain the Kontsevich’s deformation quantization method [17]. We define a star product as
f ⋆ g ≡ µ ◦ FA(f ⊗ g) = f · g +
∞∑
n=1
νnβn(f ⊗ g) (78)
with ν = i~/2 [18, 19]. Here βn ∈ Hom(Vf ⊗ Vf , Vf ) is called the two-cochain (Vf represents the function space). We
require that the star product satisfies the association property (f ⋆ g) ⋆ h = f ⋆ (g ⋆ h), which limits forms of Fn≥1A
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FIG. 2. Steps of the derivation of the deformation quantization. (a): The image of the deformation quantization, which is the
map from T 2 with the Jacobi identity to C2 with the association property. (b): Enlargement of algebras. The two vector space
T 2 and two cochain space C2 generalize to multi-vector space T and cochain space C, respectively. These spaces are compiled
in the d.g.L.a; finally, L∞ algebra is introduced by using the d.g.L.a. (c): The deformation quantization is redefined as the
map on the L∞ algebra.
and βn≥1. We note that the association property is necessary for the existence of the inverse with respect to the star
product. For example, the inverse of the Lagrangian is a Green function, which always exists as ψψ† with a wave
function ψ.
Now, we define a p-cochain space Cp := Hom(V ⊗pf , Vf ) with V ⊗pf ≡ Vf ⊗ Vf ⊗ · · · ⊗ Vf︸ ︷︷ ︸
p
, where Vf represents a
function space such as the Wigner spaceW ; we define a multi-vector space T k := Γ(M,∧k TM), whereM represents
a manifold such as a classical phase space (dimension d), TM :=
⋃
p∈M TpM denotes a tangent vector bundle with a
tangent vector space TpM ≡ {
∑d
i a
i(x)∂xi} at p ∈M (x is a coordinate at p; ai represents a certain coefficient),
∧k
denotes a k-th completely antisymmetric tensor product, (for example, ∂i ∧ ∂j = 12!(∂i ⊗ ∂j − ∂j ⊗ ∂i) ∈
∧2
TM), and
Γ represents the section; for example, Γ(M, TM) is defined as a set of tangent vector at each position p ∈ M. The
Poisson bracket {f, g} ≡ α(f ⊗ g) := αij(x)(∂i ∧ ∂j)(f ⊗ g) is element of T 1, where αij = −αji is called the Poisson
structure (i, j = 1, 2, · · · , d).
The deformation quantization is the constitution method of higher order cochains βn≥2 ∈ C2 from the Poisson
bracket α ∈ T 2. In other words, the deformation quantization is the following map F :
F : T 2 → C2
α 7→ β ≡
∑
n≥1
νnβn, (79)
where α satisfies the Jacobi identity and β satisfies the association property, as shown in Fig. 2(a).
In the following sections, we will generalize the two-cochain C2 and the second order differential operator T 2 to the
so-called L∞ algebra (the definition is given in section IVB2). In the section IVB1, we will introduce the two-cochain
C2 and second order differential operator T 2, and the p-cochain Cp and k-th order differential operator T k. We will
show that these operators satisfy certain conditions, and Cp and T k are embedded in a differential graded Lie algebra
(d.g.L.a) (the definition is shown in section IVB1). Moreover, in section IVB2, the d.g.L.a will be embedded in the
L∞ algebra (see Fig. 2(b)). In the L∞ algebra, the Jacobi identity and the association property are compiled in the
following equation
Q(eγ) = 0, (80)
where γ = α or β, and Q is called the codifferential operator, which will be introduced in section IVB2. Namely,
in the L∞ algebra, the deformation quantization is a map from α ∈ T 2 to β ∈ C2 holding the solution of Eq. (80)
(Figure 2(c)). Such a map is uniquely determined in the L∞ algebra.
In this paper, we will identify the tensor product ⊗ with the direct product ×, i.e., V1
⊗
V2 ∼ V1×V2: f⊗g ∼ (f, g)
with f ∈ V1 and g ∈ V2 (a ∼ b denotes that a and b are identified; (f, g) represents the ordered pair, i.e., it is a set of
f and g, and (a, b) 6= (b, a)).
16
1. Cohomology equation
From Eq. (78), the association property is given by the following equation:∑
i+j=m
i,j≥0
βi(βj(f, g), h)) =
∑
i+j=m
i,j≥0
βi(f, βj(g, h)) (81)
with β0(f, g) ≡ f · g. (The symbol “·” represents the usual commutative product, and βj ∈ C2, j = 0, 1, · · · .) Because
β1 is the Poisson bracket, which is bi-linear differential operator, we define βj(∈ C2, j = 2, 3, · · · ) as a differential
operator on a manifold M; moreover, we also assume that p-cochains are differential operators and products of
functions.
Here, A and Ck(A;A) represent a space of smooth functions on a manifoldM and a space of multilinear differential
maps from A⊗k to A, respectively. Degree of βk ∈ Ck(A;A) is defined by
deg(βk) := k for k ≥ 2. (82)
Now, we introduce a coboundary operator ∂C : Ck(A;A)→ Ck+1(A;A) [20, 21];
(∂Cβ
k)(f0, · · · , fk︸ ︷︷ ︸
k+1
) := f0β
k(f1, · · · , fk︸ ︷︷ ︸
k
) +
k∑
r=1
(−1)rβk(f0, · · · , fr−1 · fr, · · · fk︸ ︷︷ ︸
k
)
+(−1)k−1βk(f0, · · · , fk−1︸ ︷︷ ︸
k
)fk (83)
with βk ∈ Ck(A;A); note that ∂2C = 0, and thus, ∂C is the boundary operator. The Gerstenhaber bracket is defined
as [ , ]C : Ck(A;A)⊗ Ck′(A;A)→ Ck+k′−1(A;A) [22]:
[βk, βk
′
]C(f0, f1, · · · , fk+k′−2︸ ︷︷ ︸
k+k′−1
)
:=
k−1∑
r=0
(−1)r(k′−1)βk(f0, · · · , fr−1, βk
′
(fr, · · · , fr+k′−1), fr+k′ , · · · , fk+k′−2︸ ︷︷ ︸
k
)
−
k′−1∑
r=0
(−1)(k−1)(r+k′−1)βk′(f0, · · · , fr−1, βk(fr, · · · , fr+k−1), fr+k, · · · , fk+k′−2︸ ︷︷ ︸
k′
),
(84)
where βk ∈ Ck(A;A) and βk′ ∈ Ck′(A;A). Note that ∂2C = 0, and thus, ∂C is the boundary operator.
By using the coboundary operator and the Gerstenhaber bracket, Eq. (81) is rewritten as
∂Cβm = −1
2
∑
i+j=m
i,j≥0
[βi, βj ]C (85)
with βj ∈ C2(A;A) (j = 1, 2, · · · ). For example, Eq. (81) for m = 0, 1, 2 is given as:
(f · g) · h = f · (h · g) for m = 0,
{f · g, h}+ {f, g} · h = {f, g · h}+ f · {g, h} for m = 1,
β2(f · g, h) + {{f, g}, h}+ β2(f, g) · h = β2(f, g · h) + {f, {g, h}}+ f · β2(g, h) for m = 2,
(86)
where we have used β0(f, g) := f · g and β1(f, g) ≡ {f, g}. The coboundary operator for β ∈ C2(A;A) is given by:
(∂Cβ)(f, g, h) = f · β(g, h)− β(f · g, h) + β(f, g · h)− β(f, g) · h; (87)
moreover, the Gerstenhaber bracket in terms of βi, βj ∈ C2(A;A) is given by
[βi, βj ]C(f, g, h) = βi(βj(f, g), h)− βi(f, βj(g, h)) + βj(βi(f, g), h)− βj(f, βi(g, h)). (88)
Using the above Eqs. (86-88), we can check the equivalence between Eq. (81) and Eq. (85).
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Equation (85) is called the cohomology equation, and the star product is constructed by using solutions of the
cohomology equation. If we add Eq. (85) with respect to m = 0, 1, 2, · · · , we obtain the following equation:
∂Cβ +
1
2
[β, β]C = 0 (89)
with β ≡∑∞j=0 βj ; β, βj ∈ C2(A;A), j = 0, 1, 2, . . . .
Here, we identify the vector fields ∂i, ∂j ∈ TM with anti-commuting numbers η˜i, η˜j (η˜iη˜j = −η˜j η˜i), i, j = 1, 2, . . . , d;
thus the Poisson bracket αij(∂i ∧ ∂j)/2 is rewritten by α = αij η˜iη˜j/2. Now, we define the Batalin-Vilkovisky (BV)
bracket:
[α1, α2]BV := −
d∑
i=1
(
α1
←−
∂
∂xi
−→
∂ α2
∂η˜i
− α1
←−
∂
∂η˜i
−→
∂ α2
∂xi
)
(90)
with α1, α2 ∈ T 2. By using the BV bracket, the Jacobi identity is rewritten as
∂BVα+
1
2
[α, α]BV = 0, (91)
with α1, α2 ∈ T 2; for α = αij η˜iη˜j , α←−∂ /∂xl = −→∂ α/∂xl := (∂xlαij)η˜iη˜j and
−→
∂ α/∂η˜l = −α←−∂ /∂η˜l := αij(δilη˜j − η˜iδjl).
By using the BV bracket, the Jacobi identity is rewritten as
∂BVα+
1
2
[α, α]BV = 0, (92)
where ∂BV ≡ 0, i.e., ∂2BV = 0.
Now, we generalize the differential ∂BV and BV-bracket [ , ]BV for α
k ∈ T k and αk′ ∈ T k′ as follows (T k ≡
Γ(M,∧k TM)):
∂BV : T k → T k+1
∂BV := 0, (93)
[ , ]BV : T k
⊗
T k′ → T k+k′−1
[αk, αk
′
]BV := −
d∑
i=1
(
αk
←−
∂
∂η˜i
−→
∂ αk
′
∂xi
− α
k←−∂
∂xi
−→
∂ αk
′
∂η˜i
)
(94)
with αk = (αk)i1,··· ,ik(x)ηi1 ∧ · · · ∧ ηik ∼ (αk)i1,··· ,ik(x)η˜i1 · · · η˜ik , and αk
′
= (αk
′
)i0,··· ,ik′ (x)ηi0 ∧ · · · ∧ ηik′ ∼
(αk
′
)i0,··· ,ik′ (x)η˜i0 · · · η˜ik′ ; degree of α ∈ T k is defined by
deg(α) = k − 1, α ∈ T k. (95)
The cochain algebra is defined by the set of the differential operator ∂C , the Gerstenhaber bracket [ , ]C and
C :=⊕∞k=2 Ck, i.e., (∂C , [ , ]C , C); in addition, the multi-vector algebra is defined by the set of the differential operator
∂BV := 0, BV bracket [ , ]BV and T :=
⊕∞
k=1 T k, i.e., (∂BV, [ , ]BV, T ). The cochain algebra and the multi-vector
algebra satisfy the following common relations:
∂2 = 0, (96)
∂[γ1, γ2] = [∂γ1, γ2] + (−1)deg(γ1)[γ1, ∂γ2], (97)
[γ1, γ2] = −(−1)deg(γ1)deg(γ2)[γ2, γ1] (98)
[γ1, [γ2, γ3]] + (−1)deg(γ3)(deg(γ1)+deg(γ2))[γ3, [γ1, γ2]] + (−1)deg(γ1)(deg(γ2)+deg(γ3))[γ2, [γ3, γ1]] = 0 (99)
with γ1, γ2, γ3 ∈ G ≡ (C or T ), ∂ ≡ ∂(C or BV ), and [ , ] ≡ [ , ](C or BV ). Therefore, the two algebra can be compiled
in the so-called the differential graded Lie algebra (d.g.L.a) (∂, [ , ],G), where G := ⊕∞k=1 Gk is a graded k-vector
18
space with Gk has a degree deg(x) ∈ Z (x ∈ Gk; Z is the set of integers), and d.g.L.a. has the linear operator ∂ and
the bi-linear operator [ , ]:
∂ : Gk → Gl, xk ∈ Gk, xl ∈ Gl,
deg(∂xk) = deg(xk) + 1 = deg(xl), (100)
[ , ] : Gk
⊗
Gl → Gm, xk ∈ Gk, xl ∈ Gl, xm ∈ Gm,
deg([xk, xl]) = deg(xk) + deg(xl) = deg(xm), (101)
where ∂ and [ , ] satisfy Eqs. (96), (97), (98) and (99). In d.g.L.a., Eqs. (89) and (92) are compiled in the so-called
Maurer-Cartan equation [23]:
∂γ +
1
2
[γ, γ] = 0 (102)
with γ ∈ G. Therefore, the deformation quantization F is a map:
F : G → G, γ1 7→ γ2,
∂γi +
1
2
[γi, γi] = 0, i = 1, 2. (103)
Namely, the deformation quantization is a map holding a solution of the Maurer-Cartan equation (102). In the
section IVB2, we will introduce a L∞ algebra, and will redefine the deformation quantization; in the L∞ algebra,
the Maurer-Cartan equation (102) is rewritten as Q(eγ) = 0 (Q and eγ will be defined in IVB2).
2. L∞ algebra
Now we define a commutative graded coalgebra C(V ).
First, we define a set (V ,△, τ, Q), where V :=⊕n=1,2,··· V ⊗n with a graded k-vector space V ⊗n (n = 1, 2, . . . ),△ and
Q represent the coproduct and codifferential operator, respectively; moreover, τ denotes cocommutation (definition
is given later). The coproduct, cocommutation and codifferential operator satisfy the following equations:
(△⊗ id) ◦ △ = (id⊗△) ◦ △, (104)
τ△ = △, (105)
△ ◦Q = (id⊗Q +Q⊗ id) ◦ △, (106)
τ(x ⊗ y) := (−1)degco(x)degco(y)y ⊗ x, (107)
with degco(x) := deg(x)− 1, where x ∈ V ⊗deg(x) and y ∈ V ⊗deg(y). Q represents a codifferential operator adding one
degree: Q ∈ Hom(V ⊗m, V ⊗(m+1)) with degco(Q(x)) = degco(x) + 1 for x ∈ V ⊗m, ∃m ∈ Z+ (the explicit form of Q is
given later; Z+ := {i | i > 0, i ∈ Z}).
By using τ , we define the commutative graded coalgebra C(V ) from (V ,△, τ, Q); the identify relation ∼ is defined as
x⊗y ∼ (−1)degco(x)degco(y)y⊗x, i.e., x⊗y and (−1)degco(x)degco(y)y⊗x are identified. Now, we define the commutative
graded tensor algebra:
C(V ) := V/ ∼ ≡ {[x]|x ∈ V}, (108)
where [x] = {y | y ∈ V , x ∼ y}, and degco(x1 ⊗ x2 ⊗ · · · ⊗ xn) = degco(x1) + degco(x2) + · · · + degco(xn) with
x1 ⊗ x2 ⊗ · · · ⊗ xn ∈ V ⊗degco(x1) ⊗ V ⊗degco(x2) ⊗ · · · ⊗ V ⊗degco(xn); a product in C(V ) is defined by xy := [x ⊗ y].
Namely, in C(V ),
x1x2 · · ·xixi+1 · · ·xn = (−1)degco(xi)degco(xi+1)x1x2 · · ·xi+1xi · · ·xn (109)
with n ≥ 2. (Let us recall that the derivation of the exterior algebra from the tensor space; V and C(V ) correspond
to the tensor space and the exterior algebra, respectively.)
Moreover, in the case that Q2 = 0, the commutative graded coalgebra C(V ) is called the L∞ algebra. For the L∞
algebra, the coproduct and codifferential operator are uniquely determined by using multilinear operators:
lk : (V
⊗k ∈ C(V )))→ V ∈ C(V ) (110)
degco(lk(x1 · · ·xk)) = degco(x1) + · · ·+ degco(xk) + 1 (111)
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as follows:
△(x1 · · ·xn) =
∑
σ
n−1∑
k=1
ε(σ)
k!(n− k)! (xσ(1) · · ·xσ(k))⊗ (xσ(k+1) · · ·xσ(n)), (112)
Q =
∞∑
k=1
Qk, (113)
Qk(x1 · · ·xn) =
∑
σ
ε(σ)
k!(n− k)! lk(xσ(1) · · ·xσ(k))⊗ xσ(k+1) ⊗ · · · ⊗ xσ(n),
(114)
where ε(σ) represents a sign with a replacement σ : x1x2 · · ·xn 7→ xσ(1)xσ(2) · · ·xσ(n). From the condition Q2 = 0,
we can identify (l1, l2) with (∂, [ , ]) in d.g.L.a. If we put l3 = l4 = · · · = 0, Q(eα) = 0 for α ∈ V is equal to the
Maurer-Cartan equation Eq. (102) in d.g.L.a [17], where
eα ≡ 1 + α+ 1
2!
α⊗ α+ · · · (115)
with α⊗n ⊗ 1 ≡ 1⊗ α⊗n ≡ α⊗n for n = 1, 2, · · · . Therefore, the deformation quantization is a map:
F : C(V )→ C(V ),
γ1 7→ γ2 (116)
with
Q(eγi) = 0, i = 1, 2. (117)
To constitute such a map F , we introduce the L∞ map F , which is defined as the following map holding degrees
of coalgebra:
F : C(V )→ C(V ), v1, v2 ∈ C(V ),
v1 7→ v2,
degco(v1) = degco(v2); (118)
moreover, the L∞ map satisfies the following equations:
△ ◦F = (F ⊗F ) ◦ △, (119)
Q ◦F = F ◦Q. (120)
A form of such a map is limited as [17]:
F = F 1 +
1
2!
F
2 +
1
3!
F
3 + · · · , (121)
F
l : C(V )→ V ⊗l(⊂ C(V ))
F
l(x1 · · ·xn) =
∑
σ
∑
n1,··· ,nl≥1
n1+···+nl=n
ε(σ)
n1! · · ·nl!
·Fn1(xσ(1) · · ·xσ(n1))⊗ · · · ⊗Fnl(xσ(n−nl+1) · · ·xσ(n)), (122)
where Fn is a map from C(V ) to V (⊂ C(V )) holding degrees;
Fn : V
⊗n(⊂ C(V ))→ V (⊂ C(V ))
x1 ⊗ · · · ⊗ xn 7→ x′,
degco(x1) + · · ·+ degco(xn) = degco(x′). (123)
Here we define β :=
∑∞
n=1
1
n!Fn(α · · ·α), which satisfies F (eα) = eβ. The map F holds solutions of Maurer-Cartan
equations Q (eα) = 0 and Q
(
eβ
)
= 0; from
Q(eβ) ≡ Q ◦F (eα) (124)
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and the definition of the L∞ map: Q ◦F = F ◦Q, we obtain the following equation:
Q(eβ) = F ◦Q (eα) = 0, (125)
which means that the L∞ map transfers a solution of the Maurer-Cartan equation from another solution.
Now, we return to the deformation quantization. The multi-vector space T , is embedded in C(V ); C(V ) =
(T ,△T , τ, QT ), where △T (x1x2) := x1 ∧ x2 for x1, x2 ∈ T , (QT )1 := ∂BV ≡ 0, (QT )2 := [ , ]BV, and (QT )l := 0 for
l = 3, 4, . . . ; τ replaces the wedge product “∧” with the product “·”. For the cochain space C, it is also embedded in
C(V ); C(V ) = (C,△C , τ, QC), where △C(x1x2) := x1 ∧ x2 for x1, x2 ∈ C, (QC)1 := ∂C , (QC)2 := [ , ]C , and (QC)l := 0
for l = 3, 4, . . . .
The star product is given by f ⋆ g = f · g + β(f ⊗ g), which is identified as the map F0 + F 1 with F0 := µ◦.
Here we summarize the main results of the succeeding sections without explaining their derivations. The map
F 1 is given by a path integral of a topological field theory having super fields: X := (X1, . . . , XN); and scalar
fields: ψ := (ψ1, . . . , ψN ), λ := (λ1, . . . , λN ), and γ := (γ1, . . . , γN ); and one-form fields: θ := (θ1, θ2, . . . , θm),
A := (A1, . . . , AN ), A
+ := (A+1, . . . , A+N ), and η := (η1, . . . , ηN ); and Grassmann fields ci := (c
1, . . . , cN ); on a disk
Σ = {z | z = u + iv, u, v ∈ R, v ≥ 0} [17, 24, 25]. These fields are defined in section IVC. Using these fields, the
map Fn : V
⊗n → V is given as follows:
Fn(α1, · · · , αn)(f1 ⊗ · · · ⊗ fm)(x) =
∫
e
i
~
S0gh
i
~
Sα1 · · ·
i
~
SαnOx(f1, . . . , fm) (126)
for any function f1, . . . , fm, which depend on x; in this paper, x represents the coordinate in the classical phase space.
Here α1, α2, . . . , αn ∈ V , and m is defined by degco(αi) + 2, which is common and independent of i (i = 1, 2, . . . , n).
The operator Ox is defined as
Ox(f1, . . . , fm) :=
∫
[f1(X(t1, θ1)) · · · fm(X(tm, θm))] δx(ψ(∞)) (127)
≡
∫
1=t1>t2>···>tm=0
f1(ψ(t1))
m−1∏
k=2
∂ik
[
f(ψ(tk))A
+ik(tk)
]
fm(ψ(0))δx(ψ(∞)) (128)
for m, δx(ψ(t)) :=
∏d
i=1 δ(ψ
i − xi)γi(t), and t ∈ ∂Σ, where
S0gh :=
∫
Σ
[
Ai ∧ dψi − ∗Hdγi ∧ dci − λid ∗H Ai
]
(129)
with a Hodge operator ∗H : ∧k → ∧2−k, (k = 0, 1, 2); we will introduce the explicit definition in section IVD 2.
Moreover, for αr := α
i1,··· ,inr
r (X)∂i1 ∧ · · · ∧ ∂inr (nr > 1 is an integer number; degco = nr − 2),
Sαr :=
(∫
Σ
∫
d2θ
1
nr
α
i1···inr
r (X)ηi1 · · · ηinr
)∣∣∣∣
Φ∗=∂ϕ
, (130)
where the subscript Φ∗ = ∂ϕ means that the fields (X, η,A+) go to (ψ,A, 0). These results lead to the diagram
technique in section IVE and the explicit expression of the star product in section IVF.
C. Topological string theory
In this section, we expound the fields: A, ψ, c, γ, λ, θ, η, A+, and X . The simplest topological string theory is
defined the following action:
S0 :=
∫
Σ
d2σǫµνAµ,i∂νψ
i = −1
2
∫
Σ
d2σǫµνFµν,iψ
i (131)
with local coordinates σ = (σ1, σ2) on a disk Σ (we consider that the disk is the upper-half plain in the complex
one, i.e., Σ := {z | z = u + iw; w ≥ 0; u,w ∈ R}), where Aµ,i(σ) and ψi(σ) are U(1) gauge fields and scalar fields,
respectively; Fµν,i(σ) is a gauge strength (µ = 1, 2 and i = 1, . . . , N). The other fields c, γ, λ, θ, η, and A
+ are
introduced in section IVC1; we discuss the gauge fixing method using the so-called BV-BRST formalism [26, 27]
(where the BV refers to Batalin and Vilkovisky; BEST refers to Becchi, Rouet, Stora and Tyutin). In section IVC2,
we discuss the gauge invariance of the path integral, and introduce the SD operator. In section IVC3, we see that
correspondence of the deformation quantization and topological string theory.
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1. Ghost fields and anti-fields
Here, we quantize the action (131) using the path integral. Roughly speaking, the path integral is the Gauss integral
around a solution of an equation of motion. In many cases, a general action S has no inverse. Therefore, we will add
some extra fields, and obtain the action Sgh having inverse, which is called as the quantized action.
Now, we discuss a general field theory. We assume that a general action S is a function of fields φi, i.e., S = S[φi];
each field φi is labeled by a certain integer number, which is called as a ghost number gh(φi) (it is defined below).
φiC denotes that the fields fixed on the solution of the classical kinetic equation: δS0/δφ
i = 0, and the subscript of
the fields represents a number of fields. Because the Gauss integral is an inverse of a Hessian, a rank of the Hessian
should be equal to the number of the fields. Here a Hessian is defined by:
K[φi, φj ] :=
−→
δ
δφi
S
←−
δ
δφj
, (132)
where
−→
δ
δφiφ
j1φj2 · · ·φin := δj1i φj2 · · ·φj2 + (−1)j1iφj1δj2i · · ·φjni + · · · + (−1)i(j1+j2+···+j(n−1))φj1φj2 · · ·φj(n−1)δjni , and
φi1φi2 · · ·φin
←−
δ
δφj
:= φi1φi2 · · ·φi(n−1)δinj + (−1)injφi1φi2 · · · δ
i(n−1)
j φ
in + (−1)(i2+···+in)jδi1j φi2 · · ·φin ; for a boson φi, i
is a ghost number gh(φi); for a fermion φi, i is gh(φi) + 1.
We define the rank of the Hessian K and the number of the fields φi by ♯K and ♯φi, respectively. Generally
speaking, ♯K < ♯φi, because an action has some symmetries δRφ
i := Rijφ
j with nontrivial symmetry generators Rij ,
where is satisfies the following equation:
S
←−
δ
δφi
Rij = 0 (133)
with Rij |φk=φkc 6= 0. The nontrivial symmetry generator decrease the rank of Hessian from the number of fields. To
define the path integral, we should add (♯φi− ♯K) virtual fields [26–28]. The additional fields are called as ghost fields
Φα1 and antifields Φ∗αl (l = 0, 1), and these fields are labeled by ghost numbers. For Φ
α1 , the ghost number is defined
by gh(Φα1) := 1. The fields and ghost fields have antifields Φ∗αl . The antifields corresponding to φ ≡ Φα0 and Φα1
are described as Φ∗α0 and Φ
∗
α1 , respectively. The ghost number of Φ
∗
αl is defined by gh(Φ
∗
αl) = −l − 1. Statistics of
the anti-fields is opposite of fields, i.e., if the fields are fermions(bosons), the anti-fields are bosons(fermions). (Here
we only consider the so-called irreducible theory. For a general theory, see references [26–28].)
Using these fields, we will transform the action S[Φα0 ] 7→ Sgh[Ψ], where Ψ := (Φαl ,Φ∗αl) with l = 0, 1 and
αl ∈ Z+ := {i | i > 0, i ∈ Z} (Z represents the set of integers), Φα0 := φi are fields, Φα1 represents ghost fields, and
Φ∗αl denotes anti-fields of the fields Φ
αl . Hereafter we write a function space created by the fields and anti-fields as
C(Ψ). It is known that Sgh is given by
Sgh = S +Φ
∗
α0R
α0
α1Φ
α1 +O(Ψ3). (134)
Note that the anti-fields will be fixed, and ♯Ψ =
∑
l ♯Φ
αl (see section IVC3).
For the topological string theory, the fields φα are U(1) gauge fields Ai,µ and scalar fields ψ
i with i = 1, . . . , N and
µ = 1, 2; namely, Φα0 ≡ φα := (Ai,µ, ψi). Since ♯Ai,µ = 2N and ♯ψi = N , the fields number ♯φα is 3N . The action
(131) has the U(1) gauge invariance:
δ0Aµ,i = ∂µδ
j
iχj , (135)
δ0ψ
i = 0, (136)
δ0χi = 0 (137)
with χi represents a scalar function (i = 1, . . . , N). Therefore, the topological string theory has 2N linear-independent
nontrivial symmetry generators. Here we replace the scalar fields
chii with ghost fields ci (BRST transformation). Moreover, we add antifields A
∗
i,µ; since the gauge transformation
does not connect to ψ and the other fields, we does not add ψ∗ (the space of fields and ghost fields has 2N symmetry
generators, and the space of anti-fields and the anti-ghosts also have 2N symmetry generators corresponding to U(1)
gauge symmetry; see Figure 3):
R
(µ,i)
β = ∂µδ
i
β, (β = 1, 2, . . . , N). (138)
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FIG. 3. The Hessian matrix: K[Ψα(σ1),Ψ
β(σ2)] :=
δ
δΨα(σ2)
S δ
δΨβ(σ1)
The first column and first raw represent the right-hand
side and the left-hand side of variation functions, respectively. ∂ˆσj := δ(σ − σ1)∂σjδ(σ − σ2) represents a non-trivia Noether
current (j = 1, 2). The Hessian is block diagonal matrix; the ranks of the upper left and the lower right parts are 2 = 3 − 1.
Therefore, the total rank of the Hessian is 2 + 2 = 4 (i is fixed).
In this case, ♯K(φα, φβ) = 3N − 2N ; on the other hand, the action is a function of 3N fields (Aµ,i, ψi), N ghost fields
ci and 2N anti-fields A
∗
i,µ. Therefore, a rank of the Hessian corresponding to (S0)gh is calculated by
rankK(Ψ,Ψ)|Ψc = rankK(φ, φ)|Ψc + ♯ci + ♯A∗i,µ
= N +N + 2N
= 4N. (139)
Since ♯Φ = 4N (antifields will be fixed), the field number of the path-integral of (S0)gh is equal to the rank of the
Hessian of (S0)gh; hence, the path-integral of the action (S0)gh become well-defined.
Finally, the gauge invariance action is written by
(S0)gh = S0 +
∫
Σ
(Ai)+ ∧ δ0Ai (140)
with Ai := Aµ,idσ
µ and δ0Aµ,i = ∂µδ
j
i cj , where we define Φ
+
α using a Hodge operator ∗H : Φ+α ≡ ∗HΦ∗α (the
definition of the Hodge operator is depend on the geometry of the disk Σ; we will introduce the explicit definition in
section IVD 2), which is also called as the anti-field.
2. Condition of gauge invariance of classical action
In this section, we will add interaction terms: Sgh := (S0)gh + g(S1)gh + · · · , where g represents an expansion
parameter, and we will see that Sgh is uniquely fixed except a certain two form α by a gauge invariance condition.
Note that α satisfies the Jacobi’s identity. Therefore, we can identify α with the Poisson bracket.
First we discuss the gauge invariant condition. If we identify the fields and anti-fields with coordinates q and
canonical momentum p, i.e., (Φαi ,Φ∗αi) ↔ (qαi , pαi), and we also identify the action S and the Hamiltonian H:
S ↔ H . In the analytical mechanics, δam := {H, } represents a transform along the surface H(q, p) = constant,
i.e., δam holds the Hamiltonian. Similarly, we can define a gauge transformation, which holds the action S, using the
Poisson bracket in the two-dimension field theory. It is known as the Batalin-Vilkovisky (BV) bracket [26, 27]; the
definitions of the bracket are
{f, g}BV :=
∑
αi
i=0,1,...
(
δf
δΦαi
δg
δΦ∗αi
− δf
δΦ∗αi
δg
δΦαi
)
(141)
with f, g ∈ C(Ψ).
The BV bracket has the ghost number 1, then a BV-BRST operator δBV := {S, }BV adds one ghost number. The
BV bracket satisfies the following equations:
{f, g}BV = −(−1)(gh(f)+1)(gh(g)+1){g, f}BV, (142)
(−1)(gh(f)+1)(gh(h)+1){f, {g, h}BV}BV + cyclic = 0, (143)
{f, gh}BV = {f, g}BVh+ (−1)(gh(f)−1)gh(g)g{f, h}BV (144)
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with f, g, h ∈ C(Ψ).
Using the BV-BRST operator, the gauge invariance of action S is written as δBVS = 0, i.e.,
{S, S}BV = 0, (145)
which is called the classical master equation. We use this equation and Eqs. (142) and (143); we obtain δ2BV = 0,
which corresponds to the condition of the BRST operator: δ2BRST = 0 (δBRST is the BRST operator). Therefore, the
DV-BRST operator is the generalized BRST one.
Next, we discuss generalization of the topological field theory. Let us write a generalized action Sgh as
Sgh = (S0)gh + g(S1)gh + g
2(S2)gh + · · · , (146)
where g is an expansion parameter. Using gauge invariance condition (145), (Sn)gh (n = 1, 2, · · · ) is given by a
solution of the following equation:
∂n
∂gn
{Sgh, Sgh}BV
∣∣∣∣
g=0
= 0. (147)
The general solution is given by [25]
(S1)gh =
∫
Σ
d2σ
[
1
2
αij(AiAj − 2ψ+i cj) +
∂αij
∂ψk
(
1
2
(c+)kcicj − (A+)kAicj
)
+
1
4
∂2αij
∂ψk∂ψl
(A+)k(A+)lcicj
]
, (148)
(Sn>1)gh = 0 (149)
with (A+)i ≡ ∗HA∗µ,i = dσµεµνA∗ν,i, ψ+i ≡ ∗Hψ∗i = εµνdσµ ∧ dσνψ∗i and (c+)i ≡ ∗H(c∗)i = εµνdσµ ∧ dσν(c∗)i
(εµν = −ενµ, ε12 = 1), where αij is a function of ψ, and satisfies the following equation:
∂αij
∂ψm
αmk +
∂αjk
∂ψm
αmi +
∂αkl
∂ψm
αmj = 0. (150)
Here, if we identify ψi with xi, this equation is the Jacobi identity of Poisson bracket. Therefore, we can identify the
Poisson bracket with the topological string theory.
3. Gauge invariance in path integral
Now we discuss the path integral of the topological string theory
∫ DΦV (Ψ) with V (Ψ) = Oe i~S , and an observable
quantity operator O. Note that this path-integral does not include integrals in terms of the anti-fields. Therefore,
we must fix the anti-fields; then, we consider that the anti-field Φ∗ is a function of the field Φ, i.e., Φ∗ = Ω(Φ) and
Ω ∈ C(Φ = Ψ) Namely, the path integral is defined by∫
DΦV (Ψ)
∣∣∣∣
Φ∗=Ω
. (151)
A choice of Ω(Φ) is corresponding to the gauge fixing in the gauge theory. The path integral must be independent
to the gauge choice (gauge invariance). To obtain a gauge invariant condition, we take the variation of the path
integral in terms of anti-fields, and obtain the following gauge invariant condition [29]:
△SDV (Ψ) = 0, (152)
where we have introduced the Schwinger-Dyson (SD) operator:
△SD :=
∑
αl
(−1)αl δ
δΦαl
δ
δΦ∗αl
,
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where (−1)αl is defined as follows: if Φαl represents a boson, (−1)αl = (−1)gh(Φαl ); if Φαl represents a fermion,
(−1)αl = (−1)(gh(Φαl )+1). Equation (152) is called the quantum master equation. It is known that the following two
conditions are equivalence:
△SDV (Ψ) = 0⇐⇒ Ω =
−→
δ ϕ
δΦa
, ∃ϕ, (154)
where ϕ is called the gauge-fixing fermion (an example will be shown later).
To perform the path integral, we generalize the classical action Sgh to a quantum actionW = Sgh+i~W1+(i~)
2W2+
· · · . The correction terms Wn (n = 1, 2, . . .) are calculated from the master equation:
△SDe i~W = 0, (155)
or
{Sgh, Sgh}BV = 0, (156)
{W1, Sgh}BV + i~△SDSgh = 0, (157)
{W2, Sgh}BV + i~△SDW1 + 1
2
{W1,W1}BV = 0, (158)
· · ·
In the case where △SDSgh = 0, we can put W1 = W2 = · · · = 0. Fortunately, the topological string theory satisfies
△SDSgh = 0. Therefore, we do not have to be concerned about the quantum correction of the action.
Finally, we consider the gauge fixing. Here we employ the Lorentz gauge:
d ∗H Ai = 0, (159)
and we add the integral of the Lorentz gauge to Sgh. However, the path integral should hold gauge invariance, i.e., the
path integral should be independent of gauge fixing term. Then, the gauge fixing can be written gauge-fixed fermion:
ϕ :=
∫
Σ
γi(d ∗H Ai) = −
∫
Σ
dγi ∗H Ai, (160)
where we introduced N fields γi (i = 1, 2, . . . , N), and anti-fields γ
+
i are given by
γ+i =
−→
∂ ϕ
∂γi
= d ∗H Ai. (161)
Now, we employ the Lagrange multiplier method, and introduce N scalar fields λi. The gauge-fixed action is written
by
Sgf = Sgh −
∫
Σ
γid ∗H Ai (162)
= Sgh −
∫
Σ
λiγ+i . (163)
The other anti-fields are also fixed by this gauge-fixing fermion:
ψ+i = c
+
i = λ
+
i = 0, (164)
A+i = ∗Hdγi. (165)
Gauge fixed action Sgf is written by
Sgf =
∫
Σ
[
Ai ∧ dψi + 1
2
αijAi ∧ Aj − ∗Hdγi ∧
(
dci +
∂αkl
∂ψi
Akcl
)
−1
4
∗H dγi ∧ ∗Hdγj ∂
2αkl
∂ψi∂ψj
ckcl − λid ∗H Ai
]
. (166)
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Here we perform the following variable transformations:
X i := ψi + θµA∗µ −
1
2
θµθνc+iµ ν, (167)
ηi := ci + θ
µAi,µ +
1
2
θµθνψ+i,µν , (168)
where θµϑν = −θνθµ; gh(θµ) = 1. For any scalar field f(u) (u ∈ Σ), f˜(u, θ) := f(u)+ θµf (1)µ (u) + 12θµθνf
(2)
µν is called
as the super field, where f (1) and f (2) represent a one-form field and a two-form field, respectively.
By using the super fields, the gauge fixed action Sgf can be rewritten as
Sgf =
∫
Σ
∫
d2θ
[
ηiDX
i − λid ∗H Ai + 1
2
αij(X)ηiηj
]
, (169)
where D := θµ ∂∂uµ . This is the final result in this section. Hereafter, we write S
0
gf :=
∫
Σ
[
ηiDX
i − λid ∗H Ai
]
and
S1gf :=
∫
Σ
αijηiηj/2.
D. Equivalence between deformation quantization and topological string theory
We return to the discussion about the deformation quantization. Here we see that the equivalence of the deformation
quantization and the topological string theory, and introduce the perturbation theory of the topological string theory,
which is equal to Kontsevich’s deformation quantization [17].
1. Path integral as L∞ map
Here we summarize correspondence between Path integral with L∞ map.
First we note that the map: α := α(x)µνηµην/2 7→ Sα := S1gf =
∫
Σ α(x)
µνηµην/2 is isomorphic, because
{Sα1 , Sα2}BV = S{α1,α2}BV .
SD operator satisfies the conditions of codifferential operator Q in L∞ algebra, where the vector space and the
degree of the space correspond to C(Ψ) and the ghost number, respectively.
The path integral
∫
e
i
~
S0gf gives the deformation quantization F0 + F
1. The master equation
Qe
i
~
Sα = 0 (170)
with Q = △SD is corresponding to the L∞ map’s condition QF = 0
For αr := α
i1,i2,··· ,imηi1ηi2 · · · ηim/m! with a positive integer m, Fn : V ⊗n1 ⊗ → V2 is given by
Fn(α1, . . . , αn)(f1 ⊗ · · · ⊗ fm)(x) :=
∫
e
i
~
S0 i
~
Sα1 · · ·
i
~
SαnO(f1, . . . , fm), (171)
where Sαr is the expansion of Sα, and is defined as
Sαr :=
(∫
Σ
1
m!
αi1···im(X)ηi1 · · · ηim
)∣∣∣∣
Φ∗=∂ϕ
, (172)
and O is chosen to satisfy
Q ◦F = F ◦Q, (173)
where F := F0 + F
1 + F 2 + · · · . We put O as follow:
O(f1, . . . , fm) =
∫
Bm
[X(t1, θ1)) · · · fm(X(tm, θm))](m−2)δx(X(∞)), (174)
≡
∫
1=t1>t2>···>tm=0
f1(ψ(1))
m−1∏
k=2
∂ik
[
f(ψ(tk))A
+ik (tk)
]
fm(ψ(0))δx(ψ(∞)) (175)
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where the subscript (m− 2) denotes that (m − 2) forms are picked up from the products of super fields, and Bm
represents the surface of the disk Σ, i.e., t is the parameter specifying the position on the boundary ∂Σ (1 = t1 >
t2 > · · · > tm−1 > tm = 0).
To be exact, the action and fields include gauge fixing terms, ghost fields and anti-field. Finally, the deformation
quantization is given as follow:
(f ⋆ g)(x) =
∫
DΦf(ψ(1))g(ψ(0))δ(xi − ψi(∞))e i~Sgf . (176)
2. Perturbation theory
Now we see that the perturbation theory of the topological string theory. First, we write the action as Sgf = S
0
gf+S
1
gf .
The first term is defined as
S0gf =
∫
Σ
[
Ai ∧ (dξi + ∗Hdλi) + cid ∗H dγi
]
, (177)
where ξi ≡ ψi − xi, and we have expanded ψi around xi. The path integral of an observable quantity 〈O〉 is given by
∫
e
i
~
SgfO =
∞∑
n=0
in
~nn!
∫
e
i
~
S0gf (S1gf)
nO, (178)
where
∫
:=
∫ DξDADcDγDλ. This expansion corresponds to the summation of all diagrams by the contractions of
all pairs in terms of fields and ghost fields. From equation (177), propagators are inverses of
d⊕ ∗Hd, d ∗H d. (179)
Here we assume that the disk is the upper complex plane: Σ = {z | z = u + iv, u, v ∈ R, v ≥ 0} with i2 = −1, and
the boundary is ∂Σ = {z | z = u, u ∈ R}. (R represents the real number space, and z denotes a complex number.)
The Hodge operator ∗H is defined by { ∗Hdu = dv
∗Hdv = −du 7−→
{ ∗Hdz = −idz
∗Hdz = idz , (180)
where z represents the complex conjugate of z. Moreover,
dz = du
∂
∂u
+ dv
∂
∂v
= dz
∂
∂z
+ dz
∂
∂z
, (181)
δz(w) := δ(w − z)duw ∧ dvw ,
∫
δz(w) = 1, (182)
where w ∈ C with the complex number plane C, and w ≡ uw + ivw.
Now, we calculate Green functions of d⊕∗Hd and d∗Hd, because the Green functions are inverses of these operators:
DwG(z, w) = i~δz(w), (183)
where Dw = dw ⊕ ∗Hdw or dw ∗H dw. The solution depends on the boundary condition. In the case that z and w
satisfy the Neumann boundary condition, a solution is a function of
φh(z, w) :=
1
2i
log
(z − w)(z − w)
(z − w)(z − w) . (184)
On the other hand, z and w satisfy the Dirichlet boundary condition, a solution is a function of
ψh(z, w) := log
∣∣∣∣z − wz − w
∣∣∣∣ . (185)
The Neumann boundary condition is 0 = ∂u1G(z, w)|u2=0, and the Dirichlet boundary condition is 0 = ∂u2G(z, w)|u1=0.
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The propagators are given by
〈γk(w)cj(z)〉 = i~
2π
δkj ψ
h(z, w), (186)
〈ξk(w)Aj(z)〉 = i~
2π
δkj dzφ
h(z, w), (187)
〈(∗Hdγk)(w)cj(z)〉 = i~
2π
δkj δwφ
h(z, w), (188)
and so on. From these propagators, we can obtain diagram rules corresponding to the deformation quantization. In
section IVE, we will introduce exact diagram rules.
To obtain the star product, we choice
Ox = f(X(1))g(X(0))δx(ψ(∞)) (189)
E. Diagram rules of deformation quantization
From the perturbation theory of the topological string theory, we can obtain the following diagram rules of the star
product, which is first given by Kontsevich [17, 30]:
(f ⋆ g)(x) = f(x)g(x) +
∞∑
n=1
(
i~
2
)n ∑
Γ∈Gn
wΓBΓ,α(f, g). (190)
where Γ, BΓ,α(f, g) and wΓ are defined as follows:
Definition. 1 Gn is a set of the graphs Γ which have n + 2 vertices and 2n edges. Vertices are labeled by symbols
“1”, “2”, . . . , “n”, “L”, and “R”. Edges are labeled by symbol (k, v), where k = 1, 2, . . . , n, v = 1, 2, . . . , n, L,R, and
k 6= v. (k, v) represents the edge which starts at “k” and ends at “v”. There are two edges starting from each vertex
with k = 1, 2, . . . , n; L and R are the exception, i.e., they act only as the end points of the edges. Hereafter, VΓ and
EΓ represent the set of the vertices and the edges, respectively.
Definition. 2 BΓ,α(f, g) is the operator defined by:
BΓ,α(f, g) :=
∑
I:EΓ→{i1,i2,··· ,i2n}

 n∏
k=1

 ∏
e∈EΓ,e=(k,∗)
∂I(e)

αI((k,v1k),(k,v2k))

×



 ∏
e∈EΓ,e=(∗,L)
∂I(e)

 f

×



 ∏
e∈EΓ,e=(∗,R)
∂I(e)

 g

 , (191)
where, I is a map from the list of edges ((k, v1,2k )), k = 1, 2, . . . , n to integer numbers {i1, i2, · · · , i2n}. Here 1 ≤ in ≤ d;
d represents a dimension of the manifold M . BΓ,α(f, g) corresponds to the graph Γ in the following way: The vertices
“1”, “2”, . . . , “n”, correspond to the Poisson structure αij . R and L correspond to the functions f and g, respectively.
The edge e = (k, v) represents the differential operator ∂(i or j) acting on the vertex v.
The simplest diagram for n = 1 is shown in Fig. 4(a), which corresponds to the Poisson bracket: {f, g} =∑
i1,i2
αi1i2(∂xi1 f)(∂xi2 g). The higher order terms are the generalizations of this Poisson bracket.
Figure 4(b) shows a graph Γex.2 with n = 2 corresponding to the list of edges
((1, L), (1, R), (2, R), (2, 3)); (192)
in addition, the operator BΓex.2,α is given by
(f, g) 7→
∑
i1,··· ,i4
(∂xi3α
i1i2)αi3i4(∂xi1 f)(∂xi2∂xi4 g). (193)
Definition. 3 We put the coordinates for the vertices in the upper-half complex plane H+ := {z ∈ C | Im(z) > 0}
(C represents the complex plain; Im(z) denotes the imaginary part of z). Therefore, R and L are put at 0 and 1,
respectively. We associate a weight wΓ with each graph Γ ∈ Gn as
wΓ :=
1
n!(2π)2n
∫
Hn
n∧
k=1
(
dφh(k,v1
k
) ∧ dφh(k,v2
k
)
)
, (194)
28
FIG. 4. (a): The graph Γex.1 ∈ G1 corresponding to Poisson bracket. (b): A graph Γ ∈ G2 correspond to the list of edges:
((1, L), (1, R), (2, R), (2, 1)) 7→ {i1, i2, i3, i4}.
where φ is defined by
φh(k,v) :=
1
2i
Log
(
(q − p)(q¯ − p)
(q − p¯)(q¯ − p¯)
)
. (195)
p and q are the coordinates of the vertexes “k” and “v”, respectively. p¯ represents the complex conjugate of p ∈ C.
Hn denotes the space of configurations of n numbered pair-wise distinct points on H+:
Hn := {(p1, · · · , pn) | pk ∈ H+, pk 6= pl for k 6= l}. (196)
Here we assume that H+ has the metric:
ds2 = (d(Re(p))2 + d(Im(p))2)/(Im(p))2, (197)
with p ∈ H+; φh(p, q) is the angle which is defined by (p, q) and (∞, p), i.e., φh(p, q) = ∠pq∞ with the metric (197).
For example, wΓex.1 corresponding to Fig. 4(a) is calculated as:
wΓex.1 =
2
1!(2π)2
∫
H1
d
1
2i
Log
(
p2
p2
)
∧ d 1
2i
Log
(
(1− p)2
(1− p)2
)
= 1, (198)
where we have included the factor “2” arising from the interchange between two edges in Γ. wΓ corresponding to the
Fig. 4(b) is
wΓ(b) =
1
2!(2π)4
∫
H2
d
1
i
Log
(
p1
p1
)
∧ d1
i
Log
(
1− p1
1− p1
)
∧ d1
i
Log
(
p2
p2
)
∧ d 1
2i
Log
(
(p1 − p2)(p1 − p2)
(p1 − p2)(p1 − p2)
)
=
1
2!(2π)4
∫
H2
d
1
i
Log
(
p1
p1
)
∧ d1
i
Log
(
1− p1
1− p1
)
∧d (2 arg(p2)) ∧ d|p2| ∂
∂|p2|
1
2i
Log
(
(p1 − p2)(p1 − p2)
(p1 − p2)(p1 − p2)
)
=
1
2!(2π)4
∫
H2
d
1
i
Log
(
p1
p1
)
∧ d1
i
Log
(
1− p1
1− p1
)
∧ d1
i
Log
(
p2
p2
)
∧ d1
i
Log
(
1− p2
1− p2
)
=
w21
2!
=
1
2
, (199)
where p1 and p2 are the coordinates of vertexes “1” and “2”, respectively. Here, we have used the following facts:∫ ∞
0
d|p2|∂|p2|Log
(
(p1 − p2)(p1 − p2)
(p1 − p2)(p1 − p2)
)
= lim
Λ→∞
Log
(
(p1 − Λei arg(p2))(p1 − Λei arg(p2))
(p1 − Λe−i arg(p2))(p1 − Λe−i arg(p2))
)
= lim
Λ→∞
Log
(
(1− Λei arg(p2))(1 − Λei arg(p2))
(1− Λe−i arg(p2))(1 − Λe−i arg(p2))
)
,∫
|p1|>Λ
dLog
(
p1
p1
)
∧ dLog
(
1− p1
1− p1
)
Λ→∞−→
∫
|p1|>Λ
dLog
(
p1
p1
)
∧ dLog
(
p1
p1
)
= 0. (200)
Generally speaking, the integrals are entangled for n ≥ 3 graphs, and the weight of these are not so easy to evaluate
as Eq. (199).
Note that the above diagram rules also define the twisted element as the following relation: (f ⋆ g) ≡ µ ◦ F(f ⊗ g).
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FIG. 5. A four vertexes graph, where the white circle and the white square represent αA and αF , respectively; the dotted
arrow, waved arrow, and real arrow represent ∂p, ∂s, and ∂X , respectively.
F. Gauge invariant star product
From Eq. (77), the Poisson structure corresponding to our model is
αij =

 0 ηµν 0−ηµν −qFˆµν −qǫabcsaAbµ
0 qǫabcsaAbµ ǫ
abcsc

 , (201)
where the symbols i and j represent indexes of the phase space (TX, ωp, s). We separate the Poisson structure as
follows:
α :=

 0 ηµν 0−ηµν 0 0
0 0 0

+

 0 0 00 0 −qǫabcAbµsa
0 qǫabcsaAbµ ǫ
abcsa

+

 0 0 00 qFˆµν 0
0 0 0


≡ α0 + αA + αF . (202)
Here, for f = f0 + faσ
a, ∂saf := fa (a = x, y, z), where f0,x,y,z are functions X and p. Because α0 is constant and
αA and αF are functions of X
µ and s, and any function f is written as f = f0+
∑
a=x,y,z fas
a (f0,a only depends on
X and p), then we obtain additional diagram rules:
A1. Two edges starting from αF connect with both vertices “L” and “R”.
A2. At least one edge from vertices α0 or αF connect with vertices “L” or “R”.
A3. A number of the edges entering αA is one or zero.
We also separate the graph Γ into Γα0 , ΓαA and ΓαF . Here, we define the numbers of vertices α0, αA, and αF
as nα0 , nαA , and nαF , respectively. ΓαF is the graph consisted by vertices corresponding to αF , and “L” and “R”,
and edges starting from these vertices. We consider ΓαF as a cluster, and define ΓαA as the graph consisted by the
vertices corresponding to αA, which acts on the cluster corresponding to ΓαF . Γα0 is the rest of the graph Γ without
ΓαA and ΓαF . Here, we label vertexes ΓαF , ΓαA and Γα0 by “k = 1 − nαF ”, “k = (nαF + 1) − (nαF + nαA)” and
“k = (nαF +nαA +1)− (nαF +nαA +nα0)”, respectively. The edge starting from “k” and ending to “v1,2k ” represents
(k, v1,2k ).
Next, we calculate weight wnαF and the operator BΓαF ,αF corresponding to ΓαF , and later those for ΓαAor0 .
Separation of graph Γ
We now sketch the proof of wΓBΓ,α = wnα0BΓα0 ,α0 · wnαABΓαA ,αA · wnαF BΓαF ,αF , where wnαa =
w
nαa
1
nαa !
for a =
0, A, F , and w1 is given by Eq. (198).
From the additional rule A1, each operator corresponding to vertexes αF and edges (αF , L or R) acts on f and g
independently. Thus wαF ∼ w
nαF
1 . Secondly we consider the graph which consists of four vertexes corresponding to
αA, αF , and “L”and “R” as shown in Fig. 5. We also assume that one edge of the vertex corresponding to αA connects
with a vertex corresponding to αF . In this case, from additional diagram rule A3, another edge of the vertex has to
connect with “L” or “R”. Since we can exchange the role “R” and “L” by the variable transformation p 7→ 1 − p,
(p ∈ H+), we assume that one edge of the vertex corresponding to αA connect with “L”. The weight wΓ in this case is
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FIG. 6. This figure shows the calculation method of the graph (a), where the dotted arrow and real arrow represent the
derivative with respect to p and X, respectively, and the white circle and the white triangle represent α0 and αF , respectively.
We rewrite the graph (a) as the graph (c) which is given by the cluster represented by the big circle and the operators into it,
where the big circle represents the graph (b).
given by Eq. (199), i.e., the integrals for the weight is given by replacing coordinate of the vertex corresponding to αF
with coordinate of “R” in H+. This result can be expanded to every graph though a graph includes the vertices α0.
For example, we illustrate the calculation of a six vertices graph, which only includes α0 and αF , in Fig. 6. At first
we make the cluster having only vertices αF , f and g (fig. 6(b)), which is corresponding to the following operator:
wnαF
nαF !
αi1i2F α
i3i4
F (∂pi1 ∂pi3 f)(∂pi2∂pi4 g). The edges from the vertices act on the cluster independently (fig. 6(c)); we
obtain the following operator: w
nα0
nα0 !
wnαF
nαF !
αj1j20 α
j3j4
0 (∂Xj1α
i1i2
F )(∂Xj3α
i3i4
F )(∂Xj2 ∂pi1∂pi3 f)(∂Xj4∂pi2∂pi4 g).
The position of each vertex corresponding to αA and αF can be move independently in integrals, and the entangled
integral does not appear. Therefore the weight wnαA of a graph ΓαA ∼ w
nαA
1 only depends on the number of vertexes
corresponding to αA and αF , and wΓ = wnαA ·wnαF holds generally. From additional rule A2, we can similarly discuss
about a graph Γα0 , and obtain wnα0 ∼ w
nα0
1 . Finally, we can count the combination of nα0 , nαA and nαF , and it is given
by
(nα0+nαA+nαF )!
(nαA+nαF )!nα0 !
· (nαA+nαF )!nαA !nαF ! . Therefore we obtain the Eq: wΓBΓ,α = wnα0BΓα0 ,α0 ·wnαABΓαA ,αA ·wnαF BΓαF ,αF .
The summation of each graph is easy, and we can derive the star product: f ⋆ g = µ ◦ FA(f ⊗ g), where twisted
element FA is written as follow:
FA = exp
{
i~
2
(
∂Xµ ⊗ ∂pµ − ∂pµ ⊗ ∂Xµ
)}
◦ exp
{
i~
2
εijksk
(
Aiµ∂pµ ⊗ ∂sj + ∂si ⊗ ∂sj − ∂sj ⊗Aiµ ⊗ ∂pµ
)}
◦ exp
{
i~
2
(
F aµνs
a + Fµν
)
∂pµ ⊗ ∂pν
}
. (203)
Because the action IA including a global U(1)×SU(2) gauge field, the action IA is written as IA = FA ◦ F−10 I0,
thus, the map F07→A : I0 7→ IA is given by F07→A = FA ◦ F−10 , i.e.,
F(07→A) = exp
{
i~
2
(
∂Xµ ⊗ ∂pµ − ∂pµ ⊗ ∂Xµ
)}
◦ exp
{
i~
2
εijksk
(
Aiµ∂pµ ⊗ ∂sj + ∂si ⊗ ∂sj − ∂sj ⊗Aiµ ⊗ ∂pµ
)}
◦ exp
{
i~
2
(
F aµνs
a + Fµν
)
∂pµ ⊗ ∂pν
}
◦ exp
{
− i~
2
εijksk∂si ⊗ ∂sj
}
◦ exp
{
− i~
2
(
∂Xµ ⊗ ∂pµ − ∂Xµ ⊗ ∂pµ
)}
. (204)
The inverse map is given by the replacement of i by −i in the map (204).
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V. TWISTED SPIN
In this section, we will derive the twisted spin density, which corresponds to the spin density in commutative
spacetime without the background SU(2) gauge field.
First, we will derive a general form of the twisted spin current in section VA, which is written by using the twisted
variation operator. This operator is constituted of the coproduct and twisted element; the coproduct reflects the
action rule of the global SU(2) gauge symmetry generator, and the twisted element represents gauge structure of the
background gauge fields.
In section VB, at first, we will calculate the twisted spin density of the so-called Rashba-Dresselhaus model in
the Wigner representation using the general form of the twisted spin density, and next, we will find the twisted spin
operator in real spacetime using correspondence between operators in commutative spacetime and noncommutative
phasespace.
A. Derivation of a twisted spin in Wigner space
The Lagrangian density in the Wigner space is given by
L(X, p) =
(
p0 − p
2
2m
)
⋆
(
ψψ†
)
, (205)
where m is the electric mass, f ⋆ g := µ ◦ FA(f ⊗ g) for any functions f and g.
The variation corresponding to the infinitesimal global SU(2) gauge transformation is defined as
δsaψ = iϑs
aψ, (206)
δsaψ
† = −iψ†sa, (207)
δsax
µ = 0, (208)
where θ represents an infinitesimal parameter. Therefore, the variation of the Lagrangian density L(X, p) := Lˆ ⋆ ψψ†
is given by
δsa (L(X, p)) := Lˆ ⋆ iθsa ⋆ ψψ† − Lˆ ⋆ ψψ† ⋆ iθsa (209)
Here we introduce the Grassmann numbers λ1,2,3 (λ3 := λ1λ2), the product µ, and the coproduct △η, where the
coproduct satisfies
△η(f) := f ⊗ η + η ⊗ f (210)
for any functions f and operator η. The equation (209) can be rewritten as
δsa (L) =
∫
dλ3µ ◦ FA
(
Lˆ ⊗ (iλ1θsa ⋆ λ2ψψ† + λ2ψψ† ⋆ iλ1θsa))
=
∫
dλ3µ ◦ FA
(
Lˆ ⊗ µ ◦ FA△iλ1θsa
)
=
∫
dλ3µ ◦ FA(id⊗ µ) ◦ (id⊗FA) ◦ (id⊗△iλ1θsa) ◦ (Lˆ ⊗ λ2ψψ†)
= i
∫
dλ3µ ◦ (id⊗ µ) ◦ (id⊗△)FA ◦ (id⊗ FA)
◦(id ◦ θ1/2 ⊗ θ1/2) ◦ (id⊗△λ1sa) ◦ (Lˆ ⊗ λ2ψψ†), (211)
where we used
∫
dλiλj = δij(i, j = 1, 2, 3) with the Kronecker delta δij Here we introduce the following symbols:
µˆ := µ ◦ (id⊗ µ), (212)
FˆA := (id⊗△)FA ◦ (id⊗FA), (213)
θˆ := θ1/2 ⊗ θ1/2, (214)
△ˆλ1sa := (id⊗△λ1sa), (215)
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where the coproduct in the differential operator space is defined as
△(dn) :=
∑
i+j=n
i≥0, j≥0
di ⊗ dj . (216)
Here vectors {d0, d1, . . . } corresponding to following operators: d0 := id and dn := (1/n!)(∂n/∂pn), or d0 := id and
dn := (1/n!)(∂
n/∂xn) (n = 1, 2, . . . ), and dl are bases of a vector space B(k) :=
⊕∞
l=0 kdl (k represents a scalar). The
coproduct △ in the vector space B(k) satisfies the coassociation law: (△⊗ id)⊗△ = (id⊗△) ◦ △ because
(△⊗ id) ◦ △(dn) =
∑
i+j=n
i≥0, j≥0
△(di)⊗ dj
=
∑
i+j=n
i≥0, j≥0

 ∑
k+l=i
k≥0, l≥0
dk ⊗ dl ⊗ dj


=
∑
k+l+j=n
k≥0, l≥0, j≥0
dk ⊗ dl ⊗ dj (217)
and
(id⊗△) ◦ △(dn) =
∑
i+j=n
i≥0, j≥0
di ⊗△(dj)
=
∑
i+k+l=n
i≥0, k≥0, l≥0
di ⊗ dk ⊗ dl. (218)
It represents the Leibniz rule with respect to the differential operator ∂µ. For instance, (id ⊗ △)(∂µ ⊗ ∂ν) :=
∂µ ⊗△(∂ν) = ∂µ ⊗ ∂ν ⊗ id + ∂µ ⊗ id⊗ ∂ν ; it corresponds to the following calculation:
∂µf · ∂ν(g · h) = ∂µf · ∂νg · h+ ∂µf · g · ∂νh. (219)
The variation (211) is rewritten as
δsaL(X, p) = i
∫
dλ3µˆ ◦ FˆA ◦ θˆ ◦ △ˆλ1sa ◦ (Lˆ ⊗ λ2ψψ†). (220)
If we replace △ˆtλ1sa := Fˆ−1A △ˆλ1saF0 with △ˆλ1sa in equation (220), the integrals in terms of x and p of the
right-hand side of Eq. (220) become zero because FˆA ◦ △ˆtλ1sa does not include the SU(2) field, which breaks
the global SU(2) gauge symmetry, in the case that the parameter θ is constant. Therefore, for the action S :=∫
dDimXdDimpL(X, p)/(2π~)Dim,
δtsaS := tr
∫∫∫
dλ3d
DimX
dDimp
(2π~)Dim
µˆ ◦ FˆA ◦ θˆ ◦ △ˆtλ1sa(Lˆ ⊗ λ2ψψ†) (221)
is the infinitesimal SU(2) gauge transformation with background SU(2) gauge fields.
Because δtsaS = 0, we can write
δtsaS =
∫
dDimXθ
(
∂µjtµ
)
. (222)
In the case that the infinitesimal parameter depends on the spacetime coordinate, this equation can be written as
δtsaS =
∫
dDimXθ(X)
(
∂µjtµ
)
= −
∫
dDimX
(
∂θ(X ′)
∂X ′µ
)
jtµ(X
′). (223)
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Therefore, we obtain the twisted Noether current
jtµ = −
δtsaS
δ(∂µθ(X))
. (224)
In particular, the twisted spin
Sta =
∫
dXjt0
=
∫
dX
δtsaS
δ(∂T θ)
(225)
is conserved quantity. Here, we assumed that the SU(2) gauge is static one. However, we do not use this condition in
the derivation of the twisted Noether charge and current density. Then, we can derive the virtual twisted spin with a
time-dependent SU(2) gauge: S˜ta. In this case, we only use the time-dependent SU(2) gauge field strength F
a
µν , which
has non-zero space-time components F a0i (i = 1, 2, . . . ,Dim− 1).
Here, we discuss the adiabaticity of the twisted spin. In the case that SU(2) gauge fields have time dependence, the
twisted spin is not conserved. Now, we assume that Aaµ = λ(t)C
a
µ (a = x, y, z) with constant fields C
a
µ = (0,C
a); λ(t)
is an adequate slowly function dependent on time. Because S˜ta includes F
−1
µν ∼ 1(1+(λ˙)2C·C)
(
0 λ˙C
−λ˙C λ−2[Ci,Cj ]−1
)
with λ˙ ≡ dλ/dt, the difference between S˜ta and Sta comes from only that between inverse of field strength: ∆F−1 ∼
1
1+(λ˙)2
λ−2[Ci, Cj ]
−1 − λ−2[Ci, Cj ]−1 ∼ (λ˙/λ)2[Ci, Cj ]−1. Therefore we obtain
dSta
dt
= O(λ˙2). (226)
This means that Sta is the adiabatic invariance. Namely, for the infinitely slow change in λ(t) during the time period
T (→∞), Sta remains constant while ∆λ = λ(T )−λ(0) is finite. This fact is essential for the spin-orbit echo proposed
in [11].
B. Rashba-Dresselhaus model
Here we apply the formalism developed so far to an explicit model, i.e., the so-called Rashba-Dresselhaus model
given by
H =
pˆ2
2m
+ α(pˆxσˆy − pˆyσˆx) + β(pˆxσˆx − pˆyσˆy) + V (xˆ) (227)
with a potential V (xˆ), where α and β are the Rashba and Dresselhaus parameters, respectively. Completing square
in terms of pˆ, we obtain Axx = −2mβ/(~q), Ayx = −2mα/(~q), Axy = 2mα/(~q), Ayy = 2mβ/(~q), A0 = m(α2 + β2)/e,
and Azx,y = A
x,y
z = A
z
z = A
x,y,z
0 = Ax,y,z = 0, where q = |e|/(mc2).
To calculate the twisted symmetry generator △ˆt(λ2sa), we first consider the Fˆ0. (id⊗△)F0 is given by
(id⊗△)F0 = exp
{
i~
2
(
∂Xµ ⊗ 1⊗ ∂pµ + ∂Xµ ⊗ ∂pµ ⊗ 1− ∂pµ ⊗ 1⊗ ∂Xµ − ∂pµ ⊗ ∂Xµ ⊗ 1
)
+
i
2
εijk
(
sk∂si ⊗ 1⊗ ∂sj + sk∂si ⊗ ∂sj ⊗ 1
)}
, (228)
34
and Fˆ0 is given by
Fˆ0 = exp
{
i~
2
(
∂Xµ ⊗ 1⊗ ∂pµ + ∂Xµ ⊗ ∂pµ ⊗ 1− ∂pµ ⊗ 1⊗ ∂Xµ − ∂pµ ⊗ ∂Xµ ⊗ 1
)
+
i
2
εijk
(
sk∂si ⊗ 1⊗ ∂sj + sk∂si ⊗ ∂sj ⊗ 1
)}
◦ exp
{
i~
2
(
1⊗ ∂Xµ ⊗ ∂pµ − 1⊗ ∂pµ ⊗ ∂Xµ
)
+
i
2
εijk
(
1⊗ sk∂si ⊗ ∂sj
)}
= exp
{
i~
2
(
1⊗ ∂Xµ ⊗ ∂pµ + ∂Xµ ⊗ 1⊗ ∂pµ + ∂Xµ ⊗ ∂pµ ⊗ 1
−1⊗ ∂pµ ⊗ ∂Xµ − ∂pµ ⊗ 1⊗ ∂Xµ − ∂pµ ⊗ ∂Xµ ⊗ 1
)
+
i
2
εijk
(
1⊗ sk∂si ⊗ ∂sj + sk∂si ⊗ 1⊗ ∂sj + sk∂si ⊗ ∂sj ⊗ 1
)}
≡ G0. (229)
Similarly, FˆA is given by
FˆA = exp
{
i~
2
(
1⊗ ∂Xµ ⊗ ∂pµ + ∂Xµ ⊗ 1⊗ ∂pµ + ∂Xµ ⊗ ∂pµ ⊗ 1
−1⊗ ∂pµ ⊗ ∂Xµ − ∂pµ ⊗ 1⊗ ∂Xµ − ∂pµ ⊗ ∂Xµ ⊗ 1
)}
◦ exp
{
i
2
εijk
(
1⊗ sk∂si ⊗ ∂sj + sk∂si ⊗ 1⊗ ∂sj + sk∂si ⊗ ∂sj ⊗ 1
+1⊗ skAiµ∂pµ ⊗ ∂sj + skAiµ∂pµ ⊗ 1⊗ ∂sj + skAiµ∂pµ ⊗ ∂sj ⊗ 1
−1⊗ ∂sj ⊗ skAiµ∂pµ − ∂sj ⊗ 1⊗ skAiµ∂pµ − ∂sj ⊗ skAiµ∂pµ ⊗ 1
)}
◦ exp
{
i~
2
(
1⊗ Fˆµν∂pµ ⊗ ∂pν + Fˆµν∂pµ ⊗ 1⊗ ∂pν + Fˆµν∂pµ ⊗ ∂pν ⊗ 1
)}
≡ GAXp ◦ GAsp ◦ GApp. (230)
We note that the operators G0 and GAXp,sp,pp have each inverse operator, which are denoted by G0 and G
A
Xp,sp,pp,
respectively. Here, the overline − represents the complex conjugate.
Because the twisted variation is µˆ ◦ FˆA ◦ θˆ ◦ Fˆ−1A ◦ △ˆλ1sa ◦ F0(L ⊗ λ2ψψ†), the infinitesimal parameter θˆ becomes
an operator FˆA ◦ θˆ ◦ Fˆ−1A . It is calculated by using the operator formula
eBCe−B =
∞∑
n=0
1
n!
[B, [B, · · · [B,︸ ︷︷ ︸
n
C] · · · ]] (231)
for any operators B and C. In the calculation, one will use the following formula in midstream:
∑
l=0
Dl
(l + 1)!
=
∫ 1
0
dλeλD, (232)
∑
l=0
Dl
(l + 2)!
=
∫ 1
0
dλ
∫ λ
0
dλ′eλ
′D, (233)
and so on, for any operator D.
From these results of the calculations, we obtain the twisted spin as follow
sta = µ ◦ FA ◦ (sa ⊗ id) ◦ Υ˜ ◦ (id⊗G) ◦ Υ˜†, (234)
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where Υ˜ is defined as
Υ˜ :=
1
2
[
e
i
2 (α+β)σ−
(
∂px+∂py
)
⊗ e i2 (α−β)σ+
(
∂px−∂py
)]
◦
[
e
− i2
(
∂X⊗∂Y +∂Y ⊗∂X
)
◦
(
1
2m(α2−β2)
⊗σz
)
+e
− i2
(
∂X⊗∂Y +∂Y ⊗∂X
)
◦
(
σz⊗ 1
2m(α2−β2)
)]
+ e
i
2 (α+β)σ−
(
∂px+∂py
)
⊗ sin2
(
i~
(
∂X − ∂Y
)
8
√
2m(α+ β)
)
, (235)
where σ± := σx ± σy.
Finally, we will rewrite the twisted spin as an operator form in commutative spacetime. Roughly speaking, the
operator in the commutative spacetime. and the one in the noncommutative Wigner space have the following rela-
tions (the left-hand side represents operators on the Wigner space; the right-hand side represents operators on the
commutative spacetime):
Xµ⋆⇔ xˆµ, (236)
pµ⋆⇔ pˆµ, (237)
sa⋆⇔ sˆa, (238)
i~∂pµ⋆⇔ xˆµ, (239)
−i~∂Xµ⋆⇔ pˆµ, (240)
because [Xµ, pν ]⋆ := X
µ ⋆ pν − pν ⋆Xµ = i~δµν is equal to the commutation of the operator form: [xˆµ, pˆν ] = i~δµν . The
equivalence of sta and the twisted spin in the operator form on the commutative spacetime sˆ
t
a can be confirmed using
the Wigner transformation in terms of sˆta.
The operator form of the twisted spin is given by
sta =
~
2
ψ†Υ†σaΥψ, (241)
where
Υ = lim
x′→x
1
2
e
i
2m(α+β)σ−x+
[
e−
i
2m(α−β)σ+x
′
−e
− i2
σz
2m2(α2−β2)
(←−
∂ x′∂y+
←−
∂ y′∂x
)
+e
− i2
σz
2m2(α2−β2)
(
∂x′∂y+∂y′∂x
)
e−
i
2m(α−β)σ+x
′
− + 2 sin2
(
i~(∂x − ∂y)
8
√
2m(α+ β)
)]
(242)
with x± := x± y.
This operator in Eq. (241), when integrated over X, is the conserved quantity for any potential configuration V (xˆ)
as long as α, β are static and the electron-electron interaction is neglected.
VI. CONCLUSIONS
In this paper, we have derived the conservation of the twisted spin and spin current densities. Also the adiabatic
invariant nature of the total twisted spin integrated over the space is shown. Here we remark about the limit of
validity of this conservation law. First, we neglected the dynamics of the electromagnetic field Aµ which leads to
the electron-electron interaction. This leads to the inelastic electron scattering, which is not included in the present
analysis, and most likely gives rise to the spin relaxation. This inelastic scattering causes the energy relaxation and
hence the memory of the spin will be totally lost after the inelastic lifetime. This situation is analogous to the two
relaxation times T1 and T2 in spin echo in NMR and ESR. Namely, the phase relaxation time T2 is usually much
shorter than the energy relaxation time T1, and the spin echo is possible for T < T1. Similar story applies to spin-orbit
echo [11] where the recovery of the spin moment is possible only within the inelastic lifetime of the spins. However, the
generalization of the present study to the dynamical Aµ is a difficult but important issue left for future investigations.
Also the effect of the higher order terms in 1/(mc2) in the derivation of the effective Lagrangian from Dirac theory
requires to be scrutinized.
Another direction is to explore the twisted conserved quantities in the non-equilibrium states. Under the static
electric field, the system is usually in the current flowing steady state. Usually this situation is described by the
linear response theory, but the far from equilibrium states can in principle be described by the non-commutative
geometry [16, 30]. The nonperturbative effects in this non-equilibrium states are the challenge for theories, and
deserve the further investigations.
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