Rainbow is a prototype optical metropolitan area network (MAN) deve l o p e d a t I B M . I t e m p l o ys wavelength division multiplexing (WDM) on a ber-optic, passivestar network topology, with each station equipped with a laser, which is xed tuned to its own unique wavelength, a n d a F abry-Perot lter, which is tunable across all wavelengths. This paper presents a model and analysis of the protocol used in the Rainbow prototype using the equilibrium point analysis (EPA) technique. We examine the system's throughput and how it is a ected by v arious system parameters such as message arrival rate, message length, and timeout duration. We s h o w that, for a given arrival rate, there is a timeout duration that will yield the optimal throughput. The analytical results are veri ed by simulation.
Introduction
As we continue to move t o wards high capacity ber-optic links, there is a need to nd ways to divide the huge amount of bandwidth available on these links. One solution to this problem is wavelength-division multiplexing (WDM) in which the entire optical ber's bandwidth is divided into a number of independent c hannels, each employing a di erent optical wavelength 1].
In a single-hop WDM system, stations communicate directly with one another without requiring that their information pass through any i n termediate stations. The transmitter of the sending station and the receiver of the receiving station must both be tuned to the same wavelength in order for communications to take place. This may require stations to have either tunable transmitters and xed receivers (TT-FR), xed transmitters and tunable receivers (FT-TR), or both tunable transmitters and tunable receivers (TT-TR). (In some systems, such a s LAMBDANET 2] , stations may be equipped with a xed transmitter and multiple xed receivers, each tuned to a di erent w avelength (FT-FR N ).) Also, an e cient protocol must be employed to ensure that the tunable elements are tuned to the correct channel at the correct time.
A n umb e r o f a r c hitectures and protocols for single-hop WDM networks have been proposed, and some prototypes have been built as well. A summary of architectures and protocols can be found in 3], and a more general overview of multiwavelength networks can be found in 4]. In particular, the Rainbow prototype built at IBM is a network testbed which utilizes WDM 5] 6]. The system can support up to 32 IBM PS/2 stations connected in a star topology ( Figure 1 ) over a range of 25 km. (Hence, it is referred to as a metropolitan area network (MAN).) Data can be transmitted on each c hannel at a rate of up to 300 Mb/s. In the Rainbow architecture, each station is equipped with a single xed transmitter, which is tuned to its own unique wavelength, and a single tunable Fabry-Perot lter, which can be tuned to any w avelength (FT-TR). between two mirrors. Tuning to any particular channel may take up to 25 ms. The tunable receiver scans across all the channels, looking for connection requests or acknowledgements from other stations.
The Rainbow system is intended primarily as a circuitswitched network. The large lter tuning time results in a high connection setup time. This makes the system impractical for packet switching.
This paper provides an analytical model for the Rainbow medium-access protocol and presents an analysis of the system using the equilibrium point analysis (EPA) technique. To the best of our knowledge, an analysis of this protocol's performance has not been reported to date. The EPA technique 7] is a means of analyzing complex systems by assuming that the system is always at an equilibrium point. This technique has been successfully used to analyze a number of systems 8] 9] 10] 11], and has been found to provide accurate results.
The signaling protocol for Rainbow is described in Section 2. In Section 3, we present a model of the system. We then analyze the model using equilibrium point analysis (EPA) in Section 4. Finally, in Section 5, we examine some representative n umerical examples which show t h e e ects that the timeout duration, o ered load, and message size have on the throughput and delay of the system. Section 6 concludes the paper.
Rainbow Protocol
The signaling protocol for Rainbow is as follows. Each station is assigned its own unique channel on which i t s transmitter is xed tuned. Upon the arrival of a message at Station A and destined for Station B, S t a t i o n A rst tunes its receiver to Channel B so that it will be able to pick up the acknowledgement signal. Station A then begins to send a continuous request signal on Channel A . This request signal consists of a periodically repeated message which contains the identities of both the requesting station and the intended destination. If Station B's receiver, which i s c o n tinuously scanning across all channels, comes across the request on Channel A , the receiver will stop on that channel, and Station B's transmitter will send out an acknowledgement on Channel B . S t a t i o n A's receiver, which is tuned to Channel B , will receive the acknowledgement and will now k n o w that Station B's receiver is tuned to Channel A . Station A's transmitter will then begin transmitting the message on Channel A . This establishes a full duplex connection. 1 Upon comple-tion of the transmission, both stations resume scanning for requests. Note that all stations perform their operations asynchronously and independently.
With this protocol, there is the possibility of deadlock. If two stations begin sending connection setup requests to each other nearly simultaneously, they will both have to wait until the other sends an acknowledgement, but since both stations are waiting for each other, acknowledgements will never be sent. To a void this problem, the Rainbow protocol also includes a timeout mechanism. If an acknowledgement is not received within a certain timeout period measured from the message arrival instant, the connection attempt is aborted, the message is blocked, and the station returns to scanning mode.
Model
Round robin (or polling) systems have been modeled and analyzed extensively in the literature before (see, for example, 12]). In our current setting of the Rainbow p r otocol, although a station's receiver is performing a round robin operation, that operation may b e i n terrupted by the station's transmitter. \Vacation models" do not appear to be applicable here because the system's performance characteristics are now determined by the transmission (\vacation") process. The modeling challenge is to relate the transmitter and receiver operations at a station in a simple manner.
In our model, we m a k e the following assumptions: There are N stations. There is no queueing. Each station has a single bu er to store a message, and any arrival to a non-empty bu er is blocked. A message departs from the bu er after it is completely transmitted. The sending station, upon a message arrival, tunes its receiver to the channel of the target station prior to sending the connection setup request. Stations monitor the channels in a round robin fashion, in the sequence: 1 2 : : : N 1 2 : : : Time is slotted with slot length equal to 1 s. This was chosen to provide ner granularity in the system. It takes a xed amount o f t i m e , slots, to tune a receiver to any particular channel. Messages arrive a t e a c h station according to a Bernoulli process with parameter .
Message lengths are geometrically distributed with the average message length being 1 slots. Message lengths are used to model connection holding times of circuits in the Rainbow prototype. The propagation delay b e t ween each station and the passive star coupler is R slots. Transmission times for request and acknowledgement messages are negligible. The state diagram for the model is given in Figure 2 . A station can be in any state and remains in that state for a geometrically distributed amount o f t i m e i f i t i s i n t h e transmission state, T R , or a xed amount of time (one slot) if it is in any other state. A station departs from state T Rwith probability at the end of a time slot and remains in state T Rwith probability 1 ; . The states are de ned as follows:
T U 1 T U 2 T U : These are states during which a station's receiver is scanning across the channels for requests. It takes time slots to tune to a particular station. From each of these states, an arrival can occur with probability . From the state T U , i f there is no arrival, the station either nds a request on the channel to which it has just completed tuning with some probability M and proceeds to send an acknowledgement, or it doesn't nd a request with probability 1 ; M and proceeds to tune its receiver to the next channel. T U 0 1 T U 0 : After an arrival occurs, the station immediately begins tuning its receiver to the channel of the destination. This takes time slots. After tuning, the station begins to transmit a request. RQ 1 R Q 2R+ : Upon sending a request, it takes R time slots of propagation delay for the request to reach the destination (see Figure 3) . At the earliest, an acknowledgement will be received after a propagation delay o f 2 R time slots. The station continues to send the request signal for a duration of time slots or until it receives an acknowledgement, whichever occurs rst, where is the timeout duration. After sending a request for a duration of slots, the station must wait an additional 2R time slots of propagation delay for an acknowledgement. This ensures that all acknowledgements will result in a connection. If no acknowledgement i s r e c e i v ed, the current message is \timed out" and considered \lost," and the station returns to scanning mode. The probability of getting an acknowledgement is denoted by r, which is the same for each of the states RQ 2R+1 to RQ 2R+ since the system is memoryless, and an acknowledgement can be sent a t a n y t i m e b y the acknowledging station. (The parameter r will be related to the probability M later in the paper.) When an acknowledgement is received, the station immediately begins transmission of its message and goes into the transmission state T R . P R 1 P R 2R : The station enters these states if it nds a request while scanning. Upon identifying the request, the station sends an acknowledgement t o the requesting station. The acknowledgement t a k es R time slots of propagation delay to reach the station requesting the connection, after which the requesting station begins its transmission. It takes another R slots of propagation delay for the message to arrive at the destination station, after which the station goes into the transmission state, T R , to receive the message. A connection will always be established if an acknowledgement has been sent. T R (transmission): In this state, stations are either transmitting or receiving a message. Stations may stay in this state for a duration of more than one time unit and depart with probability at the end of a slot. Upon completion of message transmission or reception, the station returns to the scanning operation. Therefore, we analyze the system at an equilibrium point using equilibrium point analysis (EPA).
Analysis
In EPA, the system is assumed to always be operating at an equilibrium point. This is an approximation since the system actually moves around the equilibrium point. At an equilibrium point of the system, the expected increase in the number of stations in any state is zero. Thus, the expected number of stations entering each state must be equal to the number of stations departing from each s t a t e in each time slot. By writing the ow equation for each state, we obtain a set of K equations with K unknowns, where K is the number of states. Also, the ow equations can be written such that the expected number of stations in each state is expressed in terms of the expected number of stations in state T U 1 
We n o w need to solve for the unknown variables N TU 1 , r, a n d M. M is the probability that a request will be found by a scanning station. This is equal to the probability that another station is in states RQ R+1 to RQ R+ , and that the request is intended for the scanning station. That is,
Substituting (3) and (4) into (6) The rate of ow i n to the active state from the request states must equal the rate of ow i n to the active state from the state P R 2R . This is because a station can only begin transmission if there is another station that will be receiving the transmission. This leads to the equation:
which, upon substitutions from (2) and (4), yields:
In steady state, the sum of the stations in each state is equal to the total number of stations in the system, i.e., (10) or N = (1 ; (1 ; ) ) 1 + + 2 R + 1 r + 1 1 ; (1 ; r) N TU 1 + 2R + 1 (1 ; ) M N TU 1 (11) Equations (7), (9) , and (11) can be solved simultaneously for the variables r, M, and T U 1 , which can then be used to provide the steady state solution to the entire system.
The primary measures of interest are throughput, delay, and timeout probability. The normalized throughput is de ned as the expected fraction of stations in the active state (which is also the fraction of a channel's bandwidth that is utilized):
Delay is de ned to be the time from a message's arrival to the system until the time that the message completes its transmission. This consists of the time required to tune to the destination station's channel, the propagation delay for the request and acknowledgement signals, the time until an acknowledgement is received, and the message transmission time. Delay is measured in slots. The timeout probability is de ned as the probability that a station will timeout after entering the request mode, i.e., p TO = ( 1 ; r) (14) Also of interest is the blocking probability, which i s t h e probability of an arrival being blocked. This is equal to the probability that a station is not in scanning mode. The equation for blocking probability is:
5 Results
In our analysis, the following default parameters were used: N = 32 stations. slot length = 1 s. R = 50 slots (corresponding to a 10 km distance between each station and the star coupler). = 1000 slots (corresponding to a 1 ms receiver tuning time). = 1 0 ;5 (corresponding to a mean message length of 100 ms). = 1 0 ;4 (corresponding to a message arrival rate of 100 msg/second at each station). = 1 0 4 slots (corresponding to a timeout of 10 ms). In our numerical examples presented below, we shall study the e ect of some of these parameters on the system performance by v arying them around the default values. In Figure 4 , we s h o w normalized throughput versus message arrival rate for di erent v alues of timeout duration. As the arrival rate increases, the throughput will rst increase as more messages become available for transmission, and then will eventually begin to decrease as the number of stations in request mode begin to outnumber the stations that are available to acknowledge requests. Note that, for a given arrival rate, there is an optimum timeout duration at which the system achieves its maximum throughput. Also, with timeout duration equaling 10 ms or higher, and other parameters as chosen, the peak system throughput is approximately 0.45 which means that, if each c hannel is operating at 300 Mbps (as in the Rainbow prototype), the e ective information rate on each c hannel equals 135 Mbps. To v erify the accuracy of the analytical model, results from a simulation of the Rainbow protocol are also included in Figure 4 . We nd that, for higher values of message arrival rate, there is excellent agreement b e t ween the analysis and simulation, but this is not so for low message arrival rates. An explanation on the cause of this discrepancy is provided later. Normalized throughput versus mean message size ( 1 ) i s plotted in Figure 5 . As expected, we see that the throughput approaches unity as the message size is increased to a thousand seconds or higher. In Figure 6 , we plot the normalized throughput versus timeout duration for various arrival rates. We see that for the higher arrival rates ( = 1 0 ;4 = 1 0 ;3 ), as the timeout duration is increased, the throughput rst increases and then decreases. For low timeout durations, requests are timing out too quickly, before they can be acknowledged. As the timeout duration increases, more requests will be acknowledged, resulting in higher throughput. As the timeout duration increases even further, stations are spending longer amounts of time in the request mode, resulting in fewer stations being available to acknowledge requests.
This phenomenon is con rmed in Figure 7 , where we examine the timeout probability as a function of the timeout duration. For low timeout durations, all of the requests are timing out, but as the timeout duration is increased, fewer requests time out. Eventually, the timeout probability l e v e l s o a t s o m e v alue. We nd that for the lower arrival rates, the analytical and simulation results do not match v ery well. The analysis indicates that the throughput reaches some constant value as the timeout duration goes to in nity, while the simulation indicates that the throughput continues to decrease. This discrepancy is caused by the way deadlocks are modeled in the analysis. In the analytical model, the deadlock probability i s i ncluded in the timeout probability. A request times out when the target of the request is either in request mode or engaged in a connection (transmitting or receiving a message). For low arrival rates, most of the stations will be scanning for requests, and only a few stations will be requesting connections. The stations that are requesting connections will have a high probability of being acknowledged, especially as the timeout duration increases. The probability of timing out is (1 ; r) , w h e r e r, the probability of receiving an acknowledgement, becomes larger as the arrival rate decreases.
However, in the simulation, a deadlock can occur if any station being requested is also requesting a connection. This results in a higher probability o f d e a d l o c k t h a n the analytical model for low arrival rates. For example, if there are 32 stations with 2 stations in request mode and 30 stations scanning for requests (a low arrival rate situation), the probability o f a d e a d l o c k is the probability that the two stations in request mode are requesting each other. This probability is equal to ; 1 32 2 . There is also the possibility that only one of the two stations is requesting a connection with the other. In this case, one station will be deadlocked for the timeout duration, while the other will be able to establish a connection. This will occur with probability 2 A signi cant result is that, for a given arrival rate, there is a timeout duration which optimizes the throughput. It is further shown in Figure 8 that this optimal timeout duration is not signi cantly a ected by the message lengths. This leads to the conclusion that the protocol can be improved by h a ving a dynamic timeout duration, i.e., by v arying the timeout duration based on the arrival rates at each station, it may be possible to maximize the throughput for speci c arrival rates. In Figure 9 , we examine the average delay v ersus normalized throughput behavior of the system using the timeout duration as a parameter. As the timeout duration increases beyond a certain value, the throughput decreases while the delay c o n tinues to increase. For lower timeout durations, requests will either be serviced quickly or timeout quickly. The station will spend only a small amount of time in the request mode. Examining (13), the bulk of the delay is equal to + 2 R+ 1 . In this example, the tuning time and propagation delays are small compared to the message length, so the delay i s a p p r o ximately 1 which is equal to 100 ms. As the timeout duration increases beyond the point of optimal throughput, stations will spend longer periods in request mode before the requests are acknowledged. Thus, the summation term in (13) contributes to a larger portion of the delay. In Figure 10 , we study the average delay v ersus normalized throughput characteristics with increasing arrival rate, . Analytical results indicate that the arrival rate does not have a signi cant e ect on the average delay o f the system. This is because the only delay element t h a t is changing is the amount of time spent in request mode. Fo r a g i v en timeout value , this duration will vary from 1 t o . F or higher ratios of to 1 however, we expect that variations in arrival rate will have a greater e ect on delays. Figure 11 shows average delay v ersus normalized throughput for increasing message size. As expected, the delay increases for larger message sizes with the 1 term dominating (13).
In Figure 12 , normalized throughput is plotted versus timeout duration for 16, 32, and 64 stations. This graph shows that the optimal timeout duration is not a ected by t h e n umber of stations. This is because the optimal timeout duration depends on the ratio of stations that are scanning to the stations that are in request mode, rather than the total number of stations in the system. Also, we nd that the per-channel (or per-station) throughput decreases for a larger number of stations. The receivers must tune across more channels to nd a request. This indicates that the protocol is not very scalable. Increasing the number of stations reduces the per-channel throughput and requires more wavelengths.
Conclusion
The Rainbow system is di cult to analyze directly, b ecause each station can be in any of a large number of states. The size of the state space therefore grows exponentially with the number of stations in the system. In this paper, we p r o vide a framework for analyzing the Rainbow protocol using the equilibrium point analysis (EPA) technique. By assuming that the system remains at its equilibrium point, we are able to reduce the complexity of the problem and obtain analytical results for an otherwise intractable system. In our analysis, we i n vestigated the e ect of system parameters, such a s m e s s a g e arrival rate and timeout duration, on the performance of the system. We determined that the EPA t e c hnique provides good results when the arrival rates are high, but it is not very accurate for lower arrival rates. This is because the model doesn't properly capture the deadlock phenomenon for low arrival rates.
We also found that, for a given set of system parameters, there exists an optimal timeout duration which will maximize the throughput of the system. In general, this optimal timeout duration seems to be independent of the message length and the number of stations, but depends on the arrival rate of messages.
