A finite-volume two-dimensional heat-conduction solver for solid bodies has been developed and then coupled with a hypersonic fluid solver with the aim of evaluating the thermal load a body has to withstand when it is immersed in a high-speed flow. The focus of this work is on the coupling that can be enforced between the two solvers: a tight coupling technique has been developed, which is paticularly suitable for unsteady time-accurate calculations. However, considering the very different time scales of the fluid dynamic and heat conduction phenomena, this may lead to unacceptable computational times. An alternative approach proposed in this article, valid for steady problems, is to proceed with "quasi-stationary" states, allowing the heat-conduction solver to evolve alone at greater ∆t until a threshold on the T W is reached; after that the two solvers are again run together so that the fluid-dynamic field can "relax". The comparison made with experimental data, where available, show a fairy good agreement. Also, the influence of the thresholds on the numerical solutions was investigated: it was found that they have a quite strong impact on the results and their choice should be made with caution.
I. Introduction
The goal of heat transfer studies is the accurate prediction of temperature and heat flux distribution in space and time in a body and on its boundaries. Thanks to the greatly increased speed and memory storage of modern computers and also because of improved computational schemes as well as grid generation algorithms, now this problem is addressed mostly numerically. In this way it is possible to handle even complex geometries and obtain accurate solutions in a relatively short time. One of the most interesting problems that arise in heat transfer studies is when the solid body is immersed in an aerodynamic flow and its walls are thermally convective. This case, where there is an interaction between heat conduction in the solid with convection heat transfer in the fluid, is often called the Conjugate Heat Transfer Problem (CHT) in literature. In the past, it was common to simplify the problem by calculating first the aerodynamic field and then evaluating the temperature inside the solid body separately by imposing a prescribed heat wall flux or temperature at the interface. This could be acceptable for some applications but it neglects the physics of the problem, in which there is an active coupling between the the aerodynamic flow outside the body and the thermal field inside it. Therefore, if we want to obtain more realistic and accurate calculations of the temperature fields, which are very important for evaluating thermal stresses and for a proper choice of the material to use, we have to fully take this coupling into account. In this work the coupling of a heat-conduction solver with an existing fluid dynamics solver will be investigated, with the objective of expanding the potentialities and applications of the fluid solver. Due to the importance and vast application of this problem in so many fields, papers over the last ten to fifteen years showed an increasing interest in the CHT problem. Rahaim et al. 1 solved the heat equation inside the solid with a Boundary Element method, while a Finite Volume (FVM) scheme is used for the Navier-Stokes equations: the advantage of this method is that the mesh inside the solid body is not required. A similar approach is carried out by He et al. 2 where a coupled Finite-Difference method / Boundary Element Method (FDM / BEM) is applied to solve an incompressible flow inside a thick-wall parallel channel with constant wall temperature and constant heat flux boundary conditions. Webster 3 developed a heat transfer code which he coupled with an existing fluid solver, in a similar manner as it is done in this work. Hassan et al. 4 presented an iterative loose coupling between a FVM computational fluid dynamics code and a finite element material thermal response code and used it to study the ablation of a reentry vehicle flying through a ballistic trajectory. Liu et al. 5, 6 developed numerical schemes for tightly coupling fluid and solid solvers through the constant computation of the heat flux at the fluid/solid interface. In summary, a lot of effort has been made to develop efficient and accurate flow models and solid heat conduction solvers. However, in many cases the coupling between the two was carried out using explicit boundary conditions, and that resulted in a loose coupling. There is still a lot of work to do to demonstrate that a strong coupling between the two solvers can be obtained for complex flows and geometries in practical problems. This paper tries to proceed in this direction by showing that the solid solver developed and then strongly coupled with the fluid solver is able to compute quite accurately temperature fields even for non trivial domains within an acceptable computational time. This is done by making some assumptions and neglecting some aspects of the problem: these include the possibility of thermal expansion, ablation or change of phase of the solid body and the material simulated has to be isotrope, though not necessarily homogeneous. This paper is organized as follows. First, the governing equations of both the fluid and solid phases are presented. As one of the main goals of this work has been to develop and test a heat-conduction solver for solid bodies, more attention and emphasis will be given to describe the schemes and the algorithms used for this code rather than those used for the hypersonic fluid solver, which can be found in .... A subsequent part is devoted to show how the coupling of the two codes was achieved; this coupling, which occurs only at the interfaces between the gas and the solid, represents the heart of the CHT problem. In the last section the results of some numerical experiments are presented. To start with, simple test cases are run on the heat solver scheme alone and a comparison with the analytic solution, if available, or with previous works is shown. Subsequently the fully coupled scheme is used to perform some experiments on two different solid bodies: a hollow bullet and a full one. Two different materials with thermally opposite characteristics are used, in order to enhance the differences in their thermal behaviors; a more realistic experiment simulating a non-homogeneous body made up of two layers of different materials was also carried out. In the last part a validation case is presented: the temperature distribution on a blunt body is compared with that obtained with thermography in an experiment carried out at the wind tunnel facilities of the DLR in Germany. The comparison showed promising results, althought it emphasysed the strong influence on the solution of the type of boundary condition imposed in the bottom of the body, which can be difficult to determine.
II. Governing equations II.A. Fluid Phase
To model the behavior of the fluid the Navier-Stokes equations are used in their integral form:
This system of equations is discretized with a finite volume method, while an explicit scheme is adopted to march in time. The fluid solver code takes into account several thermochemical models, as well as the high temperature effects.
II.B. Solid Phase
The thermal behavior of the solid phase is modeled by the integral form of the heat equation, which is obtained by applying the principle of conservation of energy to a finite volume of matter:
There exists a relationship between temperature and solid state energy:
In order to compute the thermal fluxes the Fourier law is applied:
The general form of the heat equation is thus:
The thermal conductivity k and the specific heat c are usually a function of temperature. For certain materials, however, their dependance on the temperature is so small that they can be considered as constant: using this assumption, they can be taken out from the integrals, so that the equation reduces to:
where ν th = k/ρc is the thermal diffusivity.
III. Numerical methods
In this section an overview of the methods and algorithms used to build the solid-state heat solver and to couple it with the fluid solver is presented. To make the coupling between the two codes easier, the heat equation (2) is also discretized using the finite volume technique. Another reason for this choice is that this equation is valid for each finite volume in which the domain can be divided as well as for the whole domain itself: thus a FV scheme is inherently conservative. The volume integral of (2) is approximated by:
here, the subscript c refers to the centroid of the cell. The heat source term, if present, is approximated in the same way. The surface integral, which represents the heat fluxes, is modeled using a set of secondary cells staggered with respect to the primary ones. Considering Figure 1 and applying the divergence theorem to the secondary cell:
In this way it is possible to evaluate ∇T on the lateral surfaces of the primary cells. With reference to Fig. 1 : 
(11c)
where in the last two expression T 2 and T 4 are calculated by making an average of the neighboring values of T weighted with the secondary cells surfaces. The procedure is repeated for each face of the cell, in order to obtain the total flux entering or leaving the cell. This method is second order accurate in space; the stencil for the generic N, M cell is the "cross" sketched in Fig. 2 ; because of the symmetry of the heat equation, this choice for the stencil turns out to be quite adequate for the problem. At this point, negletting the heat source term, an ordinary differential equation is obtained for each computational cell c:
where nf is the number of faces of a cell. Since this equation must be valid for all the cells in the computational domain nc, Eq. 12 becomes a system of differential equations. Considering that the time scale of the heating/cooling process is much larger than that of fluid dynamics, an implicit integration scheme has been used, in order to avoid limitations on the maximum ∆t that can be chosen. To integrate the system in time a first or second order scheme can be used. The former is an implicit backward Euler method and it reads:
where
The term relative to the fluxes at step k +1 can be approximated with a first order Taylor expansion:
where the Jacobian of the problem is given by (omitting the subscript c):
The second addenda is present only if the thermal conductivity is a function of temperature and must evaluated at each time step, while the term ∂(∇T ) j /∂T depends only on the geometry of the grid and can be calculated once and for all at the beginning of the computation. The derivative of the temperature with respect to the internal energy is given by:
where c T and ρ T are the derivatives of c and ρ with respect to temperature: as their dependence on T is usually given as a polynomial, they have been evaluated analitically. Finally, by substituting Eq. (15) into Eq. (13), we obtain the final algorithm that was employed in this study:
The Jacobian matrix ∂F ∂E k is evaluated numerically by perturbing, one by one, every cell of the numerical domain and calculating the resultant perturbed flux. If the specific heat and the density are constant, the temperature is simply obtained as T = E/ρc; otherwise, a Newton iterative method is employed. To obtain a second order time accuracy, a Crank-Nicholson scheme can be used; in this case the fluxes are evaluated at the time step k+1/2 instead that at k+1, again using a Taylor expansion:
so that the resultant scheme is:
The Crank-Nicholson scheme, compared to the backward Euler, is only marginally stable and so it must be used with more caution in presence on very stretched meshes or Neumann boundary conditions. The linear system 17 (or 19) is solved using a GMRES iterative method; the matrix is preconditioned with an incmplete LU facorization. The routines for preconditioning and solving the system have been developed by Saad. 
III.A. Coupling fluid and solid models
The coupling of the two codes is a process of extreme importance. If the goal is to obtain time-accurate results a tight coupling between the two must be enforced. The fluid and solid codes are coupled together by solving a balance equation of heat fluxes at the interfaces between the two phases:q tot =q cond +q dif f +q vib +q rad +q sol = 0 (20)
J m i h i is the heat flux due to the mass diffusion in the fluid for every chemical species i of enthalpy h i ;q vib = −k vib ∇T vib · n is the heat flux given by the vibrational energies, modelled using the vibrational temperatures T vib ;q rad = σT 4 W is the radiative heat flux, while the thermal flux inside the solid body isq sol = −k sol ∇T · n. The balance equation (20), thus, is a non linear equation with temperature as unknown in the form F (T W ) = 0 and it is numerically solved using an iterative Newton method. Each new iteration step is given by:
The derivative ∂F/∂T is computed numerically by perturbing of a small δT and evaluating the perturbed function:
The cycle continues until |T i+1 − T i | drops below a certain tolerance; convergence is usually achieved in very few steps. A tight coupling between the two codes is established because the fluid solver utilizes the solid heat fluxq sol for the evaluation of the aerodynamics field. By solving the flux balance equation (20), T W is calculated for every cell lying on the interface and it is placed as a fixed temperature boundary condition for the solid-body heat conduction solver. The solid solver, then, runs for a ∆t sol = ∆t f luid and a new temperature field is determined: this new field changes the value ofq sol and, therefore, it changes the aerodynamics, which, in turn, affects the wall temperature. This process is repeated, for all the cells that compose the solid-fluid interface, for every time step during the integration, so that both the aerodynamics and the temperature field inside the body really evolve simultaneously. For unsteady problems, where time-accurate solutions are sought for, the same ∆t for both the fluid and the solid time integrations is used. However, if an explicit method for the fluid is used, the maximum ∆t f luid can be very small and the computational time required can be very high; therefore, for steady problems, it is possible to use two different ∆t for the fluid and the solid. In this case the simultaneous evolution of the two fields is lost; nevertheless, a coupling can still be enforced by considering the evolution be composed of a series of quasistationary states. In this case, the solid solver is free to advance in time (without limitations on the maximum ∆t) until the wall temperature of one of the cells at the interface reaches a threshold (for example when it increases of a certain percentage with respect to the previous value): when this happen, the two codes are again run together, at the same ∆t, until all the residuals of the fluid dynamic drops below a certain value (which usually depend on the problem considered). With this technique the heat flow inside the body is simulated much more faster, while the aerodynamics is allowed to "relax" and to adjust to the changes in wall temperatures.
IV. Numerical Results

IV.A. Heat Conduction Solver Test Cases
Before coupling the heat conduction solver with the fluid solver it must be ensured that the former works properly and that it is able to obtain accurate and consistent results. For this reason two simple test cases were run and the results are compared with the analytical solution or with those obtained in previous works.
IV.A.1. Test 1: Comparison with an analytic solution
As the only purpose of a validation test is to examine the capacity of a scheme to solve the differential equation a real physical solution is not necessarily required. So, in this first experiment, the approach proposed by Roache 8 of choosing an analytical function to be the solution of the differencial equation is followed. The function chosen is:
T (x, y, t) = A(2 − e −ν th t ) sin x sin y
which is the analytical solution of:
where:
g(x, y, t) = A(4 − e −ν th t ) sin x sin y
For simplicity, all the thermal coefficients (ρ, C, k and ν th ) are set to be one. The computational domain is the square [0, π] × [0, π], while A = 5. Boundary and initial conditions can be easily evaluated. The analytical and the numerical solutions after t = 1 s are compared using infinite and second norm:
where T N is the numerical solution, T A the analytic one, N C is the total number of cells and dv is the volume of each cell. In order to investigate the spacial convergence of the scheme, grids with 10, 20, 40, 80 and 160 cells per sides equally spaced are used: the time step used for each case is decresed accordingly, by imposing that the Fourier number (F o = ν th ∆t ∆x 2 ) remains at the constant value of 1. The log plot of Fig. 3 shows that the present scheme is second order accurate in space in the second and in the infinite norm. To verify the time convergence of the scheme the grid is held constant, while the time steps are progressively decreased. The grid size selected is small enough so that the space errors can be considered negligible compared to temporal ones. The grid is made up of 640 × 640 cells equally spaced and the computation is carried on using time steps of 0.2, 0.1, 0.05, 0.025, 0.0125 and 0.00625 seconds. A log plot of the second and infinte norm is shown in Fig. 4 for both the first (Eq. 17) and second order scheme (Eq. 19); considering the slopes of the curves, it is demonstrated that the two schemes are respectively first and second order accurate in time. The slight deviation that the error norms curves for the second order scheme presents from the slope of two for very small ∆t is due to round off errors. 
IV.A.2. Test 2: Bidimensional Composite Solid
In this second experiment the ability of the solver to handle multiblock domains made with different materials is tested. In this case an analytical solution is not available and the comparison will be done with the numerical results by Liu.
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The set up and the boundary conditions are the same proposed by Liu; a rectangular domain 0.3 × 0.9 m is equally divided into three sub blocks. Each sub block is made of a different material and it is discretized using 51 × 51 points. A constant heat flux of 9000 W/m 2 is imposed on the lower surface, while the other three boundaries are held at a fixed temperature of 400 K. The initial temperature is 300 K and the simulation lasts for 80 seconds with a ∆t = 0.01 s. The materials used in the simulations together with their thermal characteris- tics, taken from Incropera, 9 are listed in Table 1 .
In Figure 5 , 6 and 7 are shown the temperature fields obtained using pure copper, copper (Fig. 8 ) that heat transfers faster in copper than in brass and bronze, according to their respective thermal diffisivities. Furthermore, more heat is transfered from copper to brass than from brass to bronze.
IV.B. Coupled Head Conduction Solver and Fluid Solver
In this section the results obtained by coupling the solid heat solver with the fluid solver are presented. The first four experiments deal with a homogeneous hemisphere/cilynder configuration which has been simulated using two different materials and two different geometrical configurations. The other case presented is for validation: the heating of a double cone body made of UHTC material is compared with some experimental results available.
IV.B.1. Homogeneous hemisphere/cilynder configuration in a flow at Mach 17
For these experiments two different geometric configurations are selected: a hollow body and a full one. Building a grid to discretize the latter was a challenging task because of the topology of the domain: the fluid and the solid solvers are able to manage only quadrilateral cells, which are hard to fit inside a convex domain without distorting them too much. To overcome this problem a grid mapping was used to convert a quadrilateral domain into a circular one; 10 the grid obtained with this technique is shown in Fig. 10 .
The free stream conditions of the hypersonic flow are listed in Table 2 and are the same for all the tests. The boundary conditions employed are a supersonic inlet and outlet, a symmetric condition on the center line and a no slip, fully-catalytic thermally-convective wall is enforced at the solid/fluid interface. In the case of the hollow bullet, an adiabatic condition is imposed on the internal boundary. For these simulations two different kind of materials have been used: a very good heat conductor, copper, and a glass ceramic called MACOR. The thermal properties of MACOR are listed in Table 3 . Both materials have comparable thermal capacity (the product of ρ and c), but the coefficient of thermal conductivity differs of many orders of magnitude. This choice was made in order to emphasize as much as possible the different responses of the two materials in the same aerodynamic environment. In order to obtain results with a reasonable computational effort, the solid and the fluid solvers are run at the same ∆t only until the aerodynamic field becomes steady around the Table 3 . Thermal properties at 300 K of MACOR and copper body, with the only exception represented by the wake. When this happens, the ∆t used in the time integration is largely increased and the two fields evolve through a series of quasistationary states, as described more in detail in Sec. III.A. In all the calculations a second order accurate method both in space and time was employed, with a ∆t sol = 2.5 · 10 −4 s.
In Figure 11 it is showed the temperature and the Mach number of the aerodynamic field after it became steady (at t = 0.6 ms); the temperature inside the body didn't have enough time to change significantly. A very similar field is found in the case of the full body, because the exterior shape and size of the body are the same. The thermal conductivity and the specific heat of metals are dependent on temperature and, Figure 11 . Temperature field outside and inside the body after t = 0.6 ms thus, on location; for the first simulation a 4th order polynomial interpolation of experimental data was adopted for both k and c:
The temperature field obtained after 500 s is shown in Fig. 12 .
As a comparison a test using constant thermal characteristics for copper was also conducted. The time evolution of temperature at stagnation point is shown in Fig. 13 for the two cases. The results demonstrate that, for copper, whose thermal properties are weakly dependent on temperature, the differences in temperatures are well below 1 %. Anyway, the effect of neglecting the dependency from the temperature of the thermal coefficients for a body made of copper, is to overestimate the heating of the body. In the case of the full body, the main difference with respect to the hollow one is that the Figure 13 . Temperature field after 500 s on the nose of the bullet considering constant and variable thermal coefficients temperatures reach far higher levels. In fact, considering that the melting point of copper is 1350 K, after 129 s the simulation becomes unrealistic because much of the body has already melted (Fig. 14) . In Figure 15 it is showed how the non dimensional internal energy (E) varies in time for Figure 14 . Temperature field after 129 s for copper both geometries. It is interesting to notice how the full body approaches a steady-state solution much faster than the hollow one: at 500 s much of the internal energy variation has already occurred, while for the hollow body, even after 1400 s, the energy is still increasing consistently. Switching the material of the body from a metal to an insulator, while keeping fixed all the other aerothermodynamics parameters, changes completely the pattern of the temperature field. In those cases almost all of the heating is confined in a thin layer very close to the interface, the so called "skin", where the temperatures can be very high: after few seconds it excedes the melting point of the material, which is 1273 K. On the contrary, on the metallic body, the heating is spread more efficiently through the body, so that the maximum temperatures reached at the same times are much lower.
The results for the hollow and solid bullets after 30 s are reported in Fig. 16 and 17 respectively. The differences within the two domains are very limited, because, as noted, the heating is concentrated on the outer layers and "protects" the bulk of the body: however it is interesting to notice that the temperature reached close to the interface are higher for the full case body. The temperature field around the body at the beginning of the simulation (i.e. when the body is still at the initial temperature of 300 K) is pictured on Fig. 19 ; the typical structure of a shock wave -boundary layer type V interaction is present in the front part of the body, Table 5 . In flow conditions for the DLR experiment with a separation shock, a reattachment shock and a separation region. More dowstream the formation of a bubble can be seen: its size strongly depends on the wall temperature. The Table 6 . Wall characterization accurate with a ∆t = 1 · 10 −3 s. The comparizon between the numerical results with two different thresholds and the experimental measure at x = 4 mm from the nose of the body is shown in Fig. 20 ; the meaning of the percentage is that after one of the wall temperatures increases more than 0.5% (5%) with respect to the previous value, the codes are again run together tightly coupled until the fluid dynamics has relaxed again (see par ...). All the calculations, and especially those with lower thresholds, which are more accurate, predict higher temperatures than those measured experimentally. This discrepancy most probably lie in the fact that on the back wall of the body an adiabatic condition is imposed. In reality, during the experiment, the double cone is held in its position by a copper support, which, in turn, is attached to a structure that holds the specimen inside the hypersonic flow. In order to take into account at least the effect of the support both the fluid and solid grids were stretched out (Fig 21) : the backward part of the latter was considered to be made of copper, like the support, and on the back wall it is again imposed an adiabatic condition. The wall temperatures with this new configuration at two different locations on the double cone are shown in Fig. 22 . No experimental data is available below 500 K because this is the lower limit of sensitivity of the thermo camera. In Fig. 23 it is also reported the distribution of the wall temperatures along the body after 60 s. The computed values lie very close to the experimental ones, exept that in the recirculation region around the second wedge. This could be caused by the fact that the threshold used to switch between the fully coupled calculation to the Poisson alone was not low enough and didn't allow the fluid dynamics to relax sufficiently in that region. The results with this lengthen configuration show a good agreement with the experimetal ones, and are much more accurate than those obtained before stretching the body. This implies the fact that, in CHT problems, negletting the bottom parts of the solid body, even if they are far from the hottest part of the gas, can heavily affect also the results of the front part. Finally, the temperature field inside the body and the total heat fluxes along the solid body are shown at the end of the simulation (t = 90 s) in Fig. 24 and 25. A part from the leading edge, the heat fluxes has a peak also at the end of the wedge, close to the bubble. This peak corresponds to higher temperatures inside the body in that region. 
V. Conclusions
The present paper shows how a solid-state heat solver was developed and coupled with a high-temperature hypersonic solver in order to enhance it and expand its range of application. The two codes were tightly coupled by imposing and solving iteratively a heat flux balance equation at the solid/fluid interface. The heat solver alone has proven to be reliable, accurate and fast by comparing some numerical results with analytical solutions or with previous works. When coupled to an explicit fluid solver, which has strict ∆t max limitations, a larger ∆t for the solid solver was employed and the coupling was obtained through a series of quasi-stationary states. The coupling has been tested on several domains made up of different materials. The comparizon with experimental data show overall a fair good agreement, provided that a sufficiently Figure 25 . Total heat fluxes entering the body at t = 90 s low threshold technique is chosen and that the geometry of the problem is well known and simulated. As this scheme is able to handle domains made of different materials and with variable thermal coefficients, it could be easily employed on more practical engineering problems: the heating of the nozzle of a hypersonic wind tunnel or a preliminary estimation of the heating rate of an object flying at high Mach numbers are just two examples of the wide range of applications. However, further improvements may be done to remove some of the simplifications made and to expand the capabilities of the scheme. One interesting development would be to include the possibility of simulating an ablating material. Also, the same code may be extended to take into account changes in the body geometry due to ablation or to thermal expansion. 
