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1. INTRODUCTION 
Let &(x), +,(.x),..., &(x) be arbitrary, but linearly independent functions, 
and .f(x) a function given in analytical or tabular form. The linear inter- 
polation problem consists in determining coeficients y,, , y, _,._, y,, such that 
the function 
@C-Y) = f YiMd (1.1) 
L =,I 
satisfies the equalities 
ax,) -.: .fLK,), i =: 0, I . . . . . II, ( 1.2) 
where the given abcissae s, are the so-called interpolation points. 
Assume that these points lie in a finite interval [a, b], and that f(x), 
&(x),.... #J&C) are defined on that interval. It is well known [I] that the linear 
interpolation problem has a unique solution on [a, h] if and only if the system 
cd,, , $1 ,..., $,J satisfies the Haar condition on [a, h], i.e., det($i(xj)) -i 0 for 
every cloice of II I points x,, ,x1 ,..., x, from [a, 61. Equivalent with this 
condition is the statement that every function of the form (I. I) has at most M 
zeros in that interval [2]. 
The main examples of linear interpolation types allowing a unique solution 
are 
(i) polynomial interpolation, where 
q&(x) = XL, i = 0, I,..., n; a, b arbitrary: (1.3.a) 
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(ii) exponential interpolation [3]. where in its most general form. 
$,(.Y) e:+, i 0, I ,..., /7; II. h and the /3, arbitrary: (I .3.b) 
(iii) trigonometric interpolation [4], where 
400) 1. 42, ,(JV) cos i.r. c/L~(.\-) sin L-Y. i I. 2 . . . . . A’: 
I/ 22’: 
h (I 257. 
( i 2s) 
The more general trigonometric system 
4,,b-1 cos j3.v. +,,~,l(.v) sin /I,_\-. i 0. I . . . . . N. II 2/V 1. 
( I .3.d) 
does not always satisfy the Haar condition. Other trigonometric Haar systems 
are [5] 
yG,(.\-) --= sin i.\-. 
i I. 2...../1; h u 2V. 
rb”(-Y) I. #A-\-) 
( I .3.e) 
cos i.v. 
III interpolation theory it is important to know the remainder R,, /i(x) 
j‘(s) Q(s). If the functions j(x). +,,(.Y) . . . +,,(x) are 17 I times differen- 
tiable on [a, h], then Petersson’s remainder formula holds [h] 
R,t ,,(d -~ L,, ,[.f(Ol . /7(s). ( I .4) 
where X. [ t [a. h]: the differential operator L,, ~, is defined b! 
where W(X) is the Wronskian 
further /T(X) is the solution of the differential equation 
Lr,,,[4x)l 1. /7(x;) = 0, i =- 0. 1 . . . . . II. (1.7) 
WC call optirwl ir7terpolatiou points the zeros .I,, , .Y, ,.... s,, of h(x) which 
are so chosen that this function is the minimax approximation CO the null 
function on [a, /,I. The problem of finding optimal interpolation points is 
solved for the case of polynomial interpolation (1.3~). Then clearly 
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L,, .-,[f(t)l ye- f~ri’lYS). and L, , 1[4~)1 h(” m”(x) I. with /I(.\-,) -:= 0. 
i ~~ 0. I..... IT. The solution of the latter equation is 
If N ~ I, h = 1, the optimal .Y, are the zeros of lhc polynomial 
M‘(X) 2 -‘I T,, ,(x), where T,,.,(x) is the Chebyshev polynomial of the first 
kind. The zeros si , extremal points .‘;; and deviation rl of II. are t.hen given 
by ]71 
.Y, =y cos(2i $ l)n!‘(2/7 :- 2). i = 0. I . . . . . 17: (1.9) 
,y, ~~ cos i?T,i(H -I I). i == 0. I . . . . . il ~ I; tl Z! )I. (1.10) 
The linear transformations 
.Y =- [(/I - u):2]11 -f- (h I- a)l’2: 1/ 7 (3x ~ /? ~ L/)/(/7 -. u): 
a x 0; I 1/ I (l.ll) 
map the intervals [a- 01 and [- I, -I- I] onto each other. Since the linear space 
spanned by the system (I .3.a) is invariant with respect to the first transfor- 
mation (I. I I). optimal interpolation points are also known for an arbitrary 
interval [N: /I]. 
In the present paper Petersson’s remainder formula will be used 1.0 develop 
a similar theory of optimal interpolation for some types of exponential and 
trigonometric interpolation. Results will be compared with the polynomial 
case. 
2. REMAI~IIER FORMULAS 
We consider the systems (1.3.b) and (1.3.d) and assume firstly that all /3, 
differ from zero. (The Pi must be such that the system (I .3.d) satisfies the 
Haar condition.) We write the differential equation (1.7) in the following 
explicit form: 
w-1 
& cl:(s) /?‘~)(.Y) = 1 ) /7(x,) 7 0, i -z 0, 1 ,...) I?. (2.1) 
By virtue of (I .5), (1.6) we find for exponential interpolation (I .3.b) that 
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This is a constant and hence a particular solution of (2.1) is (-I )” l/(&pl ...Pn). 
Since every function of the form Cr=, Y@J IS a solution of the homogeneous 
equation (2.1), the total solution of this equation is 
where the constants y, are fixed by the conditions /1(x,) : 0. ,j 7 0, I,..., II. 
After a more elaborate calculation we find for trigonometric interpolation 
( I .3.d) that 
c.,,(s) fi /3,‘; 
, 0 
the solution of (2.1). consequently, is 
where the y, , 8, are such that /1(x,) 0, ,j 0, I ,. . . I?. 
Secondly, we assume that /II,, = 0. Then it follows from (I .5) and (1.6) that 
c,,(x) :m 0. Furthermore, for the exponential case, 
and, hence, 
(2.4) 
For the trigonometric case we now have $r 0; therefore, we redefine the 
system (I .3.d) as 
4”(X) I, $*,--1(x) =- cos PA +,i(x) =-= sin /3!x. 
i r I. 2..... N: II =: 2N. (2.5) 
Then Eqs. (I .5), (I .6), and (2. I) yield 
c,(x) == i’I pi”; 
j-=, 
consequently, 
/7(x) =: y. -L f (yi cos &x + Si sin &x) r (/3r& ... PN) -‘).Y. (2.6) 
,=I 
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In practice the numbers p, are chosen as follows. 
(i) Exponential case. We take 
,B, = 0; psjel = i. jLj -= --i, i = I. 2 . . . . . N; II == 2N. (2.7) 
Then the function /I(X). given by (2.4), reduces to 
Y 
The determination of the coefficients yi from the equations /1,$(x,) 7.: 0 
j = 0, I ,...) 12, is a problem of exponential interpolation of the function 
<f?(X) (-l)V”x/(N!)Z. the solution /In of which is known to be [6] 
n.2N 
hence, 
h,(.Y) = 
- .y. 
(2.9) 
We can generalize the choice (2.7) to 
/?,) : 0: p2,pl = ifl, pzj 7 -ifl, i = I, 2 ,.... N: ,l3 0. (2.10) 
The remainder formula (2.9) is modified accordingly 
'N E,(x) 
II',(X) = 1 -~ \- 
,,~ ,, E,:(s,,.) . I, -- .I-, 
(2. I 1) 
(ii) Trigonometric case. We take the system (I .3.c), i.e., 
j?,, = 0; pz =- i, i = I, 2 . . . . . N; II = 2N: h - a -; 2~. (2.12) 
It can be shown along similar lines as in the previous case that the remainder 
becomes 
I 
/I,(.\.) = - -__ 
2N S,(x) 
(N!)2 Il.,(X). 
Wt(.Y) = 1 
,;=,, s,o .yL - s3 
(2.13) 
n.2.V 
S,(x) = JJ sin (yj. 
1’1, 
Again we can generalize (2.12) to 
p,, = 0: p, = i/3, i = 1. 2 N; /3 1 ," - ,..., 0; /3(b a) 2~. (2.14) 
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We then obtain for the remainder (2.6) 
Hamming [I I, pp. 280 -2831 gives a remainder formula for trigonometric 
interpolation of the type (1.3.~) which is valid for equidistant nodes. It can be 
shown that the application of Petersson’s formula to systems of the type ( I .3.e) 
does not lead to analogous simple expressions for the remainder. However, 
an expression for the remainder of generalized interpolatic)n including the 
type (I .3.c) (and its hyperbolic analog) ha\ been given by Nebbery [12]. The 
quantity corresponding to our /I(.\-) there is 
4,,(X) ll$Y) 
(/7 I)! ’ 
I!.(.\.) j“! (co!, .\- cos .Y, ). 
with +,,( .\-) sin .Y or I. It follows at once from this and tq. ( I .9) that the 
optimal interpolation points on the interval [O. 7~1 are 
\‘, (2; 1)7i,(2// 7). i 0. I . . /7. 
The systems (I .3.e) will not further be treated here 
3. ~Al.~‘Ul ATIO\ Ok ()F~lllAl 121 Il.Rl’0I.A IION PoI\ IS 
We like to determine the optimal interpolation poinlb for euponentinl 
interpolation of the type (2. IO) on an arbitrary interval [<I. h]. and for 
trigonometric interpolation of the type (2.14) on an interval [u. /I] with 
P(h ~~ 0) 2i7. For reasons of convenience we wish lo perfor-m the compu- 
tations on the interval [ ~~ I, I]. However. the spaces spanned by the systems 
corresponding to (2.10) and (2.14) are not invariant with respect to the linear 
transformations ( I. I I); these systems arc changed into 
where I/ is the variable in the interval [ I. I]. Therefore, the problem of 
determining optimal points on an arbitrary interval can be solved without 
loss of generality by regarding p and I as parameters (most]) 13 I ). and 
by solving the same problem on the interval [ I, I]: we have 0 \ x 
in the exponential case and 0 ‘. ik 77 in the trigonometric case. 
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It immediately follows from (2. I I) and (2.15) (where x and p have been 
replaced by I/ and N, respectively) that we have to determine functions 
that are minimax approximations on [ I, I] to the function,f(l/) 11. Since 
the latter is odd, so are @,. and @, : they. consequently, have the forms 
The optimal interpolation points are the zeros of the functions 
w,.(11) =~ @,.(I/) - 1/; w,(u) @,(I/) II. (3.2) 
The (at least) 2N 2 extremal points of W,,(U) and \i’,(2/) are 2 2 sym- 
metrically situated with respect to the origin. So H’,.(U) and P’~(I/) have 
(at least) N ~~ 1 extremal points. and. hence, (at least) N zeros in the interval 
(0. I]. The extremal points are zeros of the functions 
.\ 2 
l,','(U) = I c kn,. cod1 \kl/ 1; wl'(u) y- x 1 k/T,, cos A14 I. (3.3) 
1. 1 1. -1 
By the substitutions z : cash A*II and ; : cos 8~~/, respectively, these functions 
are transformed into polynomials in z of degree A’ and, hence, have at most 
IV zeros in (0, I]. Consequently. there must be an extremal point at u ~mm I. 
Furthermore, H’,,(U) and E’,(U) have precisely N zeros in (0, I]; bettieen IWO 
adjacent extreme values these functions are strictly monotonic. 
In view of these remarks the minimax approximations (3.1) can be com- 
puted effectively by means of Remez’ second algorithm [7]. Let us denote by 
0, . 1, , i I. 2,..., N, the positive zeros of n!,.(u) and II’,( respectively, the 
extremal points by ?, , i,, i z 1. 2 ,.... N -~ I (with 0% 1 i, ,I I). and 
the deviations by rl,. , rl, . These quantities, together with the coeflicients a, . 
h,, . must be calculated from the equations 
.A 
1 ui, sinh l/t?, ~ ci mm~ ( I )” rl,, ) i I, 2..... !I’ I, (3.3.n) 
,,Ll 
i\ -f ka,. cash c\klr I 0, (3.4.b) 
i> = 1 
c a,, sinh &14 ~ II = 0. 
,% 1 
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ii (-l)“d,. i -:- 1, 2 ,___. N i I. (3.S.a) 
I ~~ 0, (3.5.b) 
u- 0. (3.5.c) 
and 
1 h,, sin &i, 
The remainder R,,, .1(u) of the interpolation types under consideration 
consists of two factors (see ( I .4)). The first, L,,,, , I[.f(f)], depends on the given 
function f(u) and on 3 and is in general unestimable. The second, /J,(U) or 
h,(u), given by (2.1 I) or (2.15) with p and .Y replaced by ,Y and II. has been 
minimized by an appropriate choice of the interpolation points. When 
putting 
( - I y1 ’ d,, ~ Lit 
e,=-- (cYu”N!)Z ’ ‘I ( yNN!)2 ’ (3.6) 
i.e., E,. : mm ax h,(u)i. E, max A,(U) . we may say that the accuracy 
of optimal exponential or trigonometric interpolation ultimately depends on 
tp and ti 
Following Nitsche [g] we call e, . I, . ?, . 7; . L/,, d, . E,, , 6, the CheDysl~rl~ 
quarltities of our approximation problem. Tables I, II, and III contain 
numerical values of these quantities for N 3 and Y m= l. I. TT. Table IV 
TABLE I 
i ~~ 0.5 
i F, C’, i. /. 
1 0.22399 0.43632 0.22105 0.43143 
2 0.62612 0.78392 0.62082 0.77970 
3 0.90213 0.97526 0.89977 0.97459 
cl, 0.16818 x IO-" r/, -0.18090 i IO-' 
t, 0.29898 x IO- tt -~- 0.32160 x IO ' 
gives the corresponding quantities for the case of polynomial interpolation. 
We denote by p, and I,, . i 1, 2,.... IV. the positive zeros and extremal 
points of T,,y,, (~0, which are given by (see (1.9) and (1.10)) 
pf = sin ir;‘(2N /- I), j?, cos(N - i $ l)n/(2N + l), i = 1, 2 ,..., N. 
(3.7) 
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TABLE II 
II = I 
i p, e, if I, 
__~ 
1 0.22837 0.44353 0.21662 0.42396 
2 0.63378 0.78991 0.61260 0.77300 
3 0.90542 0.97618 0.89597 0.97349 
cl, = 0.96785 ,. IO 1 ri, y -0.12960 :< IO-’ 
Et, 0.26885 x IO-’ et 0.36000 x IO-” 
TABLE III 
i F, (‘. f, I< 
I 0.27780 0.51744 0.16316 0.32589 
2 0.70389 0.83933 0.48755 0.64678 
3 0.93045 0.98289 0.80000 0.93443 
d,. ~~- 0.32546 Y 10 1 d, I 
E,. =- 0.94038 I’ 10 B t, 0.28893 -1 lOm4 
TABLE IV 
i /;c Pt 
I 0.22252 0.43388 
2 0.62349 0.78183 
3 0.90097 0.97493 
do ~: 0.15625 x IO-’ 
Eu ~ 0.31002 x IO-” 
The maxima d, and E, of W(U) and h(u) (see (I .10) and (I .8)) are 
(1 1, _ 2-2.v E ,I = d,,l(2N + I)! . (3.8) 
The Chebyshev quantities are functions of 01, defined in the ranges (0, co) 
and (0, n). It is seen from (3.1) and (3.2) that a sign changement of L~ only 
causes a sign changement of the coefficients a,,. ,6,; . Hence, we can extend the 
definition interval of these functions to (--a), ~0) and [--n, n] with exception 
of the point a: = 0. The value N = 0 makes no sense from the interpolatory 
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point of view. but we can define formally a Chebyshev quantity for t 0 
as the limiting value of that quantity for Y t 0. It now appears from (3. I). 
(3.2), (3.4). and (3.5) that the coefficients u,, . /I, are odd functions of 1. 
while the Chebyshev quantities are even in 1. 
Our approximation problem is equivalent to approximating the function 
.f.,‘) j’ on the interval [ L. \] by a function of the form x; 1 y!, sinh k~, 
or z;“-, y,, sin XJ,. Let us use the same symbols, but marked with a star. for 
the Chebyshev quantities and function coefficients related to the interval 
[ 1, ~1. It is immediately clear from (3.4) and (3.5) that a starred quantit) 
equals I times the correspondin g unstarred quantity. It is known [7] that the 
starred quantities depend continuously on i. In the polynomial case Lve also 
have p, * “I?, . ij, * \,I, , but tl,,” :. k2.’ ‘tl,, 
The quantities u,, . h,, . k I. 3... . .Y. tl, . and r/: have the following sign 
properties. 
TI~EOREM A. 
sgn a,. sgn h,. ( I )L I_ k 1. Z..... N; d,. 0. 
sgn cl, (~-1)‘. u~here sgn dwote.5 the siPrzLllll.filtlCtion. 
Proq#: The quantities 2, are the positive roots of Eq. (3.3.b). which after 
the substitution r ==- e”’ can be written as 
ull.N 1 i . I NUN 
I 
--: (), 
This equation has 2N positive roots E’-“J. Hence, by virtue of Descartes’ rule 
the sequence of coefficients must have the maximum number of sign 
variations, whence it follows that sgn a,? === ( I)” I. Consequently. 
sgn 11*,,‘(u) 7 ( I ) V ’ for I! ’ Fv 
The last equation (3.4~) then shows that cl,, 0. 
The proof for the trigonometric case is more complicated. Equation (3.5.b) 
can be reduced to a polynomial equation P(r) Cr ,, x.,,z*/’ ~- 0 by means 
of the transformation 1‘ cos .\LI. The latter equation has N positive roots 
cos 2, if \: n/2. We first show that the theorem is true for ‘1 ’ r/2. Using 
the relation (see [9. formula 403.31) 
we find for the coefficients c,, the following expressions: 
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where 
and 
\J (N -- 2.j : 21) h, ?,+ ?, . (3.9.b) 
(’ ,’ “, , ~-- 2" "'[(N ~ 2.i f- 1) b, cj,+, ~ CN~lj+l], 
j == I, 2 ,..., [(N - Q/2], (3.lO.a) 
where 
In (3.9) and (3. IO), if N =m 2.j or N : 2.j I, the expression O.h,, must be 
replaced by ~ l/t~; further xy 1 -p 0. The coefficients c,? have alternating 
signs. Suppose b,v X, 0: then c,~..-, ” 0, cIYP.,, +l < 0, h,Y ~~, j . 0 and, by virtue 
of (3.9.a) and (3.10.a), 
,j I: 0, l,.... [N/2]. (3.12) 
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In the same way it follows from (3.lO.b) and the second inequality 
(3.11) that 
The inequalities (3.12) and (3.13) are reversed if h,,, *._ 0. It follows that the 
coefficients b,. have alternating signs. Suppose now N even and h,Y . 0. Then, 
from (3.9.a) and (3.9.b), c,, = -3(1/a -+ C,,) 0; this is not possible since, 
by (3.12), also C,, :I 0. Suppose next N odd and b.v % 0; then b,.., 0 and 
c,) :‘ 0 which, again, is impossible since by virtue of (3.13) (with the inequality 
sign reversed), C,, 0. Hence, sgn b,v ~~ ( l),V+l and, consequently, 
sgn b,, == (.-- I )” I. 
Returning to the general case that 0 -. 0, 57. it is impossible that a 
coefficient 6, equals zero for a certain value of :k; indeed, the system 
(1, cos nit,.... cos(/ -- 1) 01~1, cos(l m:- 1) o~u,..., cos NuuJ is a Haar system on 
the interval (0, ~1 and, hence, every function of the form xi’iy I’,, cos .&u 1 
has at most N -- 1 positive zeros, contradicting the fact that the function 
(3.5.b) has N positive zeros. Since the coefficients 6,; are continuous functions 
of :Y (except perhaps in .)L =m= 0), they never change sign. 
Finally, in order to determine the sign of NI, we observe that the substitution 
1’ -_ cos .YU transforms the l/-interval [0, I] into the (%-interval [cos Y, I], 
whereby II 0 corresponds with 2~ -= I and I( I with I’ : cos ‘1. For the 
roots I’, cos ni, of the transformed equation P(r.) 0 we have I’, I’, , , 
Hence, [ P( z.)j, I ,., is positive if b,v ” 0 and negative if b,. 0. This means 
further that (see (3.5.a)), for cl I.. I, , w,(u) increases if N is odd, i.e., ~~ I/, 0. 
and decreases if N is even, i.e.. rl, 0. This completes the proof of the 
theorem. 
Theorem A allows us to compare the graphs of the error functions In’,. 
Map with the corresponding error function 7YsV ,*(u) for the case of poly- 
nomial interpolation. The differences are 
sgn ~‘~‘(0) =- -~ I, sgn IV,,(l) ( 1)” 1: 
sgn ,1‘~‘(0) = (- I)M,l, sgn II.,( I ) ~~~ 1 ; 
sgn T;,+,(O) = (- I )“, sgn 7;,v4 ,( 1) =z I. 
We then see from (2. I 1) and (2.15) that the signs of /l,,‘(O), /l,‘(O), and 7& ,(O) 
are identical, just like the signs of h,(l), /I,( I). and ‘rZ,, I( I). 
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4. BEHAVIOR OF GIEBYSHEV QUANTITIES FOR SMALL. VALUES OF IX 
THEOREZI B. 
lin; ri = II; t, = 11, 1:; e, == Ii2 i, = pi, i- I,2 . . . . . N. 
where p, and pi are given by (3.7); lim, +,, cl, = lim,X,,, d, = 0. 
Proof: We first consider the exponential case. We expand the function 
IV,,(U) in a Maclaurin series, to give 
When putting formally 
p = 0, I. 2,... (4.2) 
(valid for small values of (Y) and 
(4.3) 
we can rewrite (4.1) as 
We also have for the derivative 
w,.‘(tr) =- A,,,, - I -t 1 g;p-,1(11) G”. 14.5) 
l’kl 
Now we introduce the following formal series for extremal points and zeros, 
valid for small values of CX: 
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Then 
Putting this into (4.5) yield> 
where Gi,, 1 is a polynomial of degree 2~. For the lower degree polynomials 
G:,‘, G,’ we have 
G’(C?,.,,,,,) <Fj’tct ,i,O)i G,‘( C ,.,,.o) Sj’(c;,~,i,,,) ~,~.,.‘LY,C~,,,,,,) 
Since, from (4.8) G;,,_~,(C,.,,,,,) 0. i I , 2,. . N, all p. and since the 
polynomials gk,,-l(~~) are even and, hence, have at most 17 positive zeros. 
we can conclude that 
It follows further from (4.4). (4.7). and (4.9) that 
ll‘,(?,) (~ Iyd, &+ G,,, I(c‘<.;,,,) I?“. i I. 2 . . . i’. 14.10) 
,’ -4% 
where G,,, :, is a polynomial of degree 2~ I. In particular we have 
G:g ,(C j’,,,, J ::zs ,(C,.,,,,): 
c‘?,\, :dC,..,.,J g,x. Jr (,L,d i ~~.,,l‘G,1~C .,,I,). 
From (4.10) we see that I/,, = O(C~“,~), and we can put formally 
13.1 IA) 
(4.lI.b) 
/ 
d,, = z: yx,,‘t”“. (4.12) 
,,=A 
Since (Theorem A) U: 0, we know that qe,l 0. 
It follows from (4.4). (4.9). and (4.12) that the extremal points -4 2, . I. 
in the limit ir =~ 0, are zeros of the polynomials I/&, g&.+,(11) and 
(I ~ L?) g$,, ,(cI). The polynomial gl! ,,, ,,(I() thus satisfies the differential 
equation 
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the solution of which is known [7] to be proportional to the Chebyshev 
polynomial of the first kind T,,v ,(u). More precisely we have 
g?,,, 1(z/) ~~ ( ~ I )‘” - ’ cj2N T2,,. vl(u). (3.13) 
since sgn MX,,( I) = ( ~ I )” 1 l and T2,,, , 1 (I) = I. Now the theorem (for the 
exponential case) follows at once from (4.6) (4.1 1.a). and (4.13). 
We can repeat the same calculations for the trigonometric case. Starting 
from the Maclaurin series for u.,(u). and putting 
>v 
,Y c ki’J.‘hi ~~ i: p2,,.l,.?,,r\%“‘, 1’ 0. I, 2 . . . . . 
i, I I//=,, 
/?.,,, ,(L1) =~ i ( l)“‘k!$,2h 1, ,, I, 2,..., 
r/t 0 
i, =~ t, T,,i,,,,,+)r, t, i: C,,;,ln,‘k?)))r 
OI 4 ,,r ,! 
it is easy to show that d, ~~ O(~Y~.~); hence, we put formally 
tl, ,, l”.‘,,Y~f’, (4. 
where, by Theorem A, sgn r2., = ( I),“. Further, it is readily seen that 
/I.,~_~(L/) (~ I)-“I r2yT2,,.,,(~/), (4. 
which proves the theorem for the trigonometric case. 
141 
15) 
We now wish to calculate lim,-,, eC, and lim, ,, 6, Therefore, we need 
to know q2v and r2.,\ The calculation is based on the following lemma. 
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PuOc$ We consider the set of infinitely many linear equations (4.1) with 
the unknowns nka,. = ka,*, k : 1, 2,..., N. We define I/&N:N1) and v&v+“) to 
I 
,li ;2 . N’ 
,“N 4 2&V-1 . . . NW.4 4 
12N 21, 2”“.2,s .._ ,~2N.2,, 
These are determinants of Vandermonde type and, hellce. h;ive 21 positive 
value. It is not difficult to show the relation 
t 1 
N 
v’y 
!\ _ 1 k’ vl” 1). (4.17) 
A’=, 
From the first N equations (4.2) and from (4.9) we get 
v’“- Lo 
NaN* =y ( ~- I)N ‘[(A .~~ I)!]’ $& I -2% h,,..,,,-r” .- O(>$). (4. IX) 
N N 
The second, thirth:..., Nth, and (N -~ p ~ I)th equations (4.2) together give 
Nadv* = _ N” ,~‘N~ATN,.“,il.,, 
, / c.g;,2j 
N 
[ 
p-2’ ,(.v,rJ+ll 
-i cl$-;;:-,,. h.?,“+2j,+,,.’ ~ $&rij- x1.+1,:] :x2; -7 O( 11). (4.19) 
N N 
From (4.18) and (4.19) we infer 
p”; / !I -1’ 
~SN,!?,,,l,” ~~ (~~.-l)N-l(N!)e +c-lr- ; 
h ZN+21,~ ,,” --- !?d!r;~:~~ ,--GGm 1 lpz5.] /j+,, ) 
N-l- N N 
where sgn h,,vm,., ( I)-“. From this and Eq. (4.17) the lemma follows for 
the X-quantities. By repeating the same calculations, the lemma appears also 
to be true for the p-quantities (however, observe that sgn P~~,~,,~ -= ( ~ J )‘” -l). 
THEOREM C. 
lim E,, -7 lim Ed = (P1)N+~l~,I . bthere cl, i.s given Hal (3.8). 
1 ,rl I *o 
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Proof. Equating the coefficients of u ~+l in both sides of Eqs. (4.13) and 
(4. I 5) gives 
h 2N+1,0 
(2N + l)! 
= (- l)N+l yzN2*N = ([ANY.;))! = -r,N2’N., 
On account of (4.16) we obtain 
q2N = (-l)N rZN = 
(N!)2 
22N(2N -- l)! 
(and, hence, /I~,~+~ (u) : (-- I)” g,,V,,(u)). The theorem then follows from 
(3.6) (4.12), and (4.14). 
In principle we can calculate all quantities h21rr+1,2p , qzu , C,,,i,z,,l , and 
cr,,i,*n, from the infinite set of equations (4.2), from (4.10) and (4.12) and 
using the fact that we already know the coefficients of g2,Tf r(u). The same is 
true for the quantities related to the trigonometric case. In particular, 
knowledge of qzNe2 and rply. 2 , C, ,,,, 2 and C,,i,p , C,,,i,9 and C,,i,2 informs us 
about the increasing or decreasing behavior (for small values of (x) of the 
quantities cc. , Zi and i, , e; and t; , respectively. Results are established in the 
next two theorems. 
THEOREM D. We have 
T _ -g;N,k&). 
P,Z,” 
= K?N-1 3(b) . 
c&+1( Pi) ’ 
c 
c,z,2 
&“~,b) ’ 
(4.20) 
Proqfl From (4.8) (4.9), and Theorem B we get 
Since g,“,_,( pi) + 0 (see (4.13)) the first equation (4.20) is proved. The 
second equation (4.20) can be derived in an analogous manner, starting from 
the equation rij,(e,) =: 0, and using (4.1 I). 
Now it follows from the calculation procedure of the A- and p-quantities 
that i A,,, / =- i (u,,, j, all i, j. Hence, we can infer from Lemma a and the 
definition of /I~~,~+~(LI) that g,,V+, (u) = (- I).Vi ’ /Y,,~ ,(u). Equations (4.21) are 
immediate consequences of this. 
THEOREM E. 
4n.v+2 < 0; r2,vVt2 = (- I).“ qs,v+n , i.e., sgn rpl. z -= sgn rYN . 
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Proujl Consider first the exponential case. It follows from (4.10). (4. I I .b). 
(4.12), and (4.13) that 
where pjY., , =~ I. On account of the definition (4.3) of cqr,Y, Is we then have 
The quantities in the right members of these equations arc known from 
Lemma a. When considering A,,,, ,I.%,Y ?,,! ,/(2/71 ! I)! . III 0. I ,..., .4’ I. 
and Y~,.,~,.’ as unknowns, the determinant D of the system (4.22) is a sum of 
determinants of Vandermonde type: it is readily seen that 
sgn D -- ( I)“. (4.23) 
Solving the system (4.22) for l/2Y.2 gives 
By virtue of a relation similar to (4.17) we have 
Denoting the determinant on the left side by P. we obtain for y?, 5 
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111 order to calculate the expression between brackets we must calculate first 
A,,. , ,? or, by Eq. (4. I6.b). h,.Ym, .2 We have [7] 
(4.25) 
Hence. from (4.13) (4.3), and the expression for L/“,~ we obtain. putting k == 1. 
Lv 1.2 (N!)’ 
(2N I)! ‘-““~(2/v)-~. 
Consequently, by (4.16.b) 
h ‘?Nil,” 
(2N -~ I)! 
We also infer from (4.25) that 
and. hence, that 
(4.26) 
(4.27) 
Putting (4.26) and (4.27) into (4.24) yields 
It then follows from (4.23) that qz,v,~r --: 0. 
The theorem is now easily proved for the trigonometric case, too. fnstead of 
(4.22) we now have a system with unknowns (- I)“‘P~,,, l,“+s,,i, ,/(2/11 f I)! . 
111 = 0, I ,.__, N ~ I. and r.,,v_ 2 , with the same determinant D. The right 
members are 
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5. BEHAVIOR OF CHEBYSHEV QUANTITIES FOR LARGE VALUES OF #I 
We can summarize the results of this section in the following theorem. 
THEOREM F. 
Proof: We consider first the trigonometric case, being the simplest one. 
If CY :- 57, it follows at once from (3.5.a) that d, lI.7 = (- -1)“‘. A more 
detailed calculation shows that, for oi close to 7, 
i dt = (-l)N jl - (n - 3) f (pl)“+lkB, + O[(n -- c1,2](, 
1 7c;---1 
where B,,. : 11,~ L1=-Ti By virtue of Theorem A the expression C,“_, ( I)” ’ Bb 
is positive; hence, I dt 1 increases towards the limiting value I. For l , we have 
t, lhs-51 == ( - I),” 1/(~!vN!)2. It is not difficult to show that (7;,‘N!)’ c: 
2zS(2N - I ) !; hence. 1 C, lRCTi E,, 
Let us now turn to the exponential case. We first consider Eq. (3.4.b), 
written in exponential form, and express the coeffkients ka],. as functions of 
the roots exp(t?,*) by means of the elementary symmetrical functions of the 
roots (see [6]). These can be written compactly as follows: 
,j 7= 1, 2 )...) [(N - I );‘2], 
(N ~ 2,j -~ 1) ~.w-zj~~l 
.j ~~ 0, I ,.... [(N 2)/2], 
A’ odd. 
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From these formulas we can detect the behavior of the a, for large values of X. 
Replacing cash eil;, by exp(?tJ2 we obtain 
‘.N liCrf< * - (-l)k+l 2 c k 1.2 . . . . . N. (5.1) 
l,. i,‘....‘i,, 
Doing the same replacements in the equation M.,‘(?,) = 0 we get 
f (ka,.*/2) @PI* - I, ,i -= 1. 2 ,.... N. 
&I 
or. on account of (5. I), 
z 1. 2 . . . . . N. (5.2) 
If j 1, Eq. (5.2) is satisfied for .x = co since the last term of the left 
member is equal to 1. while all other terms are 0, their exponents being 
negative. 1f.j ;? 2, then the left member of (5.2) will have a finite value only if 
For the equalities M’,,(?,~) == (- 1)’ c/? , ,j = 1, 2 . . . . . N we have 
or, on account of (5. I). 
ilLpF ), ,x.,. exp[iI(Ij* -- t?zJ]I - gj* f (-l)‘d,>“, 
/ L1<Iz< -Ik 
j = I, 2 )...) N. (5.4) 
Again, for ,j = 1, the limiting value of the left member is I; hence, 
lim a--r- d,, = lim,_, C1 = L. If we apply (5.1) to the equation w~( I) = 
( ~ I )” .’ (I,, , we obtain 
Since the right member remains finite, the ssmc is true for the left member; 
there the leading term is 
For this to be finite we must have lim, , 2, I, i.e.. id I Si rice f/,. remains 
finite, litn,> * t, 0. This completes the proof of the theorem. 
From (5.5) WC can deduce further that 
e, - I E, log 1: 1. i I , 2.. . . N, 
where the constants E, are such that E, g, 1 0. For the zeros e, similar 
asymptotic expansions hold. Taking ,j I in (5.4) we obtain that 
lim ~; i- 1 d(, 4) I : hence. 
(I,, - I z, log kit !‘k 
This shows that t, ! decreases towards the limiting value 0 
In this section primes denote ditl’crentiation with respect to 1. WC lirst 
demonstrate ;I monotonicity property of Chebyshev quantities related to the 
interval [ 1. (Y]. 
Proof: We give the proof for the exponential case. the other case being 
completely similar. Consider two values 1, and L, of I, ‘yl I:, The function 
where K r/,,*(,~~),i~/,,*(!~~), is defined for all values of I and has at least N 
positive zeros. one in each interval (C,*(,Y,), C~ll(:~,)], i = I. Z..... h’. with 
2” =- ., N I I. If K should be equal to I. a linear combination of the N functions 
sinh /i~x, /\ = I, I,..., N, should have at least N positive zeros, which is 
impossible since the system of these functions satisfies the tiuar condition 
on any interval (0. (~1. Since c/~* s,-,, ~= 0 (Theorem B), the theorem is proved 
for (I<,“. 
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If F1*(~& > c?,*(cK& then there should lie a zero of the function (6.1) in 
the interval (0, I?,*(II~)], too. This is impossible since then this function should 
have at least 21%’ -+ 3 zeros, while it is clear that it can have at most 2N -I- I 
zeros. Suppose now there is a j. j 25 I, such that ?,*(cx~) >. c’~*(~YJ and 
(;~+I((a,) < ?,?!.I(a,). The interval (F,,*(x& I?~!+~(cY~)] then contains at least three 
zeros. which brings the total number of positive zeros of (6.1) up to at least 
N --~ 2, again impossible. This proves the theorem for the extremal points F;* 
and, by using the same reasoning, also for the zeros r,*. 
We next show some monotonicity properties of the a,, * and h,, X coefficients. 
THEOREM H. The coefficients u,~ * I are nionotot~icall~~ clecreasing, fblctions 
C$Y. i.e., sgn a:’ = (- I)“‘. The coqficients h,, * arc monotot~ically inueasing 
fimctiom qf’2, i.e., sgn b,:’ 7 ( l)‘c-l. 
Pro~~f: It follows from (3.4), (3.5) that 
sinh kei” - (‘,,* _ (-1)i cl,,*, i == 1, 2.. . ., N + I , (6.2.a) 
sin ].fi* ii* (- I)i (It*, i ---- I, 2.. ., N - 1, (6.2.b) 
where P;G.,l -- ii;. 1 ~~~ .I. Differentiation of (6.2) with respect to x yields 
and 
,‘& ht’ sin lku t c kb,.* cos k!u - I 
1. i 1 
It appears from these equations that the functions 
(6.3.a) 
(6.3.b) 
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have the largest possible number of positive zeros, i.e.. N I. Since tl,; ’ 0 
(Theorem G): it follows that sgn a: =m (--I),‘. Furthermore, by applying 
the same reasoning as in the proof of Theorem A. the rri\?’ must differ from 
zero and have alternating signs. Hence, sgn a;’ ( - 1)“. For the trigo- 
nometric case we have (Theorem G) sgn Ol:’ (~ 1)‘. and. hence. 
sgn./;(i, “) ( -.-- 1) 2’ I; this means that sgn h$’ ( lp-‘. which further 
implies that sgn h,:’ (~-- I )” ‘. 
THEOREM I. The quantities Csm, ka,:^ I . ’ C,“_, ka,,.” cash k.1 1 . 
&, khi * I and / x:;“1 1 kh,, * cos k(x 
firnctions oj’ ,A, i.e., If!, kaf ’ I 
I 1 are i~~onotonicali,v ncrrasi~ig 
0. sgn(CE=, ku,:* cash k 1 I )’ -. ( 1 ).“m I.
sgn x:-1 kh,:’ (---I)” I’. ad (z:;“_, kh,.” cos k Y I)’ 0. 
Proqf’. Since from (6.3), sgn /;,(Pr”) I and sgnj;(i,*) ( I)” L. it 
immediately follows that 2: z ka:’ _” 0 and sgn xr7, Ah,*’ ( I)v-‘. Con- 
sider now the functions 
(6.4.a) 
The first can have at most 2N real zeros, the second at most 211 I. We have 
with (.i, 1 Y. Since LP’ 0 and sgn(& ka,:* cash k-t 
sP(,r,) has at least N iositive zeros and. since .q,(?,*) _ 
1 ) z : ( I )-’ 1. 
.6(-P,*) and 
EYE, krr,,* ~~~ I r. 0, also at least N negative zeros. Hence, it is impossible 
that rL~,(x)/c~)* = (CF=_, ka,,* cash k,~ I)’ 0, and xr 1 X-a,, * cash kLx 1 
is a monotonic function of A It now follows from (4.2) and (4.9) that, for 
small values of N, this function is O(R”‘) and, h ewe, has the same sign as its 
derivative. This is consequently true for all values of :t. Exactly the same 
reasoning applies for the quantity I;=, kh,* cos kc1 ~~ 1. 
We now proceed with monotonicity properties of Chebyshev quantities 
related to the interval [ I, 11. These are based on two lemmas. 
LEMMA b. lfal and (Y., are t1z.o values qf’ Y satisfying the cotrdiriotr 
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N 
(6.6.b) 
cm hare at most 2N renl zeros (of’ 11hicl7 N positii:e). 
Proqf: Suppose 8 even. and assume that F,,(U) has more than 2:V real 
zeros. When rewriting F,,(U) as 
where 
the derivative of the latter function consequently has at least 2N real zeros. 
When putting 
we further infer that 
has at least 2N ~ I real zeros. In the expression for “‘F,(u)/& the coefficient 
o,^((Y,) no more appears. By proceeding this reasoning we can successively 
eliminate o:~*(cQ), Us*,..., a> ,(T,), and find a function 
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which must have at least N r I real zeros. Next we successively eliminate 
u~*(~Y,). ~,*(,r,)..... a,,,*(tiJ, starting from 
We finally arrive at a function 
N L’ 
(6.7) 
which must have at least one real zero. 
Consider the first sum in (6.7). The first product (with k even) contains k/2 
positive and (N k)j2 negative factors; the second product contains, by 
virtue of condition (6.5), (k - 2)/2 positive and (N k L 2)/2 negative fac- 
tors. The sign of this first sum consequently is [( ~~ I),’ ~mi, 1 sgn a,\ *lIIcye,, =- - I. 
Consider next the second sum in (6.7). The first product (with k odd) has. 
by virtue of condition (6.5). (k ; I)/2 positive and (N h I)/2 negative 
factors: the second product has (k I )/2 positive and (N ~~ X I )/2 negative 
factors. Hence, the sign of this second sum is [(-- I).\ i. sgn N~~*],~~~I~, I.
The conclusion is that all terms in (6.7) have the same (positive) sign for all 
values of 11, which contradicts the fact that dFzti;Idu has at least one real zero. 
Hence, the lemma is proved for the function F,,(U) and for even N. A com- 
pletely analogous proof holds for odd N (we then eliminate aI*(a,). 
un*(l,) ,.... u,v*(n,). u,*(a,), Q”( 12) . . . . . a‘$ l(sy)). 
By considering 14 as a complex variable and by substituting elrrl for z in 
(6.6.a). we obtain a function of the form ~zF\‘~~(z), with 
We have proved that the function g(z) has at most 2N real zeros. Observe that 
this is also true for functions of the forms (6.6.a) and (6.8) with arbitrary 
coefficients cl>., , c,..,:! . I, = I, 2 ,.... N, provided the c ,,., 1 have alternating signs 
and sgn c,, ,, ~-7 sgn c,, ? . Since the function (6.6.b) reduces to the form (6.8) 
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(apart from a factor zp.v/2) after the substitution e’“” = z (with + ~ II , . . r), 
and since sgn h,,.* = sgn a,*, the lemma is also true for F,(u). 
LEVMA c. !fLx, , .x2 sati<fj condition (6.5), then there exists a comtatlt C. 
0 I C c 1. sd that for each cotwtant K, 1 ‘I- K C. the ,fiinctious 
N 
G&L/) z c h,.(m,) sin ~,k~r - K 2 h,(x,) sin ~,ku I- (IS - I)/, (6.9.b) 
,, = 1 i. I 
hare lit most IV positil;e zeros. 
Proqf: We choose two values a1 and + close enough together such that 
condition (6.5) is satisfied. Then, since Cr-, /<a,,* ~~~ I is a negative mono- 
tonically decreasing function of ‘Y (Theorem I), there exists a constant C, . 
0 r; C, ..’ I. such that for each constant Kl, I _I Kl 5 C, . 
By virtue of Theorem I and for “I~ and 01~ close enough together there also 
exists a constant C, , 0 i C, < I. such that for each constant K? . 
I ‘;- K, ‘3 C, . 
sgn ‘i ka,C*(x,) cash kt, ~- 1 I=: (-l)N. 
1. -1 
(6.12) 
Both inequalities (6.1 I) and (6.12) are satisfied for constants K such that 
1 ; K 3 max(K, , KJ. For such a constant the function (6.lO.a) cannot 
have N A- 2 positive zeros; otherwise its derivative should have N -~ 2 
nonnegative zeros (one of them being II =y 0), and its second derivative, 
which is a function of the type (6.6.a) (the coefficients of which also have 
384 VA\ 1>1. l’LL 
alternating signs), N I positive zeros, which is impossible by \ irtue of‘ 
Lemma b. This shows that the function (6.IO.a) has at most 8 positive zeros. 
A similar proof holds for the function (6. I0.b). Consequently. G,.(U) and C;,(U) 
have at most ?A’ ! 1 real zeros, and. hence. at most A’ positive zeros. 
Pray/. Suppose there exist two values 1, and kA . tI 1.’ . 5~11 thaw 
c/,.( x,) r/,.( x2). Then the function 
\ 
Ff,.(u) C UJ.\,) sinh \,Xu 
b- I 
,i, U,J x2) sinh \,A I/ 
has at least one Lero in each interval (cJ,( I!). f, L( \,)I. i I. 2 .,.,. .\. with 
l“v I 1 I. Furthermore, by virtue of Theot-em I. there also lies at least one 
zero in (0. (I,( x,)]. This implies that //,(u) has at least Y I positive zeros. 
By Lemma c this is impossible since ff,(u) G,.(u) K , Hence, f/, is ;I 
monotonic function of 1. A similar reasoning shows that this i’r :IIW true 
for (I, The fact that u“,’ 0 and ti,’ 0 for small values of 1 (see 
Eqs. (4.12) and (4.14)) completes the proof of the theorem. 
THEOREM K. 7‘17~ cluuntiiir.s 2, . e, urc t7ionotoi7icwll~~ ir7c~wrisit7,y /7i77c~tiotr.s 
01. Y; tl7e qumtilic~s I, , t, uw 777077otoi7ic~all~~ rl~~c~r~~a.vit7~,~iii7c~tio77s of L.. 
PIYW/: Suppose there exist two values 1, , +. ‘1, k2, and an index i 
such that 
U,( \,) -. C,( b) 2, ,( kJ) 2, ,( 1,). 
Consider the function (S.c).n), with h (I,( -\,);d,.( k?). For 1, cl1osen CIWL 
enough to ‘Y? (which is always possible), h satisfies the condition of Lemma c. 
Then the function (6.9.a) has at least three zeros in the interval (C,( k,),?, ,( \,)I. 
while in each other interval (?,(~l,). ?, 1 .fI ( )] there is at least one zero. Thcre- 
fore, this function has at least N 2 positive zeros, in contradiction with 
Lemma c. In an analogous way we can show that P, . I, . and t, are monotone 
in :t. Since lim,, ,, 2, lim, ., r, I (Theorem F), the 2, and o, are increasing 
functions of Y. This implies that (Theorem D) c,.,,, 0. (‘,.,.J 0. and 
that C,.,.? 0. C,,,,, 0. which reveals that i, and t, are decreasing 
functions of i. 
It may be remarked here that Knight and Newbery [IO] conjectulc ;lnalog 
monotonicity properties for integration nodes appearing in quadrature rules 
based on exponential and trigonometric interpolation. 
THEOREM L. E,. is u t770770to77icull~y rkrmsif7g tu77ctio77 of k; E! is LI 
wonotonical(v incWasir7g ,fhTioi7 qf ,Y. 
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Proofs Suppose there are two values ‘)L, and x?. x1 I_ Y., . such that 
C,(%) t,.( I~). Then ni”‘d,.(n,) :-m (I:.~~,,(A,). Consider again the function 
(h.9.a). uith K = (AJ Y~)“,~; h’ satisfies the condition of Lemma c if 01~ is 
chosen close enough to A~ This function has at least one zero in each interval 
(?,( Y,). P,. ,((I,)]. i = 1, 2 ,..., N - 1, and at least two in (es(cyI), I]. This 
leads to the contradiction that G,(U) should have at least N f- 1 positive 
zeros. Hence, F,, is monotonic. Since clsv ,‘1 . . . 0 (Theorem E), E,, is 
decreilsing for small values of 2. Consequently this is true for a11 M. 
In a similar way we can show that E[ is monotone. Here, how- 
ever, there should be at ieast one zero of the function (6.7.b) in 
each interval (I,, fi+,(-l,)]. i 0, I..... N. with i,, ~~ 0 and 7,,.,, - I. Since 
sgn r,, z sgn Y~,~ (Theorem E), E/ increases for small values of Y. 
Consequently, this is true for all ,.I. 
7. CONCLUDING RE~IARKS 
The results of the last three sections admit the following conclusions: 
(i) ignoring the unestimable factor L,,,,[f‘(Q] in the remainders of the 
interpolation formulas under consideration, we may say that the exponential 
interpolation type is always .‘better” than the polynomial type, while the 
trigonometric interpolation type is always “worse” {Theorems C and L). 
(ii) The inequalities r, . . yj < P, . i 1, 2 . . . . . N, hold for all Y ‘a 0 
(Theorems B and K); this means that the optimal points for the exponential 
interpolation type have a tendency of being located near the end points of the 
interpolation interval, while the optimal points for the trigonometric inter- 
polation type have a tendency of lying near the midpoint of that interval. 
In \ iew of these conclusions it might sometimes be possible to decide what 
interpolation type is most appropriate to a given table of data j-r, ..f(xj)). 
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