1. Introduction
===============

Most population models of disease ([@bib2]) assume complete homogeneous mixing, in which an individual can interact with all others in the population. In these well-mixed models, the disease incidence rate is typically represented by the term *βSI* that is bilinear in *S* and *I*, the number of susceptible and infective individuals ([@bib3]), *β* being the transmission coefficient. With these models it has been possible to establish many important epidemiological results, including the existence of a population threshold for the spread of disease and the vaccination levels required for eradication ([@bib23], [@bib2], [@bib48]). However, individuals are discrete and not well-mixed; they usually interact with only a small subset of the population at any given time, thereby imposing a distinctive contact structure that cannot be represented in mean-field models. Explicit interactions within discrete spatial and social neighborhoods have been incorporated into a variety of individual-based models on a spatial grid and on networks ([@bib6], [@bib19], [@bib44], [@bib21], [@bib42], [@bib35], [@bib45], [@bib49], [@bib25], [@bib47]). Simplifications of these high-dimensional models have been developed to better understand their dynamics, make them more amenable to mathematical analysis and reduce computational complexity ([@bib21], [@bib11], [@bib13]). These approximations are based on moment closure methods and add corrections to the mean-field model due to the influence of covariances, as well as equations for the dynamics of these second order moments ([@bib38], [@bib5], [@bib7]).

We address here an alternative simplification approach closer to the original mean-field formulation, which retains the basic structure of the mean-field equations but incorporates the effects of heterogeneous mixing implicitly via modified functional forms ([@bib30]). Specifically, the bilinear transmission term (*SI*) in the well-mixed equations is replaced by a nonlinear term *S* ^*p*^ *I* ^*q*^ ([@bib46]), where the exponents *p*, *q* are known as "heterogeneity parameters". This formulation allows an implicit representation of distributed interactions when the details of individual-level processes are unavailable (as is often the case, see Gibson, 1997), and when field data are collected in the form of a time series (e.g., [@bib24]). We henceforth refer to these modified equations as the *heterogeneous mixing*, or "HM", model following [@bib31]. The HM model is known to exhibit important properties not observed in standard mean-field models, such as the presence of multiple equilibria and periodic solutions ([@bib28], [@bib29], [@bib17], [@bib18]). This model has also been successfully fitted to the experimental time series data of lettuce fungal disease to explain its persistence ([@bib16]). However, it is not well known whether these modified mean-field equations can indeed approximate the population dynamics that emerge from individual level interactions. Motivated by infectious diseases of plants, [@bib31] have recently compared the dynamics of the HM model to a stochastic susceptible-infective (SI) model on a spatial lattice.

In this paper, we implement a stochastic version of the susceptible-infective-recovered-susceptible (SIRS) dynamics, to consider a broader range of dynamical behaviors including endemic equilibria and cycles ([@bib3], [@bib34], [@bib19]). Recovery from disease leading to the development of temporary immunity is also relevant to many infectious diseases in humans, such as cholera ([@bib24]). For the contact structure of individuals in the population we use a small-world algorithm, which is capable of generating an array of configurations ranging from a regular grid to a random network ([@bib52]). Theory on the structural properties of these networks is well developed ([@bib51]), and these properties are known to exist in many real interaction networks ([@bib10]). A small-world framework has also been used recently to model epidemic transmission processes of severe acute respiratory syndrome or SARS ([@bib32], [@bib50]).

We demonstrate that the HM model can accurately approximate the endemic steady states of the stochastic SIRS system, including its short and long transients of damped cycles under two different parameter regimes, for all configurations between the regular and random networks. We show that this result implies the establishment early on in the transients of a double power-law scaling relationship between the covariance structure on the network and global (mean) quantities at the population level (the total numbers of susceptible and infective individuals). We also demonstrate the existence of a complex dynamical behavior in the stochastic system within the narrow small-world region, consisting of persistent cycles with enhanced amplitude and a well-defined period that are not predicted by the equivalent homogeneous mean-field model. In this case, the HM model captures the mean infection level and the overall pattern of the decaying transient cycles, but not their phases. The model also fails to reproduce the persistence of the cycles. We conclude by discussing the potential significance and limitations of these observations.

2. The model {#sec1}
============

2.1. Stochastic formulation
---------------------------

### 2.1.1. The network

The population structure, that is, the social contact pattern among individuals in the population, is modeled using a small-world framework as follows. We start with a spatial grid with the interaction neighborhood restricted to eight neighbors ([Fig. 1](#fig1){ref-type="fig"}A) and periodic boundary condition, and randomly rewire a fraction *ϕ* of the local connections (avoiding self and multiple connections) such that the average number of connections per individual is preserved at *n* ~0~ (=8 in this case). We call *ϕ* the "short-cut" parameter of the network. This is a two-dimensional extension of the algorithm described in [@bib52]. As pointed out by [@bib36], a problem with these algorithms is the small but finite probability of the existence of isolated sub-networks. We consider only those configurations that are completely connected. For *ϕ*  = 0 we have a regular grid ([Fig. 1](#fig1){ref-type="fig"}A), whereas *ϕ*  = 1 gives a random network ([Fig. 1](#fig1){ref-type="fig"}C). In between these extremes, there is a range of *ϕ* values near 0.01 within which the network exhibits *small*-*world* properties ([Fig. 1](#fig1){ref-type="fig"}B). In this region, most local connections remain intact making the network highly "clustered" like the regular grid, with occasional short-cuts that lower the average distance between nodes drastically as in the random network. These properties are illustrated with two quantities, the "clustering coefficient" *C* and the "average path length" *L* ([@bib51]). *C* denotes the probability that two neighbors of a node are themselves neighbor, and *L* denotes the average shortest distance between two nodes in the network. The small-world network exhibits the characteristic property of having a high value of *C* and simultaneously a low value of *L* ([Fig. 1](#fig1){ref-type="fig"}D).Fig. 1Diagrams of three network configurations with *ϕ* = 0 (regular grid), *ϕ* = 0.01 (small-world network) and *ϕ* = 1 (random network) are illustrated respectively in A--C. Panel D shows the clustering coefficient *C* and the average path length *L* (normalized by their respective maxima *C*~max~ and *L*~max~) against the short-cut parameter *ϕ* (horizontal axis is on log scale). In the small-world regime (near *ϕ* = 0.01) the network displays the characteristic properties of high *C* and low *L*.

### 2.1.2. SIRS dynamics

Once the network structure is generated using the algorithm described above, the stochastic SIRS dynamics are implemented with the following rules:•A susceptible individual gets infected at a rate *n* ~I~ *β*, where *n* ~I~ is the number of infective neighbors and *β* is the rate of disease transmission across a connected susceptible-infective pair.•An infective individual loses infection at a rate *γ* and recovers temporarily.•A recovered individual loses its temporary immunity at a rate *δ* and becomes susceptible again.Stochasticity arises because the rate of each event specifies a stochastic process with a Poisson-distributed time-intervals between successive occurrences of the event, with a mean interval of (rate)^−1^. Total population size is assumed constant (demography and disease-induced mortality are not considered), and infection propagates from an infective to a susceptible individual only if the two are connected. Correlations develop as the result of the local transmission rules and the underlying network structure. Therefore, holding *β*, *γ* and *δ* constant while varying the short-cut parameter *ϕ* allows us to explore the effects of different network configurations (such as [Fig. 1](#fig1){ref-type="fig"}A--C) on the epidemic.

2.2. Analytical considerations
------------------------------

### 2.2.1. Pair-wise formulation

One way to analytically treat the above stochastic system is by using a pair-wise formulation ([@bib21]), which considers partnerships as the fundamental variables, and incorporates the pair-wise connections into model equations. Using the notations of [@bib20], this formulation gives the following set of equations for the dynamics of disease growth,$$\frac{\text{d}\lbrack S^{n}\rbrack}{\text{d}t} = - \beta\sum\limits_{m}{\lbrack S^{n}I^{m}\rbrack} + \delta\lbrack R^{n}\rbrack,\quad\quad\frac{\text{d}\lbrack I^{n}\rbrack}{\text{d}t} = \beta\sum\limits_{m}{\lbrack S^{n}I^{m}\rbrack} - \gamma\lbrack I^{n}\rbrack,\quad\quad\frac{\text{d}\lbrack R^{n}\rbrack}{\text{d}t} = \gamma\lbrack I^{n}\rbrack - \delta\lbrack R^{n}\rbrack$$where \[*S* ^*n*^\], \[*I* ^*n*^\] and \[*R* ^*n*^\] denote respectively the number of susceptible, infective and recovered individuals each with exactly *n* connections, and \[*S* ^*n*^ *I* ^*m*^\] denotes the number of connected susceptible-infective pairs with *n* and *m* connections. By writing $\sum_{n}{\lbrack S^{n}\rbrack = \lbrack S\rbrack = S}$, where *S* is the total number of susceptible individuals, and $\sum_{n}{\left( {\sum_{m}{\lbrack S^{n}I^{m}\rbrack}} \right) = \sum_{n}{\lbrack S^{n}I\rbrack = \lbrack SI\rbrack}}$, where \[*SI*\] denotes the total number of connected susceptible-infective pairs, we can rewrite the equations for the number of susceptible, infective and recovered individuals as$$\frac{\text{d}S}{\text{d}t} = - \beta\lbrack SI\rbrack + \delta R,\quad\quad\frac{\text{d}I}{\text{d}t} = \beta\lbrack SI\rbrack - \gamma I,\quad\quad\frac{\text{d}R}{\text{d}t} = \gamma I - \delta R$$Even though this set of equations is exact, it is not closed and additional equations are needed to specify the dynamics of the \[*SI*\] pairs, which in turn depend on the dynamics of triples, etc., in an infinite hierarchy that is usually closed by moment closure approximations. However, a satisfactory closure scheme for a locally clustered network is still lacking (but see [@bib20], [@bib43]).

### 2.2.2. The heterogeneous mixing (HM) model

Here we pursue a different avenue to approximate the stochastic system with modified mean-field equations, which consider only the dynamics of mean quantities but replace the standard bilinear term *βSI* with a nonlinear transmission rate as follows,$$\frac{\text{d}S}{\text{d}t} = - \beta kS^{p}I^{q} + \delta R,\quad\quad\frac{\text{d}I}{\text{d}t} = \beta kS^{p}I^{q} - \gamma I,\quad\quad\frac{\text{d}R}{\text{d}t} = \gamma I - \delta R$$where *k*, *p*, *q* are the "heterogeneity" parameters ([@bib46], [@bib28], [@bib17], [@bib18]). We call Eq. [(2)](#eq2){ref-type="disp-formula"} the "heterogeneous mixing" (HM) model ([@bib31]).

We note from Eq. [(1)](#eq1){ref-type="disp-formula"} that the incidence rate of the epidemic can be estimated by counting the number of connected susceptible-infective pairs \[*SI*\] in the network. Furthermore, \[*SI*\] is directly related to the correlation *C* ~*SI*~ that arises between susceptible and infective individuals in the network ([@bib21]). Therefore, comparing Eqs. [(2)](#eq2){ref-type="disp-formula"} with [(1)](#eq1){ref-type="disp-formula"} we see that the HM model implicitly assumes a double power-law relationship between this covariance structure and the abundances of infective and susceptible individuals. For instance, in a homogeneous network (such as a regular grid) with identical number of connections *n* ~0~ for all individuals, we have$$C_{SI} = \frac{N}{n_{0}}\frac{\lbrack SI\rbrack}{SI} \propto kS^{p - 1}I^{q - 1},$$where *N*  =  *S*  +  *I*  +  *R* is the population size ([@bib21]). Relationships such as Eq. [(3)](#eq3){ref-type="disp-formula"} provide an important first step towards understanding how the phenomenological parameters *k*, *p* and *q* are related to network structure.

### 2.2.3. A mean-field approximation

For a homogeneous random network in which every individual is connected to exactly *n* ~0~ randomly distributed others (see [Appendix A](#app1){ref-type="sec"}), the susceptible and infective individuals are uncorrelated and the total number of interacting pairs \[*SI*\] = (*n* ~0~/*N*)*SI*. Eq. [(1)](#eq1){ref-type="disp-formula"} then reduce to$$\frac{\text{d}S}{\text{d}t} = - \beta\frac{n_{0}}{N}SI + \delta R,\quad\quad\frac{\text{d}I}{\text{d}t} = \beta\frac{n_{0}}{N}SI - \gamma I,\quad\quad\frac{\text{d}R}{\text{d}t} = \gamma I - \delta R$$These equations incorporate the familiar bilinear term *SI* for the incidence rate, and provide a mean-field approximation for the stochastic system in which each individual randomly mixes with *n* ~0~ others. Note that the transmission coefficient *β* is proportionately reduced by a factor *n* ~0~/*N*, which is the fraction of the population in a contact neighborhood of each individual. In a completely well-mixed population, *n* ~0~  =  *N*, and these equations reduce to the standard Kermack--McKendrick form ([@bib23]). Eq. [(4)](#eq4){ref-type="disp-formula"} exhibit either a disease-free equilibrium, *I*(*t*) = 0, or an endemic equilibrium, *I*(*t*) = \[*δN*/(*γ*  +  *δ*)\]\[1 −  *γ*/*βn* ~0~\], depending on whether the basic reproductive ratio *R* ~0~  =  *n* ~0~ *β*/*γ* is less or greater than unity. It is to be noted that while Eq. [(4)](#eq4){ref-type="disp-formula"} describe a homogeneous random network exactly, it provides only an approximation for the random network with *ϕ*  = 1, in which individuals have a binomially distributed number of connections around a mean *n* ~0~ ([Appendix A](#app1){ref-type="sec"}).

3. Method {#sec2}
=========

Details of the implementation of the stochastic system are described in [Appendix B](#app2){ref-type="sec"}. One practical approach to estimate the parameters *k*, *p* and *q* of the HM model, when the individual-level processes are unknown, would be to fit these parameters using time series data ([@bib16], [@bib4], [@bib12]). Indeed, with a sufficient number of parameters a satisfactory agreement between the model and the data is almost always possible. A direct fit of time series, however, will not tell us whether the disease transmission rate is well approximated by the functional form *kS* ^*p*^ *I* ^*q*^ of the model. We instead fit the parameters *k*, *p*, *q* to the transmission rate "observed" in the output of the stochastic simulation. Specifically, we obtain least-squared estimates of *k*, *p*, *q* by fitting the term *kS* ^*p*^ *I* ^*q*^ to the computed number of pairs \[*SI*\] that gives the disease transmission rate of the stochastic system (see Eq. [(1)](#eq1){ref-type="disp-formula"}). We then incorporate these estimates in Eq. [(2)](#eq2){ref-type="disp-formula"}, and compare the infective time series produced by this HM model to that generated by the original stochastic network simulation. [Fig. 2](#fig2){ref-type="fig"} illustrates the method using the regular grid as an example. In this way, we can address whether the transmission rate is well captured by the modified functional form, and if that is the case, whether the HM model approximates successfully the aggregated dynamics of the stochastic system.Fig. 2The method discussed in Section [3](#sec2){ref-type="sec"} is illustrated for a regular grid (*ϕ* = 0). (A) The incidence rate (IR) of the stochastic system is obtained for a single run of the dynamics from time *t* = 0 up to *t* = 20,000, by plotting the number of \[*SI*\] pairs against the numbers *S* and *I* of susceptible and infective individuals computed from the each snapshot of the network. Values of the epidemic parameters are *β* = *γ* = 1, *δ* = 1.8. Least-squared fits of the functional forms *kS*^*p*^*I*^*q*^ and $(n_{0}/N)S^{p_{r}}I^{q_{r}}$ of the full and restricted HM models, and (*n*~0~/*N*)*SI* of the bilinear mean-field (MF) approximation are overlaid. (B) Simulated infective time series (*I*~*d*~(*t*) ≡ *I*(*t*)/*N*) for the stochastic system is plotted together with the solutions of the three population models, to examine the accuracy of these approximations.

We compare the stochastic simulation with the predictions of three sets of model equations, representing different degrees of approximation of the system. Besides the HM model described above, we consider the bilinear mean-field model given by Eq. [(4)](#eq4){ref-type="disp-formula"}, which assumes *k*  =  *n* ~0~/*N* and *p*  =  *q*  = 1. This comparison demonstrates the inadequacy of the well-mixed assumption built into the bilinear formulation. We also discuss a restricted HM model with an incidence function of the form $(n_{0}/N)S^{p_{r}}I^{q_{r}}$ in Eq. [(2)](#eq2){ref-type="disp-formula"}, with only two heterogeneity parameters *p* ~*r*~ and *q* ~*r*~, as originally proposed by [@bib46] and studied by [@bib28], [@bib17] and [@bib18].

4. Results
==========

The stochastic SIRS dynamics are capable of exhibiting a diverse array of dynamical behaviors, determined by both the epidemic parameters *β*, *γ*, *δ* and the network short-cut parameter *ϕ*. We choose the following three scenarios:•*Stable equilibrium*: Infection levels in the population reach a stable equilibrium relatively rapidly after a short transient ([Fig. 3](#fig3){ref-type="fig"}A).Fig. 3Examples of infective time series *I*~*d*~(*t*) for the stochastic system in two dynamical regimes are shown for three values of *ϕ*. (A) Stable equilibrium following a short transient is plotted for *β* = *γ* = 1, *δ* = 1.8. (B) Decaying oscillations onto a noisy endemic state for *β* = *γ* = 1, *δ* = 0.065. Persistent cycles with enhanced amplitude occur in the small-world network (*ϕ* = 0.01).•*Noisy endemic state*: Infection levels exhibit stochastic fluctuations around an endemic state following a long transient of decaying cycles ([Fig. 3](#fig3){ref-type="fig"}B).•*Persistent cycles*: Fluctuations with a well defined period and enhanced amplitude persist in the small-world region near *ϕ*  = 0.01 ([Fig. 3](#fig3){ref-type="fig"}B).The reason for choosing these different temporal patterns is to test the HM model against a wider range of behaviors of the stochastic system. The oscillatory case has epidemiological significance because of the observed pervasiveness of cyclic disease patterns ([@bib9], [@bib15], [@bib40]).

4.1. Stable equilibrium
-----------------------

[Fig. 3](#fig3){ref-type="fig"}A presents simulation examples of the epidemic time series for three values of the short-cut parameter *ϕ*, representing the regular grid (*ϕ*  = 0), the small-world network (*ϕ*  = 0.01) and the random network (*ϕ*  = 1). The transient pattern depends strongly on *ϕ*: a high degree of local clustering in a regular grid slows the initial buildup of the epidemic, whereas in a random network with negligible clustering ([Fig. 1](#fig1){ref-type="fig"}D) the disease grows relatively fast. The transient for the small-world network lies in between these two extremes. By contrast, the stable equilibrium level of the infection remains insensitive to *ϕ*, implying that the equilibrium should be well predicted by the bilinear mean-field approximation (Eq. [(4)](#eq4){ref-type="disp-formula"}) itself.

Least-squared estimates of the two sets of heterogeneity parameters \[*k*, *p*, *q*\] and \[*k* ~*r*~  =  *n* ~0~/*N*, *p* ~*r*~, *q* ~*r*~\], for the full and restricted versions of the HM model respectively, are obtained for a series of *ϕ* values corresponding to different network configurations, as described in Section [3](#sec2){ref-type="sec"}. The disease parameters *β*, *γ* and *δ* are kept fixed throughout, making the epidemic processes operate at the same rates across different networks, so that the effects of the network structure on the dynamics can be studied independently. [Fig. 4](#fig4){ref-type="fig"} illustrates the comparison of model predictions with stochastic simulations shown in [Fig. 3](#fig3){ref-type="fig"}A. The time series generated by the mean-field Eq. [(4)](#eq4){ref-type="disp-formula"} is also overlaid. Clearly the mean-field model suffices to predict the equilibrium of all three examples, as noted earlier. Approximation of the transient patterns, however, presents a different picture. The mean-field trajectory deviates the most from the stochastic simulation for the regular grid (*ϕ*  = 0), and the least for the random network (*ϕ*  = 1). The full HM model with its three parameters *k*, *p* and *q*, on the other hand, demonstrates an excellent agreement with the stochastic transients for all values of *ϕ*. By comparison, the transient patterns of the restricted HM model with only two fitting parameters *p* ~*r*~ and *q* ~*r*~ differ significantly for low values of *ϕ* ([Fig. 4](#fig4){ref-type="fig"}A and B). The poor agreement of the restricted HM and the mean-field transients with the stochastic data for a clustered network (low *ϕ*) is due to the failure of their respective incidence functions to fit the transmission rate of the stochastic system ([Fig. 2](#fig2){ref-type="fig"}A).Fig. 4Time series generated by the two HM models and the mean-field equations are compared with the stochastic simulation data for the dynamics with a stable equilibrium (A is same as [Fig. 2](#fig2){ref-type="fig"}B). For the random network (*ϕ* = 1) the predictions of the two HM models coincide with the simulation.

On the other hand, the random network has negligible clustering, and the interaction between susceptible and infective individuals is sufficiently well mixed for the restricted HM model to provide as good an approximation of the stochastic transient as the full HM model ([Fig. 4](#fig4){ref-type="fig"}C). The estimates \[*k*, *p*, *q*\] = \[0.0001, 0.94, 0.97\] and \[*n* ~0~/*N*, *p* ~*r*~, *q* ~*r*~\] = \[0.00005, 0.99, 1\] for these two models are also quite similar. The discrepancy for the mean-field transients ([Fig. 4](#fig4){ref-type="fig"}C) is due to the fact that the mean-field model gives only an approximate description of the random network with *ϕ*  = 1 as noted before. At the other extreme, for a regular grid the estimates of the full and restricted HM models are \[*k*, *p*, *q*\] = \[1.66, 0.3, 0.69\] and \[*n* ~0~/*N*, *p* ~*r*~, *q* ~*r*~\] = \[0.00005, 0.84, 1.13\], which differ considerably from each other.

[Fig. 5](#fig5){ref-type="fig"}A and B demonstrate how the parameters *k*, *p* and *q* of the full HM model depend on the short-cut parameter *ϕ*. All three of them approach their respective well-mixed values (*k*  = 0.00005, *p*  =  *q*  = 1) as *ϕ*  → 1, and they deviate the most as *ϕ*  → 0, in accord with the earlier discussion. In particular, *k* is significantly higher, and likewise *p* and *q* are lower, for the regular grid than a well-mixed system, implying a strong nonlinearity of the transmission mechanism in a clustered network. Such a large value of *k* can be understood within the context of the incidence function *kS* ^*p*^ *I* ^*q*^, and explains why only two parameters, *p* ~*r*~ and *q* ~*r*~ in the restricted HM model, cannot absorb the contribution of *k*. In a homogeneous random network with *n* ~0~ connections per individual, the term (*n* ~0~/*N*)*SI* gives the expected total number of pairs \[*SI*\] that govern disease transmission in the network, and the exponent values *p*  =  *q*  = 1 indicate random mixing (of susceptible and infective individuals). By contrast, local interactions in a clustered network lower the availability of susceptible individuals (infected neighbors of an infective individual act as a barrier to disease spread), resulting in a depressed value of the exponent *p* significantly below 1. This nonlinear effect, combined with a low initial infective number *I* ~0~ (0.5% of the total population randomly infected) requires *k* in the HM model to be large enough to match the disease transmission in the network. Indeed, as [Table 1](#tbl1){ref-type="table"} demonstrates, both *k* and *p* are quite sensitive to *I* ~0~ for a regular grid, unlike the other exponent *q* that does not depend on initial conditions. Increasing *I* ~0~ facilitates disease growth by distributing infective and susceptible individuals more evenly, which causes an increase of the value of *p* and a compensatory reduction of *k*.Fig. 5Panels A and B show estimates of the parameters *k*, *p* and *q* for the full HM model against *ϕ* (on a semilog axis) for the stable equilibrium dynamics. The dashed line in B shows the expected mean-field values. In C, the error function erf (Eq. [(5)](#eq5){ref-type="disp-formula"}) is plotted against *ϕ* for the three epidemic models.Table 1Estimates of the parameters *k*, *p* and *q* for the full HM model and different initial proportions of infective individuals in the population, for the case of stochastic dynamics on a regular grid exhibiting stable equilibria (see text for details)*I*~0~/*Nkpq*0.0051.660.300.690.010.780.390.680.050.060.650.680.10.020.760.68

An interesting pattern in [Fig. 5](#fig5){ref-type="fig"}A and B is that the values of the heterogeneity parameters remain fairly constant initially for low *ϕ*, in particular within the interval 0 ≤  *ϕ*  \< 0.01 for the exponents *p* and *q* (the range is somewhat shorter for *k*), and then start approaching respective mean-field values as *ϕ* increases to 1. This pattern of variation is reminiscent of the plot for the clustering coefficient *C* shown in [Fig. 1](#fig1){ref-type="fig"}D, and suggests that the clustering of the network, rather than its average path length *L*, influences disease transmission strongly.

A measure of the accuracy of the approximation can be defined by an error function erf, computed as a mean of the point-by-point deviation of the infective time series *I* ~m~(*t*) predicted from the models, relative to the stochastic simulation data *I* ~s~(*t*), over the length *T* of the transient (the equilibrium values of the models coincide with the simulation, see [Fig. 4](#fig4){ref-type="fig"}),$$\text{erf} = \left( {\frac{1}{T}\sum\limits_{t = 1}^{T}\frac{\left| I_{\text{m}}(t) - I_{\text{s}}(t) \right|}{I_{\text{s}}(t)}} \right) \times 100,$$(multiplication by 100 expresses erf as a percentage of the simulation time series). [Fig. 5](#fig5){ref-type="fig"}C shows erf as a function of *ϕ* for the three models. The total failure of the mean-field approximation to predict the stochastic transients is evident in the large magnitudes of error (it is 25% even for the random networks). By contrast, the excellent agreement of the full HM model for all *ϕ* results in a low error throughout. On the other hand, the restricted version of the HM model gives over 30% error for low *ϕ* whereas it is negligible for high *ϕ*. Interestingly, erf for the restricted HM and mean-field models show similar patterns of variation with *ϕ* as in [Fig. 5](#fig5){ref-type="fig"}B, staying relatively constant within 0 ≤  *ϕ*  \< 0.01 and then decreasing relatively fast. Local clustering in a network with low *ϕ* causes disease transmission to deviate from a well-mixed approximation, and thus influences the pattern of erf for these simpler models.

4.2. Stochastic fluctuations and persistent cycles
--------------------------------------------------

The second type of dynamical behavior of the stochastic system exhibits a relatively long oscillatory transient that settles onto a noisy endemic state for most values of *ϕ*, near 0 as well as above ([Fig. 3](#fig3){ref-type="fig"}B). Stochastic fluctuations are stronger for *ϕ*  = 0 than *ϕ*  = 1. However, in a significant exception the cycles tend to persist with a considerably increased amplitude and well defined period for a narrow range of *ϕ* near 0.01, precisely where the small-world behavior arises in the network. Such persistent cycles are not predicted by the homogeneous epidemic dynamics given by Eq. [(4)](#eq4){ref-type="disp-formula"}, and are therefore a consequence of the correlations generated by the contact structure. To our knowledge such nonmonotonic pattern for the amplitude of the cycles with the network parameter *ϕ* has not been observed before (see Section [5](#sec3){ref-type="sec"} for a comparison of these results with those of other studies).

We estimate two quantities, the "coefficient of variation" (CV) and the "degree of coherence" (DC), which determine respectively the strength and periodicity of the cycles for different values of *ϕ*. CV has the usual definition$$\text{CV} = \frac{\sqrt{(1/(T_{\text{S}} - 1))\sum_{t = 1}^{T_{\text{S}}}{(I(t) - \overline{I})}^{2}}}{\overline{I}},$$where the numerator denotes the standard deviation of the infective time series of length *T* ~S~ (in the stationary state excluding transients), and the denominator denotes its mean over the same time length *T* ~S~. [Fig. 6](#fig6){ref-type="fig"}A exhibits a characteristic peak for CV near *ϕ*  = 0.01, demonstrating a maximization of the cycle amplitudes in the small-world region compared to both the high and low values of *ϕ*. The plot also shows that the fluctuations at the left side tail of the peak are stronger than its right side tail. Consistent with this pattern, sustained fluctuations in a stochastic SIRS model on a spatial grid (*ϕ*  = 0) were also shown by [@bib19]. By contrast, the low variability in the random network (*ϕ*  → 1) is due to the fact that the corresponding mean-field model (Eq. [(4)](#eq4){ref-type="disp-formula"}) does not have oscillatory solutions.Fig. 6The coefficient of variation, CV (Eq. [(6)](#eq6){ref-type="disp-formula"}), and the degree of coherence, DC (Eq. [(7)](#eq7){ref-type="disp-formula"}), are plotted against *ϕ* in A and B, respectively (see text for definitions). Each point in B represents estimates using a Fourier power spectrum averaged over 10 independent realizations of the stochastic simulations.

DC provides a measure of the sharpness of the dominant peak in the Fourier power spectrum of the infective time series, and is defined as$$\text{DC} = \frac{h_{\max}}{(\Delta\omega/\omega_{\max})},$$where *h* ~max~, *ω* ~max~ and Δ*ω* are the peak height, peak frequency and the width at one-tenth maximum respectively of a Gaussian fit to the dominant peak. The sharp nature of the peak, particularly for the small-world network, makes it unfeasible to use the standard "width at half-maximum" ([@bib14], [@bib27]) which is often zero here. The modified implementation in Eq. [(7)](#eq7){ref-type="disp-formula"} therefore considerably underestimates the sharpness of the dominant peak. Even then, [Fig. 6](#fig6){ref-type="fig"}B depicts a fairly narrow maximum for DC near *ϕ*  = 0.01, indicating that the cycles within the small-world region have a well-defined period. The low value of DC for *ϕ*  = 0 implies that the fluctuations in the regular grid are stochastic in nature.

A likely scenario for the origin of these persistent cycles is as follows. Stochastic fluctuations are locally maintained in a regular grid by the propagating fronts of spatially distributed infective individuals, but they are out of phase across the network. The infective individuals are spatially correlated over a length *ξ*  ∝  *δ* ^−1^ in the grid ([@bib19]), which typically has a far shorter magnitude than the linear extent of the grid used here (increasing *δ* reduces the correlation length *ξ* further, which weakens these fluctuations and gives the stable endemic state observed for instance in [Fig. 3](#fig3){ref-type="fig"}A). The addition of a small number of short-cuts in a small-world network ([Fig. 1](#fig1){ref-type="fig"}B) couples together a few of these local fronts, thereby effectively increasing the correlation length to the order of the system size and creating a globally coherent periodic response. As more short-cuts are added, the network soon acquires a sufficiently random configuration and the homogeneous dynamics become dominant.

Another important point to note in [Fig. 3](#fig3){ref-type="fig"}B is that, in contrast to [Fig. 3](#fig3){ref-type="fig"}A, the mean infection level $\overline{I}$ of the cycles is not independent of *ϕ*: $\overline{I}$ now increases slowly with *ϕ*. An immediate implication of this observation is that, unlike the earlier case of a stable equilibrium, the bilinear mean-field model of Eq. [(4)](#eq4){ref-type="disp-formula"} will no longer be able to accurately predict the mean infection for all *ϕ*. [Fig. 7](#fig7){ref-type="fig"} shows the same examples of the stochastic time series as in [Fig. 3](#fig3){ref-type="fig"}B, along with the solutions of the three models. As expected, the mean-field time series fails to predict the mean infection level at varying degrees in all three cases, deviating most for the regular grid (*ϕ*  = 0) and least for the random network (*ϕ*  = 1). By comparison, the equilibrium solutions of the full and restricted versions of the HM model both demonstrate good agreement with the mean infection level of the stochastic system. For the transient patterns, the two HM models exhibit similar decaying cycles of roughly the same period, and also of the same transient length, as the stochastic time series but they occur at a different phase. Even though the transient cycles of the HM models persist the longest for *ϕ*  = 0.01, they eventually decay onto a stable equilibrium and thus fail to predict the persistent oscillations of the small-world network. The mean-field model, on the other hand, shows damped cycles of much shorter duration and hence is a poor predictor overall.Fig. 7Model time series for the decaying cycles with *β* = *γ* = 1, *δ* = 0.065 are compared with the stochastic simulation. The two HM models show good agreement for the mean infection level in the data. None reproduce the persistent cycles of the small-world network (in B).

The close agreement of the two HM time series with each other for *ϕ*  = 0.01 ([Fig. 7](#fig7){ref-type="fig"}B) is due to the fact that the least-squared estimate of *k* for the full HM model is 0.00005, equal to *n* ~0~/*N* of the restricted HM, and the exponents *p*, *q* likewise reduce to *p* ~*r*~, *q* ~*r*~. Within the entire range 0 ≤  *ϕ*  ≤ 1, the estimates of *p* and *p* ~*r*~ for the full and restricted HM models lie between \[0.68, 1.08\] and \[0.82, 0.93\], respectively, whereas *q* and *q* ~*r*~ both stay close to a value of 1.1.

It is interesting to note here that a necessary condition for limit cycles in an SIRS dynamics with a nonlinear incidence rate *S* ^*p*^ *I* ^*q*^ is *q*  \> 1 ([@bib28]), which both the full and restricted HM models appear to satisfy. One possible reason then for their failure to reproduce the cycles in the small-world region is the overall complexity of the stochastic time series, which results from nontrivial correlation patterns present in the susceptible-infective dynamics. The three-parameter incidence function *kS* ^*p*^ *I* ^*q*^ of the full HM model may not have sufficient flexibility to adequately fit the cyclic incidence pattern of the stochastic system. We emphasize here that if the cycles are not generated intrinsically, but are driven by an external variable such as a periodic environmental forcing, the outcome is well predicted when an appropriate forcing term is included in Eq. [(2)](#eq2){ref-type="disp-formula"} (results not shown).

As a final note, all of the above observations for both stable equilibria and cyclic epidemic patterns have been qualitatively validated for multiple sets of values of the disease parameters *β*, *γ* and *δ*.

5. Discussion {#sec3}
=============

Stochastic SIRS dynamics implemented on a network with varying degrees of local clustering can generate a rich spectrum of behaviors, including stable and noisy endemic equilibria as well as decaying and persistent cycles. Persistent cycles arise in our system even though the homogeneous mean-field dynamics do not have oscillatory solutions, thereby revealing an interesting interplay of network structure and disease dynamics (also see [@bib43]). Our results demonstrate that a three-variable epidemic model with a nonlinear incidence function *kS* ^*p*^ *I* ^*q*^, consisting of three "heterogeneity" parameters \[*k*, *p*, *q*\], is capable of predicting the disease transmission patterns, including the transient and stable equilibrium prevalence, in a clustered network. The relatively simpler (and more standard) form $S^{p_{r}}I^{q_{r}}$ with two parameters \[*p* ~*r*~, *q* ~*r*~\] falls short in this regard. This restrictive model, however, is an adequate predictor of the dynamics in a random network, for which the bilinear mean-field approximation cannot explain the transient pattern. Interestingly, even the function *kS* ^*p*^ *I* ^*q*^ cannot capture the complex dynamics of persistent cycles in a small-world network that has simultaneously high local clustering and long-distance connectivity. It is worth noting, however, that such persistent cycles appear within a small region of the parameter space for *ϕ*, and therefore the HM model appears to provide a reasonable approximation for most cases of clustered as well as randomized networks.

An implication of these findings is that an approximate relationship is established early on in the transients, lasting all the way to equilibrium, between the covariance structure of the \[*SI*\] pairs and the global (mean) quantities *S* and *I*. This relationship is given by a double power law of the number of susceptible and infective individuals. It allows the closure of the equations for mean quantities, making it possible to approximate the stochastic dynamics with a simple model (HM) that mimics the basic formulation of the mean-field equations but with modified functional forms. It reveals an interesting scaling pattern from individual to population dynamics, governed by the underlying contact structure of the network. In lattice models for antagonistic interactions, which bear a strong similarity to our stochastic disease system, a number of power-law scalings have been described for the geometry of the clusters ([@bib41]). It is an open question whether the exponents for the dynamic scaling (i.e., parameters *p* and *q* here) can be derived from such geometrical properties. It also needs to be determined under what conditions power-law relationships will hold between local structure and global quantities.

The failure of the HM model to generate persistent cycles may result from an inappropriate choice of the incidence function *kS* ^*p*^ *I* ^*q*^. It remains to be seen if there exists a different functional form that better fits the incidence rate of the stochastic system and is capable of predicting the variability in the data. It is also not known whether a moment closure method including the explicit dynamics of the covariance terms themselves ([@bib38], [@bib21]) can provide a good approximation to the mean infection level in a network with high degree of local clustering. Of course, heterogeneities in space or in contact structure are not the only factors contributing to the nonlinearity in the transmission function *S* ^*p*^ *I* ^*q*^; a number of other biological mechanisms of transmission can lead to such functional forms. By rewriting *βkS* ^*p*^ *I* ^*q*^ as $\lbrack\beta kS^{p - 1}I^{q - 1}\rbrack SI \equiv \widehat{\beta}SI$, where $\widehat{\beta}(S,I)$ now represents a density-dependent transmission efficiency in the bilinear (homogeneous) incidence framework, one can relate $\widehat{\beta}$ to a variety of density-dependent processes such as those involving vector-borne transmission, or threshold virus loads etc ([@bib28]). Interestingly, it has been suggested that in such cases cyclic dynamics are likely to be stabilized, rather than amplified, by nonlinear transmission ([@bib18]). It appears then that network structure can contribute to the cyclic behavior of diseases with relatively simple transmission dynamics.

It is interesting to consider the persistent cycles we have discussed here in light of other studies on fluctuations in networks. On one side, cycles have been described for random networks with *ϕ*  = 1 because the corresponding well-mixed dynamics also have oscillatory solutions ([@bib27], [@bib26]). At the opposite extreme, [@bib19] reported persistent fluctuations in a stochastic SIRS model on a regular grid (*ϕ*  = 0), strictly generated by the local clustering of the grid since the mean-field equations do not permit cycles. Recent work by [@bib50] extends Johansen\'s observation by showing that fluctuations do occur in clustered networks from a regular grid to the small-world configuration. They describe a percolation type transition across the small-world region, implying that the fluctuations fall off sharply within this narro terval. This observation is in significant contrast to our results, where the amplitudes of the cycles are maximized by the small-world configuration, and therefore require both local clustering and some degree of randomization. One difference between the two models is that [@bib50] use a discrete time step for the recovery of infected individuals, while in our event-driven model, time is continuous and the recovery time is exponentially distributed. A more systematic study of parameter space for these models is warranted.

We should also mention that there are other ways to generate a clustered network than a small-world algorithm. For example, [@bib22] described a method that starts with a number of randomly placed focal points in a two-dimensional square, and draws a proportion of them towards their nearest focal point to generate local clusters. Network building can also be attempted from the available data on selective social mixing ([@bib33]). The advantage of our small-world algorithm is that besides being simple to implement, it is also one of the best studied networks ([@bib51]). This algorithm generates a continuum of configurations from a regular grid to a random network, and many real systems have an underlying regular spatial structure, as in the case of hantavirus of wild rats within the city blocks of Baltimore ([@bib8]). Moreover, emergent diseases like the recent outbreak of severe acute respiratory syndrome (SARS) have been studied by modeling human contact patterns using small-world networks ([@bib32], [@bib50]).

The network considered here remains static in time. While this assumption is reasonable when disease spreads rapidly relative to changes of the network itself, there are many instances where the contact structure would vary over comparable time scales. Examples include group dynamics in wildlife resulting from schooling or spatial aggregation, as well as territorial behavior. Dynamic network structure involves processes such as migration among groups that establishes new connections and destroys existing ones, but also demographic processes such as birth and death as well as disease induced mortality. Another topic of current interest is the effect of predation on disease growth, which splices together predator--prey and host--pathogen dynamics in which the prey is an epidemic carrier ([@bib37]). Simple dynamics assuming the homogeneous mixing of prey and predators makes interesting predictions about the harmful effect of predator control in aggravating disease prevalence with potential spill-over effects on humans ([@bib39], [@bib37]). It remains to be seen if these conclusions hold under an explicit modeling framework that binds together the social dynamics of both prey and predator. More generally, future work should address whether modified mean-field models provide accurate simplifications for stochastic disease models on dynamic networks. So far the work presented here for static networks provides support for the empirical application of these simpler models to time series data.

 {#app1}

A note on types of random networks
----------------------------------

It is important to distinguish among the different types of random networks that are used frequently in the literature. One is the random network with *ϕ*  = 1 that is generated using the small-world algorithm as described in Section [2](#sec1){ref-type="sec"} ([Fig. 1](#fig1){ref-type="fig"}C), which has a total *Nn* ~0~/2 distinct connections, where *n* ~0~ is the original neighborhood size (=8 here) in the regular grid and *N* is the size of the network. Each individual in this random network has a binomially distributed number of contacts around a mean *n* ~0~. There is also the homogeneous random network discussed in relation to the mean-field Eq. [(4)](#eq4){ref-type="disp-formula"}, which by definition has fixed *n* ~0~ random contacts per individual ([@bib21]). These two networks are, however, different from the random network of Erdős and Rényi ([@bib1]), generated by randomly creating connections with a probability *p* among all pairs of individuals in a population. The expected number of distinct connections in the population is then *pN*(*N*  − 1)/2, and each individual has a binomially distributed number of connections with mean *p*(*N*  − 1). For moderate values of *p* and large population sizes, the Erdős--Rényi network is much more densely connected than the first two types. All three of them, however, have negligible clustering *C* and path length *L*, since the individuals do not retain any local connections (all connections are short-cuts).

 {#app2}

Details of model implementation
-------------------------------

An appropriate network is constructed with a given *ϕ*, and the stochastic SIRS dynamics are implemented on this network using the rules described in Section [2](#sec1){ref-type="sec"}. For the initial conditions, we start with a random distribution of a small number of infective individuals, only 0.5% of the total population (=0.005*N*) unless otherwise stated, in a pool of susceptible individuals. All generated time series used for least-squared fitting of the transmission rate have a length of 20,000 time units. The structure of the network remains fixed during the entire stochastic run. Stochastic simulations were carried out with a series of network sizes ranging from *N*  = 10^4^--10^6^. The results presented here are those for *N*  = 160,000 and are representative of other sizes. The values for the epidemic rate parameters *β*, *γ* and *δ* are chosen so that the disease successfully establishes in the population (a finite fraction of the population remains infected at all times).

We thank Juan Aparicio for valuable comments about the work, and Ben Bolker and an anonymous reviewer for useful suggestions on the manuscript. This research was supported by a Centennial Fellowship of the James S. McDonnell Foundation to M.P.
