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E-mail address: phoebe@deakin.edu.au (Y-P.P. ChencRNAs play an important role in the regulation of gene expression. However, many of their functions
have not yet been fully discovered. There are complicated relationships between ncRNAs in different
categories. Finding these relationships can contribute to identify ncRNAs’ functions and properties. We
extend the association rule to represent the relationship between two ncRNAs. Based on this rule, we
can speculate the ncRNA’s function when it interacts with other ncRNAs. We propose two measures to
explore the relationships between ncRNAs in different categories. Entropy theory is to calculate how
close two ncRNAs are. Association rule is to represent the interactions between ncRNAs. We use three
datasets from miRBase and RNAdb. Two from miRBase are designed for ﬁnding relationships between
miRNAs; the other from RNAdb is designed for relationships among miRNA, snoRNA and piRNA. We eval-
uate our measures from both biological signiﬁcance and performance perspectives. All the cross-species
patterns regarding miRNA that we found are proven correct using miRNAMap 2.0. In addition, we ﬁnd
novel cross-genomes patterns such as (hsa-mir-190b? hsa-mir-153-2). According to the patterns we
ﬁnd, we can (1) explore one ncRNA’s function from another with known function and (2) speculate the
functions of both of them based on the relationship even we do no understand either of them. Our meth-
ods’ merits also include: (1) they are suitable for any ncRNA datasets and (2) they are not sensitive to the
parameters.
 2010 Elsevier Inc. All rights reserved.1. Introduction
A non-coding RNA (ncRNA) is a RNA molecule that is not trans-
lated into a protein. It plays an important role in regulating gene
expression by various mechanisms. Many approaches have been
applied to study ncRNA, resulting in the discovery of a large num-
ber of new ncRNAs [1]. However, the functions of many ncRNAs are
still not clear. Gene regulation networks inspire us to speculate a
ncRNA’s function based on the relationships between ncRNAs be-
cause all the ncRNAs collaborate with other functionally associated
genes by interaction and reaction [2–4].
There are many papers concerning the relationships involved
with ncRNAs. However most of them have focused on exploring
howmiRNAs regulate mRNAs [5–10] while ignoring other relation-
ships regarding ncRNAs: the relationships between cross-species
or cross-genomes ncRNAs. These relationships can help us deter-
mine ncRNA functions and understand the evolutionary process.
We have applied bridging rule mining [11] to ﬁnd the relationships
between ncRNAs. A bridging rule is an association rule where its
antecedent and action belong to different conceptual clusters. Forll rights reserved.
, Technology and Engineering,
n).example, a pattern ‘‘A? B” found by the bridging rule algorithm
is not only a bridging rule but also an ncRNA–ncRNA pattern if A
belongs to snoRNA and B belongs to miRNA. According to whether
the function of the ncRNA is already known or not, an ncRNA–
ncRNA can be divided into four situations:
(1) known ncRNA? known ncRNA
(2) unknown ncRNA? unknown ncRNA
(3) unknown ncRNA? known ncRNA
(4) known ncRNA? unknown ncRNA
In situation 1, we know the functions of both sides of a pattern.
A ncRNA–ncRNA pattern can help us ﬁnd potential knowledge in
them. As for situation 2, ﬁnding a relationship between the ante-
cedent and action will be helpful for us to determine their func-
tions. Situations 3 and 4 can be combined into one category.
According to our background knowledge and this pattern, we can
determine the function of the unknown ncRNA from another
known ncRNA. To ﬁnd these patterns, there are three difﬁculties
we have to deal with:
(1) How to determine the evaluation standard.
(2) How to analyze the computational results.
(3) How to prove the accuracy from the biological point of view.
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Fig. 1. The structure of joint entropy.
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with the difﬁculties.We use similarity as the linear standard. Entro-
py, including joint entropy and mutual information, is taken as the
non-linear standard. We determine if a pattern is signiﬁcant based
on these two standards. At the same time, we understand the pat-
terns according to genome background and biological literatures.
We have developed two measures, which are joint entropy and
mutual information, respectively, to study the relationships in
ncRNA–ncRNA patterns from different angles. The relationship in
a ncRNA pair belonging to different categories indicates a kind of
interaction which is of higher similarity and more information ex-
change than other ncRNA pairs. First of all, we use the maximum
similarity mentioned in example 1 to determine if two ncRNAs
are similar. Similarity is a basic measure to guarantee that that
the patterns we ﬁnd are signiﬁcant biologically. Second of all, we
employ joint entropy or mutual information to evaluate how much
information in this ncRNA pair. In this step, we consider the ncR-
NAs that impact this ncRNA pair to make sure our patterns are ana-
lyzed in gene regulation networks. Last of all, for ordering our
patterns to highlight the most signiﬁcant pairs, we have introduced
a ranking measure to combine these two criteria. We can ﬁnd sig-
niﬁcant ncRNA pairs based on the above three steps.
Currently, most research concerning ncRNA focuses on the pre-
diction of secondary structure [12–14], which is very important be-
cause many RNAs’ functions are determined by their structures.
From the evolution angle, RNA functions are preserved better in
secondary structures than in primary sequence. However, we focus
on the ncRNA patterns not only across the species and genomes
but also in different classiﬁcation criteria. Our methods can pro-
vide different patterns when classiﬁcation criteria are different.
When we analyze patterns using other criteria other than species,
we cannot determine how the ncRNA structure affects the results.
We use sequence based similarity to evaluate the similarity of two
ncRNAs. The validation of our cross-species miRNA patterns by
miRNAMap [15] proves that our methods can ﬁnd the related miR-
NAs even without taking secondary structure into consideration.
We apply our measures to three different datasets to ﬁnd rela-
tionships between ncRNAs, including miRNA, snoRNA and piRNA.
MicroRNA (miRNA). One of the small molecular RNA families, is a
very small section of non-coding RNA sequence. These regulate
several biological processes [16–18,52,53] and are closely related
with mRNA and cancer [19,20]. Small nucleolar RNAs (snoRNAs)
are an abundant group of non-coding RNAs, which are mainly in-
volved in post-transcriptional modiﬁcation of rRNAs in eukaryotes
[21–24]. The RNAs, the length of which is frequently 30 nucleo-
tides, are called Piwi-interacting RNAs (piRNAs). The piRNAs gen-
erally distribute across only one genomic strand or distribute on
two strands but in a divergent, nonoverlapping manner [25,26].
Some of them are derived from transposons regulating the silence
of repetitive elements [27]. Some of them can repress transposons
in mammals [28]. It was also assumed that piRNAs would have
something to do with sperm generation although their functions
are not fully known. All the three classes of ncRNAs are important
and unique. We can demonstrate that our methods are useful and
signiﬁcant by analyzing these datasets. The experiment results and
the theoretical background can demonstrate that our contributions
include:
(1) Design two measures to ﬁnd interesting ncRNA–ncRNA
patterns.
(2) Analyze and evaluate the relationships we ﬁnd, and then
speculate their functions from the biological point of view.
The structure of this paper is as follows: In Section 2, we give a
description about the bridging rule and explain the details about
how to apply it in our research. Section 3 is our experiments inwhich we analyzed our measures from the performance and bio-
logical signiﬁcance perspectives. Section 4 includes discussion
about our measures, computational results and conclusion.
2. Methods
A bridging rule [11] is an association rule where the antecedent
and action come from different conceptual clusters. It includes two
sub-algorithms: joint entropy and mutual information. Firstly, a
similarity measure is used to determine the similarities between
the objects. Each object is composed of a sequence. For example,
if A = aabcd and B = aaccc, then the similarity of A and
B ¼ jA \ Bj=jA [ Bj ¼ 3=5 ¼ 0:6. Secondly, based on these objects
of high similarity, joint entropy or mutual information is employed
to measure how much information these objects have. The more
information they have, the closer they are. In this paper we have
developed these two sub-algorithms to ﬁnd the relationships be-
tween ncRNAs. We choose entropy [29] because the relationships
between ncRNAs are so complex that pure linear measures cannot
evaluate them.
2.1. Joint entropy measure
The joint entropy measures how much information is contained
in a joint system of two random variables. In this paper, each
ncRNA sequence represents a variable. The structure of joint entro-
py measure is as follows (see Fig. 1).
Here C1 and C2 are two classes in one dataset. g1 and g2 are two
ncRNAs we want to analyze. {g11, . . . , g1n} ({g21, . . . , g2m}) means
the nearest neighbors [30] of g1(g2). The line between two ncRNAs
indicates there is a relationship between them. The shorter line
does not mean the closer relationship, and vice versa. When calcu-
lating joint entropy, we just consider ncRNAs in these two nearest
neighbor sets while ignoring others which are little related with g1
and g2 to reduce space- and time–cost. Therefore the ﬁrst step is to
calculate the similarity of two ncRNAs based on the ncRNAs’ se-
quences. We have improved the similarity deﬁnition in bridging
rules to deal with the ncRNAs with different lengths. Example 1
is about similarity calculation:
Example 1. How to calculate the similarity of two ncRNAs
g1 ¼ AAGGUU
g2 ¼ AAAGGUGUAA
Let g1, g2 be two ncRNAs. Let us use length(g1)(length(g2)) to de-
note the length of g1(g2), sim(g1, g2) indicates the similarity of g1
and g2. When length(g1) is not the same as length(g2), sim(g1, g2)
means the maximum similarity of g1 and g2. For example, in Table
1, sim(g1, g2) has ﬁve values. We suggest sim(g1, g2) is 0.5, which is
the biggest in all the possible values. We use this method to save
running time and space, instead of aligning the sequences allowing
the gaps. The experiments in Section 3 will illustrate this strategy
is effective and promising.
rel_sim(g1, g2) denote the relative similarity of g1 and g2:
Table 1
The example of how to calculate sim(g1, g2).
AAGGUU
AAAGGUGUAA
sim(g1, g2) = 0.5
AAGGUU
AAAGGUGUAA
sim(g1, g2) = 0.1
AAGGUU
AAAGGUGUAA
sim(g1, g2) = 0.2
AAGGUU
AAAGGUGUAA
sim(g1, g2) = 0.4
AAGGUU
AAAGGUGUAA
sim(g1, g2) = 0.3
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lengthðg1Þ
lengthðg2Þ
¼ 0:5 6
10
¼ 0:3
So our formula of rel_sim(g1, g2) is:
rel simðg1; g2Þ ¼
simðg1; g2Þ  lengthðg1Þlengthðg2Þ lengthðg2Þ > lengthðg1Þ
simðg1; g2Þ  lengthðg2Þlengthðg1Þ lengthðg1Þ > lengthðg2Þ
8<
:
ð1Þ
In addition, we deﬁne:
Hðg1Þ ¼ 
Xn
i¼1
pðg1; g1iÞlogpðg1; g1iÞ ð2Þ
to calculate the entropy of g1 and g1i where pðg1; g1iÞ ¼
rel simðg1 ;g1iÞPn
i¼1rel simðg1 ;g1iÞ
. The deﬁnition of H(g2) is the same. Then the infor-
mation exchange of g1 and g2, denoted by H(g1, g2), is:
Hðg1; g2Þ ¼ Hðg1Þ þ Hðg2Þ ð3Þ
We deﬁne a rel_sim threshold as ‘‘min_rel_sim” and an joint en-
tropy as ‘‘min_joint”. Every pattern which is satisﬁed with the fol-
lowing two criteria will be considered to be interesting:
rel simðg1; g2Þ > min rel sim
Hðg1; g2Þ > min joint

ð4ÞTable 22.2. Mutual information measure
Here we need two deﬁnitions: mutual information (I(X; Y)) and
conditional mutual information (I(X; Y | Z)). The ﬁrst indicates how
much information a ncRNA set X(Y) can obtain from another ncRNA
set Y(X). The second one measures the amount of mutual informa-
tion of X and Y given the third ncRNA set Z. So I(X; Y | Z)  I(X; Y)
indicates how much information will be lost when Z is ignored.
Namely, how much information Z has. The structure of the mutual
information measure is shown in Fig. 2.
In Fig. 2, C1 and C2 are two classes in one dataset. Z = {z1, z2}
means a set of two ncRNAs that we want to analyze, which can
be extended into the research of multiple ncRNAs.
X = {x1, x2, . . . , xn} (Y = {y1, y2, . . . , ym}) indicates the nearest neigh-
bors of z1(z2). For example there is a rule (mdo-let-7i? gga-let-z1 z2
x1
x2
x3
y1
y2
y3
C1
C2
X
Y
Z
Fig. 2. The structure of mutual information.7i) in Table 5. The dataset of this rule is ‘‘let7”. C1 is class Monodel-
phis domestica, C2 is class Gallus gallus. z1 and z2 indicate mdo-let-7i
gga-let-7i, respectively.
We deﬁne two thresholds: min_rel_sim for similarity and min_-
mutual for mutual information. Those patterns which are satisﬁed
with the following two inequations will be considered to be signif-
icant and noticeable.
rel simðz1; z2Þ > min rel sim
jIðX;YjZÞ  IðX;YÞj > min mutual

ð5Þ
where IðX; YÞ ¼Pni¼1Pmj¼1pðxi; yjÞlog pðxi ;yjÞpðxiÞpðyjÞ and IðX;YjZÞ ¼
Pn
i¼1
Pm
j¼1P2
k¼1pðxi; yj; zkÞlog pðxi ;yj jzkÞpðxi jzkÞpðyj jzkÞ. The deﬁnitions of p(xi) and p(xi, yj)
are as follows:
pðxi; yjÞ ¼
rel simðxi; yjÞPn
i0¼1
Pm
j0¼1rel simðxi0 ; yj0 Þ
ð6Þ
pðxiÞ ¼
Pm
j¼1rel simðxi; yjÞPn
i0¼1
Pm
j0¼1rel simðxi0 ; yj0 Þ
ð7Þ
The calculation of p(xi, yj, zk) is similar. The calculation of p(xi|zk) can
be found through the formula pðxijzkÞ ¼ pðxi ;zkÞpðzkÞ .
2.3. Ranking measure
The patterns from these two algorithms have two values:
rel_sim and joint entropy value (or mutual information value).
From Table 2 we can see that a pattern might not have a high re-
l_sim even if it has high joint entropy value (mutual information
value). We propose a ranking measure to combine these two values
to identify any signiﬁcant patterns, the formula of which is shown
in the following formula.
RankAllðPÞ ¼ 1
RankSimðPÞ
SumNum
 a
þ RankEntroðPÞSumNum
 b ð8Þ
Before employing formula 8, we list all the patterns according to the
decreasing order of similarity and of joint entropy value (mutual
information value), respectively. In formula 8, P* represents a pat-
tern we are considering. SumNum is the number of patterns we ob-
tain from our algorithms. RankSim(P*) indicates the position of P* in
similarity list. RankEntro(P*) indicates the position of P* in joint en-
tropy value (mutual information value) list. a and b are two coefﬁ-
cient factors larger than 1. When a > b, we consider more similarity
than joint entropy value (mutual information value). When a < b,
we think that entropy value is more important than similarity. In
example 2 and the following experiments, we let both of them be
1 for simplifying. RankAll(P*) represents a position of P* taking sim-
ilarity and joint entropy value (mutual information value) into
consideration.Pattern list.
Patterns RankSim RankEntro
P*1 1 5
P*2 2 3
P*3 3 1
P*4 4 4
P*5 5 6
P*6 6 10
P*7 7 2
P*8 8 7
P*9 9 8
P*10 10 9
Table 3
The real datasets summary.
Dataset Class
number
Size Description
let7 10 114 All genes in let-7 but in different spaces
hsa 14 290 All genes in human but in different genomes
rna 3 150 microRNA, snoRNA, piRNA
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the similarity. We can see a pattern with high similarity might not
have a high entropy value, such as P*1. Let us take P*1, P*2 and P*3 as
an example:
RankAllðP1Þ ¼
1
RankSimðP1Þ
SumNum
 a
þ RankEntroðP1ÞSumNum
 b ¼ 11
10
 1 þ 510 1
¼ 1:67
RankAllðP2Þ ¼
1
2
10þ 310
¼ 2
RankAllðP3Þ ¼
1
3
10þ 110
¼ 2:5
So RankAllðP3Þ > RankAllðP2Þ > RankAllðP1Þ, which indicates P*3 is
more important than the other two patterns when we take both
of the parameters into account.Table 4
The synthesized datasets summary.
Dataset name Class number Average length Size
Classnumber 3, 4, 5, 6 7 127
Length 3 3, 5, 7, 10 853. Results
3.1. Dataset preparation
We have conducted our experiments by using real datasets and
synthesized datasets. The real datasets are obtained from miRBase
[31] and RNAdb, which are used to ﬁnd interesting patterns. The
miRNAMap release 2.0 (http://mirnamap.mbc.nctu.edu.tw/in-
dex.php) [15] is used to verify that ourmiRNA patternswith respect
tomiRNAare correct and reasonablebecause it collects known infor-
mation of miRNAs, which includes the secondary structure and
relatedmiRNAs by comparative sequence analysis [42]. The synthe-
sizeddatasets are for analyzing the inﬂuenceofdata features, suchas
class number and the average length of the sequence, because they
are hard to be explored in real datasets. The analysis of real datasets
is used to prove that our measures are effective and promising. The
comparison between synthesized datasets is to illustrate that our
measures are not sensitive to the parameters and suitable for any
datasets.
3.1.1. Real datasets preparation
We use the dataset of hairpin.fa consisting of FASTA format se-
quences of all miRNA hairpins, chosen from miRBase. We choose
hairpin miRNA [32–34] instead of mature miRNA because (1) it
is the ﬁrst stage of generating mature miRNA so that we can ﬁnd
more basic relationships between miRNAs and (2) the length of
hairpin miRNA is much longer than that of mature miRNA (about
70 nt vs. 22 nt), which is easier to identify which miRNAs are
different because they include more differences than mature
miRNAs.
Our ﬁrst step is to extract data from hairpin.fa to construct two
datasets. One, named ‘‘let7”, consists of all miRNAs belonging to
the let-7 family but in different species [35–39]. For example,
mdo-let-7i and gga-let-7i belong to let-7 family. But the ﬁrst one
belongs toM. domestica. The second one is one member ofG. gallus.
The let-7 miRNAs regulate developmental timing in C. elegans.
They are an important paradigm for investigations of miRNA func-
tion in mammalian development. The other dataset, called ‘‘hsa”,
consists of diverse miRNAs which belong to human but occur in
different genomes. For instance, hsa-mir-92b belongs to mir-25
family. hsa-let-7f-1 is one of let-7 family. But both of them belong
to Homo sapiens.
From RNAdb, We select 3 RNA classes which are microRNA, piR-
NA, snoRNA. These three classes constituted the third dataset
which we call ‘‘rna”. The details of these three datasets are shown
in Table 3.3.1.2. Synthesized datasets preparation
Besides similarity and entropy which we can regulate to mine
different patterns, there are still two features, which are different
in each dataset: the number of class and the average sequence
length. For example, ‘‘let7” has 10 classes. ‘‘rna” includes three
classes. In ‘‘rna”, piRNA is much shorter than snoRNA. It is hard
to evaluate exactly how one feature inﬂuences our measures in real
datasets. However, the analysis of these features can help us
understand the advantages and disadvantages of our measures.
We construct two datasets using the IBM data generator (IBM)
[40] which generate transaction data for mining association rules
[41,54]. Here we consider every transaction to be a ncRNA and
one item in the transaction to be a base. Each dataset we construct
has four sub-datasets. The one named ‘‘classnumber” consists of
four sub-datasets with different numbers of classes. The one
named ‘‘length” is composed of four sub-databases with different
average sequence lengths. Table 4 summaries the details about
these two datasets.3.2. Biological signiﬁcance of patterns analysis
For demonstrating that our patterns are signiﬁcant biologically,
we choose the ﬁrst seven patterns from ‘‘let7”, the ﬁrst ﬁve pat-
terns from ‘‘hsa” and the ﬁrst ﬁve patterns from ‘‘rna”. We list all
of them in Table 5. In this table, the ﬁrst seven patterns from ‘‘let7”
can be used to evaluate the relationships between miRNAs belong-
ing to let-7 but in different species such as M. domestica, G. gallus,
H. sapiens and so on. The next ﬁve from ‘‘hsa” patterns include
miRNAs in H. sapiens. In ‘‘rna”, we classify the ncRNAs as miRNA,
snoRNA and piRNA. So the last ﬁve patterns indicate there are rela-
tionships between ncRNAs belonging to different categories.
Compared tootherpatterns, all of thesepatternsareofhighRank-
All values. They are extracted to show that our measures can ﬁnd
interesting relationships because it is impossible to list all the pat-
terns. We use miRNAMap to identify that our patterns 1–7 are rea-
sonable. Through enquiring miRNAMap, all the relationships in the
ﬁrst seven patterns can be proven correct. Patterns 1–3 are related
with mdo-let-7i. Its relationships with gga-let-7i, hsa-let-7f-1 and
rno-let-7f-1 canbe identiﬁed in its related gene list [43,44]. The rela-
tionships in patterns 4–7 can be also found too [43,45,46]. In addi-
tion, there are always so many related genes for one particular
gene in miRNAMap. For example, mdo-let-7i has 130 related genes.
However using our joint entropy measure, we ﬁnd 19 genes which
are relatedwithmdo-let-7i. As for pattern 4, there are 130 genes re-
latedwithmdo-let-7d inmiRNAMap. In our studyweonly found9 in
our analysis result. These twoexamples illustrate thatwe can reduce
the sizedramatically of the related gene list becausewe take entropy
theory into consideration. Therefore we can ﬁnd more signiﬁcant
gene patterns which are ignored before.
Table 5
The patterns we choose from our experiment results. In description column, the ﬁrst line in very grid describes the antecedent of the pattern. The second line is for the action.
rel_sim indicates the similarity of two genes. Joint indicates the value of joint entropy of two genes. Mutual is the value of mutual information of two genes. In ‘‘let7”,
min_rel_sim = 0.5, min_joint = 3, min_mutual = 0.003, k_num (the number of nearest neighbors) = 5. When joint entropy measure is employed, we ﬁnd 539 patterns. When
mutual information measure is employed, we ﬁnd 623 patterns. In ‘‘hsa”, min_rel_sim = 0.3, min_joint = 2, min_mutual = 0.0005, k_num = 7. We ﬁnd 127 patterns using joint
entropy measure and 342 patterns using mutual information measure. In ‘‘rna”, min_rel_sim = 0.25, min_joint = 2.5, min_mutual = 0.0005, k_num=. Joint entropy measure can
ﬁnd 171 patterns and mutual information measure can ﬁnd 246 patterns. The direction of the pattern is not very important. A pattern just means a set of two genes. There is no
difference between ‘‘A? B” and ‘‘B? A”.
ID Dataset Pattern rel_sim Joint Mutual Description
1 let7 mdo-let-7i? gga-let-7i 1 3.184 1.409 Monodelphis domestica let-7i stem-loop
Gallus gallus let-7i stem-loop
2 let7 mdo-let-7i? hsa-let-7f-1 0.591 3.18 0.0134 Monodelphis domestica let-7i stem-loop
Homo sapiens let-7f-1 stem-loop
3 let7 mdo-let-7i? rno-let-7f-1 0.573 3.195 0.017 Monodelphis domestica let-7i stem-loop
Rattus norvegicus let-7f-1 stem-loop
4 let7 mdo-let-7d? hsa-let-7d 0.801 3.213 0.00245 Monodelphis domestica let-7d stem-loop
Homo sapiens let-7d stem-loop
5 let7 gga-let-7a-1?mmu-let-7f-1 0.556 3.205 0.0029 Gallus gallus let-7a-1 stem-loop
Mus musculus let-7f-1 stem-loop
6 let7 gga-let-7d? hsa-let-7b 0.592 3.205 0.00248 Gallus gallus let-7a-1 stem-loop
Homo sapiens let-7d stem-loop
7 let7 tni-let-7g? xtr-let-7f 0.843 3.209 0.00506 Tetraodon nigroviridis let-7g stem-loop
Xenopus tropicalis let-7f stem-loop
8 hsa hsa-mir-892b? hsa-mir-320 0.378 3.117 0.00526 Homo sapiens miR-892b stem-loop
Homo sapiens miR-320 stem-loop
9 hsa hsa-mir-7-3? hsa-let-7f-1 0.354 3.209 0.00143 Homo sapiens miR-7-3 stem-loop
Homo sapiens let-7f-1 stem-loop
10 hsa hsa-mir-871? hsa-mir-197 0.376 3.178 0.00768 Homo sapiens miR-871 stem-loop
Homo sapiens miR-197 stem-loop
11 hsa hsa-mir-190b? hsa-mir-153-2 0.379 3.154 0.00194 Homo sapiens miR-190b stem-loop
Homo sapiens miR-153-2 stem-loop
12 hsa hsa-mir-92b? hsa-let-7f-1 0.354 3.205 0.00411 Homo sapiens miR-92b stem-loop
Homo sapiens let-7f-1 stem-loop
13 rna hsa-mir-425?Mmu_MBII-115 0.306 4.496 0.00204 Homo sapiens miR-425 stem-loop
Mus musculus clone MBII-115 C/D box snoRNA, partial sequence
14 rna SNO1004?MIR1460 0.315 4.599 0.00124 Mus musculus clone MBII-115 C/D box snoRNA, partial sequence
Gorilla gorilla miR-101 stem-loop
15 rna SNO1034? PIR10001 0.31 4.555 0.0097 Mus musculus clone MBII-426 C/D box snoRNA, partial sequence
Mus musculus piRNA piR-17002, complete sequence
16 rna PIR10007? SNO1027 0.356 4.588 None Mus musculus piRNA piR-17008
Mus musculus clone MBII-13 C/D box snoRNA,
17 rna SNO1043? PIR10031 0.325 None 0.00088 Mus musculus clone MBI-15 H/ACA box snoRNA
Mus musculus piRNA piR-17032
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domestica and G. gallus [43]. Pattern 5 represents the relationship
betweenMus musculus and G. gallus [43,45,47–49].M. domestica is
a gray short-tailed opossum.M.musculus is a house mouse. G. gal-
lus is the red junglefowl which is a tropical member of the pheas-
ant family. It is the direct ancestor of the domestic chicken. M.
domestica and M. musculus are both mammals but G. gallus is
not. So compared with the relationship between M. domestica
and G. gallus or between M. musculus and G. gallus, there is closer
relationship between M. domestica and M. musculus from the
point of view of family let-7.
We extend pattern analysis from cross-species to cross-gen-
omes to explore novel patterns. For example pattern 8 indicates
a relationship between hsa-mir-892b and hsa-mir-320. According
to [60], hsa-mir-320 is related with prostate cancer [56]. By
EMBL-EBI (http://www.ebi.ac.uk/), hsa-mir-892b can hit gene
SLC43A1, which up-expresses in prostate cancer. This kind of ‘‘indi-
rect” relationship cannot be explored by other algorithms. The
relationship in pattern 11 can be identiﬁed by the report 2009 from
Biosietta (http://www.biosettia.com/). This relationship indicates
that hsa-mir-190b [49] and hsa-mir-153-2 [45,49] are both related
with lentiviral viruses. We also analyze pattern 12 (hsa-mir-
92b? hsa-let-7f-1) in miRNAMap [49,50] hsa-mir-92b has 62 re-
lated miRNAs and hsa-let-7f-1 has 129. But they are not included
in each other’s related miRNA list because this database only has
cross-species related miRNAs. Because the mature sequence of
hsa-mir-92b [5,49,50] represents the most commonly cloned formfrom large-scale cloning studies, we propose hsa-let-7f-1
[45,46,49–51] might have this feature too. In addition, we also ex-
tend our methods to pattern analysis among miRNA, snoRNA and
piRNA. We speculate there are relationships between them accord-
ing to the last ﬁve patterns.
From Table 5, we notice that the results of the joint entropy
measure are very different from those of the mutual information
measure because they focus on different aspects. For example, in
‘‘hsa”, joint entropy of pattern 9 is 3.209 and mutual information
of it is 0.00143. In pattern 8, joint entropy is 3.178 and mutual
information is 0.00768. Moreover, there are patterns which are
only found by one measure such as pattern 14 and pattern 15. That
means a pattern with big joint entropy might not have big mutual
information. This is because in joint entropy measure, we think a
pattern is important if it has enough information compared to
other patterns. In mutual information measure, we consider the
two ncRNAs of a pattern and their nearest neighbors to be a set.
We calculate the information amount change in this set. The more
the information changes, the more important the pattern is. There-
fore we do not compare these two methods with each other.
3.3. Datasets features analysis
The datasets with different ncRNAs have different features,
which will affect our results. We list ﬁve features, including cluster
number, average ncRNA sequence length, the number of the near-
est neighbor, joint entropy and mutual information. We use two
574 F. Chen, Y-P.P. Chen / Journal of Biomedical Informatics 43 (2010) 569–577criteria, which are the running time and pattern number, to prove
that our measures are suitable for any kind of ncRNA datasets and
not sensitive to the parameters. All the computational results are
obtained on Windows XP, 2.0 GHz CPU, 1.0 Gb memory and Perl.
The time unit involved in the experiments is second. In the follow-
ing four ﬁgures, Fig. 3 is about the ﬁrst two features while Figs. 4–6
focus on the other three.
For comparing with three datasets and ﬁnding mutual trends
within them, we normalize all the results from our experiments
and show them in Figs. 4–6. In Fig. 4, with higher similarity, pat-
tern number and running time become fewer very sharply from
the beginning. In Fig. 5, the number of the nearest neighbors is
not related to pattern number. In Fig. 6, joint entropy value cannot
change pattern number ﬁrstly. But then, pattern number is inﬂu-
enced deeply by joint entropy. It decreases dramatically when joint
entropy value becomes bigger. To sum up, the tendencies of three
databases are very similar. The number of patterns decreases when
the parameters increase although the decreasing speeds are differ-0
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But lower parameters are useful for comprehensive analysis. At the
same time, the order of results does not change too much. Impor-
tant patterns are always located at the ﬁrst part of the result list.
The inconsistency in running time does not inﬂuence the results
because they are all practical. From these three ﬁgures, we can
demonstrate our algorithms are not sensitive to the parameters
and dataset types.
Let us take Fig. 7 as an example to explain mutual information
measure. In this ﬁgure, the pink line represents mutual informa-
tion. The blue line represents similarities of patterns. The centre
of the circle and three con concentric circles divide possible value
scope into three intervals: 0–0.5, 0.5–1, 1–1.5 and 1.5–2. The num-
bers around the outside circle indicates that the circle is divided
averagely into 20 parts. Each radius (visible and invisible) indicates
a pattern. Its mutual information and similarity are marked on this
radius. We use this ﬁgure to explore the relationships between
similarity and mutual information. We can see the relation be-0
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similarity is 1, the value of mutual information is more than 1, be-
tween 1.3 and 1.48. When similarity is slightly less than 1, mutual
information becomes very small dramatically within the range of
0.1 or 0.2, Mutual information becomes too small to be ignored
when similarity is less than 0.5. So the mutual information mea-
sure is very difﬁcult to be inﬂuenced by parameters because all
of the results can be divided into three parts. It indicates that this
method is not sensitive to the parameters.4. Discussion and conclusion
ncRNAs have been explored from distinct angles [61–65]. For
example, ncRNA prediction always takes advantage of secondary
structure and comparative analysis for the higher accuracy [57–
59]. In addition, the exploration ncRNA also focuses on classifying
ncRNAs, determining the annotation of known ncRNAs and identi-
fying unknown ncRNAs [63–65]. The relationships between miR-
NAs and mRNAs take much attention because the regulation
between them has been proven to be related with distinct diseases
such as cancer [8–10,16,17,19]. However, biologists are still un-
clear on many ncRNA functions. At the same time, very few mate-
rials are concerned the relationships between ncRNAs. In this
paper, we have proposed two measures based on bridging rule to
ﬁnd signiﬁcant relationships between ncRNAs, which can explored
the ncRNA functions. These relationships are very different from
those from the traditional sequence clustering because the ncRNAs
in the relationship come from different genomes. The traditional
sequence clustering is good at ﬁnding the similar genes in the same
genome. Compared with that, our methods can ﬁnd the cross-gen-
ome relationships which contribute to understand the gene regula-
tion mechanism.
Bridging rule is a kind of association rule which is specially de-
signed for ﬁnding relationships between objects belonging to dif-
ferent conceptual clusters based on information theory. We applyit to our research. In every dataset that we employ, all the genes
are divided into different clusters. But there are biological relation-
ships between them. For example, in ‘‘let7”, all of them belong to
gene family let-7 but in different species. These datasets makes
sure that we can obtain signiﬁcant relationships based on biologi-
cal background.
Entropy theory has already been applied to the research of ncR-
NAs [55,62–65]. Shannon base-pair entropy measure [63,64] is em-
ployed to predict ncRNA secondary structures from sequences.
Mutual information and relative entropy are taken to align RNAs
[62]. Entropy theory [65] is also used to represent and evaluate
the secondary structures in pseudoknots. These literatures perform
better than the similar literature because they have introduced
non-linear feature into the complicated ncRNA exploration. In this
paper, we have proposed two measures to ﬁnd these relationships
between ncRNAs in distinct clusters, one of which is based on joint
entropy and the other is based on mutual information. The ﬁrst
measure has two thresholds: relative similarity and joint entropy.
If a gene pair has higher similarity and bigger joint entropy, then it
is more interesting. The second measure has also two thresholds:
relative similarity which is the same with the above one and mu-
tual information. It considers that the bigger these two thresholds
are, the more interesting the pattern is. In these three thresholds,
relative similarity indicates a linear relationship between genes
while joint entropy (mutual information) measures a non-linear
relationship. Taking them into consideration can guarantee that
we can ﬁnd potential relationships from the non-linear point of
view based on the linear background.
We have conducted many experiments to identify our mea-
sures. The relationships between ncRNAs that we ﬁnd result from
the combination of similarity and entropy theory, which cannot be
explored by other measures. We extract data from miRBase and
RNAdb to construct three datasets: ‘‘let7”, ‘‘hsa” and ‘‘rna”, respec-
tively. In ‘‘let7”, we analyze the relationships between miRNAs
which belong to the same family but in different species. ‘‘hsa” is
special for exploring the relationships between miRNAs all of
which belong to H. sapiens but in different miRNA families. The
‘‘rna” set is composed of three ncRNA: miRNA, snoRNA and piRNA,
which is used to ﬁnd out the relationships between them. Based on
these three datasets, we analyze the measures from two angles:
biological signiﬁcance and measure performance.
From the biological point of view, we ﬁrst ﬁnd interesting
knowledge about species in dataset ‘‘let7”. All the patterns are
identiﬁed by miRNAMap, which includes known miRNA informa-
tion such as related gene list and gene target. Through querying,
we ﬁnd all seven patterns from ‘‘let7” can be identiﬁed in miRNA-
Map. We also ﬁnd novel knowledge about species. For example, the
relationship between M. domestica and M. musculus is closer than
that betweenM. domestica andG. gallus, or that betweenM. muscu-
lus and G. gallus. In addition to this, our methods can reduce dra-
matically the number of related miRNAs for one special miRNA
because we take entropy theory into account. For example our
576 F. Chen, Y-P.P. Chen / Journal of Biomedical Informatics 43 (2010) 569–577measures ﬁnd 19 miRNAs which are related with mdo-let-7i. How-
ever, there are 130 miRNAs related with it in miRNAMap. This
means that we can ﬁnd more interesting patterns with fewer re-
sults and faster speed, which obviously helps ones analyze the
relationships between miRNAs. In ‘‘hsa”, we extend our algorithms
into cross-genome pattern analysis from cross-species. We ﬁnd no-
vel patterns and explain the reasons. These conclusions illustrate
that our measures are useful to ﬁnd novel relationships between
ncRNAs and speculate the ncRNA functions.
We also found that our measures are suitable for any ncRNA
dataset. They are not sensitive to the parameters and dataset types.
That means the stable results can be achieved. Moreover, com-
pared to joint entropy measure, we ﬁnd that almost all patterns
by mutual information measure can be divided into three catego-
ries. The advantage of this is that we can cluster the patterns easily
and ﬁnd out which part to focus on. The disadvantage of this is the
sequences in our methods are inevitably limited by the current
biological techniques. For example, the lengths of the hairpins in
database miRBase are determined by the window length used in
miRNA search programs. So in our methods, the sequence lengths
we used might not be true. But this is a drawback that we cannot
deal with currently. In addition, threshold setting is another issue
that we will deal with.
All in all, the feature of our methods is that we focus on the rela-
tionships which are across genomes or species, which cannot be
found by traditional sequence analysis tools or clustering. This
relationship can contribute to explore the unknown genes’ func-
tions, the gene regulation mechanism. Further more, if we link
all the relationships together, it can be considered to be a part of
gene regulation network, which helps to understand how gene
works when they regulate each other.Acknowledgment
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