The performance of multiple hypothesis testing is known to be affected by the statistical dependence among random variables involved. The mechanisms responsible for this, however, are not well understood. We study the effects of the dependence structure of a finite state hidden Markov model (HMM) on the likelihood ratios critical for optimal multiple testing on the hidden states. Various convergence results are obtained for the likelihood ratios as the observations of the HMM form an increasing long chain. Analytic expansions of the first and second order derivatives are obtained for the case of binary states, explicitly showing the effects of the parameters of the HMM on the likelihood ratios.
Introduction
Statistical dependence in data poses a challenge to multiple hypothesis testing. Under the framework of the false discovery rate (FDR), many efforts have been made to establish the control of FDR under dependence [5; 14; 25; 27; 29] . Meanwhile, many empirical and analytical works have described the effects of dependence on the outputs of multiple tests [12; 16; 22; 23] . However, in what way the dependence impacts multiple testing is not well understood.
A useful model that incorporates tractable dependence in multiple testing is the hidden Markov model (HMM) [27] . In the model, the nulls are organized as H t , where the index t takes integer values. Each null H t is associated with a random variable that determines whether the null is true or false. The random variables form a Markov chain but are hidden and unobservable. Instead, the observations X t each is a many-to-one transform of the hidden variable corresponding to H t . In the context of multiple testing, it will be useful to treat the hidden variable as consisting of two parts, η t and Z t . On the one hand, η t encodes the "true identity", or state of the signal associated with H t and in general can take two or more possible values. On the other, Z t acts as the noise that blurs or distorts the signal. Then X t can be thought of as the result of a deterministic interaction between η t and Z t .
To understand the role of dependence in the multiple tests on the nulls, the "oracle" approach assumes the parameters in the HMM are known and explores what amounts to an optimal testing procedure. The advantage of this approach is that it can reveal effects purely due to dependence, without confounding with effects due to specific parameter estimation methods. Suppose the observations are X −m , . . . , X n . With the parameters being known, for each null H t , the conditional likelihood Pr {H t is true | X −m , . . . , X n } can be computed. The importance of the conditional likelihood for multiple testing has been shown in various contexts [6; 21; 26; 27] . For the HMM, [27] shows that under a certain loss function, an optimal procedure is to reject H t if and only if the corresponding conditional likelihood is small enough. The loss function is a linear combination of the numbers of type I and II errors and is related to the FDR. The importance of the conditional likelihood can also be argued directly based on the FDR criterion, and in fact without particular assumption on dependence; see the Appendix.
In view of the role of the conditional likelihood, our aim is to investigate how it is affected by the parameters of the HMM. The parameters can be divided into two types, respectively characterizing the dependence among η t and the "strength" of useful signals. In addition, the conditional likelihood also depends on how η t and Z t interact. The next example illustrates what role may be expected for these factors. Example 1.1 Suppose the states η t are equal to 1 {H t is false} and form a stationary Markov chain with transition probabilities q ij = Pr {X t = j | X t−1 = i} > 0; moreover, conditional on η = (η t ), X t are independent ∼ N (εη t , 1) with ε > 0. Write X t = Z t + εη t . Then (Z t , η t ) form a hidden Markov chain, with Z t iid ∼ N (0, 1). The strength of the signals is measured by ε, the interaction between the noise Z t and η t is additive, such that X t = ϕ(Z t , εη t ) with ϕ(z, ϑ) = z + ϑ.
In many cases, the observations form a long chain X −m , . . . , X n , with m, n ≫ 1, so the effect of the parameters can be studied through the properties of As ε → 0, the signals are increasingly weaker, making their identification more and more challenging. To find out how the above ratio behaves in this weak-signal senario, without loss of generality, let t = 0. Note that since η is stationary, Pr {X t−1 = j | X t = i} = q ij . Then, by the Bayes rule and Markov property, for a = 0, 1, where r = 1 is one of the two eigenvalues of the matrix (q ij ), the other being 1.
The result can be read as follows. If the information of the dependence (i.e., q ij ) is not available, but the values of all other parameters are known, including P (a), then the likelihood ratio would have to be evaluated as
where f (x) is the density of N (0, 1). That is, the ratio is the so-called "local FDR" divided by P (0) [13] . For the time being, let us call the conditional likelihood ratio based on the entire X the full likelihood ratio (FLR), and that only based on X 0 the local likelihood ratio (LLR). It is then easy to see that for ε ≈ 0,
Thus, at the first order, the dependence in η merely adds more noise but no "net effect", regardless of the actual values of η. If there is any state-dependent effect, it should be reflected in a higher order term of ε. To see if this is the case, take the second order derivative in ε. Again, the calculation can be done formally. To evaluate the state-dependent net effect, proceed with
It follows that, comparing to ln LLR, if η 0 = 1, on average ln FLR is larger, making H 0 more likely to be (correctly) rejected, whereas if η 0 = 0, it is smaller, making H 0 less likely to be (falsely) rejected. From the expansions, the effect of the dependence in η on the likelihood ratio is apparent. In both the first and second order derivatives, the effect is determined by r. In particular, when r = 0, η t are iid and FLR is equal to LLR. Consistent with this, the derivatives of the difference between the two ratios become 0.
As the example, the rest of the paper studies the derivatives of Pr{ηt=1 | X} Pr{ηt=0 | X} or its logarithm with respect to ε and the relationships between the derivatives and the parameters in the HMM. Since X = (X t ) is generated with a fixed ε, the derivatives should be interpreted as follows. During the differentiation, both the signal η and noise Z are fixed. As the strength ε of the signal varies, the observed values X t become functions of ε. The likelihood ratio is affected by ε in two ways: not only the value of X t is changed, but also the parametric form of the density function of X t . Both have to be taken into account in the derivatives.
Several issues need to be addressed. First, we have only considered a stationary process of the signals η. In applications, it is useful to consider nonstationary η that have time-dependent transition probabilities. Moreover, it is useful to consider various types of interactions between η t and Z t besides the additive one.
Second, in Example 1.1, each η t is binary, indicating whether a null is true or false. For more generality, one can assume a finite state Markov chain, such that a subset of the states are associated with true nulls and the rest with false nulls. Even for a binary process, it can be useful to reformulate it as a multistate Markov chain. For example, let η be a second order binary Markov chain, i.e. Pr {η t | η s , s < t} = Pr {η t | η t−1 , η t−2 }. Then one can define a first order Markov chainη byη t = (η t−1 , η t ). If η t = 1 {H t is false}, then in terms ofη, (0, 0) and (1, 0) are states associated with true nulls, and (0, 1) and (1, 1) are states associated with false nulls.
Third, in Example 1.1, limit operation, differentiation, and expectation are freely interchanged for Pr {η t | X −m , . . . , X n } for fixed t. This has to be justified. Note that the likelihood bears similarity to Pr {η n | X 0 , . . . , X n }, a quantity extensively studied in the literature on nonlinear filtering and related issues [1; 2; 3; 7; 8; 9; 10; 11; 15; 17; 18; 19; 20; 28] . As in most of the cited works, in this paper, convergence results are established using geometric contraction. On the other hand, in those works, the goal is to establish weak convergence of the conditional probability for η n under the assumption of stationary transition probabilities. As seen in Example 1.1, the convergence of the conditional probability for η t follows from the martingale convergence. So instead, the goal here is to establish convergence for the derivatives of the conditional likelihood with arbitrary transition probabilities.
The rest of the paper proceeds as follows. In Section 2, a HMM is set up in the context of multiple testing and then various convergence results on the likelihood ratio are stated. In Section 3, the likelihood ratio for a first order HMM with binary states is considered in more detail, which allows more explicit expressions for the first and second derivatives of the likelihood ratio. Several examples are given, with Example 1.1 being a special case. Theoretical details are provided in Section 4.
Main results

A HMM setup
Let η = {η t , t ∈ Z} be a finite state process, such that the state space H is partitioned into H 0 and H 1 , with states in H 0 being associated with true nulls, while those in H 1 associated with false nulls. The noise process is Z = {Z t , t ∈ Z}, with each Z t taking values in a Euclidean space Z. To model the interaction between η t and Z t , let {ϕ(z, ϑ), ϑ ∈ Θ} be a family of mappings Z → X indexed by ϑ, where Θ is an open set in R d and X a Euclidean space. Then, let
be a family of functions, such that each ε ∈ R p specifies a scenario where the observations are
Intuitively, ϕ(Z t , ϑ) determines how Z t interacts with a possible manifestation of η t to generate an observation X t ; the manifestation of η t is θ ηt (ε), with ε being the tuning parameter that determines how strongly η t manifests itself. The dimension p of ε may be greater than 1 to take into account different aspects of the tuning. We will assume that (η, Z) is defined on the canonical space H Z × Z Z equipped with the product Borel σ-algebra.
For function h : R s → R and s-tuple of nonnegative integers ν = (ν 1 , . . . , ν s ), denote the ν-th derivative of h and its order respectively by
Denote h (ν) := h if ν = 0 := (0, . . . , 0). For q ∈ N, denote h ∈ C (q) if h (ν) exists and is continuous for every |ν| ≤ q. If i = (i 1 , . . . , i s ) and ν = (ν 1 , . . . , ν s ), denote i ≤ ν if i k ≤ ν k for every k = 1, . . . , s and denote i < ν if i ≤ ν and i = ν.
Assumptions We have already assumed that η t takes values in a finite set H. In addition, different subsets of the following assumptions will be needed for different occasions.
1. Z is independent of η and Z t are iid such that for each ϑ ∈ Θ and t ∈ Z, ϕ(Z t , ϑ) has a density f (x, ϑ).
2. η is a Markov chain and there are κ ≥ 1, φ * > 0, such that for all a, b ∈ H and s, t ∈ Z with |s − t| ≥ κ,
3. For each z ∈ Z and a, b ∈ H, 0 < f (ϕ(z, θ a (ε)), θ b (ε)) < ∞ and is continuous in ε.
4. There is q ∈ N, such that for each z ∈ Z and a, b ∈ H, f (ϕ(z, θ a (ε)), θ b (ε)) as a function in ε belongs to C (q) and all its partial derivatives of order ≤ q are continuous in (z, ε). Furthermore, for r > 0, there is c = c(r) > 2, such that
For any
Henceforth, for s, t ∈ Z and a, b ∈ H, denote
Remark. 1) In Assumption 2, η need not be stationary or have time-homogeneous transitions.
2) Assumption 3 implies that no value of X t can decisively exclude some elements in H while including others as possible values for η t .
3
, the HMM satisfies Assumption 5. The assumption is stronger than Assumption 4. To get results on almost convergence, Assumption 4 suffices. However, to get results on expectations, Assumption 5 will be used. 4) Assumption 2 can be relaxed as follows: there are φ * > 0 and . . . < s k < t k < s k+1 < . . ., with s k → ±∞ as k → ±∞, such that P s k ,t k (a, b) ≥ φ * and for n ≫ 1, #{k : −n ≤ s k ≤ 0}/n and #{k : 0 ≤ s k ≤ n}/n are bounded away from 0. The analysis under the relaxed assumption follows the same line as the rest of the paper but is more technical. We will not pursue it here.
Asymptotics
Given ε and m, n ∈ N, if the observations consist of X s (ε) = ϕ s (Z s , θ ηs (ε)) with s = −m, . . . , n, the likelihood ratio for false null vs true null at t is
By Bayes formula,
where σ = (σ t ) is an independent copy of η and is independent of Z as well, E σ denotes the expectation with respect to σ, and for c ∈ H,
As discussed in the Introduction,
exists almost surely due to martingale convergence and plays an important role in optimal multiple testing procedures. 3. There is a deterministic function r t,ν (ε 0 ) ∈ (0, 1) in ε 0 > 0 for each t ∈ Z and ν with |ν| ≤ q, such that almost surely, as m, n → ∞, ρ (ν) t,mn (ε) converges, with
for all t ∈ Z, ν with |ν| ≤ q and ε 0 > 0.
Due to the uniform convergence of ρ (ν) t,mn on every compact set,
(cf. [24] , Theorem 7.17). Since ρ t (ε) are strictly positive, the interchange between limit operation and differentiation for their logarithms in Example 1.1 is justified.
Since Z is countable, in order to establish Theorem 2.1, it suffices to show it holds for each fixed t ∈ Z. Without loss of generality, we shall focus on t = 0. For ease of notation, henceforth denote ρ mn = ρ 0,mn .
By the conditional independence of (σ t , t < 0) and (σ t , t > 0) given σ 0 ,
Then (2.2) for t = 0 can be written as
From (2.6), it is not hard to see that Theorem 2.1 follows from the next two results.
Theorem 2.2 Let Assumptions 1 -3 hold. Almost surely, as n → ∞, for all
a ∈ H, Λ n,a (ε) and Λ −n,a (ε) converge uniformly on every compact set of ε. The limits
are strictly positive and continuous, and there is a deterministic increasing function r(ε 0 ) ∈ (0, 1) in ε 0 > 0, such that almost surely, as n → ∞,
and likewise for Λ −n,a andL a (ε).
Theorem 2.3 Let Assumptions 1 -4 hold. Then almost surely, as
There is an increasing deterministic function r ν (ε 0 ) ∈ (0, 1) in ε 0 > 0, such that almost surely, as n → ∞,
and likewise for Λ −n,a andL ν,a (ε).
Basically, the two theorems mean that L a (ε) andL a (ε) are q times differentiable, and for ν with |ν| ≤ q,
±n,a . As a result, ρ(ε) is q times differentiable, with
by freely interchanging limit operation, differentiation, and expection. The next result implies this is correct. 1. There are 0 < c < C < ∞, such that almost surely,
For ν with
Similar results hold for Λ −n,a andL a .
Binary state HMM with univariate parameters
In this section, we consider in more detail the case where η is a first order binary state Markov chain, with η t = 1 {H t is false}. Also, we suppose ε ∈ R and
i.e., at ε = 0, false and true nulls are no more distinguishable based on the data. To find out how the likelihood ratio behaves when the signals are weak, we shall derive explict form of their derivatives at ε = 0. We shall focus on the likelihood ratio at time t = 0. Analysis for other t can be done likewise.
Derivatives of likelihood ratio
Recall that if we only evaluate the likelihood ratio based on X 0 , then the value is
). Comparing to (2.8), the likelihood ratio ρ(ε) based on the entire observations satisfies
Therefore, the effect of dependence is characterized by r(ε) andr(ε). We shall focus on r(ε). The treatment ofr(ε) is similar. Recall
independent of σ, so λ ±n (0) = 0, giving r(0) = 0. Next, define
Theorem 3.1 Let Assumptions 1 -4 hold. Then
where ′ , ′′ , . . . , denote differentiations with respect to ε and for 1 ≤ s < t,
The expressions of r ′ (0) and r ′′ (0) are much simpler when η is time homogeneous and stationary, with p a = P 0 (a) ∈ (0, 1) and transition matrix
In this case,
with r = 1 − p 01 − p 10 ∈ (−1, 1). Then for any t ≥ 1,
As a result,
A univariate case
In this section, we suppose both X t and θ ηt (ε) are univariate, and the following regularity conditions are satisfied:
1. λ(x, ϑ) ∈ C (2) and ϕ(z, v) as a function in v belongs to C (2) , such that for any ϑ, v, and ν with |ν| ≤ 2,
, where the differentiation is with respect to v and ϑ.
2. θ a (ε) ∈ C (2) for any a ∈ H.
Proposition 3.2 Let Assumptions 1 -4 hold. Then for each
where X t = ϕ(Z t , 0) has density f (x, 0). 11) and in particular
Proposition 3.3 Let Assumptions 1 -3 and 5 hold. Then
, where J(ϑ) is the Fisher information for the parametric family f (x, ϑ).
Examples
Example 3.1 (Translation) Suppose ϕ is defined on R × R such that ϕ(z, v) = z + v and for a = 0, 1, θ a (ε) = εa. Let each Z t have density h(z) = e −V (z) . Apparently, Example 1.1 belongs to this case.
For
Provided necessary conditions are satisfied, by (3.8) and (3.9),
Then r ′ (0) and r ′′ (0) can be calculated by Proposition 3.
Example 3.3 (t-statistics) Suppose the data observed at each time point t is a random vector ξ t = (ξ t,1 , . . . , ξ t,ν+1 ), such that conditional on η, ξ t are independent of each other, and for each t, ξ t,j are iid ∼ N (εη t , s 2 t ) for some s t = s t (η) > 0. Suppose s t are completely intractable, i.e., there is no information on the values of s t or their interrelations. In this case, it is reasonable to use the t-statistics
for the tests on η t , whereξ t is the mean of ξ t,j and S 2 t is the sum of squares of ξ t,j −ξ t .
Let ζ t = √ ν + 1(ξ t − εη t ). Given η, ζ t ∼ N (0, 1) and S 2 t ∼ χ 2 ν are independent of each other. Define Z t = (ζ t , S t ) and, for z = (r, s) and a = 0, 1, define
. Conditional on η, X t ∼ t ν,ϑ (x) with ϑ = θ ηt (ε), i.e., the noncentral t-distribution with ν degrees of freedom (df) and noncentrality parameter ϑ. In terms of Assumption 1, f (x, ϑ) = t ν,ϑ (x).
Recall
. Therefore,
.
It follows that
Next, since
Then r ′ (0) and r ′′ (0) can be calculated by Proposition 3.2.
To apply Proposition 3.3, we need to check if Assumption 5 holds. It is not hard to see that for g(ε) := λ(ϕ(Z t , θ a (ε)), θ b (ε)), g (k) (ε) is a linear combination of
evaluated at x = ϕ(Z t , θ a (ε)) and ϑ = θ b (ε). It is also not hard to see that
are bounded, so as long as
Because S 2 t is the sum of squares of ν iid N (0, 1) random variables that are independent of ζ t ∼ N (0, 1), by symmetry,
Proofs
Some inequalities
For any set A, denote by #A the number of its elements. Lemma 4.1 Let H be a finite set and W a ≥ 0, V a ≥ 0 for a ∈ H such that W := a W a > 0 and V := a V a > 0. Then for any vectors x a , a ∈ H,
Proof. Enumerate the elements in H in an arbitrary order. Then the left hand side equals
Lemma 4.2 Let
A and B be finite sets and W a , V a , x a > 0 for a ∈ A ∪ B. Then
Proof. The left hand side equals |T | D , where
Then the lemma follows from
Lemma 4.3 Let H be a finite set and q
Enumerate H in an arbitrary order. Then for ν with |ν| = 1,
and more generally, for ν with |ν| ≤ q,
where U k,ν,j can be written as
a 2 ),
Proof. If |ν| = 1, then
showing (4.1), and hence (4.2) for |ν| = 1. Let ν = e + µ, where |e| = 1 and 0 ≤ µ < ν. Suppose h (µ) has the form (4.2). Then
,
a . By (4.1),
On the other hand, for each k = 2, . . . , |ν| and 0 ≤ j < ν,
It is then not hard to see thatḡ (ν) has the form (4.2). The proof is complete by induction.
Basic facts
Define matrix-valued functions L n (ε) = (L n,ab (ε), a, b ∈ H), such that for n ≥ 0,
Then from (2.5),
For ease of notation, when there is no confusion, ε will be omitted. Proof. By Assumption 4, ψ n (ε, a) ∈ C (q) for each n ∈ Z and a ∈ H, implying L ±n,ab ∈ C (q) . For n ≥ κ and a, b ∈ H, as P 0n (a, b) > 0, there is at least one v = (v 1 , . . . , v n ) with v n = b and Pr {σ 1 = v 1 , . . . , σ n = v n | σ 0 = a} > 0. For each such v and t = 1, . . . , n, by Assumption 3,
The proof for L −n,ab is similar.
According to the Lemma, Λ n,a ∈ (0, ∞) once |n| ≥ κ. Also, by Assumptions 2 -3, P 0 (a) > 0, ψ 0 (ε, a) > 0. Therefore, ρ mn (ε) ∈ (0, ∞).
The following relation will be repeatedly used,
where
Similar relation holds when n < 0.
Proof of Theorem 2.2
Lemma 4.5 Let Assumptions 1 -3 hold. 1. Given a, b ∈ H and ε, for |n| ≥ κ, min e L n,be (ε)
Ln,ae(ε) is strictly positive and increasing in n, and max e L n,be (ε)
Ln,ae(ε) is finite and decreasing in |n|.
2. There is an increasing deterministic function r(ε 0 ) ∈ (0, 1), such that given ε 0 > 0, for almost all realizations of Z and η,
where C = C(ε 0 , Z) is a random variable that only depends on ε 0 and Z and is finite almost surely. Additionally, for fixed ε, ∆ ±n (ε) are decreasing in n.
Proof. We only consider n > 0. The case n < 0 is similar. Given a = b ∈ H, for n ≥ κ and c ∈ H, by Lemma 4.4,
Ln,ac ∈ (0, ∞). Then by (4.5),
Letting k = 1, it is easy to see that
which implies part 1. Given 1 ≤ k < n and ε, for each a, b, c, d ∈ H, apply Lemma 4.1 to
Take maximum over c and d and then over a and b. It follows that
For z = (z 1 , . . . , z κ−1 ) ∈ Z κ−1 , define
For n ≥ κ, let
n,ec (ε) ≤ ξ n P n−κ,n (e, c) (4.11)
Given z ∈ Z κ−1 , by #H < ∞ and Assumption 3, α(z, ε) and β(z, ε) are continuous in ε and 0 < α(z, ε) ≤ β(z, ε) < ∞, yielding 0 < α * (z, ε 0 ) ≤ β * (z, ε 0 ) < ∞. As a result, Pr {0 < ζ n ≤ ξ n < ∞} = 1. Fix 0 < x < y < ∞, such that p 0 := Pr {x ≤ ζ κ ≤ ξ κ ≤ y} > 0. Note that x and y can be chosen in such as way that they only depend on ε 0 , the distribution of Z, and κ. Because Z t are iid, from the definitions of ζ n and ξ n , almost surely, there is an infinite sequence n s = n s (Z, ε 0 ) ≥ κ, s ≥ 0, such that
and furthermore, n s can be chosen in such a way that
On the other hand, since #H > 1, Assumption 2 implies that φ * ≤ P n−κ,n (e, c) ≤ 1 − φ * all c, e ∈ H. (4.14)
Combine (4.11), (4.12) and (4.14) to get 
Now by (4.9), ∆ ns (ε) ≤ ∆ ns−κ (ε)r 0 . Since n s−1 ≤ n s − κ while (4.9) implies that ∆ n (ε) is decreasing, ∆ ns (ε) ≤ ∆ n s−1 (ε)r 0 and hence ∆ ns (ε) ≤ ∆ n 1 (ε)r s−1 0 by induction. For any n, if n s ≤ n < n s+1 , then ∆ n (ε) ≤ ∆ n 1 (ε)r
L κ,bc (ε) . Using (4.3) and (4.10) followed by Assumption 2, it is seen that
Therefore, (4.7) is proved. To make r(ε 0 ) increasing, replace r(ε 0 ) with, say, [inf c≥ε 0 r(c) + 1]/2. From the construction, r(ε 0 ) only depends on the distributional properties of Z and η, but not specific realizations of the processes. Therefore, r(ε 0 ) is deterministic. Lemma 4.6 Fix a ∈ H and ε.
For a ∈ H,
Proof. From (4.4), for s ≥ n ≥ κ and s ≤ n ≤ −κ,
Together with part 1 of Lemma 4.5, this yields the first part of the lemma and also
where b ∈ H is arbitrary. Then by
the second part of the lemma follows.
Proof of Theorem 2.2. From Lemmas 4.5 -4.6, it is seen that given ε 0 > 0, almost surely, as n → ∞, Λ n,a (ε) → L a (ε) and Λ −n,a (ε) →L a (ε) uniformly for |ε| ≤ ε 0 , at rate o(r(ε 0 ) n ). Since Λ ±n,a (ε) are continuous, the uniform convergence implies that L a (ε) andL a (ε) are continuous. Also, the lemmas imply that L a (ε) andL a (ε) are strictly positive. By monotonicity argument, almost surely, the convergence holds simultaneously for all ε 0 > 0.
Proof of Theorem 2.3
For t = 0, n ≥ 1 and ε 0 > 0, define
t is a derivative with respect to ε. Note D t (ε 0 ) ≥ 1 since the maximization in its definition takes into account ν = 0.
Lemma 4.7
The following statements are true.
1. For ε 0 > 0 and n ≥ 1,
If Assumptions 1 -4 hold, then Pr {lim
Proof. To show part 1, it suffices to show that for all ν with |ν| = l ≤ q, and all ε 0 > 0 and t = 0,
It is easily seen that (4.17) holds for l = 0. Suppose (4.17) holds if |ν| ≤ l. Let |ν| = l + 1. Without loss of generality, let ν = e + µ, where e = (1, 0, . . . , 0) and
Zt,ηta (ε)
Zt,ηta (ε),
which implies (4.17). By induction, (4.17) holds for all |ν| ≤ q. Because V n (ε 0 ) is increasing in ε 0 , to show part 2, it suffices to show (4.16) for each fixed ε 0 > 0 and β > 1. Fix an arbitrary c ∈ (1, β), such that c q < β. By part 1 and Assumption 4, for some p = p(ε 0 ) > 2,
Then part 2 follows from the Borel-Cantelli Lemma and nc qn = o(β n ).
Lemma 4.8 Let Assumptions 1 -4 hold. Fix a, b, c ∈ H and k
n,bc is defined in (4.6) . Given ν > 0 with |ν| ≤ q and ε 0 > 0, for n ≥ 0,
with V n (ε 0 ) := 0 if n = 0, while for n ≥ k,
Proof. For ν = (ν 1 , . . . , ν p ) with 1 ≤ |ν| ≤ q, it is not hard to get
For any sequence l 1 , . . . , l n in the sum, at most |ν| of them are nonzero. For each l t > 0, |ψ
On the other hand, there are n ν 1 · · · n νp = n |ν| such sequences. Then
This completes the proof of the first inequality. To show the second inequality, first,
Using the definition of I n,ab (ε),
Combining the bound with the one for L
This finishes the proof.
Lemma 4.9 Let Assumptions 1 -4 hold. Define, for ν with |ν| = 1, . . . , q,
Then for each ν, there is an increasing deterministic function 0 ≤ r ν (ε 0 ) < 1 in ε 0 > 0, such that almost surely, as n → ∞,
Proof. We only consider n > 0. The case n < 0 can be handled similarly. Given
across m = 2, . . . , |ν| + 1, i 1 , . . . , i m ≥ 0, 0 ≤ j < ν with i 1 + · · · + i m + j = ν, and e 1 , . . . , e m ∈ H with e 1 < e 2 . Then, by the same argument that leads to (4.9), 20) where γ n ∈ [0, 1] is given in (4.9). The rest of the proof is by induction on l. First, let |ν| = 1. By Lemma 4.3,
Fix ε 0 > 0. By Lemma 4.8, for |ε| ≤ ε 0 , 21) and therefore,
By Lemma 4.5, there is increasing deterministic r = r(ε 0 ) ∈ (0, 1), such that sup |ε|≤ε 0 ∆ n (ε) ≤ r n for n ≫ 1. Fix β ∈ (1, 1/r). Then by Lemma 4.7 and (4.21), for n ≫ 1 and |ε| ≤ ε 0 ,
Next let k = κ. By the same argument that follows (4.14), r can be chosen in such a way that there is a sequence n s = n s (Z, ε 0 ) that satisfy (4.13) and γ ns ≤ r. By the first inequality in (4.23), for s ≫ 1,
Let n = n s − κ and s = n s−1 in (4.24) and combine it with the last equality to get
where c = β κ + β/(1 − rβ). Then by induction and the fact that n s ≥ κs,
Now for any n s ≤ n < n s+1 , by (4.24) and the above inequality,
2κ n, it can be seen that ∆ n,ν (ε) = O(c n ), with c = (βr) p 0 2κ < 1. Since β ∈ (1, 1/r) is arbitrary, it follows that for a given ε 0 and any r 1 > r * := r p 0 2κ , say r 1 = r 1 (ε 0 ) = (1 + r * )/2, sup |ε|≤ε 0 ∆ n,ν (ε) = o(r n 1 ) almost surely. By monotonicity, it can be seen that almost surely, the exponentially fast convergence holds simultaneously for all ε 0 . Now let |ν| > 1. To bound R n,ν,c (ε), for s = 2, . . . , |ν| + 1, and p-tuples of nonnegative integers, i 1 , . . . , i s , j, i 1 + · · · + i s = ν − j < ν, and e 1 , . . . , e s ∈ H, by Lemma 4.8, for |ε| ≤ ε 0 ,
|ν| so in place of (4.22), we have 25) where ∆ n−k,0 (ε) := ∆ n−k (ε) and C ν > 0 is some constant only depending on ν.
Suppose it has been shown that for each j < ν, there is r j = r j (ε 0 ) ∈ (0, 1), such that sup |ε|≤ε 0 ∆ n,j (ε) = o(r n j ). Then using (4.25) and following the argument for ∆ n,j (ε) with |j| = 1, sup |ε|≤ε 0 ∆ n,ν (ε) = o(r n ν ) for some r ν = r ν (ε 0 ) ∈ (0, 1). By induction, the exponential rate of convergence holds for all ν with |ν| ≤ q. Again, from the construction, r ν only depends on the distributional properties of Z and η and hence is deterministic.
Set k = 1 in (4.19). For n ≥ κ and a, b, c ∈ H,
Corollary 4.10 Let Assumptions 1 -4 hold. Then almost surely, as s ≥ n → ∞,
for all ε 0 > 0 and ν with 1 ≤ |ν| ≤, q, and likewise forL n,ab , where r ν (ε 0 ) are given in Lemma 4.9.
Proof. The first inequality is already shown in the proof of 4.9. The second one follows from summing the inequality in (4.26) over n + 1, . . . , s and applying the first inequality and Lemma 4.9.
Proof of Theorem 2.3. Let r ν (ε 0 ) be as in Lemma 4.9. For e ∈ H, denote ω n,e = L n,ıe , ω n = e ω n,e .
Then for a ∈ H, Λ n,a = ω −1 n e ω n,e Ln,ae Ln,ıe and similar to (4.19), 27) where T n,ν is a linear combination of
across m = 2, . . . , |ν| + 1, 0 ≤ j < ν, i 1 , . . . , i m ≥ 0 with i 1 + · · · + i m + j = ν, and e 1 , . . . , e m ∈ H with e 1 < e 2 . Fix any b ∈ H. From the above formulas,
Following the treatment of R n,ν,c in (4.25), except that we have to use the first inequality in Lemma 4.8, it can be seen that
yielding max |ε|≤ε 0 |T n,ν (ε)| = o(r n ν ). Now for s = n, by (4.28), it is not hard to get
. (4.30)
Then by Lemma 4.9 and Corollary 4.10,
Since #H < ∞, almost surely, the rate holds simultaneously for all a ∈ H.
Proof of Theorem 2.4
Since the parameter κ in Assumption 2 equals 1,
b ∈ H and n ∈ Z, with 0 < φ * < 1 as in Assumption 2. Consequently,
Then by Lemma 4.5,
This shows part 1 of Theorem 2.4. To prove part 2, we need several lemmas.
Lemma 4.11 Fix ε 0 > 0. Let γ and φ * be as in (4.31) and α = φ −1 * − 1. There is a constant C > 0, such that if 1 ≤ |ν| = l ≤ q, |ε| ≤ ε 0 and n ≥ 1, then
Proof. First, by (4.32) and the definitions of ∆ n and ∆ n,ν in (4.7) and (4.18), 
n,ec = P n−1,n (e, c), so (4.9) gives ∆ n (ε) ≤ γ∆ n−1 (ε). Thus, 
We show by induction that for l ≥ 1 and n ≥ 0, 
and by induction on n and (4.35),
So (4.39) holds for l = 1. Suppose (4.39) holds for 1 ≤ l < k. By γ ∈ (0, 1),
Following the treatment for ∆ n,ν (ε), it is seen that ∆ n,k (ε) satisfies (4.39). As a by-product, by (4.37) and (4.40),
Combining (4.26), (4.39), and (4.41), for any |ν| = l,
Let T n,ν be as in (4.27) . With (4.39) being established now, by (4.29), we get the following bounds similar to (4.41)
Combine (4.26), (4.30) and the above inequalities. It is seen that for some constants C l > 1,
Then applying Lemma 4.7 to v n = V n (ε 0 ), the lemma is proved.
n−1,a (ε)|. Letting k = 1 in (4.28) and (4.29) and combining them with (4.32) and (4.35), it is seen that |Λ (ν) 1,a (ε)| ≤ C|V 1 (ε)| |ν| , where C is a constant. Together with (4.34), this implies there is a constant C l = C l (γ, φ * ), such that for ν with 1 ≤ |ν| = l ≤ q, 1. E[(ln Λ n,a ) (ν) (ε) | η] and E[(ln Λ n,a )(ε) | η] (ν) both exist and are equal.
Proof. 1. It is not hard to see that (ln Λ n,a ) (ν) (ε) is a linear combination of products of the form
By (4.33) and (4.43),
with C = C(γ, φ * ) a constant. As k |ν k |(|ν k | + 1) ≤ |ν|(|ν| + 1), by Assumption 5 and the independence of Z t from each other, Eζ < ∞. Note that ζ is independent of η. It follows that (ln Λ n,a ) (ν) (ε) for all n and |ε| ≤ ε 0 are bounded by a single random variable that has a finite expectation and is independent of η. This implies E[(ln Λ n,a ) (ν) (ε) | η] exists, and togher with ln Λ n,a ∈ C (q) , implies the rest of part 1 through dominated convergence. 2. By Theorems 2.1 and 2.2, Λ
n,a (ε) converges as n → ∞ for all ε. By (4.33), it follows that (ln Λ n,a ) (ν) (ε) converges. Then the claim follows from dominated convergence.
3. Consider h n,ν 1 ,...,νs (ε) again. By Lemma 4.11 and (4.33), it can be seen that for ν 1 , . . . , ν s > 0 with ν 1 +· · ·+ν s = ν, |h n+1,ν 1 ,...,νs (ε)−h n,ν 1 ,...,νs (ε)| ≤ Cγ n ζ holds for |ε| ≤ ε 0 , where C > 0 is a constant and ζ > 0 is a random variable independent of η with Eζ < ∞. As a result, E[(ln Λ n,a ) (ν) (ε) | η] converges uniformly on each compact set of ε. Together with part 1, this implies part 3.
Proof for the binary case
The following simple identity will be repeatedly used. For any function F on {0, 1}, denote dF = F (1) − F (0). Then for s, t ∈ Z,
(4.45)
Define for t ∈ Z and n ≥ 1,
Proof of Theorem 3.1. For n ≥ 1, by (3.2) and (4.44),
By Theorems 2.2 and 2.3, letting n → ∞, (3.3) follows.
To get r ′′ (0), for n ≥ 1,
Similar to the calculation of r ′ (0),
On the other hand, denoting δ t = ℓ ′ t (0, σ t ),
Likewise, Combining all the above formulas and letting n → ∞, then (3.4) follows.
So we get
Cov σ (δ s , δ t | σ 0 = 1) − Cov σ (δ s , δ t | σ 0 = 0) = D 0s [E σ (δ t | σ s = 0) − E σ (δ t | σ 0 = 0)] d ′ s (0) + D 0s D st ℓ ′ s (0, 0) − D 0t E σ (δ s | σ 0 = 0) d ′ t (0) + D 0s (D st − D 0t )d ′ s (0)d ′ t (0).
Proof of Proposition 3.2.
Let λ(x, ϑ) = ln f (x, ϑ). Given t, Z and η, ℓ t (ε, a) is a composite of functions λ(x, ϑ), ϕ(Z t , v), θ a (ε) and θ ηt (ε), such that ℓ t (ε, a) = λ(ϕ(Z t , θ ηt (ε)), θ a (ε)), so by the chain rule for differentiation, Take expectation conditional on η on both sides of (3.8) to get
At ε = 0, this is equivalent to expectation with respect to X t = ϕ(Z t , 0), which has density f (x, 0). By the property of score function for parametric models, (4.46) follows. With similar argument, (4.47) follows as well. Take expectation conditional on η on both sides of (3.9). Again, by the property of score function, Therefore, Therefore, (3.11) holds. Finally, taking expectation conditional on η 0 on both sides of (3.11), we get (3.12).
Proposition A.1 Given α ∈ (0, 1), among all testing procedures whose rejection decisions are uniquely determined by the data X and which satisfy the FDR control criterion
the following Benjamini-Hochberg procedure [4] has the largest E[R − V | X]:
2. let r = max{j : q (1) + · · · + q (j) ≤ αj} and reject H k if q k ≤ q (r) .
Proof. Given a procedure with R > 0, let H i k , k = 1, . . . , R be the rejected nulls. Then as in [6] , FDR = (q i 1 + · · · + q i R )/R ≥ (q (1) + · · · + q (R) )/R, while
. It is then not hard to see that under the FDR control criterion, the procedure in the Proposition attains the largest value of E[R − V | X].
