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Abstract
Image composition is an important operation in im-
age processing, but the inconsistency between foreground
and background significantly degrades the quality of com-
posite image. Image harmonization, which aims to
make the foreground compatible with the background, is
a promising yet challenging task. However, the lack
of high-quality public dataset for image harmonization,
which significantly hinders the development of image har-
monization techniques. Therefore, we create synthe-
sized composite images based on existing COCO (resp.,
Adobe5k, day2night) dataset, leading to our HCOCO
(resp., HAdobe5k, Hday2night) dataset. To enrich the di-
versity of our datasets, we also generate synthesized com-
posite images based on our collected Flick images, leading
to our HFlickr dataset. All four datasets are released in
https://github.com/bcmi/Image Harmonization Datasets.
1. Introduction
Image composition aims to generate a composite image
by extracting the foreground of one image and paste it on
the background of another image. However, since the fore-
ground is usually not compatible with the background, the
quality of composite image is significantly downgraded. To
address this issue, image harmonization aims to adjust the
foreground to make it compatible with the background in
the composite image. Both traditional methods [7, 15, 17]
and deep learning based method [13] have been explored
for image harmonization, in which deep learning based
method [13] could achieve promising results.
As a data-hungry approach, deep learning requires a
large number of training pairs of composite image and har-
monized image as input image and its ground-truth output.
However, given a composite image, manually creating its
harmonized image, i.e., adjusting the foreground to be com-
patible with background, is in high demand of extensive
efforts of skilled expertise. So this strategy of construct-
ing datasets is very time-consuming and expensive, making
it infeasible to generate large-scale training data. Alterna-
tively, as proposed in [13], we can treat a real image as
harmonized image, segment a foreground region, and ad-
just this foreground region to be inconsistent with the back-
ground, yielding a synthesized composite image. Then,
pairs of synthesized composite image and real image can be
used to supersede pairs of composite image and harmonized
image. Since foreground adjustment can be done automati-
cally (e.g., color transfer methods), time-consuming exper-
tise editing is not required, which makes it feasible to collect
large-scale training data. Although the work in [13] pro-
posed an inspiring strategy, it does not make its constructed
datasets available.
Therefore, we adopt the strategy in [13] to generate pairs
of synthesized composite image and real image. More-
over, we tend to release our constructed datasets to facilitate
the research in the field of image harmonization. Similar
to [13], we generate synthesized composite images based on
Microsoft COCO dataset [9], MIT-Adobe5k dataset [1], and
self-collected Flickr dataset. For Flickr dataset, we crawl
images from Flickr image website by using the list of cat-
egory names in ImageNet dataset [2] as queries, in order
to increase the diversity of crawled images. However, not
all crawled images are suitable for the image harmonization
task. So we manually filter out the images with pure-color
or blurry background, the cluttered images with no obvious
foreground objects, and the images which appear apparently
unrealistic due to artistic editing.
Besides COCO, Adobe5k, and Flickr suggested in [13],
we additionally consider datasets which capture multiple
images in different illumination conditions for the same ob-
ject or scene. Such datasets are naturally beneficial for im-
age harmonization task, because composite images can be
easily generated by replacing the foreground region in one
image with the same foreground region in another image.
More importantly, two foreground regions are both from
real images and thus the composite image is real composite
image. However, to the best of our knowledge, there are
only a few available datasets [12, 16, 6] in this scope. Fi-
nally, we choose day2night dataset [6], because day2night
provides a collection of aligned images captured in a vari-
ety of environments (e.g., weather, season, time of day) for
each scene.
According to the names of original datasets, we refer to
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(a) Microsoft COCO & Flickr
(b) MIT-Adobe Fivek & day2night
Figure 1: The illustration of data acquisition process. (a) On Miscrosoft COCO and Flickr datasets, given a target image
It with foreground object Ot, we find a reference image Ir with foreground object Or from the same category as Ot, and
then transfer color information from Or to Ot. (b) On MIT-Adobe5k and day2night datasets, given a target image It with
foreground object Ot, we find its another version Ir (edited to form a different style or captured in a different illumination
condition) and overlay Ot with the corresponding Or at the same location in Ir.
our constructed datasets as HCOCO, HAdobe5k, HFlickr,
and Hday2night separately, in which H stands for harmo-
nization. The details of constructing our four datasets and
the difference from [13] will be described in the following
sections.
2. Synthesized Composite Image Generation
The process of generating synthesized composite image
from a real image can be divided into two steps: foreground
segmentation and foreground adjustment.
2.1. Foreground Segmentation
For COCO dataset, we use the provided segmenta-
tion mask. The other datasets (i.e., Adobe5k, Flickr, and
day2night) are not associated with segmentation masks, so
we manually segment one or more foreground region for
each image. We do not use pretrained segmentation model
to automatically segment foreground regions to ensure the
accuracy of obtained segmentation masks.
On all four datasets, we ensure that each foreground re-
gion occupies larger than 1% and smaller than 75% of the
whole image. When selecting the foreground region, we
also attempt to make the foreground objects cover a wide
range of categories.
2.2. Foreground Adjustment
After segmenting a foreground region Ot in one image
It, we need to adjust the appearance of Ot. For ease of
description, It is referred to as target image. As suggested
in [13], another image Ir containing the foreground region
Or is chosen as reference image. Then, color information
is transferred from Or to Ot, leading to a synthesized com-
posite image I ′t. This process is illustrated in Figure 2.
For Adobe5k dataset, each real image is retouched by
five professional photographers using Adobe Lightroom, so
one real target image It is accompanied by five edited im-
ages {Ii|5i=1} in different styles. We could randomly select
Ir from {Ii|5i=1} and overlay Ot in It with the correspond-
ing region Or at the same location in Ir.
For day2night dataset, each scene is captured in different
environments, resulting in a set of aligned images {Ii|ni=1}.
Similar to Adobe5k, a target image It and a reference image
Ir could be randomly selected from {Ii|ni=1}, followed by
overlaying Ot in It with the corresponding region Or at the
same location in Ir. However, different from Adobe5k, we
need to make sure that Ot and Or are the same object with-
out essential change. For example, moving objects (e.g.,
person, animal, car) in It may move or disappear in Ir.
Besides, even the static objects (e.g. building, mountain)
in It may be different from those in Ir, like building with
lights on in It while lights off in Ir. The above foreground
changes come from the objects themselves instead of out-
side environment, and thus those pairs are eliminated from
our dataset.
For COCO and Flickr datasets, since they do not have
aligned images, given a target image It with foreground
Ot, we randomly select a reference image Ir with fore-
ground Or belonging to the same category as Ot. Then,
as suggested in [13], we apply color transfer method to
transfer color information from Or to Ot. Nevertheless,
the work [13] only utilizes one color transfer method [8],
which limits the diversity of generated images. Consid-
ering that color transfer methods can be categorized into
four groups based on parametric/non-parametric and corre-
lated/decorrelated color space, we select one representative
method from each group, i.e., parametric method [11] in
decorrelated color space, parametric method [14] in corre-
lated color space, non-parametric [3] in decorrelated color
Figure 2: Example images of our four datasets. From top to bottom, we show examples from our HCOCO, HAdobe5k,
HFlickr, and Hday2night dataset. From left to right, we show the real image, the synthesized composite image, and the
foreground mask for each example.
space, and non-parametric [10] in correlated color space.
Given a pair of Ot and Or, we randomly choose one from
the above four color transfer methods.
3. Synthesized Composite Image Filtering
Through foreground segmentation and adjustment, we
can obtain a large amount of synthesized composite images.
However, some of the synthesized foreground objects look
unrealistic, so we use aesthetics prediction model [5] to re-
move unrealistic composite images. To further remove un-
realistic composite images, we train a binary CNN classifier
by using the real images as positive samples and the unreal-
istic composite images identified by [5] as negative samples.
When training the classifier, we also feed foreground mask
into CNN to provide the foreground information.
After two steps of automatic filtering, there are still some
remaining unrealistic images. Thus, we ask human annota-
tors to filter out the remaining unrealistic images manually.
During manual filtering, we also consider another two crit-
ical issues: 1) for COCO dataset, some selected foreground
regions are not very reasonable such as highly occluded ob-
jects, so we remove these images manually; 2) for COCO
and Flickr datasets, the hue of some foreground objects are
vastly changed after color transfer, which generally happens
to the categories with large intra-class variance. For exam-
ple, a red car is transformed to a blue car, or a man in red
T-shirt is transformed to a man in green T-shirt. This type
of color transfer is not very meaningful for image harmo-
nization task, so we also remove these images manually.
4. Dataset Statistics
In this section, we introduce the details of our four
datasets.
HCOCO: Microsoft COCO dataset [9], containing 118k
images for training and 41k for testing, is a large-scale
dataset for object detection, segmentation, and captioning.
It provides the object segmentation masks for each image
with 80 object categories annotated in total. To generate
more convincing composites, training set and test set are
merged together to guarantee a wider range of available ref-
erences. Based on COCO dataset, we build our HCOCO
dataset with 60000 pairs of synthesized composite image
and real image.
HAdobe5k: MIT-Adobe5k dataset [1] covers a wide range
of scenes, objects, and lighting conditions. For all the 5000
photos, each of them is retouched by five photographers,
producing five different renditions, which are supposed to
be visually pleasing and realistic. We use 4329 images with
Table 1: Number of training and test images on four syn-
thesized datasets.
HCOCO HAobe5k HFlickr Hday2night
Training set 54000 19437 7200 333
Test set 6000 2160 800 144
one segmented foreground object in each image to build our
HAdobe5k dataset, which has 21597 pairs of synthesized
composite image and real image.
HFlickr: Flickr contains diverse images uploaded by am-
ateur photographers. With searchable metadata and key-
words, it is feasible to crawl a diversity of images using cat-
egory names as queries. We construct our HFlickr dataset
based on crawled 5400 Flickr images with one segmented
foreground object in each image, and obtain 8000 pairs of
synthesized composite image and real image.
Hday2night: Day2night dataset [16] collected from
AMOS dataset [4] contains images taken at different times
of the day by fixed webcams. There are 8571 images of 101
different scenes in total. We select 114 target images from
82 scenes with one segmented foreground object in each
image to generate composites. Our Hday2night dataset has
477 pairs of synthesized composite image and real image.
For each constructed dataset (i.e., HCOCO, HAobe5k,
HFlickr, and Hday2night), all pairs are split into training
set and test set. We ensure that the same target image does
not appear in the training set and test set simultaneously,
to avoid that the trained model simply memorize the tar-
get image. The numbers of training and test images in four
datasets are summarized in Table 1. We also show some
sample images with real image, synthesized composite im-
age, and foreground mask from each dataset in Figure 2.
5. Conclusions
We have constructed four image harmonization datasets,
i.e., HCOCO, HAobe5k, HFlickr, and Hday2night, which
cover a wide range of object categories and color transfer
methods. We have also used automatic filtering and manual
filtering to guarantee the high quality of synthesized com-
posite images.
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