Abstract-This paper presents a new fractionally-spaced maximum a posteriori (MAP) equalizer for data transmission over frequency-selective fading channels. The technique is applicable to any standard modulation technique. The MAP equalizer uses an expanded hypothesis trellis for the purpose of joint channel estimation and equalization. The fading channel is estimated by coupling minimum mean square error techniques with the (fixed size) expanded trellis. The new MAP equalizer is also presented in an iterative (turbo) receiver structure. Both uncoded and conventionally coded systems (including iterative processing) are studied. Even on frequency-flat fading channels, the proposed receiver outperforms conventional techniques. Simulations demonstrate the performance of the proposed equalizer.
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I. INTRODUCTION
M OBILE radio communication channels are time-varying channels. They are characterized by the presence of both delay and Doppler spreading. Depending on the delay spread and the data rate, the channel may be approximately flat fading (e.g., rural areas, narrowband systems), or frequency-selective (e.g., hilly terrain, wideband systems). Frequency-selective channels produce intersymbol interference (ISI). The ISI can be modeled with several filter taps which represent attenuation along each of the delay paths causing the ISI [1] , [2] . A channel may also be fast or slow fading, depending on the Doppler spread of the channel and the data rate. Slow fading can easily be tracked by the receiver, whereas fast fading requires more sophisticated channel estimation. With the recent allocation of higher frequency bands for mobile communications comes the reality of channels that simultaneously exhibit fast-fading and ISI.
This paper focuses on fast-fading frequency-selective channels, although frequency-flat fast-fading channels are also con-sidered to be a specific case. Importantly, we consider the general equalization problem for any of the standard modulation schemes.
The standard approach to equalization with unknown channels is to generate a single channel estimate based on the statistics of the channel [3] . This requires either a training sequence or a delayed decision-directed approach. However, a more integrated technique, such as maximum likelihood sequence estimation (MLSE) linked with per-survivor processing (PSP), provides superior performance [4] . More recently, the advent of "turbo processing" [5] , has revitalized interest in maximum a posteriori (MAP) equalization in preference to MLSE [6] , [7] .
The MAP algorithm is a symbol-by-symbol estimator which accepts observations (in the form of matched filter outputs) together with a priori symbol probabilities (soft inputs) and produces a posteriori symbol probabilities. The decoded symbol is declared to be that with the maximum a posteriori probability. Thus, the MAP algorithm minimizes the bit error rate (BER). When the probabilities are retained as soft outputs, the MAP equalizer is suited to receiver structures in which subsequent stages (e.g., outer decoding) utilize soft decisions. In this paper, we consider the block-processing MAP equalizer [8] , which may be implemented using forward-backward recursions [9] . Online (forward only) versions of the MAP algorithm for equalization and decoding are also possible [10] - [13] . These algorithms may be directly applied in fading systems where perfect channel state information is assumed to be available at the receiver.
This paper presents an extension to the block-processing MAP equalizer for the case where the channel is not assumed to be known. As with standard Viterbi algorithms, the operation of the MAP equalizer may be represented using a state trellis [1] . In this paper, we use an expanded trellis so as to include extra memory for measuring the channel. This allows joint channel estimation and equalization. Expansion of the state space is made possible by the fact that the low-pass nature of the fading effectively introduces correlation into the received signal. The expanded state can then be used to form separate channel estimates for each trellis state. Conceptually, this is similar to PSP. However, per-survivor techniques are only applicable to MLSE equalizers. MAP equalizers require channel estimates based on the trellis state since there is no concept of a surviving sequence.
For our new equalizer, the size of the expanded state space is fixed, and minimum mean square error (MMSE) techniques are proposed for forming channel estimates. This follows the 0090-6778/01$10.00 © 2001 IEEE predictive receiver approach of [14] , however, in that case the expansion was limited to continuous phase-modulated (CPM) or phase-shift-keyed (PSK) transmission. It is also in contrast to the Bayesian MAP (forward only) equalizers proposed in [15] , [16] where the state space grows exponentially with time unless pruning or decision feedback techniques are applied (see [17] and [18] and references therein).
Our new fractionally-spaced equalizer is suitable for both equalization of frequency-selective channels (i.e., exhibiting ISI) and demodulation of frequency-flat fast-fading channels and is related to the contributions of [4] , [8] , [19] , [20] , and [14] . Our equalizer is applicable to transmission systems with arbitrary modulation schemes and arbitrary pulse shaping. In particular, the algorithm is not restricted to constant amplitude signals. We show that the predictive demodulator of [14] , which is restricted to CPM or PSK transmission over flat fading channels, is a special case.
Simulations are used to demonstrate the performance of our new equalizer in an uncoded phase-shift keyed (PSK) system. The importance of the MAP equalizer lies in its application to turbo processing. The structure of the turbo processing receiver is reviewed and the performance of the turbo receiver for frequency-selective channels is demonstrated by simulation.
II. TRANSMISSION SYSTEM MODEL
The transmission of data symbols over either a frequencyselective or frequency-flat fading channel is shown in Fig. 1 . In this paper, we adopt the equivalent discrete model [2] , [1] , [21] with oversampling.
The data sequence (of length ) is designated . It is transmitted over the channel using -ary symbols of period , with band-limited pulse shape . The physical frequency-selective fading channel has impulse response . The physical channel is usually assumed to have Gaussian fading statistics, thus resulting in a Rayleigh or Rician channel. When assuming the wide-sense-stationary and uncorrelated scatterers (WSSUS) model, the scattering function (or delay-Doppler power spectrum) completely describes the channel statistics. Additive white Gaussian noise (AWGN) is introduced at the receiver input, where the received signal is filtered and sampled at a rate of , so that the discrete received signal is oversampled at the rate . The discrete equivalent channel describes the pulse-shaping filter, the physical channel, the receiver filter, and the sampling [1] . Thus, the taps are generally correlated even if the scatterers in the physical channel are uncorrelated [22] . The samples, , are a sufficient set of statistics for the receiver, and the discrete equivalent finite impulse response (FIR) transmission model is given by (1) where the sequence is an oversampled version of for integer otherwise (
The complex-valued noise samples, , are generally colored by virtue of the anti-aliasing filter at the receiver input. Note that we use to index quantities sampled at the higher rate and to index quantities at the symbol rate . It is apparent from (1) that each sample, , at the sample rate, , depends on (i.e., values previous to interfere with the output ). Therefore, there are additional bits of ISI at the symbol rate. Thus, for -ary transmission, the trellis for MLSE has states ( ).
III. MAP EQUALIZATION
Here we review the MAP algorithm for symbol-by-symbol detection of the transmitted sequence . In this section, we assume that perfect channel state information,
, is available at the receiver. In Section IV, our new method for obtaining channel estimates based on expanding the trellis will be presented.
The MAP algorithm calculates the a posteriori probability of each transmitted symbol, i.e., , for each of the -ary symbols, , where is the set of observations and represents the channel model. The decoded symbol is declared to be that with the maximum a posteriori probability. When soft outputs are required (e.g., in turbo processing), the a posteriori probabilities (APP) are retained, and the algorithm may be referred to as the APP algorithm.
For , we obtain a symbol-spaced MAP equalizer; for , we obtain a fractionally-spaced equalizer. In both cases, the operation of the MAP algorithm may be represented using a symbol-spaced state trellis.
The th state of the trellis at time is labeled . This state represents one of the possible values for . We denote the particular value by , where tilde indicates a hypothesized value. Of course, for ISI channels and for our expanded trellis (see Section IV), more than one will correspond to a particular . Thus,
The a posteriori state probabilities, , can be calculated using the forwardbackward procedure [9] . The forward variable is . The backward variable is . Denoting the a priori transition probability from state to state by , and the probability of observations on that transition by , the recursions for the forward and backward variables are
where is the number of states in the trellis. The initial values may be chosen to be equal (i.e., ), or alternatively (without affecting any result) and for . At the end of the block, for should be chosen, unless zero-tailing is used to ensure that and for . It has been shown that the impact of zero-tailing on performance is not significant, especially for a large block size .
The a posteriori state probabilities are then given by
The a priori state transition probabilities are derived from the a priori information provided to the equalizer (soft inputs) (7) MAP and MLSE algorithms are usually based on the assumption of AWGN, , to simplify calculation of the observation probabilities. This approach is adopted here, where the variance is . is the two-sided spectral noise density [1] . The observation probabilities are then given by (8) where (9) For computational savings, the MAP equalizer may be implemented in the log domain without loss of optimality [12] , [13] . The next section describes how the channel response is jointly estimated with the data sequence. In fact, there will be a different channel estimate for each transition. Under the assumption of a transition from state to state , the channel estimate is denoted . When the channel is being estimated, the variance , in (8), will be replaced by which accounts for the noise and the extra variance due to channel estimation errors.
Pilot symbols can be used to resolve phase ambiguity. The formulation of the MAP equalizer is such that we do not need to distinguish between a pilot symbol and an unknown data symbol in the MAP algorithm. Whenever there is a pilot symbol, the a priori transition probabilities (contained in the input information) corresponding to that symbol are set to one. The MAP algorithm handles this a priori information in exactly the same way as a priori information on transitions corresponding to an unknown data symbol. For the pilot symbol, it transpires that some transitions (and therefore states) in the trellis have zero probability. Hence, phase ambiguity is resolved. In Section V-A, we will investigate the use of pilot symbols further.
When the a posteriori probabilities are retained, the symbol-by-symbol APP algorithm is a soft-input soft-output technique, and thus the new equalizer may be applied in an iterative (turbo) processing receiver. The turbo receiver structure consists of an APP equalizer and an APP decoder separated by a deinterleaver and interleaver, as shown in Fig. 2 .
IV. MMSE CHANNEL ESTIMATION
In the previous section, we reviewed the MAP algorithm for symbol-by-symbol equalization where channel estimates were available at the receiver. Now we consider how those estimates can be obtained using MMSE estimation techniques.
A. General Case: Frequency-Selective Channels
Consider first the per-survivor MLSE equalizer [4] . The transition metric (8) from trellis state to state is formed from and the corresponding estimates given by (9), i.e., . The true channel state information is replaced by an estimate obtained using the observations and the hypothesis along the path which has survived to state (e.g., this is done using a Kalman filter or related algorithms with slightly reduced complexity [21] , [20] , [23] ). In contrast, with MAP equalization there is no concept of a surviving path to state . Previously, work has been done to couple the MAP algorithm to a single channel estimator [24] . Instead, here we adopt a more sophisticated and general approach. It turns out that the work of [14] can be viewed as a special case.
In this paper, we expand the state space of the trellis to enable us to form channel estimates for each state. The states in the expanded trellis contain the extra information needed for the channel estimates in addition to the channel memory (i.e., ISI) information. When additional samples of and hypotheses (at the sample rate) are used in the estimation, the expanded trellis has states. The expanded trellis state represents where additional symbols are included for the purposes of channel estimation.
So far, we have discussed forming estimates of the channel in order to calculate in (9) for the branch metrics for the MAP equalizer. However, in this section, we directly evaluate the MMSE estimates, , without explicitly estimating . For our expanded trellis, the estimates (one for each state transition to ), are calculated using the observations and the hypotheses . This is achieved with a MMSE linear predictor. First, we write the observation equation [from (1) (12) where the matrices relating to the channel covariance are which is , and which is . Here, and are assumed to be known (from the scattering function of the channel and the transmitter pulse shape).
We can now calculate the branch metrics in the MAP equalizer by substituting the following expressions into (8): (13) (14) where . Since the hypotheses, and , depend only on the index of the preceding state, , and the transition defined by , we note that the MMSE coefficients and the prediction error variance are independent of and can be precalculated.
Importantly with this approach, we are able use direct MMSE estimates for the outputs corresponding to each hypothesis. Note that this estimate is calculated independently for each time index and there is no initialization required. Naturally, at the start of any processing block, it is not possible to use samples for prediction, since there are not that many available. The predictor coefficients can be recalculated for the number of samples available.
We note that it is also possible to use am MMSE filter to obtain the channel estimates (the channel estimate at time is obtained from data and the hypothesis up to time ), as opposed to using a predictor (where the estimate at time is obtained using data and the hypotheses up to time ).
B. Special Case: Flat Fading Channels With CPM or PSK
In this section, we consider the special case of flat fading channels (i.e., ), in particular in conjunction with constant amplitude transmitted symbols. Without loss of generality, the symbol magnitude can be considered to be unity. Thus, , the identity matrix. It follows then that (15) by the matrix inversion lemma. Note that, in the flat fading case, becomes a row vector and thus (16) We can now show that the demodulator of [14] for transmission of CPM, or alternatively PSK with one sample per symbol , over flat fading channels is a special case of our generalized MAP equalizer. The derivation of the demodulator in [14] and [19] relies on the fact that to arrive at the following expression [19, eq. (14) ]: (17) which can easily be shown to be a rewriting of (16) multiplied by . We also note that the demodulators of [14] and [19] were obtained using remodulation arguments. We have therefore shown that remodulation is consistent with the MMSE approach.
V. SIMULATIONS
In this section, the performance of our new generalized MAP equalizer is demonstrated via Monte Carlo simulation.
A. Pilot Symbols
When using PSK modulation schemes, a phase ambiguity is inherent at the receiver, caused by unknown phase offset in the channel. Pilot symbols may be used to resolve this ambiguity. The question then arises as to how often a pilot symbol should be sent. The insertion of pilot symbols incurs a signal-to-noise ratio (SNR) penalty of dB, where is the ratio of pilot to data symbols transmitted.
An important result is that, for the expanded MAP equalizer, the appropriate rate for inserting pilot symbols is dominated by the need to resolve the phase ambiguity, and not the need to effectively sample the fading channel response. In conventional pilot symbol-aided modulation-demodulation (PSAM) schemes [25] , where a single channel estimate is formed by interpolating between estimates obtained from the pilot symbols, the Nyquist sampling criterion must be satisfied; the channel function is effectively being sampled. For example, for a fading rate of , the ratio 1:9 corresponds to the Nyquist rate. In contrast, for an expanded MAP equalizer (or MLSE equalizer employing per-survivor processing, for that matter), there are several channel estimates (one for each state). When the pilot symbol occurs, only those transitions and states consistent with the pilot symbol have a nonzero probability. The phase ambiguity is resolved at that symbol time, since the competing hypotheses and channel estimates with the incorrect phase are eliminated. The phase certainty during neighboring symbol times deteriorates due to uncertainty being introduced by unknown data. At high SNR, the incorrect hypotheses have less effect, and therefore phase certainty lasts longer.
The fundamental difference between our expanded trellis MMSE approach and PSAM (with a MAP receiver) can be seen in Fig. 3 . In this example, the bit error rate (BER) has been plotted against the pilot symbol overhead in SNR. The channel is flat fading with , and was fixed to 25 dB. The block length was chosen to be 4096. For the expanded trellis MMSE, the predictor order was chosen to be and, for PSAM, the predictor order was (as in [25] ). For reference, the BER for perfect channel state information (CSI) is also shown, both with and without the pilot overhead. This was achieved using the MAP algorithm with perfect CSI and no trellis expansion.
Obviously, there is an optimum choice of pilot symbol rate for a given scenario. Even without the pilot symbol penalty in SNR, the BER rate will never achieve the lower bound associated with perfect CSI since there is a residual loss due to the finite prediction error for both expanded trellis MMSE and PSAM.
For our expanded trellis with MMSE, the need for so many pilot symbols subsides for higher . This can be explained by the fact that the algorithm performs joint channel and data estimation and at high SNR the incorrect hypotheses have less effect and phase certainty lasts longer. This behavior is seen in Fig. 4 . As expected, this behavior is not observed for the PSAM receiver, whose performance is dependent on satisfying the Nyquist sampling criterion.
Pilot symbols are not required when there is no phase ambiguity to be resolved. Thus, the generalized MAP equalizer may be operated without pilot symbols for such modulation schemes. Often phase ambiguity is overcome using differential encoding, and, in fact, a version of the generalized MAP algorithm for DPSK systems is possible (see [26] for the flat fading case). This algorithm requires only the reference symbol (a form of pilot symbol) at the beginning of each block. Since resolving the phase ambiguity is not an issue, there is no benefit in inserting further pilot symbols.
B. Prediction Order
The order of the MMSE predictor (or filter) in our new generalized MAP equalizer affects both the performance of the algorithm and the size of the state space (i.e., computational complexity). For a given scenario, the appropriate order of the predictor may be determined from the inspection of the average prediction error. When the reduction in prediction error is not significant for the increase in complexity, the appropriate prediction order has been reached.
This type of analysis as a function of fading rate is relatively straightforward in the flat fading scenario with PSK modulation, but becomes complicated for frequency-selective channels and other modulation schemes. Since it is not possible to perform this kind of analysis for every possible scenario, some general observations are useful. For faster fading systems, a shorter prediction order is suitable, since the coherence time of the channel is shorter. With increasing ISI in the equivalent channel, a longer predictor is required to adequately resolve the ISI. This will be demonstrated in Section V-C. Fig. 5 shows the improvement in BER performance as a function of increased predictor order for a MAP receiver, using either PSAM channel estimation or our expanded trellis MMSE estimation. Again the channel is flat fading with , and was fixed to 25 dB. PSK modulation was used with a pilot symbol rate of 1:8 and a block length of 4096. Also shown is the corresponding average prediction error. Although less pronounced at 25 dB than at low SNR, the direct relationship between the MMSE prediction error and the BER performance of the new equalizer can be seen. This is in contrast with the PSAM channel estimation.
C. SNR Performance
The performance of the expanded trellis MAP equalizer in frequency-flat and frequency-selective fading channels was characterized in terms of BER as a function of the SNR per bit, . The example in Fig. 6 is for a binary PSK system with normalized fading rate . Pilot symbols were injected in the ratio 1:8.
For the frequency-flat scenario, the sampling rate was chosen to be the same as the symbol rate to allow comparison with well-known results for receivers with perfect CSI, e.g., [1] . The prediction order was chosen to be . For the frequency-selective scenario, a physical channel with two equal power paths spaced at the symbol period was simulated, and the pulse shape was chosen to be a root-raised cosine pulse with 100% excess bandwidth. In this case, the sam- pling period was chosen to be , i.e., , satifying the Nyquist sampling rate and ensuring that the BER performance is unaffected by the sampling phase at the receiver. Fig. 6 shows the results for predictor orders and . For reference, Fig. 6 also shows the BER curves for a receiver utilizing perfect CSI (with no pilot symbols).
Although the performance of the receiver is expected to be better with increased diversity, Fig. 6 shows that this is only that case when the predictor order is sufficient for providing good channel estimates. In particular, note that there is a cross-over point with the flat-fading scenario.
To highlight the versatility of the new receiver, the BER performance was also characterized for on-off keying (OOK) ( ), and quadrature amplitude modulation (QAM) with . The flat-fading channel with was used, with pilot symbols injected at 1:8 to resolve the phase ambiguity for the QAM case. For OOK, was used, and for QAM . The result is shown in Fig. 7 where the perfect CSI curves are shown for reference.
Other parameters of interest include the fading rate and the amount of excess bandwidth. These studies are not shown here but the reader is referred to [25] which shows results for a PSAM receiver. For our new receiver, the trends will be the same as the underlying mechanisms are unchanged. For slower fading rates, the BER improves. For higher excess bandwidth, the effective length of the pulse shape is shorter and hence the discrete equivalent channel exhibits less ISI. Thus, with decreasing excess bandwidth, ISI is increased and once again the tradeoff of diversity with channel estimation becomes an issue.
Our receiver has been designed for a system with a single antenna. It is easily modified for diversity reception in a similar manner to receivers proposed in [21] , [20] , and [23] . Diversity reception is expected to improve BER performance.
D. Turbo Receiver Simulations
As stated in Section I, a soft-output APP equalizer allows for a turbo receiver structure (Fig. 2) . The simulated BER performance of a BPSK coded system is shown in Figs. 8 and 9 . In both Fig. 8 . BER performance for a coded BPSK system using expanded trellis equalizer in turbo system, compared with APP demodulator with PSAM, flat fading channel, f T = 0:05, pilots 1:8, P = p = 6 for MMSE prediction, K = 11 for PSAM. For reference, perfect CSI performance (not including pilot symbols) is shown. Fig. 9 . BER performance for a coded BPSK system using an APP equalizer in turbo system, T -spaced equal power two path fading channels, f T = 0:05, pilots 1:8, p = 6 for MMSE prediction. For comparison, perfect CSI performance (not including pilot symbols) is shown.
cases, the system uses rate convolutional encoding with 64 states [generators (133 171)] and a block interleaver (128 32 corresponding to an equalization block length of 4096). The pilot rate was 1:8.
In Fig. 8 , the channel was flat with normalized fading rate . Results are shown for a receiver with perfect CSI, a receiver using an APP equalizer (demodulator) with PSAM ( ), and a receiver using our expanded trellis equalizer ( ). The perfect CSI curve is shown for reference. The first iteration corresponds to a coded system with just one equalization and decoding cycle. Note that for perfect CSI and PSAM equalization, there is no benefit from the turbo iterations since the channel has no memory. For the expanded trellis equalizer, benefit is gained with the turbo iterations since the equalizer inherently introduces memory into the trellis according to the predictor model. Fig. 9 shows results for an ISI channel with -spaced paths (as in Section V-C). PSAM is not suitable for such a delay spread environment. For a receiver using perfect CSI, very little benefit is derived past the second turbo iteration. In constrast when the channel is being predicted using the expanded trellis ( ), a greater number of iterations are need to achieve low BER. In general, the appropriate number of iterations depends on both and the channel estimator performance. Reflecting the uncoded results, at lower SNR, this system is unable to adequately estimate the channel in the noise, and the BER is poor.
VI. CONCLUSION
In this paper, we have presented a new generalized MAP approach to joint equalization and estimation of frequency-selective and frequency-flat fast-fading channels. Importantly, the algorithm is applicable to modulation schemes with arbitrary envelope. Many previous contributions in MAP (and MLSE) equalization can be seen as specific cases of our new general approach. Simulations demonstrate the good performance of the proposed equalizer.
APPENDIX
Since the original submission of this paper we note that a number of related papers have appeared in the literature [27] - [29] .
