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The article uses a generalization of the structure of sequences appearing on the
continued fraction development of algebraic numbers given by the markoff theory.
Thanks to Dedekind sums and their reciprocity law, these sequences give birth to
new diophantine equations and a solution for them. Their sets of solutions can then
be described with the same methods as used in the classical theory. In the general
case, the transposition of the conjecture of Cassels and Zagier is not valid. Some
complement are given for the modular invariant of the group SL(2, Z). It is shown
how to extend to GL(2, Z). © 2002 Elsevier Science (USA)
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1. INTRODUCTION
La théorie de Markoff classique [7, 12] est construite autour de l’équa-
tion diophantienne suivante, où (x, y, z) ¥ (N0{0})3:
x2+y2+z2=3xyz.
La notation N désigne l’ensemble des nombres entiers positifs ou nuls.
L’équation de Markoff apparaît dans le contexte des fractions continues
et de l’approximation diophantienne des nombres réels irrationnels par des
nombres rationnels qui en résulte [3]. Mais elle apparaît aussi dans de très
nombreux autres domaines [5, 6, 9, 10, 22].
Elle est en particulier liée aux sommes de Dedekind [19]. Ces sommes
vérifient une loi de réciprocité particulière [9, p. 93] qui interprète la loi de
réciprocité quadratique classique [23, p. 16].
Le but du présent article est de montrer que les calculs habituellement
faits autour de la loi de réciprocité des sommes de Dedekind donnent en
réalité plus. Ils font apparaître une équation diophantienne (E) plus géné-
rale que celle de Markoff citée ci-dessus, ainsi qu’un triplet de ses solutions
entières positives non nulles.
Cette équation, non citée dans [13], peut être étudiée de façon directe.
Ses solutions construisent des structures arborescentes analogues à celle de
la théorie de Markoff classique évoquée avant. Dans ce qui suit on ne traite
pas de la recherche de ces solutions qui a été illustrée par ailleurs [17].
Mais on indique sommairement comment se structure leur ensemble.
L’équation (E) qui apparait ainsi est liée à des développements en frac-
tion continue donnés par des suites d’entiers possédant une organisation
particulière. L’existence d’une telle organisation est connue pour les suites
données par la théorie de Markoff classique [12], bien qu’usuellement peu
évoquée. On la décrit ci-après, ainsi que le mode de construction qui
produit les fractions continues correspondantes.
Sur un exemple, on montre que pour une telle équation (E), l’analogue
de la conjecture de Cassels et Zagier [2] peut s’avérer fausse, au contraire
de ce qui est usuellement supposé pour l’équation de Markoff classique
depuis [3, p. 33].
On fournit également quelques compléments sur l’invariant modulaire
qui apparaît dans l’interprétation des sommes de Dedekind.
2. NOTATIONS UTILISÉES ET ÉNONCÉ DES RÉSULTATS
On considère dans le présent article des suites S d’entiers strictement
positifs de longueur L(S)=n+1, où n ¥ N:
S=(a0, a1, ..., an).
Une telle suite S définit une matrice, appelée matrice de la suite S:
MS=ra0 11 0s ra1 11 0s · · ·ran 11 0s .
Son déterminant est noté:
e=eS=det(MS)=(−1)n+1.
On définit la suite miroir S* de S par:
S*=(an, ..., a1, a0).
La transposition des matrices de suite correspond à l’opération miroir pour
les suites. Elle est désignée par le même symbole.
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On associe à la suite S des suites étendues, sur la gauche et sur la droite:
eS=˛ (1, a0−1, a1, ..., an) si a0 ] 1
(a1+1, a2, ..., an) si a0=1
ˇ ,
Sf=(eS*)*.
Ceci introduit deux matrices opérateurs d’extension:
Me=r1 01 −1s=Mgf.
On pose aussi pour la suite vide:
M”=r1 00 1s=1,
L(”)=0.
Toutes les matrices considérées appartiennent au groupe GL(2, Z) des
matrices 2×2 de déterminant ±1, à coefficients dans l’ensemble Z de tous
les nombres entiers positifs ou négatifs. Elles agissent sur la droite réelle
projective R 2 {.} par l’intermédiaire d’une transformation notée:
k 1ra b
c d
s2 : x ¥ R 2 {.}W ax+b
cx+d
¥ R 2 {.}.
L’homomorphisme de groupes qui à la matrice 2×2 associe son image
par k n’est pas injectif, mais de noyau {±1}. Il permet de considérer un
morphisme surjectif:
ra b
c d
s ¥ GL(2, Z)W k 1ra b
c d
s2 ¥ PGL(2, Z)=GL(2, Z)/{±1}.
Oubliant k on note aussi, en faisant opérer le groupe GL(2, Z) dans
R 2 {.}:
ra b
c d
s (x)=ax+b
cx+d
.
Le groupe modulaire projectif PSL(2, Z) apparaît dans ce contexte en
tant que sous-groupe de PGL(2, Z). C’est l’image par k du groupe
SL(2, Z), sous-groupe de GL(2, Z) constitué des matrices de déterminant
égal à 1.
Une matrice de suite MS n’est dans SL(2, Z) que pour une suite S
donnée comme avant, mais de longueur L(S)=n+1 paire.
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On note dans ce qui suit les fractions continues sous la forme:
[S]=[a0, a1, ..., an]=a0+
1
a1+
1
· · ·+
1
an
.
Pour la suite vide, on pose:
[”]=..
On a des liens évidents entre matrices de suite et fractions continues
[4, 8]:
MS(.)=[S]=[a0, a1, ..., an],
MS(0)=[a0, a1, ..., an−1].
Avec ces notations, on peut écrire pour toutes suites S1 et S2:
MS1 ([S2])=[S1, S2],
M(S1, S2)=MS1MS2 .
En particulier, si deux suites S1 et S2 sont telles que:
MS1=MS2 ,
en appliquant à ., on trouve par ce qui est connu sur les développements
en fraction continue, la seule possibilité:
S1=S2.
Ceci signifie que l’application suivante est injective:
SWMS.
Dans le présent article, on fait l’hypothèse (hyp) que la suite S* que l’on
considère peut s’écrire sous la forme suivante [15]:
S*=(an, an−1, ..., a0)=(eXg2 , a, T, a, X2),
où X2 et T sont des suites éventuellement vides. Si X2 est vide, cette écriture
signifie que l’on a:
S*=(1, a−1, T, a).
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Les deux suites X2 et T permettent de définir une troisième suite utilisée
ultérieurement:
X1=(eXg2 , a, T).
Les suites S* de la théorie de Markoff classique vérifient l’hypothèse
(hyp), avec a=2. Ceci découle des calculs originaux faits dans [12] avec le
nombre algébrique de degré 2 dont le développement en fraction continue
périodique s’écrit:
h2(S)=[0, S*, 2].
Dans le cas général, la suite S* permet de considérer quatre matrices de
suite que l’on note:
MS*=r m m−K2K1 K1−l s ,
MX1=rm1 m1−k12k1 k1−l1 s ,
MX2=rm2 m2−k2k21 k21−l2 s ,
MT=r m m−o2
o1 o1−l
s .
Deux nombres permettent d’exprimer tous les déterminants de ces matrices:
e1=eX1=k1k12−m1l1 ¥ {±1},
e2=eX2=k2k21−m2l2 ¥ {±1}.
Les coefficients de ces matrices permettent de définir le triplet:
(m, m1, m2) ¥ (N0{0})3.
On va montrer qu’il est solution d’une équation diophantienne (E) qui
généralise celle de Markoff.
Grâce à l’hypothèse (hyp) sur la suite S*, il est facile de déduire des
matrices précédentes de nombreuses relations entre leurs coefficients. On a
par exemple:
e=−e1e2=K1K2−ml=(−1)n+1=(−1)L(S),
K1−K2=e2(o1+o2−m).
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Ce dernier nombre est noté e2b, où b ne dépend que de la suite T. Le
nombre b est nul si et seulement si on a, comme dans la théorie de Markoff
classique [3]:
T=T*.
La suite S* permet de définir d’autres paramètres:
c=m1(k2+k21)−m2(k1+k12) ¥ Z,
r=(e1K1− e2K2) ¥ Z,
s=−(e1k1+k12) ¥ Z,
y=(e2k2+k21) ¥ Z.
On obtient alors l’équation diophantienne (E) qui généralise l’équation de
Markoff classique:
Théorème 2.1. Soit une suite d’entiers S* qui vérifie l’hypothèse (hyp),
et dont la décomposition définit les quatres matrices précédentes. Alors, le
triplet (m, m1, m2) ¥ (N0{0})3 est solution de l’équation diophantienne:
(E) : x2+y2+z2=(a+1) xyz+ryz+szx+yxy.
Pour e1=e2=1, le triplet (m, m1, m2) est solution d’une autre équation
de forme:
x2+y2+z2=(a+1) xyz+byz+cx.
Un cas particulier est donné avec a=2, b=c=0. Il correspond à l’équa-
tion classique de Markoff [3] qui possède tout un arbre de solutions
entières déduit de la solution fondamentale (1, 1, 1).
L’arbre des solutions de l’équation de Markoff se généralise à l’équation
(E) à partir du triplet (m, m1, m2). Des transformations involutives existent
en effet, construisant dans Z3 un triplet de solutions de (E) à partir d’un
autre:
X: (x, y, z)Q ((a+1) yz− yy−sz−x, y, z),
Y: (x, y, z)Q (x, (a+1) xz−rz− yx−y, z),
Z: (x, y, z)Q (x, y, (a+1) xy−sx−ry−z).
Les structures arborescentes qui en découlent pour les solutions de (E)
sont des orbites pour l’action du groupe T3=Z/2Z*Z/2Z*Z/2Z, produit
libre de trois groupes à deux éléments. Ce groupe est engendré par les
GÉNÉRALISATIONS DE L’ÉQUATION DE MARKOFF 229
transformations X, Y, et Z, agissant dans l’ensemble des solutions de (E)
dans Z3. Ses orbites sont en général en nombre fini dès que la suite de
départ S est fixée, ou ce qui revient presque au même, dès que sont fixés les
paramètres apparaissant dans l’équation (E) que l’on considère.
Plus généralement, le théorème précédent peut être mis sous une autre
forme:
Théorème 2.2. Soit une suite d’entiers S* qui vérifie l’hypothèse (hyp).
Avec les mêmes notations qu’avant, le triplet (m, m1, m2) ¥ (N0{0})3 est une
solution d’une équation diophantienne:
(EŒ): x2+e2 y2+e1z2=(a+1) xyz+byz+cx.
L’équation (EŒ) peut être traitée comme l’équation (E). Elle possède
également une structure arborescente pour ses solutions dans Z3.
Inversement, comme dans [3], la résolution directe d’une équation (E)
donne des informations sur les constantes d’approximation de nombres
algébriques de degré 2 qui s’écrivent avec un développement en fraction
continue périodique de forme:
ha(S)=[0, S*, a].
Elle donne aussi des informations sur le minimum arithmétique de formes
quadratiques s’écrivant:
Fh(x, y)=mx2+((a+1) m−K1−K2) xy+(l−(a+1) K1) y2.
On a illustré ces dernières remarques dans [17] avec une équation qui
s’écrit avec a=2, b=0, et c=2:
x2+y2+z2=3xyz+2y.
Elle possède une solution (m, m1, m2)=(73, 38, 3) déduite de suites
construites comme décrit avant avec:
X2=(1, 2),
T=”.
On a pu montrer que cette dernière équation possède sept orbites de solu-
tions dans Z3, au contraire de la théorie de Markoff classique qui n’en
possède que quatre dans Z3. Elle donne des constantes d’approximation
qui convergent vers (1/3), mais par valeurs inférieures là où la théorie de
Markoff donne un résultat comparable mais par valeurs supérieures.
Cet exemple est intéressant car il montre que l’analogue de la conjecture
de Cassels et Zagier [2] est fausse pour l’équation correspondante. Cette
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conjecture indique que pour l’équation de Markoff classique, aux permu-
tations près sur les trois termes du triplet de solutions considéré, toute
solution (m, m1, m2) est déterminée de façon unique par le premier
terme m.
Or un calcul direct pour l’exemple évoqué ici établit que l’équation cor-
respondante admet des triplets de solutions de forme suivante, où (Fi)i ¥N
est la suite des nombres de Fibonacci [8, p. 148], et i ¥ N est quelconque:
(m, m1, m2)=(F
2
2i+5+F
2
2i+3, F2i+5, F2i+3),
(m, m1, m2)=(F
2
2i+5+F
2
2i+3, F2i+3(F2i+5+F2i+1), 1).
Pour i=0, ceci donne l’autre solution (m, m1, m2)=(73, 27, 1). Elle cor-
respond à des suites construites avec:
X2=”,
T=(1, 2, 2, 1).
On va maintenant voir comment les sommes de Dedekind [18] font
apparaître naturellement les équations diophantiennes (E) ou (EŒ).
3. PROPRIÉTÉS DES SOMMES DE DEDEKIND
On établit dans ce paragraphe différents lemmes reliant la somme alter-
née des coefficients de la suite S aux sommes de Dedekind. Ces résultats
sont la plupart du temps déjà connus, sous une présentation différente de
celle utilisée ici [9, 18, 19].
On considère sur SL(2, Z) l’équivalence entre deux matrices M1 et M2,
dite aussi équivalence de conjugaison, définie avec P ¥ SL(2, Z) par:
M1=PM2P−1.
Elle possède un invariant connu, à valeurs dans Z. Il est défini à partir de
l’application suivante [18, p. 150], elle-même résultant de l’étude des fonc-
tions modulaires elliptiques [20, p. 397]:
F 1ra b
c d
s2=˛ (b/d) (où a=d=±1) si c=0
((a+d)/c−12sgn(c) s(d, |c|) si c ] 0
ˇ .
Le terme sgn(c) est le signe du nombre c ] 0, il est nul si c=0. La somme
de Dedekind qui est définie pour (d, c) ¥ Z×(Z0{0}) apparaît dans
l’expression précédente:
s(d, c)=s(d, |c|)=C
|c|
i=1
11 id
|c|
22 11 i
|c|
22 .
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On a noté:
((x))=˛x−[x]−(1/2) si x non entier de partie entière [x]
0 si x entier
ˇ .
L’invariant pour l’équivalence de conjugaison s’écrit alors [19, p. 54],
pour une matrice de SL(2, Z):
Y 1ra b
c d
s2=F 1ra b
c d
s2−3sgn(c(a+d)).
Il vérifie, pour toutM ¥ SL(2, Z):
Y(M)=Y(−M),
Y(M−1)=−Y(M).
De sorte que le bon domaine de définition de Y est le groupe modulaire
PSL(2, Z) à travers lequel Y se factorise:
Y=(PY) p k,
(PY): PSL(2, Z)Q Z.
La somme de Dedekind est définissable de façon directe par la formule:
Si 0 [ d < |c| alors s(d, c)= C
|c|−1
i=1
1 i
|c|
2 1 id
|c|
−5 id
|c|
6−1
2
2 .
Elle vérifie un certain nombre de propriétés bien connues [19], parmi
lesquelles on rappelle les suivantes:
-c ¥ Z0{0}, s(0, c)=s(c, c)=((1− |c|)/4).
s(0, 1)=s(1, 1)=0.
-(d, c) ¥ Z×(Z0{0}), s(d, c)=s(d, |c|)=s(d, −|c|).
-(d, c) ¥ Z(Z0{0}), -k ¥ Z, s(d, c)=s(d+kc, c).
-(d, c) ¥ Z×(Z0{0}), s(−d, c)=−s(d, c).
-(d1, d2, c) ¥ Z2×(Z0{0}), d1 d2 — 1(mod |c|)S s(d1, |c|)=s(d2, |c|).
-c ¥ Z0{0}, s(1, |c|)=(|c|−1)(|c|−2)/12|c|).
-(d, c) ¥ Z×(Z−{0}), 6cs(d, c) ¥ Z.
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La somme s vérifie aussi une loi de réciprocité [9, pp. 93; 19, pp. 4], dite
loi de réciprocité de Dedekind:
-c, d ¥ Z0{0}, s(c, d)+s(d, c)=c
2+d2+1−3 |cd|
12 |cd|
.
Cette égalité est directement liée à la loi de réciprocité quadratique clas-
sique [11; 23, p. 16]. Le symbole de Legendre–Jacobi s’écrit en effet pour
(h, k) ¥ Z×(Z−{0}) avec la somme de Dedekind:
1h
k
2=(−1) (k−1)(k−2)4 −3ks(h, k).
L’exposant:
I(h, k)=
(k−1)(k−2)
4
−3ks(h, k)=3k(s(1, k)−s(h, k))
est le nombre d’inversions dans la permutation [1]:
(1, 2, ..., k)Q (h, 2h, ..., kh)(mod k).
Ce nombre est lié selon un résultat de Zolotareff [19, p. 35; 24] au symbole
de Legendre–Jacobi, ce que synthétise l’expression précédente de ce
symbole en fonction de I(h, k).
Le loi de réciprocité quadratique classique est obtenue avec:
hI(h, k)+kI(k, h)=
(h−1)(k−1)(h+k−1)
4
.
La traduction de cette expression sur les sommes est immédiate avec ce qui
précède. Ceci redonne la loi de réciprocité de Dedekind.
Considérons maintenant une suite quelconque, où n est un entier pair ou
impair:
S=(a0, a1, ..., an).
On remarque alors que pour 0 [ 2i < n, on a:
ra2i −1
1 0
s ra2i+1 1
−1 0
s=ra2i 1
1 0
s ra2i+1 1
1 0
s .
On en déduit facilement par récurrence sur n que l’on a:
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Lemme 3.1. Pour toute suite d’entiers S, la somme alternée associée à la
suite S a l’expression suivante:
C
n
i=0
(−1) i ai=3 11− e2 2+e K1m −m−K2m +12s(m−K2, m).
Rappelons que les paramètres e, K1, m−K2 sont définis à partir de la
matrice:
MS=r m K1m−K2 K1−ls .
On note q(S) la somme alternée apparaissant dans ce dernier lemme, et
associée à la suite S=(a0, a1, ..., an). On note également avec la matrice de
suite correspondante:
q(MS)=q(S)=C
n
i=0
(−1) i ai.
On trouve dans [1] une autre démonstration du lemme 3.1, et dans [14]
un énoncé plus général valant pour des développements en fraction conti-
nue semi réguliers.
• Dans le cas où e=−1, le nombre n=L(S)−1 est pair, et il reste:
C
n
i=0
(−1) i ai=
2m+K2−K1
m
+12s(m−K2, m).
• Si au contraire e=1, le nombre n=L(S)−1 est impair, et:
C
n
i=0
(−1) i ai=
K2+K1−m
m
+12s(m−K2, m).
Ces dernières expressions éclairent la propriété mentionnée avant sous la
forme:
6cs(d, c) ¥ Z.
Notons que cette dernière propriété permet de définir le symbole de
Dedekind qui est à l’origine de l’introduction de la somme de Dedekind:
(d, c)d=6cs(d, c).
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En effet, avec la fonction g de Dedekind, et une transformation du groupe
modulaire [20, p. 401], on a:
log g 1az+b
cz+d
2=log g(z)+1
4
log(−(cz+d)2)+pi
a+d−2(d, c)d
12c
.
Cette expression se réduit. Ceci fait apparaître la fonction F introduite
avant, dont on peut vérifier qu’elle est bien à valeurs dans Z. Elle s’écrit en
effet sous la forme [18, p. 151]:
log g(z)+
1
2
(sgn(c))2 log
|c| z+d sgn(c)
i
+
pi
12
F 1ra b
c d
s2 .
Avec S=(|c|) ou S=(|c|−1, 1), on obtient par le lemme 3.1:
s(1, |c|)=
c2−3 |c|+2
12 |c|
.
Plus généralement, ce lemme permet la mise au point facile d’un algorithme
de calcul de la somme de Dedekind s(m−K2, m), à partir du développe-
ment en fraction continue du nombre (m/(m−K2)). Ceci explicite la
remarque qui est faite dans [9] (bas de la p. 153).
On a en effet:
(m/(m−K2))=[a0, a1, ..., an]=[S].
Ceci permet d’évaluer les trois quantités:
[an, an−1, ..., a0]=(m/K1),
(−1)n+1=e,
C
n
i=0
(−1) i ai,
et ces valeurs permettent, grâce à la formule du lemme 3.1, le calcul effectif
de s(m−K2, m).
On trouve de la sorte les expressions suivantes:
• Pour n=L(S)−1 pair:
12s(m−K2, m)=C
n
i=0
(−1) i ai−3+
1
[an, an−1, ..., a0]
+
1
[a0, a1, ..., an]
.
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• Pour n=L(S)−1 impair:
12s(m−K2, m)=C
n
i=0
(−1) i ai−
1
[an, an−1, ..., a0]
+
1
[a0, a1, ..., an]
.
En réalité, le nombre m/(m−K2) possède deux développements en fraction
continue, celui que l’on vient d’utiliser, et le suivant, qui n’est pas de la
même parité pour la longueur correspondante:
m/(m−K2)=[a0, a1, ..., an−1, 1]=[Sf].
On peut exprimer les paramètres de la nouvelle suite Sf, à partir de ceux
disponibles dans le cas précédent, en calculant:
M(Sf)*=r m m−K2m−K1 m−K2−K1+ls ,
L(Sf)=L(S)±1.
Le lemme 3.1 donne avec les nouveaux paramètres:
q(Sf)=3 11+e
2
2− e m−K1
m
−
m−K2
m
+12s(m−K2, m).
La suite alternée donne de son côté:
q(Sf)=q(S)−(−1)n+(−1)n+1=q(S)+2e.
En comparant les deux dernières expressions et en simplifiant, on retrouve
l’expression de q(S) déjà donnée par le lemme 3.1. De sorte que les deux
développements en fraction continue de m/(m−K2) donnent des expres-
sions cohérentes.
En passant, on a établi une partie du résultat suivant:
Lemme 3.2. On a pour toute suite S les relations suivantes:
q(Sf)=q(S)+2e,
q(eS)=2−q(S),
q(S*)=− eq(S).
Les autres relations de ce lemme sont évidentes.
On s’assure facilement que les valeurs données pour 12s(m−K2, m),
lorsque la longueur du développement de m/(m−K2) est paire ou impaire,
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se déduisent l’une de l’autre. Il suffit d’utiliser les relations suivantes, faciles
à démontrer:
−1+
1
[an, an−1, ..., a0]
=−
1
[1, an−1, an−1, ..., a0]
,
1
[a0, a1, ..., an]
=
1
[a0, a1, ..., an−1, 1]
.
Ainsi, quel que soit le développement en fraction continue de m/(m−K2)
utilisé, on trouve bien la même expression pour s(m−K2, m).
On trouve dans (25, p. 164] une table des symboles de Dedekind (c, d)d
pour d < 30.
Les paramètres correspondant à la suite S* sont aisément calculables. Ils
donnent avec le lemme 3.1:
q(S*)=3 11− e
2
2+e m−K2
m
−
K1
m
+12s(K1, m).
Mais cette expression vaut aussi avec les lemmes 3.1 et 3.2:
− eq(S)=3 11− e
2
2−K1
m
+e
m−K2
m
− e12s(m−K2, m).
Il reste en comparant les deux expressions précédentes:
Lemme 3.3. Avec les paramètres définis par la suite S on a:
s(K1, m)=−es(m−K2, m).
Ce résultat peut aussi être démontré directement grâce aux propriétés
rappelées avant de la somme de Dedekind. Il suffit d’utiliser la congruence:
eK1K2 — 1(mod m).
Avec la relation:
S*=(X1, a, X2),
on peut écrire pour la somme alternée:
q(S*)=q(X1)+e1a− e1q(X2).
Ceci donne une autre formulation de la loi de réciprocité de Rademacher
[9, théorème 2, p. 96], dont la loi de réciprocité de Dedekind vue avant
n’est qu’un cas particulier:
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Lemme 3.4. Pour toute suite S décomposée comme avant, on a avec les
paramètres associés:
s(K1, m)−s(k1, m1)+e1s(m2−k2, m2)
=1 e1
12mm1m21
2 (m2+m21+m22−3mm1m2).
La démonstration s’effectue facilement en utilisant les valeurs données
par le lemme 3.1 pour q(S*), q(X1), q(X2). Il suffit de substituer dans la
dernière expression de q(S*). On obtient:
3 11− e
2
2+e m−K2
m
−
K1
m
+12s(K1, m)
=3 11− e1
2
2+e1 m1−k12m1 − k1m1+12s(k1, m1)+e1a
−3e111− e22 2+e m2−k2m2 +e1 k21m2 − e112s(k21, m2).
On a alors recours à des égalités découlant de la relation matricielle:
MS*=MX1MaMX2 .
Ces égalités sont les suivantes:
e1m2=m1K1−mk1,
e2m1=mk2−m2K2, m=(a+1) m1m2+k21m1−k12m2.
Elles donnent, en utilisant aussi le lemme 3.3:
12s(K1, m)−12s(k1, m1)+12es(m2−k2, m2)
=e1 1 −3+a+m1−k12m1 +k21m2 2+e 1m2−k2m2 −m−K2m 2+K1m − k1m1
=e1 1m2+m21+m22−3mm1m2mm1m2 2 .
D’où le dernier lemme énoncé.
Dans le cas de la théorie de Markoff classique [3], l’expression du
lemme 3.4 se simplifie:
s(K1, m)=s(k1, m1)+s(k2, m2).
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4. DÉMONSTRATION DES DEUX THÉORÈMES
Une démonstration partielle du théorème 2.2 est faisable au moyen des
lemmes 3.3 et 3.4 précédents.
Considérons comme dans [16] les deux matrices de suite A=MeX*2, a et
B=MX*1f, a définies avec:
X1=(an, ..., an−n1 ), où n1 impair et n pair,
X2=(an2 , ..., a0), où n2 impair et n2+2=n−n1.
On a ainsi:
A ¥ SL(2, Z),
B ¥ SL(2, Z),
AB ¥ SL(2, Z).
Avec les paramètres introduits avant et les sommes alternées associées:
q(A)=1−(a0−1)+ C
n2 −1
i=0
(1−) i ai+1−a
=2−q(Xg2 )−a
=2−a−3 11− e2
2
2− e2 k21m2+m2−k2m2 −12s(m2−k2, m2)
=2−a−
k2+k21−m2
m2
−12s(m2−k2, m2)
=3−
tr(A)
m2
−12s(m2−k2, m2),
q(B)=C
n1
i=0
(−1) i an−n1+i+2−a
=q(X*1)+2−a
=2−a+3 11− e1
2
2+e1 k1m1−m1−k12m1 +12s(m1−k12, m1)
=2−a+
k1+k12−m1
m1
+12s(m1−k12, m1)
=3−
tr(B)
m1
+12s(m1−k12, m1).
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On a d’autre part facilement, avec les expressions précédentes:
q(AB)=q(A)+q(B)
=(4−2a)
−
c
m1m2
+12s(m1−k12, m1)−12s(m2−k2, m2).
Mais ce nombre s’écrit aussi:
q(AB)=q((eSf, a))
=−q(S)+4−a
=−a+2+
b
m
−12s(m−K2, m).
En comparant les deux expressions que l’on vient e donner pour q(AB):
12s(m−K2, m)+12s(m1−k12, m1)−12s(m2−k2, m2)
=a−2+
b
m
+
c
m1m2
.
Or par la formule du lemme 3.3, on a les deux égalités:
s(m−K2, m)=s(K1, m),
s(m1−k12, m1)=−s(k1, m1).
En substituant:
a−2+
b
m
+
c
m1m2
=12s(K1, m)−12s(k1, m1)−12s(m2−k2, m2).
Le second terme a été calculé avant, et s’écrit avec le lemme 3.4:
1 1
mm1m2
2 (m2+m21+m22−3mm1m2).
En simplifiant, il reste donc:
m2+m21+m
2
2=(a+1) mm1m2+bm1m2+cm.
Dans le cas où e1=e2=1, ceci termine notre démonstration en faisant
apparaître l’équation (EŒ).
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Mais le calcul qui précède est généralisable au cas où A et B sont des
matrices de suite qui ne sont plus nécessairement dans SL(2, Z). On a alors
les relations suivantes:
q(A)=2−q(Xg2 )− e2a,
q(B)=q(X*1)+e12− e1a,
q(AB)=q((eSf, a))=2−q(S)+e1e22− e1e2a.
On peut utiliser cette fois:
q(AB)=q(A)+e2q(B).
Il vient:
q(S)=q(Xg2 )+e2a− e2q(X*1).
Cette égalité n’est autre que la relation suivante, déjà rencontrée, mais
transformée par l’opération miroir:
q(S*)=q(X1)+e1a− e1q(X2).
Par le même calcul qu’avant, on trouve maintenant l’équation diophan-
tienne (E) plus générale:
m2+m
2
1+m
2
2−(a+1) mm1m2
=(e1K1− e2K2) m1m2+(e2k2+k21) mm1−(e1k1+k12) mm2.
Il s’agit de l’équation diophantienne qui apparaît dans le théorème 2.1. Or
il est possible de s’assurer que les nombres m, m1 et m2 sont liés les uns aux
autres par les expressions suivantes:
e1m2=m1K1−mk1,
e2m1=mk2−m2K2.
Les deux théorèmes se déduisent l’un de l’autre avec ces expressions. Ils
sont donc démontrés par ce qui précède.
5. SUR L’INVARIANT DE CONJUGAISON
On donne dans la suite une expression de l’invariant de conjugaison sur
SL(2, Z) et, en s’inspirant de la démonstration précédente, on montre
comment le prolonger à GL(2, Z).
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Considérons une matrice de suite MS. On suppose qu’elle est contenue
dans SL(2, Z). Hors les cas où MS=1, pour lesquels on vérifie aisément
que l’on a q(MS)=0, il est facile de voir que la longueur de la suite qui la
définit est supérieure ou égale à 2. Ceci permet d’écrire:
MS=MeXg2 a=A.
On a calculé avant l’expression de q(A):
q(A)=3−
tr(A)
m2
−12s(m2−k2, m2).
Pour comparer à l’invariant Y introduit avant, on utilise l’expression sui-
vante qui découle de la forme deMX2 donnée plus haut:
A=ram2+k21 m2
ak2+l2 k2
s .
En transposant A, on trouve alors facilement avec les définitions données
avant:
Y(A*)=
am2+k21+k2
m2
−12s(k2, m2)−3.
D’où avec l’une des propriétés établie ci-dessus et les expressions disponibles:
q(A)=−Y(A*).
En d’autres termes, on a établi:
Lemme 5.1. Pour toute matrice de suite MS contenue dans SL(2, Z), on
a n=L(S)−1 impair. Et si Y est l’invariant défini sur SL(2, Z) pour l’équi-
valence de conjugaison, on a l’égalité:
Y(MS)=−q(M*S).
Le symbole q peut maintenant être défini de façon plus générale pour
toute matrice de SL(2, Z) par:
q 1ra b
c d
s2
=−Y 1r a c
b d
s2
=˛ −(c/d) avec a=d=±1 si b=0
3sgn(b(a+d))−((a+d)/b)+12sgn(b) s(d, |b|) si b ] 0
ˇ .
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Naturellement, la question se pose de savoir si la formule précédente est
encore applicable à une matrice générale située dans GL(2, Z) et non plus
seulement dans SL(2, Z). En effet, le lemme 3.1 permet de définir q(MS)
même lorsque l’on aMS ¥ GL(2, Z0SL(2, Z).
Avec cette formule appliquée à une matrice de suite quelconque MS, on
trouve une autre valeur que celle donnée par le lemme 3.1 pour la somme
alternée du premier membre:
C
n
i=0
(−1) i ai=q(MS)=3−
(m+K1−l)
K1
+12s(K1−l; K1).
Ce qui semble poser un problème est l’apparition du terme an dans le
premier membre. En effet, l’essentiel du dernier membre ne dépend que de:
K1
K1−l
=[a0, a1, ..., an−1].
En explicitant, on obtient en réalité:
C
n
i=0
(−1) i ai=3−[an, an−1, ..., a0]−
1
[a0, a1, ..., an−1]
+12s(K1−l, K1).
• Pourvu que l’on ait e=(−1)n+1=1, c’est à dire n impair, cette
dernière égalité se simplifie par le terme an et s’écrit:
C
n−1
i=0
(−1) i ai=3 11+e[S]2 2− e m−anK1K1 −K1−lK1 +12s(K1−l; K1).
On voit que l’on trouve ainsi une expression cohérente avec ce que donne le
lemme 3.1. Cependant, le raisonnement que l’on vient de faire suppose que
l’on ait:
MS ¥ SL(2, Z).
Dans ce cas, la formule du lemme 3.1 s’applique à la matrice Ma0, a1, ..., an−1
pour donner:
C
n−1
i=0
(−1) i ai=3−
1
[an−1, ..., a0]
−
1
[a0, a1, ..., an−1]
+12s(K1−l, K1).
Sous cette forme, on reconnaît la formule écrite à l’issue du lemme 3.1,
transposée ici avec n−1 pair. De sorte que l’on obtient ainsi une autre
vérification du lemme 5.1.
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Sachant que n est impair, la formule écrite à l’issue de lemme 3.1 donne
aussi:
C
n
i=0
(−1) i ai=
K2+K1−m
m
+12s(m−K2, m) (1)
=3−
(m+K1−l)
K1
+12s(K1−l, K1). (2)
Ceci impose:
s(m−K2, m)−s(K1−l, K1)=1 −112mK1 2 (m2+K21+1−3mK1).
Avec X1=” et X2=(an−1, ..., a0), cette dernière égalité ne constitue que
l’application du lemme 3.4. Il suffit en effet de combiner avec les égalités:
s(K1, m)=−s(m−K2, m),
s(0, 1)=0.
• On peut maintenant reprendre le raisonnement précédent, mais avec
n pair. On a cette fois:
C
n
i=0
(−1) i ai=
2m+K2−K1
m
+12s(m−K2, m).
En effet, en appliquant comme avant le lemme 3.4, on obtient:
s(m−K2, m)−s(K1−l, K1)=1 112mK1 2 (m2+K21+1−3mK1).
Ceci donne l’expression suivante:
C
n
i=0
(−1) i ai=
m−K1+l
K1
+12s(K1−l, K1).
On trouve donc une expression différente de celle disponible lorsque n est
impair. La comparaison des deux cas que l’on vient de voir conduit à une
formule générale pourMS contenue dans GL(2, Z):
Lemme 5.2. Pour toute suite d’entiers S de longueur paire ou impaire, la
somme alternée associée à S est donnée par l’expression suivante:
C
n
i=0
(−1) i ai=3 11+e2 2− e mK1−K1−lK1 +12s(K1−l, K1).
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Ce lemme donne une formule différente de celle apparaissant dans le
lemme 3.1, et la comparaison entre les expressions obtenues est instructive.
On peut écrire en effet:
MS=ra b
c d
s=r m K1
m−K2 K1−l
s .
Ceci donne l’expression suivante, plus générale que celle vue ci dessus,
car elle est valable pour toute matrice de GL(2, Z) et b ] 0:
q 1ra b
c d
s2=3sgn(b(a+d)) 11+n
2
2− n a
b
−
d
b
+12sgn(b) s(d, |b|).
Dans cette expression, on a noté n le déterminant deMS:
Si b=0, on complète en utilisant la troisième égalité du lemme 3.2:
q 1ra b
c d
s2=−nq 1r a c
b d
s).
Ceci conduit à distinguer deux sous-cas qui sont les suivants:
• Si c ] 0, on utilise l’expression précédente que l’on simplifie avec les
propriétés déjà vues pour les sommes de Dedekind, et n=ad=±1:
q 1ra 0
c d
s2=−3nsgn(c(a+d)) 11+n
2
2+a
c
+n
d
c
−12nsgn(cd) s(1, |c|)
=−3sgn(c(a+d)) 11+n
2
2+2a
c
− nsgn(d)
c2−3|c|+2
c
=−3sgn(c(a+d)) 11+n
2
2−a(c−3sgn(c))
=3 sgn(ca)−3sgn(c(a+d)) 11+n
2
2− n c
d
=1n−1
2
2 sgn 1 c
d
2− n c
d
.
• Si c=0, on convient que l’on a:
q 1ra 0
0 d
s2=0.
Ceci est cohérent avec l’expression que l’on vient de donner.
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De sorte que q a bien été prolongé à GL(2, Z). Avec les expressions
fournies pour q, on voit facilement que pour toutM ¥ GL(2, Z) on a
q(M)=q(−M).
Ainsi, le bon domaine de définition de q devient PGL(2, Z).
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