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A CANTOR SET TYPE RESULT IN THE FIELD OF FORMAL
LAURENT SERIES.
S. H. PEDERSEN
Abstract. We prove a Khintchine type theorem for approximation of elements in
the Cantor set, as a subset of the formal Laurent series over F3, by rational functions
of a specific type.
Furthermore we construct elements in the Cantor set with any prescribed irra-
tionality exponent ≥ 2.
1. Introduction
In [6] Khintchine proved, that for ψ ∶ R≥1 → R>0 a continuous function with
x ↦ x2ψ(x) non-increasing, the set
W (ψ) = {ξ ∈ R ∶ ∣ξ − p
q
∣ < ψ(q) for infinitely many p
q
∈ Q}
of ψ-well approximable numbers has Lebesgue measure 0 if the series
∞
∑
q=1
qψ(q)
converges, and full Lebesgue measure if the series diverge. The analogues statement
in the field of formal Laurent series over finite fields was shown by de Mathan in [4].
In [7] Levesly, Salp and Velani established a Khintchine type theorem for ψ-well
approximable numbers in the Cantor set by rational numbers of the form p3n , p ∈ N.
The first part of this paper will establish the analogous statement in the field of
formal Laurent series over F3, where the Cantor set consists of those formal Laurent
series in the unit ball around 0 having only the coefficients 0 and 2.
The second part of the paper will construct elements of the Cantor set with any
prescribed irrationality exponent ≥ 2. This is the analogue of the result in [3] by
Bugeaud.
The proofs follow the approach from [7] and [3], but with the simplifications and
complications of working over an ultrametric field.
2. Preliminaries
Let F3 be the field with 3 elements and let F3[X] be the polynomial ring over F3. We
can introduce an absolute value on F3[X], by letting ∣P ∣ = 3degP for P ∈ F3[X] ∖ {0},
and ∣0∣ = 0. This in turn gives an absolute value on the rational functions F3(X), and
by completing with respect to this absolute value, we get the field of formal Laurent
series over F3, that is the set
F3((X−1)) = { ∞∑
n=−N
a−nX
−n ∶ a−n ∈ F3, aN ≠ 0} ∪ {0} ,
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where we have the absolute value
∣ ∞∑
n=−N
a−nX
−n∣ = 3N
for the nonzero elements, and still ∣0∣ = 0. F3((X−1)) with the given absolute value
is an ultrametric space. We will restrict our attention to the unit ball in F3((X−1))
around 0, that is the set
I = {h ∈ F3((X−1)) ∶ ∣h∣ < 1} .
I is the set of formal Laurent series on the form
∞
∑
n=1
a−nX
−n
where a−n ∈ F3, and where 0 is the element with all the coefficients a−n = 0. We can
write the absolute value on I as
∣h∣ = {0 , if h = 0,
3−N , if h ≠ 0,N =min {n ∶ a−n ≠ 0} .
For x ∈ F3((X−1)) we let B(x,3n) be the ball around x with radius 3n, and for
a−1, . . . , a−ℓ ∈ F3 we let
B[a−1, . . . , a−ℓ] = B(a−1X−1 + ⋅ ⋅ ⋅ + a−ℓX−ℓ, r−ℓ) ⊆ I.
This ball consists of those elements in I with the first ℓ coefficients given by a−1, . . . , a−ℓ.
It follows from the definition of the absolute value that every ball have radius 3−n
for some n. In particular every ball inside I is of the given form. We denote the radius
of the ball B by r(B).
In this paper we will look at the Cantor set, but in the setting of formal Laurent
series. We define the ’Cantor set‘ as
C = {h ∈ I ∶ a−n ∈ {0,2}} .
We let ψ ∶ {3n ∶ n ∈ N}→ {3−r ∶ r ∈ Z} be a function, and are going to study the set
WC(ψ) = {h ∈ C ∶ ∣h − g
XN
∣ < ψ(3N), for infinitely many N ∈ N, where g ∈ F(N)} ,
where
F(N) = {f ∈ F3[X] ∶ Coeff(f) ⊆ {0,2} ,deg f < N} ,
of ψ-well approximable elements in the Cantor set, by rational functions contained
in the Cantor set of a specific form. In this respect, we are concerned with intrinsic
Diophantine approximation.
For later we note that
#F(N) = 2N , (1)
and that
WC(ψ) =
⎧⎪⎪⎨⎪⎪⎩h ∈ C ∶ h ∈ ⋃g∈F(N)B (
g
XN
, ψ(3N)) for infinitely many N ∈ N⎫⎪⎪⎬⎪⎪⎭ ,
when expressed in terms of balls instead of approximation. So
WC(ψ) = limsup
N→∞
AN = {f ∈ C ∶ f ∈ AN for infinitely many N ∈ N} ,
where
AN = ⋃
g∈F(N)
B ( g
XN
, ψ(3N)) .
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Just as with every metric, locally compact space we can introduce the notion of
Hausdorff measure, and Hausdorff dimension. We let f ∶ R≥0 → R≥0 be a dimension
function i.e. f is continuous, non-decreasing and satisfy f(0) = 0. We can now define
the Hausdorff f−measure in the following manner. For A ⊆ F3((X−1)) and ρ > 0, we
let Bρ be the family of countable open covers of A, by balls B of radius r(B) ≤ ρ. We
can now define the Hausdorff f−measure by
Hf(A) = lim
ρ→0
inf
B∈Bρ
∑
Bi∈B
f(r(Bi)).
If f is the dimension function given by f(x) = xs for a s > 0, we call it the Hausdorff
s−measure, and denote it by Hs. We define the Hausdorff dimension by
dimH(A) = inf {s > 0 ∶ Hs(A) = 0} .
Using standard techniques we can determine the Hausdorff dimension of C, in fact
we have the following result.
Proposition 1. Let γ =
log(2)
log(3) . For any ball B with r(B) ≤ 1 and B ∩ C ≠ ∅ we have
Hγ(B ∩ C) = r(B)γ,
and in particular for B = I we have
Hγ(C) = 1 and dimH(C) = γ.
Proof. Throughout the proof let B be a ball with B∩C ≠ ∅ and r(B) = 3−ℓ0 ≤ 1. Then
B = B[a−1, . . . , a−ℓ0] for some a−1, . . . , a−ℓ0 ∈ F3.
For the upper bound, let ρ = 3−j ≤ 3−ℓ0. Then B∪C can be covered by the collection
of 2j−ℓ0 balls
B′ = {B[a−1, . . . , a−ℓ0 , a−(ℓ0+1), . . . , a−j] ∶ a−(ℓ0+1), . . . , a−j ∈ {0,2}}
of radius 3−j. We then have
inf
B∈Bρ
∑
Bi∈B
(r(Bi))γ ≤ ∑
Bi∈B′
(r(Bi))γ = 2j−ℓ0(3−j)γ = 2−ℓ0 = (3−ℓ0)γ = r(B)γ ,
since 3γ = 2. By letting j →∞, we get that Hγ(B ∩C) ≤ r(B)γ , which gives the upper
bound.
For the lower bound let B be a cover of B ∩C by balls. Then we want to show that
r(B)γ ≤ ∑
Bi∈B
(r(Bi))γ .
First we may restrict the balls to lie in B, potentially decreasing the sum. If the
inequality holds true when summing over a subset of B, then it holds true when
summing over B. Since B ∩ C is compact, due to balls in F3((X−1)) being clopen, we
can cover B ∩ C by a finite subset of B. Furthermore if a ball B˜ = B[a−1, . . . , a−ℓ] of
radius 3−ℓ have one of a−1, . . . , a−ℓ equal to 1, then B˜ ∩ C = ∅, and we remove it from
the finite subcover. The remaining balls we denote by B′, and note that B′ is a finite
cover of B ∩ C, each ball having nonempty intersection with C.
Let the smallest ball in B′ have radius 3−k. For balls B˜ = B[a−1, . . . , a−ℓ] of radius
3−ℓ > 3−k, B˜ can disjointly be split into three balls A0,A1,A2 of radius 3−(ℓ+1) by
Ai = B[a−1, . . . , a−ℓ, i] for i = 0,1,2. Now A1 ∩ C = ∅ and
r(B˜)γ = (3−ℓ)γ = 3γ(3−(ℓ+1))γ = 2(3−(ℓ+1))γ = r(A0)γ + r(A2)γ,
so replacing the B by A0 and A2 does not change the sum, and we still have a cover
of B ∩ C.
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By iterating the procedure we end up with a cover of B ∩ C by balls of radius 3−k.
Since it is a cover we must have at least 2k−ℓ0 such balls, and hence
∑
Bi∈B
r(Bi)γ ≥ ∑
Bi∈B′
r(Bi)γ ≥ 2k−ℓ03−kγ = 2−ℓ0 = r(B)γ ,
which is the lower bound. 
We are now ready to state the analogue of the main result of [7] in the setting of
formal Laurent series.
Theorem 2. Let f be a dimension function such that r−γf(r) is monotonic. Then
Hf(WC(ψ)) = {0 if ∑∞n=1 f(ψ(3n)) × (3n)γ <∞
Hf(C) if ∑∞n=1 f(ψ(3n)) × (3n)γ =∞
3. Toolbox
In this section we collect a lot of results which we will use in the rest of the paper.
We will need the following version of the diverging part of the Borel–Cantelli lemma,
Lemma 2.3 in [5].
Lemma 3. Let (X,µ) be a finite measure space. Let An be a sequence of measurable
subsets of X. If
∞
∑
n=1
µ(An) =∞,
then
µ(limsup
n→∞
An) ≥ limsup
N→∞
(∑Nk=1 µ(Ak))2
∑Nn,m=1 µ(An ∩Am) .
Furthermore we need the following generalisation of the Mass Transference Prin-
ciple, Theorem 3 in [2], but slightly simplified to the current setting.
For a dimension function f and a ball B inside C, that is a ball in the relative
topology, of the form B = B(x, r), we can define the transformation of B by f as the
ball
Bf = B(x, f(r)1/γ).
If the dimension function is just r ↦ rs for some s > 0, we just write the transformed
ball as Bs. In particular we have that Bγ = B.
Theorem 4 (The Generalised Mass Transference Principle). Let {Bi}i∈N be a sequence
of balls in C with r(Bi) → 0 as i → ∞. Let f be a dimension function such that
x ↦ x−γf(x) is monotonic. Suppose that any ball B ⊆ C satisfy
Hγ (B ∩ limsup
i→∞
B
f
i ) =Hγ(B).
Then any ball B ⊆ C satisfy
Hf (B ∩ limsup
i→∞
B
γ
i ) = Hf(B).
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We will also need the theory of continued fractions over formal Laurent series as
first studied by Artin in [1]. Every rational function g
h
can be written uniquely as a
finite continued fraction
g
h
= a0 +
1
a1 +
1
⋱ +
1
an
= [a0;a1, . . . , an]
with a0, a1, . . . , an ∈ F3[X] and deg(a1), . . . ,deg(an) ≥ 1. In a similar way every
x ∈ F3((X−1)) ∖ F3(X) can uniquely be written as an infinite continued fraction
x = a0 +
1
a1 +
1
a2 +
1
⋱
= [a0;a1, a2, . . . ]
with ai ∈ F3[X] for all i ≥ 0, and deg(ai) ≥ 1 for i ≥ 1. We call the polynomials ai the
partial quotients of x, and the rational functions
Pj
Qj
= [a0;a1, . . . , aj]
the convergents to x.
Furthermore, from the ultrametric property on F3((X−1)), we have that
∣x − Pj
Qj
∣ = 1∣aj+1∣ ∣Qj ∣2
for all the convergents.
We will also need the Folding Lemma, Proposition 2 in [8].
Lemma 5 (Folding Lemma). If g
h
= [a0;a1, . . . , an] is a rational function, and t is a
polynomial with deg(t) ≥ 1, then
g
h
+
(−1)n
th2
= [a0;a1, . . . , an, t,−an, . . . ,−a1].
4. Proof of Theorem 2
Convergent case: Since
∞
∑
n=1
f(ψ(3n)) × (3n)γ <∞,
and since f is a dimension function, we have that ψ(3n)→ 0 as n→∞.
Let ρ > 0 be given. Then there exists an integer Nρ, such that
ψ(3n) ≤ ρ for all n ≥ Nρ. (2)
Furthermore we may choose Nρ such that Nρ →∞ as ρ→ 0.
We can now cover WC(ψ) by the countable collection of balls
WC(ψ) ⊆ ⋃
N≥Nρ
AN = ⋃
N≥Nρ
⋃
g∈F(N)
B ( g
XN
, ψ(3N)) ,
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each having radius < ρ by (2). Hence
inf
B∈Bρ
∑
Bi∈B
f(r(Bi)) ≤ ∑
N≥Nρ
∑
g∈F(N)
f(ψ(3N))
= ∑
N≥Nρ
f(ψ(3N)) ×#F(N)
(1)
= ∑
N≥Nρ
f(ψ(3N)) × (3N)γ → 0
as ρ→ 0. So we have that
Hf(WC(ψ)) = 0
in this case.
Divergent case: To simplify the notation we let µ be the Hausdorff γ-measure re-
stricted to C, that is
µ(A) = Hγ(A ∩ C)
for every Borel set A.
Furthermore we define
W ∗C (ψ) = {h ∈ C ∶ ∣h − gXN ∣ < ψ(3N), for infinitely many N ∈ N, where g ∈ F∗(N)} ,
where
F∗(N) = {f ∈ F3[X] ∶ Coeff(f) ⊆ {0,2} ,deg f < N and f(0) = 2} .
We note that
#F∗(N) = 2N−1, (3)
and that just like before
W ∗C (ψ) =
⎧⎪⎪⎨⎪⎪⎩h ∈ C ∶ h ∈ ⋃g∈F∗(N)B (
g
XN
, ψ(3N)) for infinitely many N ∈ N⎫⎪⎪⎬⎪⎪⎭ ,
when expressed in terms of balls instead of approximation, and
W ∗C (ψ) = limsup
N→∞
A∗N = {f ∈ C ∶ f ∈ A∗N for infinitely many N ∈ N} ,
where
A∗N = ⋃
g∈F∗(N)
B ( g
XN
, ψ(3N)) .
Proving the divergent part of the theorem, but with W ∗
C
(ψ) instead of WC(ψ),
proves the result since
W ∗C (ψ) ⊆WC(ψ) ⊆ C,
so we do that.
First, we prove the divergent part of the theorem in the special case when the
dimension function f is just the function r ↦ rγ, that is the following theorem:
Theorem 6. µ(W ∗
C
(ψ)) = µ(C) = 1 if ∑∞n=1 (ψ(3n) × 3n)γ =∞.
Proof. The proof is divided into six steps.
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i) Without loss of generality we may assume that
ψ(3n) ≤ 3−n for all n ∈ N. (4)
If that was not the case, the function Ψ, defined by Ψ(r) = min {r−1, ψ(r)},
would satisfy (4). Furthermore if Ψ(3n) = 3−n infinitely often, we have that
∞
∑
n=1
(Ψ(3n) × 3n)γ =∞.
On the other hand if Ψ(3n) = 3−n only a finite number of times,
∞
∑
n=1
(Ψ(3n) × 3n)γ ≥ ∞∑
n=N
(Ψ(3n) × 3n)γ = ∞∑
n=N
(ψ(3n) × 3n)γ =∞,
for N sufficiently large. Since W ∗
C
(Ψ) ⊆ W ∗
C
(ψ), we could just prove the
theorem with Ψ instead of ψ.
ii) Let g, h ∈ F∗(n) be different. Then
∣ g
Xn
−
h
Xn
∣ = ∣g − h
Xn
∣ ≥ 3−n ≥ ψ(3n),
and hence
B ( g
Xn
, ψ(3n)) ∩B ( h
Xn
, ψ(3n)) = ∅
due to the ultrametric property. This implies that A∗n is a disjoint union
A∗n = ⊔
g∈F∗(n)
B ( g
Xn
, ψ(3n))
for every n ∈ N.
iii) For any ball B with r(B) = 3−ℓ ≤ 1 and B ∩ C ≠ ∅, if n > ℓ, then
#{g ∈ F∗(n) ∶ B ( g
Xn
, ψ(3n)) ⊆ B} = 2n−ℓ−1. (5)
This follows since any polynomial g ∈ F∗(n) has the coefficient a0 = 2
and coefficients an−1, . . . , a1 either 0 or 2. The requirement that the ball
B ( g
Xn
, ψ(3n)) is contained in B fixes the coefficients an−1, . . . , an−ℓ. The re-
maining n− ℓ− 1 coefficients can be either 0 or 2 giving 2n−ℓ−1 elements in the
set.
iv) We can now, under the assumptions of iii), compute
µ(B ∩A∗n) = µ⎛⎝ ⊔g∈F∗(n)B ∩B (
g
Xn
, ψ(3n))⎞⎠
= ∑
g∈F∗(n)
µ(B ∩B ( g
Xn
, ψ(3n)))
= ∑
g∈F∗(n)
B( g
Xn
,ψ(3n))⊆B
µ(B ( g
Xn
, ψ(3n)))
= ∑
g∈F∗(n)
B( g
Xn
,ψ(3n))⊆B
ψ(3n)γ
(5)
= 2n−ℓ−1ψ(3n)γ
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where we have used Proposition 1. Since
2n−ℓ−1 = (3n)γ × (3−ℓ)γ × 3−γ
we have that
µ(B ∩A∗n) = r(B)γ × (ψ(3n) × 3n)γ × 3−γ. (6)
For B = I it follows that
µ(A∗n) = (ψ(3n) × 3n)γ × 3−γ (7)
for all n ∈ N, and hence
∞
∑
n=1
µ(A∗n) =∞. (8)
v) We have the following quasi-independence result
Proposition 7. For n >m we have
µ(A∗m ∩A∗n) ≤ µ(A∗m)µ(A∗n) (9)
Proof. Let ψ(3m) = 3−ℓ. If n ≤ ℓ, then 3−n ≥ 3−ℓ = ψ(3m) and from (4) we have
3−n ≥ ψ(3n). Let g ∈ F∗(n), h ∈ F∗(m). Since g − hXn−m evaluated in 0 is 2,
we have that g − hXn−m ≠ 0, and hence
∣ g
Xn
−
h
Xm
∣ = ∣g − hXn−m
Xn
∣ ≥ 3−n.
From this we get that
B ( g
Xn
, ψ(3n)) ∩B ( h
Xm
, ψ(3m)) = ∅,
and by definition of A∗n and A
∗
m we then have
A∗n ∩A
∗
m = ∅,
which implies that
µ(A∗n ∩A∗m) = 0
and the quasi-independence is trivially satisfied.
If n > ℓ we have
µ(A∗m ∩A∗n) = µ⎛⎝ ⊔g∈F∗(m) (B (
g
Xm
, ψ(3m)) ∩A∗n)⎞⎠
= ∑
g∈F∗(m)
µ(B ( g
Xm
, ψ(3m)) ∩A∗n)
(6)
= ∑
g∈F∗(m)
(ψ(3m))γ × (ψ(3n) × 3n)γ × 3−γ
(3)
= 2m−1 × (ψ(3m))γ × (ψ(3n) × 3n)γ × 3−γ
= (3−γ × (ψ(3m) × 3m)γ) × (3−γ × (ψ(3n) × 3n)γ)
(7)
= µ(A∗m) × µ(A∗n).
This concludes the proof of the quasi-independence. 
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vi) From (8) we can use Lemma 3 to get
µ(W ∗C (ψ)) ≥ limsup
N→∞
(∑Nk=1 µ(A∗k))2
∑Nn,m=1 µ(A∗n ∩A∗m) ≥ limsupN→∞ 1 = 1,
where the last inequality comes from the quasi-independence. Since we trivially
have
1 = µ(C) ≥ µ(W ∗C (ψ)),
the result follows.

We will now deduce the diverging part of Theorem 2 from Theorem 6 by a standard
application of the Mass Transference Principle.
Proof. Without loss of generality we will assume that ψ(3n) → 0 when n →∞, since
else W ∗
C
(ψ) = C and the result is clear. By assumption we have that
∞
∑
n=1
f(ψ(3n)) × (3n)γ =∞
and r ↦ r−γf(r) is monotonic. Define θ by θ(r) = ⌈f(ψ(r))1/γ⌉3, where ⌈⋅⌉3 is the
function that rounds up to the nearest power of 3.
Then
∞
∑
n=1
(θ(3n) × 3n)γ =∞,
and from Theorem 6 we get that µ(W ∗
C
(θ)) = µ(C) = 1. This in turn implies that
µ(B ∩W ∗C (θ)) = µ(B ∩ C)
for any ball B ⊆ C. Now Theorem 4 gives
Hf(B ∩W ∗C (ψ)) =Hf(B ∩ C)
for any ball B ⊆ C. In particular for B = C we get the desired result. 
5. Irrationality exponent
For an element ξ ∈ F3((X−1)) we define the irrationality exponent of ξ as
τ(ξ) = sup{τ ∶ ∣ξ − g
h
∣ < ∣h∣−τ for infinitely many g
h
∈ F3(X)} .
From Dirichlet’s theorem in the field of formal Laurent series we get that τ(ξ) ≥ 2
for all ξ ∈ F3((X−1)).
Furthermore for ψ ∶ {3n ∶ n ∈ N}→ R+ a non-increasing function we define
K(ψ) = {ξ ∈ I ∶ ∣ξ − g
h
∣ < ψ(∣h∣), for infinitely many g
h
∈ F3(X)} .
We now have the following theorem.
Theorem 8. Let ψ ∶ {3n ∶ n ∈ N} → R+ be a non-increasing function such that
x ↦ x2ψ(x) is non-increasing and tends to 0 as 3n tends to infinity. For any c ∈ (0, 13)
the set
K(ψ) ∖K(cψ) ∩ C
is uncountable.
From Theorem 8 we get the following result.
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Corollary 9. For any τ ∈ [2,∞] there exist uncountably many elements in C with
irrationality exponent τ .
Proof. For τ ∈ (2,∞) we can use Theorem 8 with ψ(x) = x−τ . For τ = 2 we can use
the function ψ(x) = (x log x)−2. Finally for τ =∞ the element
∞
∑
n=1
2X−n!
has the desired irrationality exponent, since the proof by Liouville for the correspond-
ing real case can be applied. In a similar way we can construct uncountably many
with irrationality exponent τ =∞. 
Proof of Theorem 8. Let u1, v1 = 1 and define recursively ui+1 as the integer satisfying
1 < 3ui+132viψ(3vi) ≤ 3,
and vi+1 by
vi+1 = ui+1 + 2vi.
From the assumption on x ↦ x2ψ(x) we get that the sequence {ui}i∈N is non-
decreasing and tends to infinity as i →∞.
From {ui}i∈N we now construct the following sequence of rational functions:
Let
ξu,1 = [0;−Xu1] = −1
Xu1
=
P1
Xv1
ξu,2 = [0;−Xu1 ,Xu2 ,Xu1] = −1
Xu1
+
−1
Xu2+2u1
=
P2
Xv2
ξu,3 = [0;−Xu1 ,Xu2 ,Xu1 ,Xu3 ,−Xu1 ,−Xu2 ,Xu1] = −1
Xv1
+
−1
Xv2
+
−1
Xv3
=
P3
Xv3
⋮
where the element ξu,n+1 is constructed from ξu,n by applying the Folding Lemma.
Since we are in characteristic 3, and {vi}i∈N is strictly increasing, each of the rational
functions is in C. They converge to the element ξu,∞ ∈ C. Furthermore by construction
each of the rational functions ξu,n is a convergent of ξu,∞.
We have that
∣ξu,∞ − ξu,n∣ = 1
3vn+1
< ψ(3vn),
and hence ξu,∞ ∈ K(ψ).
For the other part it is sufficient to show that all the convergents
Pj
Qj
satisfy
∣ξu,∞ − Pj
Qj
∣ > cψ(∣Qj ∣)
as the convergents are best approximants.
For 2i−1 ≤ j < 2i we have that ∣aj+1∣ ≤ 3ui+1 . Now
∣ξu,∞ − Pj
Qj
∣ = 1∣aj+1∣ ∣Qj ∣2
but since ∣aj+1∣ ∣Qj ∣2ψ(∣Qj ∣) ≤ 3ui+1 ∣Qj ∣2ψ(∣Qj ∣) ≤ 3ui+132viψ(3vi) ≤ 3
we have
∣ξu,∞ − Pj
Qj
∣ ≥ ψ(∣Qj ∣)
3
> cψ(∣Qj ∣)
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and hence ξu,∞ /∈ K(cψ).
In order to get uncountable many elements with the desired property, the sequence{ui}i∈N can be modified in the following way. Define {u′i}i∈N by u′1 = 1, u′2n = un
and u′2n+1 ∈ {1,2}. By the same proof we get that each of the formal Laurent series
ξu′,∞ ∈ K(ψ) ∖ K(cψ) ∩ C, and since there is uncountably many such sequences, each
giving different formal Laurent series, we have the desired result. 
6. Concluding remarks
Let p be a prime, q = pn for some n ≥ 1, and Fq the field with q elements. We can from
Fq construct the polynomials Fq[X] and the rational functions Fq(X) with absolute
value ∣ g
h
∣ = qdeg g−degh for the non-zero rational functions, and ∣0∣ = 0. Completing with
respect to this absolute value gives the formal Laurent series over Fq.
Like before we restrict ourselves to the unit ball, that is elements of the form
∞
∑
n=1
a−nX
−n, a−n ∈ Fq.
Let A ⊆ Fq with 2 ≤#A < q, and construct the missing digit set
MDS(A) = { ∞∑
n=1
a−nX
−n ∶ a−n ∈ A} .
In the particular the case q = 3 and A = {0,2} we just have MDS(A) = C.
The results of this paper also holds true in the more general setting of missing digit
sets, as the proofs can be modified to this situation. We have that the Hausdorff
dimension of MDS(A) is γA = log#Alog q with HγA(MDS(A)) = 1. Furthermore for a
function ψ ∶ {qn ∶ n ∈ N}→ {q−r ∶ r ∈ Z} we define the set WMDS(A)(ψ) by
{h ∈MDS(A) ∶ ∣h − g
XN
∣ < ψ(qN), for infinitely many N ∈ N, where g ∈ FA(N)} ,
where
FA(N) = {f ∈ Fq[X] ∶ Coeff(f) ⊆ A,deg f < N} ,
we have the following theorem.
Theorem 10. Let f be a dimension function such that r−γAf(r) is monotonic. Then
Hf(WMDS(A)(ψ)) = {0 if ∑
∞
n=1 f(ψ(qn)) × (qn)γA <∞
Hf(MDS(A)) if ∑∞n=1 f(ψ(qn)) × (qn)γA =∞
Finally the results about irrationality exponents also hold true in the more general
setting. For an element ξ ∈ Fq((X−1)) we define the irrationality exponent in the same
way as before as
τ(ξ) = sup{τ ∶ ∣ξ − g
h
∣ < ∣h∣−τ for infinitely many g
h
∈ Fq(X)} .
Furthermore for ψ ∶ {qn ∶ n ∈ N}→ R+ a non-increasing function and I the unit ball
in Fq((X−1)) we define
K(ψ) = {ξ ∈ I ∶ ∣ξ − g
h
∣ < ψ(∣h∣), for infinitely many g
h
∈ Fq(X)} ,
and we have
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Theorem 11. Assume that x↦ x2ψ(x) is non-increasing and tends to 0 as qn tends
to infinity. For any c ∈ (0, 1
q
) the set
K(ψ) ∖K(cψ) ∩MDS(A)
is uncountable.
And the corresponding corollary
Corollary 12. For any τ ∈ [2,∞] there exist uncountably many elements in MDS(A)
with irrationality exponent τ .
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