The use of kriging models for approximation and global optimization has been steadily on the rise in the past decade. The standard approach used in the Design and Analysis of Computer Experiments (DACE) is to use an Ordinary kriging model to approximate a deterministic computer model. Universal and Detrended kriging are two alternative types of kriging models. In this paper, a description on the basics of kriging is given, highlighting the similarities and differences between these three different types of kriging models and the underlying assumptions behind each. A comparative study on the use of three different types of kriging models is then presented using six test problems. The methods of Maximum Likelihood Estimation (MLE) and Cross-Validation (CV) for model parameter estimation are compared for the three kriging model types. A one-dimension problem is first used to visualize the differences between the different models. In order to show applications in higher dimensions, four two-dimension and a 5-dimension problem are also given.
INTRODUCTION
The use of kriging models is gaining popularity for approximating the mapping process of a deterministic computer model [1] [2] [3] . Kriging is a good choice for this type of application due to its flexibility to approximate many different and complex response functions. It is also a good choice for deterministic computer models since it interpolates the observed or known data points [4, 5] . Another useful attribute of kriging is it can provide a confidence interval about a prediction made by the model.
The flexibility of kriging models is a result of using a set of parameters to define the model. This set of parameters controls the model's properties, such as smoothness of the resulting surface, differentiability, and the ability to specify the influence of each input dimension, but the process of selecting the best set of parameters for a kriging model has a few pitfalls. The first pitfall is that the set of parameters must be found via a constrained iterative search, a computationally expensive process. A second pitfall is that a kriging model is assumes a gaussian random process [6] . A gaussian random process is a process that has:
• a weakly stationary mean, • a bounded and constant variance across its domain, and • a probability density function that is gaussian or normal in shape.
Kriging was initially developed to model spatial variations in measured geological properties [7] . These properties are inherently random, and in most cases the variation about a constant mean value is gaussian. In practice, a computer model's output seldom exhibits these properties. This may put in question the applicability of kriging for approximating the mapping process of a deterministic computer model. In this paper, the need to model drift in the mean is investigated by comparing Ordinary kriging to Universal and Detrended kriging. These three types of kriging models differ in the linear regression portion of the model:
1. Ordinary kriging -assumes a constant mean across the domain and uses a single term to remove this bias, producing a process with zero mean.
2. Universal kriging -is a more general form of kriging and uses an unknown linear combination of functions to predict the mean of the process across the domain. 3. Detrended kriging -combines a standard linear regression model with an Ordinary kriging model [8] . The Detrended model is very similar to Universal kriging, but it results in different coefficients for the regression functions. This difference is due to the Universal kriging estimate of the coefficients accounting for the correlation of the known data points. The Detrended kriging model uses coefficients that do not use this correlation information.
All three of the kriging models predict the expected value equally well for interpolation [4] , but Ordinary kriging does not perform well for extrapolation in some cases [9] . The difference between these models lies in their prediction of the process variance and the confidence intervals about the expected value. Universal and Detrended kriging are capable of modeling a computer model whose mean is not constant. These two forms of the linear model use linear regression to extract relationships that appear to exist between the elements of the input to predict the resulting output. This results in a random process that is less random, lowering the process variance. This occurs since information about the process or the trends in the data are being modeled by the regression model rather than treating all of the variation in the process as a random process.
This paper offers a comparison between these three different types of kriging models. The mathematics behind each kriging model is presented next. This is followed by a description of six computer analyses to demonstrate the differences between the three types of kriging models. The experimental procedure for testing these models is outlined in Section 4, and results and discussion are given in Section 5. Closing remarks and future work are discussed in Section 6.
MATHEMATICS OF KRIGING
The term kriging is used by geostatisticians for stochastic process models. There are numerous texts in geostatistics [9, 10] and spatial statistics [11] [12] [13] that provide an excellent background on the development of kriging models as well as many practical examples of their use. A kriging model is based upon the representation of the output of a computer model as a random process, which is assumed to be a gaussian random process. A kriging model is a probabilistic model; it provides both an expected value and a variance or uncertainty in that expected value.
A kriging model consists of two parts as shown in Eq. (1). The first part is a simple linear regression of the data, which models the drift of the process mean over the domain. The second part models the systematic lack-of-fit or deviations from the linear model, which "pulls" the response surface through the data by weighting the correlation of nearby points.
The random process,
( )
Z X , is assumed to be a gaussian stationary process with zero mean and covariance:
The smoothness of the model, the influence of other nearby points, and differentiability of the response surface are controlled by the spatial correlation function (SCF), ( ) R ⋅ , which are described in Section 2.2. The process variance is given by 2 σ and its standard deviation is σ . The process of constructing a kriging model is described next.
Constructing Kriging Models
Let the set of known points from the computer model be 
at any point x ∈ Ω . The kriging approach treats ( ) y x as a random variable and finds the best linear unbiased predictor,
Y , which minimizes the mean square error of the prediction,
subject to the unbiasedness constraint,
Universal kriging is defined with a set of regression functions,
Ordinary kriging is a special case of Universal kriging where:
Now define a vector F that is the value of ( ) x f evaluated at each of the known locations,
The next definition needed is for the correlation matrix. The correlation matrix, R, is composed of the spatial correlation function evaluated at each possible combination of known points.
This matrix, R , by definition of the spatial correlation function, ( ) R ⋅ , being positive semi-definite, is a positive semidefinite matrix. It is also symmetric since ( ) ( )
and the diagonal consists of all ones since ( )
The last definition needed is a vector that represents the correlation between an unknown point and all known points: (11) where ( )
This is known as the generalized least squares estimate of β . The mean square error (MSE) of the estimate ( ) y x is as follows.
The first component of Eq. (11) is the generalized least squares estimate of a point x ∈ Ω given the correlation matrix R . The second component "pulls" the generalized least squares response surface through the observed data points. The elasticity of the response surface's "pull" is solely determined by the spatial correlation function ( ) R ⋅ . The predictions at the design points are returned exactly at the corresponding observations used to create the function, thus interpolating the known sample points. The mean square error (MSE) at these points is zero since there is no uncertainty in the results of a deterministic computer model. As a prediction point x moves away from the known design points, the second component of Eq. (11) approaches zero, yielding the generalized least squares prediction.
Detrended kriging and Universal kriging are both very similar. They both use a set of linear functions, ( )
, to regress the sample data. The main difference lies in the estimate of the regression coefficients β . Detrended kriging is equivalent to Universal kriging when there is no correlation between any of the known points, i.e., the correlation matrix, R , is the identity matrix. This results in the more traditional least squares estimate:
Detrended kriging uses this traditional definition of the least squares estimate of the regression coefficients in combination with an Ordinary kriging model to interpolate the known sample points. One interesting, though expected, result of using this traditional model to "detrend" the data is that the estimate of the mean in the Ordinary kriging model is close to zero.
Spatial Correlation Functions
The random process portion of the model uses a correlation function to "pull" the model through the observed locations in the domain. The correlation function affects the smoothness of the model and the impact or weight of nearby points on the prediction. The minimum requirements of a potential correlation function are: (1) positive semi-definite and (2) finite. Four primary functions commonly used in kriging when approximating a deterministic computer model are presented in Figure 1 . Koehler and Owen [14] provide an insightful overview of the impact of parameter selection on the functions. 
The most commonly used spatial correlation function shown in Table 1 is the gaussian function. It provides a very smooth and infinitely differentiable surface and is defined with only one parameter that is used to control the range of influence of nearby points. The gaussian function is a special case of the exponential function when 2 p = . The exponential function permits control of both the range of influence and the smoothness of the approximation function, though it is not infinitely differentiable like the gaussian function. The cubic function has only one parameter like the gaussian function and can control the range of influence but is only differentiable once. The Matern function, like the exponential function, has two parameters to control its properties. Stein [13] suggests this function is superior to the others due to its flexibility to control the selection of parameters to control its differentiability and the range of influence. In this work, the exponential spatial correlation function is used, requiring the selection of the optimal θ and p parameters.
To support a multivariate correlation function, a univariate correlation function is used for each input dimension rather than using the Euclidean norm of the space. A product correlation rule is used for mathematical convenience:
This formulation provides more flexibility in selecting the correlation function parameters for each input dimension independently. The next section includes the background required for using the method of Maximum Likelihood Estimation (MLE) and Cross-Validation (CV) to estimate the best parameters of these spatial correlation functions.
Parameter Estimation
Maximum Likelihood Estimation (MLE) is an objective method of estimating the correlation parameters, θ , the process variance, 2 σ , and regression parameters, β , that are most consistent with the observed data. This method relies on the assumption that the observed data is the result of a gaussian process.
The likelihood function for a gaussian process is directly related to its probability distribution function given by:
. (16) This form of the likelihood function can be difficult to use; consequently, the logarithm of the likelihood function is taken. The estimate for β is found by taking the partial derivative of the log likelihood function with respect to β and setting it equal to zero. The result is the same as the generalized least squares estimate in Eq. (12) . Similarly, solving for the optimal variance yields:
Therefore if R is known, the maximum likelihood estimates of β and 2 σ are easily calculated; however, if ( )
, the partial derivative of the likelihood function does not generally yield an analytic solution for θ when set to zero. As a result, a constrained iterative search must be used. An optimization algorithm is often employed that selects values for the correlation function parameters and evaluates the likelihood function using the optimal values for β and 2 σ , themselves, functions of the correlation parameters.
An alternative to MLE for parameter estimation is CrossValidation (CV). CV simply iterates the parameter space of the model attempting to minimize the leave-one-out crossvalidation error of the model. The advantage to this method is it does not require the observed data behave as a gaussian process, a very restrictive assumption. This results in better estimates of the optimal model parameters than MLE [16] with MLE and CV being equivalent for parameter estimation of a true gaussian process. The disadvantages of CV include significantly more computationally expense than MLE and the lack of an estimate for the variance, which is a result of the MLE formulation.
After selecting the best kriging model parameters, the kriging model must be assessed to provide a measurement of the its capability to reproduce the mapping of the computer model. In the next section, a leave-one-out cross-validation method and the traditional root mean square error methods are presented to assess the quality of a metamodel, permitting comparisons of accuracy between the three types of kriging models for a specific problem.
Metamodel Assessment
There are two aspects to assessing the quality of a metamodel. The first addresses the capability of the metamodel to reproduce the observed data. This is an important measurement for regression models. It is meaningless for interpolating models since interpolating models reproduce the exact observations. The second aspect of metamodel assessment measures the capability of the metamodel to approximate the original model.
A popular measure is the root mean square error (RMSE) over the domain of the model. Computing the RMSE requires sampling the model at a large number of additional verification points that have not been used in the creation of the metamodel. This can become impractical for a computer model that is computationally expensive to evaluate. As a result, alternative methods such as cross-validation are used to reduce the computational expense of metamodel assessment. A popular cross-validation method is a leave-k-out strategy. In this strategy, k points are left out of the fitted metamodel, and the resulting error is calculated based on the omitted points. Mitchell and Morris [18] and Osio and Amon [19] discuss using this technique for 1 k = . Meckesheimer et al. [20] present guidelines for selecting k for different types of metamodels including kriging; however, in this study a leaveone-out cross validation is used to reduce the computational expense of the approach.
In this work, the root mean square error and maximum absolute error are used to quantify the quality of each kriging model using both the cross-validation technique and the RMSE technique. The RMSE technique finds the actual error at a large number of uniformly random points in the design domain. This measurement is used as a comparison with cross-validation.
EXPERIMENTAL SETUP
In this section, details of the six test problems, 1 one-, 4 two-, and 1 five-dimension problems, are used to compare the differences between the three kriging models when applied to deterministic engineering computer models. The one-and twodimension problems permit visualization of the results in print media. The five-dimension problem demonstrates the application of the kriging models to a realistic problem of higher dimensions. All of these problems are implemented using Mathematica 4.1 running on Windows 2000 sp3. Only the one and five dimensioned problems are relatively computationally expensive, taking about 20 seconds to execute. The two dimension problems are common test problems that are useful for demonstrations.
One-Dimension Problem
The one-dimension test problem calculates the output temperature of a chemical reaction. The ratio of oxidant to the fuel being burned is increased from no oxidant to an excess of oxidant. In this process the reaction increases temperature to a maximum and then decreases as excess oxidant is added as shown in Figure 1 . There are flat portions in the output temperature as the reaction moves through regions of phase changes in the product of combustion. The sample points used to fit the kriging models are also included in Figure 1 . They are evenly spaced at 0.1 increments from 0 to 1 for a total of 11 points. A set of 500 evenly spaced verification points is used to evaluate the RMSE for each kriging model. 
Two-Dimension Problems
The first two-dimension test problem shown in Figure 2 is highly non-linear in one dimension and linear in the second dimension. This was originally utilized by Osio and Amon [19] and later by Jin et al. [21] as an example problem for sequential experimentation. This function is given as: 
The second test problem is a "mystery" multi-modal function in two dimensions that comes from Sasena [16] . It is defined as: 
The third test problem is the Branin test function [21] . This function has less oscillation over its domain than any of the other test functions investigated. It is defined as: The final two-dimension test problem is the six-hump camelback function [16] . It is defined as: 
For all of these problems, the same set of 21 sample points is used to fit each kriging model. These points are generated using a Latin Hypercube Sampling (LHS) design [22] , which is very similar to the design used by Jones et el. [6] . The locations of the sample points are shown in Figure 3 
Five-Dimension Problem
The last test problem is an analysis of a gas generation system. It has five inputs that describe the geometry of the system and its operating conditions. It has two outputs: (1) volume of gas generated and (2) duration, but only one output, gas volume, is examined in this study. In this example, the feasible domain is not well defined. A consideration with this problem is the possibility of selecting inputs that do not result in a valid output. As a result, only the feasible domain is mapped onto [ ] 5 0,1 . For this problem, 40 sample points from an LHS design are used to fit the kriging model. A set of 500 verification points, randomly selected across the domain, is used to evaluate the RMSE for each kriging model.
EXPERIMENTAL PROCEDURE
The following steps are used to compare the three different kriging models for each example. ) between the three types of kriging models and the two methods for selecting the model parameters. 9. Create normalized histograms to visually assess if the process being modeled is gaussian.
Results from these experiments are summarized and discussed in the next section. Figure 4 shows the results of using the three kriging models to approximate the one-dimension test problem; a second-order response surface is also shown for comparison. On visual inspection, the Ordinary kriging method appears to perform the best at reproducing the output of the computer model. This is confirmed with the estimated RMSE values shown in Table A1 in the Appendix, though the crossvalidation errors do not yield the same conclusion. The relative errors for the different models are summarized in Figures 7 and  8 . In these figures, the errors of the kriging models are normalized against the second-order response surface errors for each example. The parameters of the three kriging models for the onedimension problem are listed Table A1 . There is little difference between the parameters selected for the Universal and Detrended models. The standard deviation, σ , decreases significantly from Ordinary kriging to Universal and Detrended kriging. The standard deviation is similar between Universal and Detrended kriging. The 0 β value for the Detrended model should be zero if there is no correlation between the difference of the second-order model and the actual data; however, there are sample points grouped above and below the second-order response function in Figure 4(d) , indicating some correlation still exists between nearby points. The other β terms shown for the Detrended kriging model are the terms used in the secondorder response surface function. They are presented to provide a comparison between the values found in the traditional least squares regression and the best linear unbiased predictor for the Universal kriging model using the same linear function.
RESULTS
A series of plots of the fitted metamodels for the twodimension Test Function 1 are shown in Figure 5 . Since it is difficult to plot the actual surface and the fitted surface on the same graph so a second series of plots are given in Figure 6 showing the resulting errors in predicting with the metamodels. It is easy to see that none of the higher-order features of Test Function 1 are reproduced by the second-order response surface model. The Ordinary kriging model begins to reproduce some of these features, but not as clearly as the Universal and Detrended models appear to perform. The Ordinary kriging model does not appear to be as linear in the x 2 direction as the Universal and Detrended kriging models. The error plots of the fitted metamodels for Test Function 1 are also shown in Figure 6 . The scale of the error axis is different in each plot. By inspection of these plots, it appears that Universal kriging performs slightly better than Detrended kriging and is followed by Ordinary kriging and the secondorder response surface model. This same type of visual comparison could be done for the remaining two-dimension examples, but the estimated assessments give a more objective comparison of the prediction errors of the metamodels. The results of fitting the three kriging models for the other two-dimension examples are summarized in Tables A2-A5 . These tables include all of the kriging model parameters and their associated assessments. Table A6 reports only the assessment results of the five-dimension problem due to the limitation of space.
The cross-validation assessment results for all of the examples are shown in Figure 7 . All of the values shown in Figure 7 are normalized to the corresponding errors of the second-order response surface functions. The Detrended kriging models always perform better than the second-order models in terms of the root mean square of the cross-validation error. This implies that the modeling errors resulting from the second-order response surface models are correlated and can be used to improve the approximation. There does not appear to be any clear-cut kriging model type that outperforms all others.
The kriging models of the Mystery function do not perform well when compared to the second-order response surface model due to the shape of the sampled surface. The shape is not modeled well using spatial correlation functions that are modeled independently in each dimension, which is a result of the product correlation rule in Eq. (15) . More points are needed to achieve a more adequate sampling of this function.
The metamodel assessment using verification points is shown in Figure 8 . Once again, all of the values are normalized to the corresponding errors of the second-order response surface model. The results are consistent with those shown in Figure 7 . Using the Detrended kriging model always improves a second-order response model, but no one type of kriging model consistently outperforms the others.
The relative maximum and root mean square errors of Figures 7 and 8 tend to give the same ordering of the quality of the metamodels. The magnitudes of the maximum and root mean square errors are somewhat different and can be seen in Tables A1-A6 . The use of CV to find the optimal kriging model parameters always improves the cross-validation assessment over the use of MLE. The amount of improvement depends on the how close the distribution of the outputs is to being gaussian. Figure 9 shows the distribution of the data modeled by the correlation functions for the 6-Hump Camelback Function. This is the part of the data modeled by the random process part of Eq. (1). Figures 9(a,c,e) show the sample distribution that MLE uses to select the optimal parameters. The continuous line represents the process variance selected using MLE. All of the data is unbiased. The output from the actual computer model is shown in Figures 9(b,d,f) . By using Universal or Detrended kriging, the process appears to be better described as being gaussian. MLE also does better at approximating the actual process than CV (see Table A5 ). The use of CV to estimate the kriging model parameters always results in a larger estimate of the process variance and standard deviation than that resulting from MLE. Also, in most cases, CV results in the selection of correlation parameters that indicate the data is more correlated than when using MLE. The θ-values are generally smaller for CV than MLE and the pvalues are generally the same or larger. Both of these changes increase the range of influence or increase the correlation of the errors.
There is a great deal of similarity between the regression coefficients found for the Universal kriging model and the second-order response surface models. The set of linear functions used for the second-order response surface model is chosen by maximizing the adjusted 2 R for the model using stepwise regression. The Universal kriging model uses this same set of functions, allowing direct comparisons of the regression coefficients for the two models. The largest difference between the coefficients of the Universal and the second-order response surface model occurs in the Branin test function. The errors in this model are the most correlated given the small θ-values in Table A4 .
The model parameters for the five-dimension problem are not included in the appendix due to the excessive numbers of terms. Nineteen functions out of the possible twenty-one are used in the second-order regression and the Universal kriging model. All of the corresponding regression terms between the second-order response function and the Universal kriging models are within 0.1% of each other when using MLE to select the parameters. The same similarity is also found with the correlation parameters between the Detrended and Universal kriging models. The relative errors for this problem are given in Figures 7 and 8 .
Another interesting observation is the quality of fit measurements for the linear regression models used in the second-order response surface model and the Detrended kriging model. The Table 2 . Only the five-dimension example appears to be modeled well by a second-order response surface, given the high 2 R value for the model, but the Ordinary kriging model using MLE still outperforms any of the other metamodels. The 2 R is a ratio of the amount of variance accounted for in the regression model divided by the total observed variance. The Branin Function, which has the lowest 2 R , is the function that is most improved by using any of the kriging model types. 
CLOSING REMARKS
The use of Detrended kriging is a better model than second-order response functions alone for the approximation of these six deterministic computer models. Universal and Ordinary kriging may perform better or worse than Detrended kriging. More research is needed to understand why this occurs for each model. The use of cross-validation assessment to evaluate the capability of a metamodel to approximate a model is not very precise. In the examples presented in this work, crossvalidation is off by a factor of about three from RMSE. The maximum absolute errors are in reasonable agreement with the RMS errors. As the domain becomes filled with more points, the cross-validation errors approach the estimated errors.
The data from most computer models does not have a gaussian distribution. As a result, use of CV is suggested over MLE to find the optimal kriging model parameters if no estimate of the uncertainty is needed. To properly use MLE and its estimate of the uncertainty, the data should be gaussian. This may be achieved by using Universal or Detrended kriging instead of Ordinary kriging as is shown in Figure 9 . There are also situations where this is still not sufficient. In these cases the data may need to be transformed to be more gaussian, a common transformation being the logarithm of the data.
Finally, the disadvantage of using CV to fit the kriging model parameters is it takes nearly 30 times as long as MLE to evaluate, and it appears to have more local optimums than MLE. Mitchell and Morris [18] provide an efficiency improvement for leave-one-out cross-validation, but it does not update the estimate for β β β β as each point is left out, which is important when fitting the model. Preliminary tests show that the algorithm can execute faster than MLE but no comparisons have been made on the quality of the parameters that result from using it. 
APPENDIX

