We propose a method for estimating stochastic volatility models by adapting the HJM approach to the case of volatility derivatives. We characterize restrictions that observed variance swap dynamics have to satisfy to prevent arbitrage opportunities. When the drift of variance swap rates are affine under the pricing measure, we obtain closed form expressions for those restrictions and formulae for forward variance curves. Using data on the S&P500 index and variance swap rates on different time to maturities, we find that linear mean-reverting one factor models provide inaccurate representation of the dynamics of the variance swap rates while two-factor models significantly outperform the former both in and out of sample.
Introduction
We propose in this paper a novel method for estimating stochastic volatility models by adapting the approach of Heath et al. (1992) (HJM) from bond pricing to stochastic volatility models, using volatility derivatives as the market inputs. The HJM approach is motivated by the fact that in liquid markets, such as many markets for options and variance derivatives, one can rely on the observed market prices of standard liquid securities, which are expected to be fair under standard competitive markets assumptions, in order to estimate a model and subsequently price and hedge other more complex or less liquid securities.
In the early option pricing literature, starting with the seminal contributions of Black and Scholes (1973) and Merton (1973) , stock prices were assumed to follow univariate processes with constant volatility. The empirical observation that options' implied volatility changes through time, across strike prices and maturities, rapidly gave rise to models relaxing this assumption, such as the stochastic volatility model of Hull and White (1987) , or deterministic time-varying models for implied volatilities such as Derman and Kani (1994) , Dupire (1993) and Dupire (1994) . Stein and Stein (1991) and Heston (1993) , among others, developed stochastic volatility models in which innovations to volatility need not be uncorrelated with innovations to the price of the underlying asset, unlike Hull and White (1987) .
These models proved useful in terms of explaining some of the joint time-series behavior of stock and option prices.
Estimating stochastic volatility models poses substantial challenges, though. Most of the difficulties arise from the fact that, by nature, volatility dynamics are not entirely observable. Further, the presence of one or more additional state variables that drive the volatility of the underlying asset price confers less tractability to the model from an analytic perspective.
In order to overcome the fact that volatility is unobservable, market-based perspectives have been adopted in the stochastic volatility literature. These methods take as primitives a set of financial securities which are liquidly traded. The basic assumption is that the fair price of each security is observable, and any quantity of the security can be sold or bought at its observed price at any point in time. These prices encapsulate what the market is telling the modeler. The market-based modeling approach postulates dynamic equations for the prices of the liquid instruments. The difficulty inherent in the approach consists in checking that the multitude of equations does not introduce inconsistencies and spurious arbitrage opportunities in the model: in other words, if the model is used to price the securities that served as its inputs, does it output back their prices?
Stochastic implied volatility models are an example of market-based models whose primitives are implied volatilities. This type of models focuses on the stochastic dynamics of either a single implied volatility (e.g. Lyons (1997) ), the term structure of implied volatility (as in Schönbucher (1999) ), or the whole volatility surface (e.g. Albanese et al. (1998) and Ledoit et al. (2002) ). While these approaches deal with the problem of stochastic implied volatility from a theoretical perspective, Rosenberg (2000) and Cont et al. (2002) , among others, focus on the empirical aspects of the problem. However, estimating that a consistent affine-drift model is determined by  + 1 free parameters. These parameters can be naturally interpreted as speeds of mean reversion of the stochastic system and its steady state level.
Apart from its tractability, the affine- drift models have two additional attractive features worth mentioning. First, the diffusion functions of variance swap rates remain unrestricted except for the instantaneous variance of the underlying asset; hence, leaving room for non-affine specifications of the diffusion such as the constant elasticity of variance (CEV) model of Jones (2003) , which is a relevant feature when fitting the models to the data; see, e.g., Li and Zhang (2013) . Second, drift specifications richer than the ones belonging to the affine class can be obtained under the objective measure  through different specifications of market prices of risk.
For estimation, we rely on observations on the joint time-series of the underlying asset price and several variance swap rates with different maturities. Our joint modelling strategy allows us to separately pin down risk premia related to each of the different sources of uncertainty. However, as is usual in many financial applications dealing with multivariate diffusions, likelihood functions are not known explicitly for the models of interest. The solution to this problem relies on the approach of Aït-Sahalia (2008) , who developed closed-form series expansions for the likelihood function for arbitrary multivariate continuoustime diffusions at discrete intervals of observations. Moreover, maximum likelihood estimation allows us to use likelihood ratio tests to evaluate the fit of non-nested models (see Vuong (1989) ), which is difficult or impossible for other methods, such as the method of moments.
We derive explicit pricing formulae for two important classes of affine- drift models. The first one includes two sources of uncertainty in the economy, one specific to variance swap rates and one common to both variance swap rates and the stock; the second one assumes there are three sources of uncertainty, two of which driving the dynamics of variance swap rates. The first class of models we derive nests several stochastic volatility models already considered in the literature such as Heston (1993) 's, the GARCH stochastic volatility model considered in Nelson (1990) , or the CEV model of Jones (2003) . The second one generalizes stochastic volatility specifications with two volatility factors considered in Gatheral (2008) , Amengual (2008) , Christoffersen et al. (2009) and Egloff et al. (2010) among others, and is compatible with the evidence in favor of two volatility factors provided by Li and Zhang (2010) .
We assess the small sample properties of the parameter estimates resulting from our proposed methodology by means of Monte Carlo experiments. Given the numerical tractability of the model and estimation method, we can easily perform large numbers of Monte Carlo simulations. In particular, we examine different scenarios including the effect of using different information sets, sampling frequency, near unit-root behavior for volatility and compare the small sample behavior of the estimators to their predicted asymptotic one. As expected, the sampling variance of diffusion parameters estimates is smaller than the corresponding to drift parameters, specially for those entering only through the  measure. Finally, with additional variance swap rates, the precision of the -drift parameters estimates significantly increases.
When taking the models to the data, we find that observation of additional variance swap rates with different time-to-maturity rates lead to significant efficiency gains in the estimation of the drift parameters under the pricing measure. Moreover, in agreement with the recent option pricing literature, our empirical results suggest that linear mean-reverting one factor models provide inadequate representation of the dynamics of the stochastic volatility. In contrast, models where two factors drive the volatility dynamics provide a better fit to the data, both in and out of sample, while allowing for richer term structures of forward volatilities (a feature also noted in Bates (2000) , Amengual (2008) and Egloff et al. (2010) ).
The rest of this paper is organized as follows. Section 2 derives consistent variance swap models in which as many variance swap rates as sources of uncertainty driving the volatility dynamics are being directly modeled. We also characterize the families of risk neutral-drift affine models that prevent arbitrage opportunities. The estimation methodology is presented in Section 3, while Section 4 contains an empirical estimation of the one-and two-factors variance swap models to S&P500 data. Section 5 concludes. Proofs are gathered in Appendix 1. The Supplemental Appendix 2 reports results on the finite sample performance of the estimation method for the consistent models we derived.
Market-based variance curve models
The forward variance curve is the mapping from time-to-maturity to forward variance for each possible state in the economy. In this section, we characterize the dynamics of families of arbitrage-free variance curves in terms of variance swap rates. We derive analytical closed-form solutions for particular families in which the drift functions of variance swap rates are affine-. Finally, we provide examples when the dynamics of one and two variance swap rates are modeled jointly with the dynamics of the underlying.
Primitives and model specification
We consider a continuous trading economy with a trading interval [0 T ] for a fixed T  0. We characterize the uncertainty in the economy by the probability space (Ω F  ) where Ω is the state space, F is the -algebra representing measurable events, and  is the objective probability measure. Information evolves over the trading interval according to the augmented, right continuous, complete filtration
All processes are adapted with respect to (F   ) ≥0 . We denote by L 2 the space of all adapted square-integrable processes. Let  be the stock price process and  the spot volatility process and assume
0 is specific to ; that is,  is measurable with respect to the filtration generated by   only. 3 We complete the model by assuming that at least  variance swap rates
3 Note that this assumption is just a matter of parameterization and does not involve relevant restrictions for the models we consider: it can be obtained by rotation of the primitive stochastic factors.
From the well-known results of Harrison and Kreps (1979) and Harrison and Pliska (1981) , and many extensions since then, the existence of an equivalent martingale measure  guarantees the absence of arbitrage among a broad class of admissible trading strategies. For simplicity, we fix to zero the instantaneous interest rate, , as our analysis applies in the context of deterministic interest rates in order to limit the number of state variables. Therefore, under the  measure the joint dynamics of
can be written as
where  defines the correlation structure of  with its volatility process where
and |||| denotes the Euclidean norm. Finally,
, and similarly, Σ   is a  × 1 vector of the 'th row of the diffusion matrix Σ   . For simplicity, we assume that the elements of  are constants.
The primitives considered so far aim at building a framework where the choice of dynamic specifications is only required for the observed process, and where the dynamics of the latent factors are recovered through arbitrage restrictions. This imposes, naturally, modelling discipline on the researcher, who is forced to choose among realistic and plausible specifications for the observed process. Our subsequent analysis will now derive the link between observed quantities, the variance swap rates, and the latent factor, the stochastic volatility process.
Imposing no-arbitrage restrictions on variance swap rates dynamics
So far we have stated the model ingredients, namely by specifying the joint dynamics of variance swaps rates as well as the underlying asset, which we call a stock for concreteness. Our purpose now is to derive the constraints that are required in the  dynamics by imposing no-arbitrage restrictions on the system.
Variance swaps are forward contracts on the future quadratic variation of a stock that pay, at expiration, the difference between its quadratic variation over the horizon of the contract and the fixed variance swap rate. Since we take them as our market primitives, we assume that variance swap contracts are tradable at any point in time and that their prices are fair. Alternatively, one could rely on standard option markets from which variance swaps can be synthetized. Since there is no initial payment involved and given that variance swap rates are liquidly traded, its price at  for a fixed maturity  , VS   , is given by
By the Martingale Representation Theorem, the dynamics under  of VS   are given by
Similarly to bond pricing, we define the fixed maturity  -forward variance at  by
The interpretation for this quantity is analogous to the forward interest rate in fixed-income analysis.
From the uniqueness of the representation of a local martingale on (F  ) ≥0 with respect to   , ( ) is a non-negative martingale with representation
This condition can be interpreted as the "HJM-condition" for variance curves as in Bühler (2006) . And analogously to the HJM approach in fixed-income analysis, we assume that for each fixed , VS   is a smooth function of the maturity  , and define the forward variance   ( ) as its derivative with respect to maturity.
Our purpose is to impose the no-arbitrage restrictions implied by (2.2) on the dynamics of the fixed time-to-maturity variance swap rates given in (2.1), since this is what matches the available market data on variance swaps. Hence, we need to restate (2.2), which was obtained for fixed maturity  , in terms of fixed time-to-maturity. To do so, it is convenient to change the parameterization to  =  − .
Specifically, we define    as the fixed time-to-maturity  (annualized) variance swap rate as
Similarly, we can define the fixed time-to-maturity forward variance by   ( ) :=   ( +  ), in the same spirit of the so-called "Musiela-parametrization" of forward rates. It is useful to think of   ( ) as the variance swap rate one can contract at time  on the quadratic variation of  that begins at date  +  and is returned an instant later.
Under mild regularity conditions on the process , (2.2) and the Itô-Wentzell formula allow to describe the dynamics of  as
where   ( ) :=   (+ ). Note also that the spot variance at time  is the instantaneous forward variance rate at time  for zero time-to-maturity, that is,  2  =   (0). We define the forward variance curve  as a non-negative
with Y ⊂ R  + , and with bounded R  0 ( ) for all (  ) in the parameter space. Given  and   0 ∈ Y and a process   = (   ) ≥0 characterized by (2.1), we define the functional Bühler (2006) , hence, we characterize the forward variance curve through the instantaneous variance swap rate. 5 But we need to go further, since our object of interest is not the variance curve -which cannot be related directly to the observed processes-, but the integrals over it, that directly relate to the variance swap rates, i.e. the observed processes.
The following result gives general conditions that provide: (i) restrictions in the dynamics of   , and (ii) a characterization of the functional form of (   ), consistent with the model being arbitrage free.
Proposition 1. Let us assume that the joint dynamics of the spot  log   and a vector of variance swap rates    with time-to-maturity
with  integral boundary conditions
where [Σ  Σ 0  ] () denotes the ( )'th element of Σ  Σ 0  , and satisfying
Proposition 1 can be interpreted as an inverse problem: variance swap rates (directly observable quantities) can be seen as families of conditional expectations, indexed by time-to-maturity, over the volatility dynamics (the quantity of interest). Notice that having a finite number of sources of uncertainty in the volatility dynamics is the key assumption that enables us to fully recover the dynamics of the spot volatility conditional on observation of at least the same number of different time-to-maturity variance swap rates. This feature together with the Markovian structure of the model allows us to write the spot variance in terms of the observed rates.
This result is related to Bühler (2006) , who characterized consistent variance curve functionals in terms of finite dimensional Markov latent processes. Going further, we exploit the link between variance swap rates and volatility dynamics to write the model in terms of observable factors. By doing so, we obtain additional restrictions in terms of integral boundary conditions which explicitly equate predicted prices with observed prices. The latter ensure that drift and diffusion functions are consistently defined.
More specifically, the integral boundary conditions restrict the parameter space of the drift and diffusion functions of variance swap rates further when  increases, i.e., when additional variance swap rates and sources of uncertainty are added to the model.
Finally, positivity constraints on the variance curve need to be imposed in order to obtain properly defined forward variances. This in turn restricts the domain of admissible variance swap rates. This issue will be discussed in more detail when dealing with specific examples.
Characterization of affine variance curves
In Proposition 1, we characterized variance curves in terms of variance swap rates under absence of arbitrage. Interestingly, the result is independent of the specific functional forms of the drift and diffusion functions of variance swap rates, even though it restricts drift and diffusion parameters through the integral boundary conditions. Without further assumptions, however, analytical expressions for every possible consistent model are not available in general. The class of consistent models is simply too large and needs to be further restricted in order to be made explicit. We now derive analytical expressions for the variance curves, , under the following three assumptions:
Assumption 2. The drifts of the variance swap rates are affine-,  We next show the existence of a unique affine forward variance curve and find the restrictions on the dynamics of   that prevent arbitrage opportunities. In order to solve (2.6) we make use of the "method of characteristics", which consists of determining curves (called "characteristic curves") along which the partial differential equation (PDE) becomes an ordinary differential equation (ODE) . Once the solution of the ODE is found, it is transformed back into a solution of the original PDE. 6 We can now state our main result in the following form:
Proposition 2. Under assumptions 1-3:
1. There is a unique affine function (  ) that consistently represents the forward variance curves, which is given by
We could have adopted another strategy in which we postulate an affine  and then obtain conditions on the coefficients (parametrised by  ) so that the PDE is satisfied along with the boundary conditions.
where the functions   are such that the PDE and the boundary conditions are satisfied.
2. There are  + 1 free parameters
.  of them which are denoted by  1     can be interpreted as speed of reversion parameters of the system and fully determine   for   = 1   while the remaining one,, which is the steady state level of the system, and given   for all   :  6 = 0, determine  0 for
and there are no restrictions on Σ   (·).
Additionally, we need to impose that the model is well defined in the sense of having a term structure of forward variance that is non-negative, i.e. (  ) ≥ 0 for all  ≥ 0. To do so, we identify the region in the -hyperplane for which (  ) ≥ 0 for all  ≥ 0. For that purpose, pick a value  ∈ R  + such that (  0 ) = 0 for a given  0 ≥ 0. (  0 ) = 0 implicitly defines a straight line in the -space such that in any neighborhood of  0 we find positive and negative forward variances. To determine the envelope, i.e. the set of 's as a function of  such that (  ) remains zero for small variations of , we complete the system with ( ) = 0 by solving:
The second equation guarantees that we remain on the frontier as we move in the -space. Once this bound is found, it remains to determine the subregion in which (  ) = 0 holds. But given the linearity of (·) in , this becomes straightforward since we can easily define the region Y ∈ R  + for which the condition is satisfied given the fundamental parameters  1     and, as will be shown in the next subsection.
Examples of consistent models

The 1-VS family
We start with the simplest case in which there are just two sources of uncertainty in the economy, one specific to variance swap rates and one common to both variance swap rates and the stock (i.e.  = 1).
This model nests several stochastic volatility models already considered in the literature, such as e.g. Heston (1993) and Jones (2003) , which in our framework correspond to specific choices of the diffusion function.
By applying Proposition 2, we obtain the following characterization of consistent models:
( 1 ) =  01 + 11 , then variance curve models consistent with the dynamics implied
where  1 and denote the speed of mean reversion and the steady state level of the dynamic system, respectively. Diffusion functions, apart from (2.10), are unrestricted while drift coefficients are given by
Some cross-sectional properties of the linearly mean-reverting one-factor variance curve model (1-VS henceforth) can be extracted from the previous definition. First, one-factor stochastic volatility models predict a lower variation in variance swap rates at longer maturities. This matches empirical findings, as for values of the mean reversion speed reported in the recent literature on option pricing using short time-to-maturity option data (e.g. Eraker (2004) and Aït-Sahalia and Kimmel (2007)), the model predicts a much lower (unconditional) variance than the one found in variance swap rates with maturities longer than 6 months. Second, all points in the implied variance term structure become perfectly correlated since the forward variance curve is deterministic conditional on one observed price.
Third, this specification only allows -at each point in time-a monotonically upward or downward sloping term structure of forward variances, depending on whether the current spot variance is below or above its long-run level. This is in contrast with the fixed income literature, where linear models with one-factor structure can accommodate hump shaped forward interest rates curves (see e.g. Cox et al. (1985) ). At the core of this difference is the fact that variance swap rates are linear in their payoffs.
There are at least two ways of generalizing this model: (i) introducing nonlinearities in the variance curve function , and (ii) allowing for more than one factor as the driving force of volatility.
Extending the model to allow for nonlinearities might be achieved by allowing for non-linear drifts in the variance swap rates or assuming that  is non-linear, hence letting  2  2 1 6 = 0. However, this comes at a nontrivial cost in terms of numerical tractability, as well as a need of additional assumptions on the functional form of the diffusion function of variance swap rates. This is a straightforward implication from Proposition 1, where the forward variance curve is characterized in terms of (2.6). In general, closed-form solutions would not be available under this setting, making, for instance, derivative pricing significantly more costly.
The second direction, in which several sources of uncertainty are allowed to drive the volatility while keeping its affine structure, is substantially more tractable and practical. First, by retaining the affine structure of the model, we can obtain in a straightforward manner option pricing formulae by using the transform analysis of Duffie et al. (2000) , provided one also assumes affine diffusion functions. Second, since the model can be solved analytically without the need of specifying the diffusion functions of variance swap rates, model comparisons become easier both in and out of sample. This is therefore the route we pursue in the next subsection.
The 2-VS family
We now consider the case where there are two sources of uncertainty associated with stochastic volatility in the economy. Applying Proposition 2 allows us to characterize the linearly mean-reverting two-factor variance curve consistent model (2-VS henceforth) as follows:
then variance curve models consistent with the dynamics implied by 
(2.14)
where for  = 1 2 and − = 2 1, respectively,
and  1 and  2 denoting the speeds of mean reversion, and the steady state level of the dynamic system being denoted by. Diffusion functions, apart from (2.10), are unrestricted while drift coefficients for  = 1 2 and − = 2 1 are given by
These types of models allow for a much richer term structure of forward variance than the 1-VS ones. In particular, they allow for flexible term structures of volatilities at intermediate maturities.
Figure 1 reports forward volatility curves for a sample of days reflecting different market expectations on volatility of the S&P 500. Parameter values used to construct the curves are taken from Section 3; specifically, they correspond to the first column in Regarding the positivity constraints described in Section 2.3, Figure 2 depicts the feasible regions Y
for different values of the fundamental parameters. In the figure, red (solid) lines denote the restriction for the spot variance to be non-negative while black (dashed) curves represent the limits that prevent violations of this condition for the forward variances for   0.
Econometric implementation
Our aim is now to provide all necessary elements to estimate affine market-based stochastic volatility models to the data. In brief, this requires specifying the full dynamics of the model under the objective measure  as well as the estimation method. In the first part of Section 3.1, we complete the description of the model under the pricing measure , given the invariance of our main result to diffusion specifications. We then write the dynamics under  by introducing some parsimonious market prices of risk specifications which determine the change from  to  dynamics. In Section 3.2, we describe the estimation procedure, and finally, in Section 3.3 we deal with situations in which the cross-section of variance swap rates observed in the data is richer than the theoretical sources of uncertainty in the model.
For expositional purposes, we restrict the discussion to the consistent 1-VS and 2-VS models, as derived in Section 2.4. Generalization of the econometric implementation to a higher number of sources of uncertainty in the economy beyond that is straightforward.
Dynamics under the objective measure
The diffusion matrix
As we saw above, the arbitrage-free characterization of volatility dynamics is independent of diffusion specification in the affine-drift context. Hence, at this point all we need to complete the dynamics under  is a specification of the diffusion matrix Σ  which we can set freely. We choose the following parametrizations in order to nest some of the specifications proposed in the literature:
for the 1-VS and, for the 2-VS model,
where the expressions for (
  0) are given in Corollaries 1 and 2, respectively, and Σ's satisfy (2.10). For identification purposes we restrict the   's to be positive. 7 Here  is the elasticity of volatility of the variance swap rates, which for simplicity, we assume to be the same under different time-to-maturities, while   's define the volatility and correlation structure. Notice also that our definition of Σ  is well suited to capture the leverage effect, namely the likely negative correlation between shocks from  0 and the remaining components of  and shock to the underlying asset log-returns.
Market prices of risk
Bates (2000), Pan (2002) and Aït-Sahalia and Kimmel (2007) among others find that market prices of variance risks are negative and economically large under alternative specifications. For that reason, we do not only model the risk premium associated to  0 but also allow the parameterization to capture how the market differentially prices volatility factors. To do so, we consider one market price of risk for each source of uncertainty. For instance, for the case of W = ( 0   1   2 ) 0 we set
where
is the stochastic component that drives the risk premia in the model and 's are parameters to be estimated. When  is different from zero, risk premia depend on the volatility level. This is an acceptable specification for market prices of risk, since it is associated with fundamental sources of risk and not prices. In other words, if we change the time-to-maturity of the variance swap rate used for estimation, we still obtain the same market prices of risk in the econometric model.
P-dynamics
Under  , the observed variables of the 2-VS model evolve according to
This parameterization nests important special cases which have been extensively analyzed in the previous literature on empirical option pricing (e.g. Aït-Sahalia and Kimmel (2007) In the situations described above, in which drifts are affine under both measures, the intercepts of the drift functions are the ones that determine the long run level of variance of the model. Specifically, focusing on the 1-VS model, if variance risk is negative, then the term structure is also flat, but with a long-run level of variance that is lower under the objective measure. In the more general case of non-affine  -drifts, i.e. when  +  6 = 2, if we take again the 1-VS -affine family, the long-run variance swap term structure will be upward sloping if the market price of variance risk  1 is negative, provided
Closed-form likelihood expansions
We now expand the log-likelihood function,   := log   , of the model under  using Aït-Sahalia (2008)'s closed form method. The expansion takes the form of a power series with additional leading terms in ∆, the time interval separating observations,
where , and is taken at order   = 2( − ).
The resulting expansion is theñ
While we implement this for the models 1-VS and 2-VS, 8 the coefficients  is useful to give us insights about the precision we should expect for the different parameters entering in the models. Again focusing on the 1-VS family, we distinguish between the structural parameter vector  = (  1   0   1   1   11   ) 0 and the extended parameter vector which directly enters into the likelihood whose evaluation can be directly computed from Proposition 2, that is
Using the extended parameter vector simplifies the computations of the likelihood function, since the non-linear relationship between ( 's) and ('s,'s) can be treated separately using the mapping ().
Notice that all but 's and  enter in both drift and diffusion equations.
Only the diffusion coefficients enter into  ( −1 −1)  (| 0 ; ), which is the leading term, so we should expect precise estimates of 's and  as we sample more frequently, but also for 's and, since they also enter into Σ through ( 1   2  0). As for 's and , which are only identified through the drift functions, the quality of the estimates of those parameters will typically depend primarily on the length of the sample, rather than on the sampling frequency. The actual performance of the estimator of the different groups of parameters in small samples is described in Appendix 2.
Additional variance swap rates
The assumption that there is a fix number of sources of uncertainty that drive volatility allows us to determine the price of any time-to-maturity variance swap using the same number of different time to maturity reference rates as inputs. If observations on more variance swap rates are available, we can exploit the resulting overidentification in order to improve the precision of parameter estimates.
In particular, this source of cross-sectional information might prove useful to better estimate those parameters whose main role is through the variance curve, namely, the drift parameters under , which are the ones that enter in a more non-linear manner within the drift coefficients.
8 The resulting coefficients 
for the 1-VS and 2-VS models are available in computer form upon request.
Assume we have observations on    different time-to-maturity variance swaps rates, as in the fixed income literature where more bonds yields are observed than there are factors in the term structure model. Since there are only  + 1 sources of risk and we observe  + 1 processes, we assume that  −  processes are observed with error: for instance, one could think of variance swap rates with longer maturities as the natural candidates since those tend to be less liquid.
From the coefficients of the model and the value of   1      , we can calculate the implied value of a variance swap with maturity   ,    , at every  bŷ
If we specialize to the 1-VS model and let   be a variance swap rate with  6 =  1 then 
We assume that pricing errors are Gaussian with zero mean and constant variance, and that they are independent across time and maturity, and also independent of W. Because of the independence assumption, the joint log-likelihood of the panel of observed variance swaps is simply the sum over the observations of
where   = ( 2 +1    2  ) 0 and  () denotes the standard normal probability density function. Equivalently, the joint likelihood of the panel of all observed variance swap rates is simply the product of the likelihood of the rates observed without error and the likelihood of the observation errors.
Empirical application
The data
We now estimate the models derived in the previous sections using daily data on the S&P 500 index returns and variance swap rates on five different maturities (2, 3, 6, 12 and 24 months) over the period January 4, 1996 to March 30, 2007. For the full sample, the number of daily observations is 2,827, excluding weekends and holidays. Data on variance swaps quotes are obtained from Bank of America.
Descriptive statistics for S&P index returns, VIX, and variance swap rates are in Panel A of Table   1 . Two features are noteworthy: first, the unconditional term structure is upward-sloping, suggesting that the market price of variance risk is negative. Second, standard deviations are similar irrespective of the maturity of the contract, which may suggest the presence of a persistent factor in the volatility dynamics. Third, the eigenvalue decomposition of the covariance matrix of variance swap rates in Panel B of the same table shows that the main principal component explains around 90% of the total variation in the data, while the first two explain more than 99%. The corresponding eigenvectors suggest that the first eigenvalue is related to level shifts in the variance curve while the second one captures changes in the slope. Interestingly, when compared with the values of Litterman and Scheinkman (1991) for bond returns, we find a simpler structure in the term structure of variances than the corresponding one in bond returns.
Taking the models to the data
Each trading day is considered to be ∆ = 1252 after the previous day, regardless of the calendar time passed (i.e. weekends and holidays receive no special consideration). Standard errors are calculated by evaluating the sample means of the cross products of the score functions, which in turn have been calculated by numeric differentiation of the log likelihood. Guided by the Monte Carlo experiments reported in Appendix 2,  is not estimated and remains fixed to 1 -square-root market prices of risksexcept in Section 4.2.2 below, in which we also consider the case of constant market prices of risks -that is,  = 0-in order to assess the impact of alternative specifications for the risk premia parameters. Table 2 reports parameter estimates for the 1-VS model for different specifications of the diffusion function. The first one, Heston-type diffusion ( = 1), imply affine drift under the objective measure, while the remaining two, GARCH-type diffusion ( = 2) and CEV-type diffusion do not. Results are grouped in two panels according to the time-to-maturity of the reference variance swap rate. Panel A contains parameter estimates and standard errors using data on the spot and 2-month swap rates, while 2, 6 and 12-month rates are assumed to be observed with error. Panel B does the same but uses the 6-month swap rate as the reference rate.
Fitting some common specifications in the one-factor stochastic volatility literature
Parameter estimates in Panel A are somewhat different from values found in recent works based on data from stock returns and/or short dated option prices (Pan (2002) , Eraker (2004) and Aït-Sahalia and Kimmel (2007) among others): values of that suggest a moderately high steady-state level of volatility around 27-35%, and a speed of mean reversion smaller than 1, which is lower than the values that one can find by fitting stochastic volatility models to short time-to-maturity option prices. When the reference maturity is 6 months (Panel B) the pattern of high unconditional level of volatility and low mean reversion is even stronger. Interestingly, the parameter values of the drift under  are quite robust to the specification of the diffusion function, with the exception of the CEV estimates of and  1 being lower and higher in absolute value, respectively. The large uncertainty for the risk premia estimates is perhaps not surprising, given that the sample period is only 12 years long, and that risk premia are typically poorly estimated even in longer samples.
These parameters pertain to the drift under the objective measure  , and the quality of the estimates of those parameters typically depends only on the length of the sample, and not the sampling frequency.
Given the relative novelty of the variance swaps contract and the resulting length of the available data, there is little that can be done to improve the quality of the 's estimates, apart from waiting for more data to accrue. In contrast, diffusion parameters are estimated with high precision since their asymptotics depends on the sampling frequency (∆ = 1252). 9 The volatility and risk premia parameters are not directly comparable across columns owing to the differing diffusion specifications.
However, when looking to the same column across panels the volatility parameter  11 is smaller in the case of the 6-month time-to-maturity variance swap rate. This is a consequence of the fact that in 1-VS models the unconditional volatility of variance swap rates is decreasing in time-to-maturity. Finally, all the specifications suggest strong negative correlation  1 between shocks to the stock and the volatility variable. The robustness of this finding across models suggests that stochastic volatility models, pricing and/or estimation methods that rely on the assumption of uncorrelated shocks, such as Hull and White (1987) , will be quite unrealistic in this context.
1-VS versus 2-VS models and market prices of risk specification
As discussed in Section 2.4.1, one implication of one-factor models is that all points in the implied variance term structure become perfectly correlated. Moreover, they only allow for a monotonically upward or downward sloping term structure of forward variances at a given point in time, depending on whether the current spot variance is below or above its long-run level. The 2-VS family of Section 2.4.2, by contrast, allows for richer term structures. We now compare the ability of these two families of consistent models to fit the data.
In order to assess the models' fit, we consider two sampling periods: (i) the full sample, and (ii) a subsample that starts in October 10, 1997 and ends September 30, 2003 and is characterized by high average volatility in the market, as can be seen in Figure 3 . It includes the Asian and Russian financial crises, the LTCM bailout, and the burst of the dot-com bubble. The number of daily observations for the subsample is 1,500, as is the case in the corresponding Monte Carlo design of Appendix 2. Tables 3 and 4 report parameter estimates and standard errors for the affine specification ( = 1) of the diffusion matrix for the 1-VS and 2-VS models, respectively. As for the 1-VS model, it should be noted -using the 2-month rate as the reference variance swap rate-that both the speed of mean 9 To take an extreme case, consider an arithmetic or geometric Brownian motion. The volatility can be estimated to an arbitrary degree of precision by sampling frequently enough, but the drift estimate is independent of sampling frequency.
The first and last observations provide as good an estimate of the drift as weekly, daily or hourly observations. reversion and the unconditional level of volatility are unstable if we compare the parameter estimates from the full sample with ones from the subsample. The volatility parameters estimates are larger in the subsample, reflecting the higher average volatility during that period. Similarly, estimates are smaller when the full sample is used. In short, in a 1-VS model world, this 6 year period would be understood as being far from the steady state.
We also estimate the model with constant market prices of risk i.e.  = 0 and report these estimates and standard errors in the last columns of Table 3 . The estimates for the majority of the parameters are almost identical to the case of  = 1. This reflects the fact that  is weakly identified with this type of data: Only 's estimates change in order to correct the change of scale   to 1. Table 4 contains the results for the 2-VS model. In this case, we need to fix two reference rates, and we use the 6-month rate in addition to the 2-month swap rate. In contrast to the 1-VS model, parameter estimates are more robust to the choice of the sampling period. The speed of reversion associated to the low frequency,  1 , implies that shocks to volatility last for more than one year on average, while the fast mean reverting root,  2 , suggest that the mean life of this type of shocks is less than 2 months in both samples. The speed of mean-reversion estimated for the 1-VS model, which lies in between the estimates of the mean-reverting roots  1 and  2 of the 2-VS model, is closer to  1 . This feature can be associated with the fact that most of the variation in the variance curves correspond to level shifts, as seen from the principal components decomposition of the variance swap rates.
Again, the estimates of the volatility parameters are larger in the subsample reflecting the higher average volatility during that period. As in the 1-VS case, the choice of the functional form of the market prices of risk (i.e. the specific value for ) does not seem to affect the parameters that characterize the dynamics of the variance swap rates.
Risk premia coefficients are not precisely estimated. Still, it is noteworthy that the negative market price estimate on the variance risk is mainly captured through  2 rather than  1 . This is due to the parameterization of the diffusion matrix (since  2 affect both reference rates). This fact captures the evidence that variance swap rates are higher on average than ex-post realized variance, and that shorting variance swap contracts generates positive average returns, observations also made by Bondarenko (2004) and Carr and Wu (2009) .
Analyzing the properties of pricing errors allows us to assess, in an informal but intuitive way, the statistical performance of the different models. Under correct specification, pricing errors should be uncorrelated and have small variance. The variance parameters that characterize the pricing errors are reported in the bottom panels of Tables 3 and 4. We can see that the one-factor model seems to perform poorly relative to the 2-VS model since estimates of  2 in the 2-VS models are in most cases remarkably smaller than in the 1-VS model.
Finally, we resort to the model selection criterion based on the likelihood ratio for non-nested models (see Theorem 5.1 in Vuong (1989) ) to evaluate the fit of the alternative specifications more rigorously.
Specifically, when evaluating strictly non-nested models  and , we compute the test statistic as 
The impact of additional variance swap rates on statistical efficiency
In the previous subsections, we estimated the models using additional rates -either two or three, depending on the model,-since they provide a better fit of the relevant parameters, as we have learned from the Monte Carlo simulations. Now, we explicitly compare the fit of the models using different information sets. Panels A and B of Table 5 present parameter estimates for the affine specification of the diffusion matrix for the 1-VS and 2-VS models, respectively.
Not surprisingly, we see that the precision of parameter estimates increases as we add information on different maturities. The main gain arises from increasing the data set in which we base inference from using just the reference rates to using a few additional rates. The precision of drift parameters estimates under  is increased by exploiting the cross-sectional structure of prices since the variance curve is determined by those parameters only. Along the same line, but at a lower rate, the standard errors of diffusion parameters become smaller as the contribution to the likelihood of different maturities is taken into account. This is not the case, however, with the  -parameters that characterize the drift under the physical measure, namely, the market prices of risk 's.
When using data on the six maturities, the mean-life of shocks to the low frequency component of volatility increases (i.e.  1 approaches zero), as can be seen from the estimates of 's. Similarly, the long-run level of variance  increases as we use information from longer maturities. As for the diffusion 10 The variance of the limiting normal distribution (when the models are equivalent) 2  is estimated bŷ
We arrive to the same conclusions when using the subsample period.
parameters, the vol-vol parameters  11 and  22 , and the correlation parameters - 1 ,  2 and  12 -are quite stable.
Conclusions
We developed in this paper stochastic volatility models based on variance swaps as their primitives, derived the consistent class of models, and proposed and implemented an estimation approach for the resulting models. Using no-arbitrage arguments to characterize families of consistent variance curve models parameterized in terms of observed variance derivatives, we are able to estimate stochastic volatility without relying on latent variables assumptions. By specifying the model in terms of observed quantities, estimation of stochastic volatility models becomes noticeably simpler.
Empirical results for simple versions of the 1-VS and 2-VS models suggest that at least two sources of uncertainty are required in order to get a reasonable description of the dynamics of variance swap rates. The long-run risk that is associated with a near martingale behavior of one of the factors, suggests that agents face large uncertainty about the future level of volatility, and it has an important impact in prices of variance derivatives and risk premia at long horizons.
By contrast, fitting one-factor stochastic volatility models to the term structure of variance derivatives may lead to the following potentially misleading results: (i) low mean reversion of the spot variance, which is not consistent with the observed mean reversion from the analysis of short time-to-maturity derivatives; and (ii) understatement of the long-run risk, the dominant component for explaining the variance risk premia.
Finally, when we compare the fit of the models using different information sets, the main efficiency gains arise from increasing the data set in which we base inference from using just the reference rates to using a few additional rates. Specifically, the precision of drift parameters estimates under the pricing measure  is increased by exploiting the cross-section of prices. Variance swap rates  2 months  0048  00300  2026  9759  3 months  0048  0031  1867  8926  6 months  0050  0031  1860  9357  1 year  0053  0030  1403  6438  2 years  0056  0029  1127  4604 VIX 
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where the expressions for   ()'s are given in Corollary 2 in Section 2.4.2. The reference variance swap rates are 2 and 6 months time to maturity. The parameter values are  1 = −05,  2 = −6 and = 004. Notes: To identify the region in the -hyperplane for which ( 1   2  ) ≥ 0 consider a given value of  = ( 1   2 ) such that ( 1   2  ) = 0 defines a straight line in the R 2 -hyperplane. To determine the envelope i.e. set of 's, as a function of , such that ( ) remains zero for small variations of , we should impose ( ) = 0 by solving
The first equation defines a straight line in R 2 such that in any neighborhood of the solution we will find positive and negative forward variances. In contrast, the second equation guarantees that we remain on the frontier as we move in R 2 . Different curves correspond to different parameter values of,  1 and  2 . Red lines correspond to ( 1   2  0) = 0, while the grey dotted curves to ( 1   2  ) = 0 for   0. The models are given in Section 3. Both models are estimated using data on the spot and 2, 3, 6 and 12 months time to maturities. 1-VS (2-VS) model is estimated using 2 months (2 and 6 months) as reference rate. Both models are estimated under the maintained assumption that  =  = 1.
We use the Method of Characteristics to solve the PDE, which consists of characterizing curves (called characteristic curves) along which the PDE becomes an ordinary differential equation. Then, the solution of the ODE can be used to obtain a solution of the original PDE. Let  be a function of the auxiliary variable :
. Taking derivatives of  with respect to  yields
It is enough to find curves  (),  1 ()    () such that  is constant (i.e.  = 0) and along which the PDE is satisfied. Given the original PDE, the curves that characterize its solution are the ones that solve the following system of ODEs
's are affine in , the system can be written in matrix form as
Given the separability of the system, we can solve for  and  separately. We have that
where  ( 0 ) =  0 ∈ R. Without loss of generality we assume  0 = 0 and  0 = 0 so that  = −. Regarding , from basic ODEs theory, the general solution () = ( 1 ()    ()) 0 can be written as
efine  curves implicitly which satisfy the system of ODEs and, by extension, the PDE. Notice that these  characteristic functions are affine in . It can be seen that any differentiable function that takes values on  0 1    0  into the real line satisfies the PDE. Indeed, letting
where : R × R  → R. Then, by the chain rule we have
and collecting terms on   and   :
Using the chain rule again,  = P  =1   0  ·  0  , and, since by construction  = 0,
and the result follows. However, since the solution has to be affine in , the only candidate is an affine function of the characteristic curves:
It remains to impose that the integral boundary conditions are satisfied. Collecting terms in   in the previous expression we can rewrite  as
The boundary conditions can be written as:
Notice that there is a total of ( + 1) restrictions and ( + 1) 2 parameters. This leaves  + 1 free parameters in the system. A natural choice of parameterization is  1     the eigenvalues of the system, which can be interpreted as speed of reversion parameters of the system, and, which can be understood as the steady state level of the system. More precisely, notice that from the  2 first set of restrictions,  and  can be specified in term of  1     . From the last set of  restrictions, we pin down  0 and  +1 with  1     and one more parameter,. Moreover, notice that
is the only compatible function with the whole set of restrictions.
Up to this point we have proved the existence of a solution for the problem. It only remains to prove uniqueness. To this end, we will assume the existence of another solution: and  4 = . Hence
D. Proof of Corollary 2
It follows directly from Proposition 2 and the following two steps: First we have to find the general solution of the dynamic system implied by Proposition 2 and the second step involves finding the particular solution by imposing the integral boundary conditions.
Step 1 : Taking derivatives of  with respect to  we get efines three curves implicitly which satisfy the system of ODEs and, by extension, the PDE. The separability of the system of ODEs allows us, from now on, to focus on the subsystem of ODEs involving  1 and  2 taking into account the change of variable from  to  . Without loss of generality we assume  0 = 0 and  0 = 0, so that the implicit curves defined by (D.1) are
where  1 = ( 22 +  11 − √ )2, and  2 = ( 22 +  11 + √ )2 with  = ( 22 −  11 ) 2 + 4 12  21 are the eigenvalues that determine the dynamic properties of the system. Notice that  1 ( ) and  2 ( ) correspond to the particular solution of (D.1). In particular, if we rewrite the curves as follows:  0 2 (  1   2 ) =  2 provided the system is stationary, i.e.  1  0 and  2  0.
Step 2 : Consider an affine solution, saỹ 2 [( 2 )( 1 ) − ( 2 )( 1 )]; and then, By imposing that the solution ( 1   2 ) to system () is also a solution of () together with  1  2 =  11  22 −  12  21 and  1 +  2 =  11 +  22 , we have a system of four equations in four unknowns that is satisfied by the following restrictions on the coefficients  11 ,  12 ,  21 and  22 . Although there is another set of solutions for the 's, this is the only one consistent with systems () and () simultaneously. Imposing the above restrictions on ( 1   2 ) we get
Finally, once we have determined ( 1   2 ) and the 's in terms of  1 ,  2 ,  1 and  2 , system () can be regarded as a linear system in ( 01   02 ) from where we obtain the remaining drift parameters.
