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Abstract
The superiorization methodology is intended to work with input data of constrained
minimization problems, that is, a target function and a set of constraints. However, it
is based on an antipodal way of thinking to what leads to constrained minimization
methods. Instead of adapting unconstrained minimization algorithms to handling
constraints, it adapts feasibility-seeking algorithms to reduce (not necessarily mini-
mize) target function values. This is done by inserting target-function-reducing per-
turbations into a feasibility-seeking algorithm while retaining its feasibility-seeking
ability and without paying a high computational price. A superiorized algorithm that
employs component-wise target function reduction steps is presented. This enables
derivative-free superiorization (DFS), meaning that superiorization can be applied
to target functions that have no calculable partial derivatives or subgradients. The
numerical behavior of our derivative-free superiorization algorithm is illustrated on
a data set generated by simulating a problem of image reconstruction from pro-
jections. The plots of proximity-target curves of our experiments demonstrate the
advantage of the proposed derivative-free superiorization algorithm.
KEYWORDS
Derivative-free; superiorization; constrained minimization; component-wise
perturbations; proximity function; bounded perturbations; monotone proximity;
proximity-target curve
1. Introduction
1.1. The superiorization methodology (SM)
In many applications there exist efficient iterative algorithms for producing constraints-
compatible solutions. Often these algorithms are perturbation resilient in the sense
that, even if certain kinds of changes are made at the end of each iterative step, the
algorithms still produce a constraints-compatible solution. This property is exploited
in superiorization by using such perturbations to steer an algorithm to an output that
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is as constraints-compatible as the output of the original algorithm, but is superior
(not necessarily optimal) to it with respect to a given target function.
Superiorization has a world-view that is quite different from that of classical con-
strained optimization. Both in superiorization and in classical constrained optimization
there is an assumed domain Ω and a criterion that is specified by a target function φ
that maps Ω into R. In classical optimization it is assumed that there is a constraints
set C and the task is to find an x ∈ C for which φ(x) is minimal over C. Two difficul-
ties with this approach are: (1) The constraints that arise in a practical problem may
not be consistent, so C could be empty and the optimization task as stated would not
have a solution. (2) Even for nonempty C, iterative methods of classical constrained
optimization typically converge to a solution only in the limit and some stopping rule
is applied to terminate the process. The actual output at that time may not be in C
(especially if the iterative algorithm is initialized at a point outside C) and, even if it
is in C, it is most unlikely to be a minimizer of φ over C.
Both issues are handled in the superiorization approach investigated here by replac-
ing the constraints set C by a nonnegative real-valued proximity function PrT that
indicates how incompatible a given x ∈ Ω is with specified constraints T . Then the
merit of an actual output x of an algorithm is represented by the smallness of the two
numbers PrT (x) and φ(x). Roughly, if an iterative algorithm produces an output x,
then its superiorized version will produce an output x′ for which PrT (x′) is not larger
than PrT (x), but (as in-practice demonstrated) generally φ(x′) is smaller than φ(x).
As an example, let Ω = RJ and consider a set T of constraints of the form〈
di,x
〉
= hi, i = 1, 2, . . . , I, (1)
where di ∈ RJ and hi ∈ R, for all i = 1, 2, . . . , I, and 〈·, ·〉 is the Euclidean inner product
in RJ . There may or may not be an x ∈ RJ that satisfies this set of constraints, but
we can always define a proximity function for T as, for example, by
PrT (x) :=
I∑
i=1
(〈
di,x
〉− hi)2. (2)
There are several approaches in the literature that attempt to minimize both com-
peting objectives PrT (x) and φ(x) as a way to handle constrained minimization. The
oldest one is the penalty function approach, also useful in regularization of inverse
problems [14]. In that approach, the constrained minimization problem is replaced by
the unconstrained minimization of the combination φ(x) + piPrT (x), in which pi ≥ 0
is a penalty parameter that governs the relative importance of minimizing the two
summands. An inherent difficulty with this is that the penalty parameter needs to be
chosen by the user. The filter method approach [15], among others, was developed to
avoid this difficulty. Of course, people have also applied multiobjective minimization
with two objectives (bi-objective minimization) to the competing objectives PrT (x)
and φ(x). None of these approaches are close in their underlying principles to the
superiorization methodology employed in this paper.
1.2. Derivative-free superiorization versus derivative-free optimization
Our motivating purpose in this paper is to investigate the general applicability of
derivative-free superiorization (DFS) as an alternative to previously proposed superior-
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ization approaches. These earlier approaches were based on generation of nonascending
vectors, for target function reduction steps, that mostly required the ability to calculate
gradients or subgradients of the target function. Paralleling the body of knowledge of
derivative-free optimization (DFO), see, e.g., [10], we explore a specific DFS algorithm
and demonstrate its action numerically.
The output of a superiorized version of a constraints-compatibility-seeking algorithm
will have smaller (but not minimal) target function φ value than the output by the same
constraints-compatibility-seeking algorithm without perturbations, everything else be-
ing equal. Even though superiorization is not an exact minimization method, we think
of it as an applicable (and possibly, more efficacious) alternative to derivative-free con-
strained minimization methods applied to the same data for two main reasons: its
ability to handle constraints and its ability to cope with very large-size problems.
The review paper of Rios and Sahinidis [28] “... addresses the solution of bound-
constrained optimization problems using algorithms that require only the availability
of objective function values but no derivative information,” with bound constraints
imposed on the vector x. The book by Conn, Scheinberg and Vicente [10] deals only
with derivative-free unconstrained minimization, except for its last chapter (of 10 pages
out of the 275) entitled “Review of constrained and other extensions to derivative-free
optimization.” Li et al. [23] do not even mention constraints. In [12] the numerical work
deals with: “The dimension of the problems [i.e., the size of the vector x] varies between
2 and 16, while the number of constraints are between 1 and 38, exceeding 10 in only
5 cases.” In [13] the numerical tests are limited to: “The first case has 80 optimization
variables [i.e., the size of the vector x] and only bound constraints, while the second
example is a generally constrained production optimization involving 20 optimization
variables and 5 general constraints.”
This indicates that (i) much of the literature on derivative-free minimization is con-
cerned with unconstrained minimization or at most with bound-constraints on the
variables, and (ii) many, if not all, proposed methods were designed (or, at least,
demonstrated) only for small-scale problems. In contrast, the DFS method proposed
here can handle any type of constraints for which a separate efficient derivative-
free constraints-compatibility-seeking algorithm is available. Since the constraints-
compatibility-seeking algorithm forms part of the proposed DFS method, the method
can use exterior initialization (that is initializing the iterations at any point in space).
Furthermore, very large-scale problems can be accommodated.
1.3. Earlier work on superiorization
A comprehensive overview of the state of the art and current research on superioriza-
tion appears in our continuously updated bibliography Internet page that currently
contains 95 items [5]. Research works in this bibliography include a variety of reports
ranging from new applications to new mathematical results on the foundations of su-
periorization. A special issue entitled: “Superiorization: Theory and Applications” of
the journal Inverse Problems [8] contains several interesting papers on the theory and
practice of SM, such as [3], [18], [27], to name but a few. Later papers continue research
on perturbation resilience, which lies at the heart of the SM, see, e.g., [1].
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1.4. Structure of the paper
In Section 2 we present the basics of the superiorization methodology. We present our
DFS algorithm in Section 3 and juxtapose it with an existing superiorization algorithm
that uses derivative information. In Section 4 we present a tool (we call it a proximity-
target curve) for deciding which of two iterative methods is “better” for solving a
particular problem. The experimental demonstration of our DFS algorithm appears in
Section 5. In Section 6 we offer a brief discussion and some conclusions.
2. The basics of the superiorization methodology
We follow the approach of [21]. Ω denotes a nonempty set in the Euclidean space RJ .
T is a problem set ; each problem T ∈ T is described by a particular set of constraints
such as provided, for example, in (1). Pr is a proximity function on T such that, for
every T ∈ T, PrT : Ω → R+ (nonnegative real numbers). PrT (x) measures how
incompatible x is with the constraints of T . A problem structure is a pair (T,Pr),
where T is a problem set and Pr is a proximity function on T. For an x ∈ Ω, we
say that x is ε-compatible with T if PrT (x) ≤ ε. We assume that we have computer
procedures that, for any x ∈ RJ , determine whether x ∈ Ω and, for any x ∈ Ω and
T ∈ T, calculate PrT (x). In many applications, each problem T ∈ T is determined by
a family of sets {Ci}Ii=1, where each Ci is a nonempty, often closed and convex, subset
of Ω and the problem T is to find a point that is in the intersection of the Ci.
We introduce ∆, such that Ω ⊆ ∆ ⊆ RJ and a target function φ : ∆→ R, which is
referred to as an optimization criterion in [21]. We assume that we have a computer
procedure that, for any x ∈ RJ , determines whether x ∈ ∆ and, if so, calculates φ (x).
An algorithm P for a problem structure (T,Pr) assigns to each problem T ∈ T
a computable algorithmic operator PT : ∆ → Ω. For any initial point x ∈ Ω, PT
produces the infinite sequence
(
(PT )
k x
)∞
k=0
of points in Ω.
Definition 2.1. The ε-output of a sequence
For a problem structure (T,Pr), a T ∈ T, an ε ∈ R+ and a sequence R :=
(
xk
)∞
k=0
of
points in Ω, we use O (T, ε,R) to denote the x ∈ Ω that has the following properties:
PrT (x) ≤ ε, and there is a nonnegative integer K such that xK = x and, for all
nonnegative integers k < K, PrT
(
xk
)
> ε. If there is such an x, then it is unique. If
there is no such x, then we say that O (T, ε,R) is undefined, otherwise it is defined.
If R is an infinite sequence generated by a process that repeatedly applies PT , then
O (T, ε,R) is the output produced by that process when we add to it instructions that
make it terminate as soon as it reaches a point that is ε-compatible with T . Roughly,
we refer to P as a feasibility-seeking algorithm for a problem structure (T,Pr) that
arose from a particular application if, for all T ∈ T and ε ∈ R+ of interest for the
application, O (T, ε,R) is defined for all infinite sequences R generated by repeated
applications PT . Each application of PT is referred to as a feasibility-seeking step.
Definition 2.2. Strong perturbation resilience
An algorithm P for a problem structure (T,Pr) is said to be strongly perturbation
resilient if, for all T ∈ T,
(1) there is an ε ∈ R+ such that O
(
T, ε,
(
(PT )
k x
)∞
k=0
)
is defined for every x ∈ Ω;
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(2) for all ε ∈ R+ such that O
(
T, ε,
(
(PT )
k x
)∞
k=0
)
is defined for every x ∈ Ω,
we also have that O (T, ε′, R) is defined for every ε′ > ε and for every sequence
R =
(
xk
)∞
k=0
of points in Ω generated by
xk+1 = PT
(
xk + βkv
k
)
, for all k ≥ 0, (3)
where βkvk are bounded perturbations, meaning that the sequence (βk)∞k=0 of non-
negative real numbers is summable (that is,
∞∑
k=0
βk <∞), the sequence
(
vk
)∞
k=0
of vectors in RJ is bounded and, for all k ≥ 0, xk + βkvk ∈ ∆.
Sufficient conditions for strong perturbation resilience appeared in [21, Theorem 1].
With respect to the target function φ : ∆→ R, we adopt the convention that a point
in ∆ for which the value of φ is smaller is considered superior to a point in ∆ for which
the value of φ is larger. The essential idea of the SM is to make use of the perturbations
of (3) to transform a strongly perturbation resilient algorithm that seeks a constraints-
compatible solution (referred to as the Basic Algorithm) into a superiorized version
whose outputs are equally good from the point of view of constraints-compatibility,
but are superior (not necessarily optimal) with respect to the target function φ. This
can be done by making use of the following concept.
Definition 2.3. [21] Nonascending vector
Given a function φ : ∆ → R and a point y ∈ RJ , we say that a d ∈ RJ is a
nonascending vector for φ at y if ‖d‖ ≤ 1 and there is a δ > 0 such that
for all λ ∈ [0, δ] we have φ (y + λd) ≤ φ (y) . (4)
Obviously, the zero vector 0 (all components are 0) is always such a vector, but for the
SM to work we need a strict inequality to occur in (4) frequently enough. Generation of
nonascending vectors, used for target function reduction steps, has been based mostly
on the following theorem or its variants such as [16, Theorem 1] and [17, unnumbered
Theorem on page 7], which provide sufficient conditions for a nonascending vector.
Theorem 2.4. [21, Theorem 2]. Let φ : RJ → R be a convex function and let x ∈ RJ .
Let g ∈ RJ satisfy the property: For 1≤ j ≤ J , if the jth component gj of g is not
zero, then the partial derivative ∂φ∂xj (x) of φ at x exists and its value is gj. Define d to
be the zero vector if ‖g‖ = 0 and to be −g/ ‖g‖ otherwise. Then d is a nonascending
vector for φ at x.
In order to use this theorem, φ must have at least one calculable partial derivative
(which is nonzero) at points in the domain of φ. Otherwise, the theorem would apply
only to the zero vector, which is a useless nonascending vector because it renders
the SM ineffective. To enable application of the SM to target functions that have no
calculable partial derivatives or subgradients, we proposed in [7] to search for a point
in the neighborhood of x at which the target function exhibits nonascent by comparing
function values at points of a fixed distance from x along the space coordinates. To
obtain a sequence of nonascending points without making use of Theorem 2.4, we
replaced in [7] the notion of a nonascending vector by the following alternative notion.
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Definition 2.5. [7] Nonascending δ-bound direction
Given a target function φ : ∆ → R where ∆ ⊆ RJ , a point y ∈ ∆, and a positive
δ ∈ R, we say that d ∈ RJ is a nonascending δ-bound direction for φ at y if ‖d‖ ≤
δ, y + d ∈ ∆ and φ(y + d) ≤ φ(y). The collection of all such vectors is called a
nonascending δ-ball and is denoted by Bδ,φ(y), that is,
Bδ,φ(y) :=
{
d ∈ RJ | ‖d‖ ≤ δ, (y + d) ∈ ∆, φ(y + d) ≤ φ(y)} . (5)
The zero vector is contained in each nonascending δ-ball, that is, 0 ∈ Bδ,φ(y) for
each δ > 0 and y ∈ ∆. The purpose of this definition is to allow the use, as a direction
of target function decrease, of any vector d ∈ RJ for which φ(y + d) ≤ φ(y) holds
locally only for d, and not throughout a certain interval as in Definition 2.3. The
vector d depends on the value of δ and they may be determined simultaneously in the
superiorization process, as seen below. This kind of nonascent was referred to as local
nonascent in [7, Subsection 2.3]. Obviously, local nonascent is a more general notion
since every nonascending vector according to Definition 2.3 is also a nonascending δ-
bound direction according to Definition 2.5 but not vice versa. The advantage of this
notion is that it is detectable by using only function value calculations.
The following easily-proved proposition unifies these approaches in the convex case.
Proposition 2.6. Let φ : RJ → R be a convex function and let x ∈ RJ . If d ∈ RJ
is a nonascending δ-bound direction for φ at x, then either d = 0 (and hence d is a
nonascending vector for φ at x) or d/‖d‖ is a nonascending vector for φ at x.
The idea of calculating δ (equivalently, the step-size γ` in the superiorized algorithms
presented in the next section) simultaneously with a direction of nonascent appeared
in a completely different way in [24], where they use an additional internal loop of a
penalized minimization to calculate the direction of nonascent; see also [25].
3. Specific superiorization approaches
This section presents two specific approaches to superiorizing a Basic Algorithm that
operates by repeated applications of an algorithmic operator PT starting from some
initial point. The first approach produces the superiorized version that is named Algo-
rithm 1 below, it has been published in the literature previously. The second approach,
named Algorithm 2 below, is novel to this paper.
The two superiorized versions have some things in common. They are both iterative
procedures in which k is used as the iteration index. The first two steps of both algo-
rithms sets k to 0 and x0 to a given initial vector x¯ ∈ ∆. They both assume that we
have available a summable sequence (γ`)∞`=0 of nonnegative real numbers (for example,
γ` = a
`, where 0 < a < 1). In Step 3 of both algorithms, ` is initialized to −1 (this is
acceptable since ` is increased by 1 before the first time γ` is used). In both algorithms
the iterative step that produces xk+1 from xk, as in (3), is specified within a repeat
loop that first performs a user-specified number, N , of perturbation steps followed by
one feasibility-seeking step that uses the algorithmic operator PT . In more detail, the
repeat loop in each of the algorithms has the following form. After initializing the loop
index n to 0 and setting xk,0 to xk, it produces one-by-one xk,1,xk,2, . . . , xk,N (these
are the iterations of the perturbation steps), followed by producing xk+1 = PTxk,N
(the feasibility-seeking step). The difference between the two algorithms is in how they
6
perform the perturbations for getting from xk,n to xk,n+1.
Algorithm 1: [21, page 5537] Superiorization using nonascending vectors
1 set k = 0
2 set xk = x¯
3 set ` = −1
4 repeat
5 set n = 0
6 set xk,n = xk
7 while n < N
8 set vk,n to be a nonascending vector for φ at xk,n
9 set loop=true
10 while loop
11 set ` = `+ 1
12 set z = xk,n + γ`vk,n
13 if z ∈ ∆ and φ (z) ≤ φ (xk) then
14 set xk,n+1 = z
15 set n = n+ 1
16 set loop = false
17 set xk+1 = PTxk,N
18 set k = k + 1
We state an important property of Algorithm 1; for a proof see [21, Section II.E].
Theorem 3.1. Suppose that the algorithm P for a problem structure (T,Pr) is strongly
perturbation resilient. Let T ∈ T, and ε ∈ R+ be such that O
(
T, ε,
(
(PT )
k x
)∞
k=0
)
is
defined for every x ∈ Ω. It is then also the case that O (T, ε′, R) is defined for every
ε′ > ε and every sequence R =
(
xk
)∞
k=0
produced by Algorithm 1.
The above pseudo-code of Algorithm 1 does not specify how the nonascending
vector in Step 8 is to be selected. In publications using Algorithm 1, such details are
usually based on a variant of Theorem 2.4, resulting in a not derivative-free algorithm.
For the specification of Algorithm 2 we let, for 1 ≤ j ≤ J , ej be the vector in
RJ all of whose components are 0, except for the jth component, which is 1. The
set of coordinate directions is defined as Γ :=
{
ej | 1 ≤ j ≤ J} ∪ {−ej | 1 ≤ j ≤ J}.
We assume that (cm)∞m=0 is a given sequence of coordinate directions such that any
subsequence of length 2J contains Γ.
Algorithm 2: Component-wise superiorization
1 set k = 0
2 set xk = x¯
3 set ` = −1
4 set m = −1
5 repeat
6 set n = 0
7 set xk,n = xk
8 while n < N
9 set xk,n+1 = xk,n
10 set ` = `+ 1
11 set L = −1
12 while L < 2J
13 set L = L+ 1
7
14 set m = m+ 1
15 set z = xk,n + γ`cm
16 if z ∈ ∆ and φ (z) < φ (xk,n) then
17 set xk,n+1 = z
18 set L = 2J
19 set n = n+ 1
20 set xk+1 = PTxk,N
21 set k = k + 1
We make the following comments:
(1) Steps 15, 16 and 17 of Algorithm 2 implement nonascending γ`-bound direc-
tions, as in Definition 2.5. In doing so,Algorithm 2 realizes in a component-wise
manner the algorithmic framework of [7] (specifically, as expressed in Steps 7 and
8 of Algorithm 1 in that paper).
(2) No partial derivatives are used by Algorithm 2.
(3) Step 16 of Algorithm 2 is similar to Step 13 of Algorithm 1. One difference
is the use of strict inequality in Algorithm 2, the reason for this is that it was
found advantageous in some applications of the algorithm. In addition, the while
loop due to Step 8 of Algorithm 2 is executed at most 2J times, but there is
no upper bound on the (known to be finite) number of executions of the while
loop due to Step 9 of Algorithm 1. Also, it follows from the pseudo-code of
Algorithm 2 that, for all k ≥ 0 and 0 ≤ n ≤ N , φ (xk,n) < φ (xk), even though
there is no explicit check for this as in Step 13 of Algorithm 1.
(4) A desirable property of Algorithm 2 is that it cannot get stuck in a particular
iteration k because the value of L increases in an execution of the while loop of
Step 12 and the value of n increases in an execution of the while loop of Step 8.
(5) Algorithm 2 shares with Algorithm 1 the important property in Theorem
3.1. Stated less formally: “For a strongly perturbation resilient algorithm, if for
all initial points from Ω the infinite sequence produced by an algorithm contains
an ε-compatible point, then all perturbed sequences produced by the superiorized
version of the algorithm contain an ε′-compatible point, for any ε′ > ε.”
(6) At present there is no mathematical proof to guarantee that the output of a supe-
riorized version of a constraints-compatibility-seeking algorithm will have smaller
target function φ value than the output by the same constraints-compatibility-
seeking algorithm without perturbations, everything else being equal. A partial
mathematical result toward coping with this lacuna, in the framework of weak
superiorization, is provided by Theorem 4.1 in [9].1
4. The proximity-target curve
We now give a tool for deciding which of two iterative methods is “better” for solving
a particular problem. Since an iterative method produces a sequence of points, our
definition is based on such sequences.
Definition 4.1. Monotone proximity of a finite sequence
For a problem structure (T,Pr), a T ∈ T, positive integers Klo and Khi > Klo, the
1The approach followed in the present paper was termed strong superiorization in [9, Section 6] and [4] to
distinguish it from weak superiorization, wherein asymptotic convergence to a point in C is studied instead of
ε-compatibility.
8
finite sequence R :=
(
xk
)Khi
k=Klo
of points in Ω is said to be of monotone proximity if
for Klo < k ≤ Khi, PrT
(
xk−1
)
> PrT
(
xk
)
.
Definition 4.2. The proximity-target curve of a finite sequence
For a problem structure (T,Pr), a T ∈ T, a target function φ : Ω → R, positive
integers Klo and Khi > Klo, let R :=
(
xk
)Khi
k=Klo
be a sequence of monotone proximity.
Then the proximity-target curve P ⊆ R2 associated with R is uniquely defined by:
(1) For Klo ≤ k ≤ Khi,
(PrT (xk) , φ (xk)) ∈ P .
(2) For Klo < k ≤ Khi, the straight line segment from
(PrT (xk−1) , φ (xk−1)) to(PrT (xk) , φ (xk)) is a subset of P .
Definition 4.3. Comparison of proximity-target curves of finite sequences
For a problem structure (T,Pr), a T ∈ T, a target function φ : Ω → R, positive
integers Klo, Khi > Klo, Llo, Lhi > Llo, let R :=
(
xk
)Khi
k=Klo
and S :=
(
yk
)Lhi
k=Llo
be
sequences of points in Ω of monotone proximity for which P and Q are their respective
associated proximity-target curves. Define
t := max
(PrT (xKhi) ,PrT (yLhi)) ,
u := min
(PrT (xKlo) ,PrT (yLlo)) . (6)
Then R is better targeted than S if:
(1) t ≤ u and
(2) for any real number h, if t ≤ h ≤ u, (h, v) ∈ P and (h,w) ∈ Q, then v ≤ w.
Let us see how this last definition translates into something that is intuitively
desirable. Suppose that we have an iterative algorithm that produces a sequence,
y0,y1,y2, · · · , of which S := (yk)Lhi
k=Llo
is a subsequence. An alternative algorithm
that produces a sequence of points of which R :=
(
xk
)Khi
k=Klo
is a subsequence that is
better targeted than S has a desirable property: Within the range [t, u] of proximity
values, the point that is produced by the alternative algorithm with that proximity
value, is likely to have lower (and definitely not higher) value of the target function as
the point with that proximity value that is produced by the original algorithm. This
property is stronger than what we stated before, namely that superiorization produces
an output that is equally good from the point of view of proximity, but is superior
with respect to the target function. Here the single output determined by a fixed ε is
replaced by a set of potential outputs for any ε ∈ [t, u].
5. Experimental demonstration of derivative-free component-wise
superiorization
5.1. Goal and general methodology
Our goal is to demonstrate that component-wise superiorization (Algorithm 2) is
a viable efficient DFS method to handle data of constrained-minimization problems
(that is, a target function and a set of constraints), when the target function has no
calculable partial derivatives.
To ensure the meaningfulness and worthiness of our experiments, we generate the
constraints and choose a target function, that has no calculable partial derivatives, in-
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spired by an application area of constrained optimization, namely image reconstruction
from projections in computerized tomography (CT).
For the so-obtained data we consider two runs of Algorithm 2, one with and
the other without the component-wise perturbation steps. To be exact, by “without
perturbation” we mean that Steps 10–18 in Algorithm 2 are deleted so that xk,N =
xk, which amounts to running the feasibility-seeking basic algorithm PT without any
perturbations. Everything else is equal in the two runs, such as the initialization point
x¯ and all parameters associated with the application of the feasibility-seeking basic
algorithm in Step 20. The results are presented below by plots of proximity-target
curves that show that the target function values of Algorithm 2 when run “with
perturbations” are systematically lower than those of the same algorithm without the
component-wise perturbations.
The numerical behavior of Algorithm 2, as demonstrated by our experiment, makes
it a meritorious choice for superiorization in situations involving a derivative-free target
function and a set of constraints.
To reach the goal described above we proceed in the following stages.
(1) Specification of a problem structure (T,Pr) for the experimental demonstration,
and generation of constraints, simulated from the application of image recon-
struction from projections in computerized tomography.
(2) Choice of a ∆ and a derivative-free target function φ for the experiment.
(3) Specification of the algorithmic operator PT to be used in Algorithm 2. This
is chosen so that the Basic Algorithm that operates by repeated applications of
PT is a standard sequential iterative projections method for feasibility-seeking of
systems of linear equations; a version of the Algebraic Reconstruction Techniques
(ART) [19, Chapter 11] that is equivalent to Kaczmarz’s projections method.
(4) Specification of algorithmic details and parameters, such as N and γ` in Algo-
rithm 2.
5.2. Problem selection, constraints generation and choices of ∆ and of the
target function
We generate the constraints and chose a target function from the application area
of image reconstruction from projections in computerized tomography (CT).2 The
problem structure (T,Pr) for our demonstration has been used in the literature for
comparative evaluations of various algorithms for CT [17, 19, 21, 26]. It is of the type
described in Section 1 by (1) and (2). Specifically, vectors x in Ω = RJ represent two-
dimensional (2D) images, with each component of x representing the density assigned
to one of the pixels in the image. We use J = 235, 225, thus each x represents a
485 × 485 image. Our test image (phantom) is represented by the vector xˆ, that is a
digitization of a picture of a cross-section of a human head [19, Sections 4.1-4.4 and
5.2].
In the problem T that we use for our illustration, each index i = 1, 2, . . . , I is asso-
ciated with a line across the image and the corresponding di is a vector in RJ , whose
jth component is the length of intersection of that line with the jth of the J pixels.
There are 498,960 such lines (organized into 720 divergent projections with 693 lines in
each; similar to the standard geometry in [19] but with more lines in each projection).
The hi have been calculated by simulating the behavior of CT scanning of the head
2The term projection has in this field a different meaning than in convex analysis. It stands for a set of
estimated line integrals through the image that has to be reconstructed, see [19, page 3].
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cross-section [19, Section 4.5]. All the above was generated using the SNARK14 pro-
gramming system for the reconstruction of 2D images from 1D projections [11], giving
rise to a system of linear equations (1). For the resulting T , we calculated that the
proximity of the phantom to the generated constraints is PrT (xˆ) = 6.4192.
For our demonstration we make the simplest choice for ∆, namely, ∆ = Ω = RJ . Our
choice of the target function φ is as follows. We index the pixels (i.e., the components
of a vector x) by j and let Θ denote the set of all indices of pixels that are not in the
rightmost column or the bottom row of the 2D pixel array that displays that vector
as an image. For any pixel with index j ∈ Θ, let r (j) and b (j) be the index of the
pixel to its right and below it in the 2D pixel array, respectively. Denoting by med the
function that selects the median value of its three arguments, we define
φ (x) :=
∑
j∈Θ
√∣∣xj −med{xj , xr(j), xb(j)}∣∣. (7)
Finding partial derivatives for this target function is problematic. On the other hand,
when only one pixel value (that is, only one component of the vector) is changed in
vector x to get another vector y, then it is possible to obtain φ(y) from φ(x) by
computing only three of the terms in the summation on the right-hand side of (7).
These observations indicate that the use of the derivative-free approach of Steps 10–18
in Algorithm 2 is a viable option whereas Step 8 of Algorithm 1 is hard to perform
unless the trivial nonascending vector vk,n = 0 is selected, which is ineffective. For our
chosen phantom we calculated φ (xˆ) = 2, 048.57.
5.3. The algorithmic operator PT
Our chosen operator, mapping x into PTx, depends on a real parameter λ in Step 4.
Algorithm 3: The algorithmic operator PT
1 set i = 0
2 set yi = x
3 while i < I
4 set yi+1 = yi − λ
〈
di,yi
〉− hi
‖di‖2 d
i
5 set i = i+ 1
6 set PTx = yI
Algorithm 4: ART (as used in this paper)
1 set k = 0
2 set xk = x¯
3 repeat
4 set xk+1 = PTxk
5 set k = k + 1
Algorithm 4 is a special case of the general class of Algebraic Reconstruction
Techniques as discussed in [19, Chapter 11] and is, for λ = 1, equivalent to the original
method of Kaczmarz in the seminal paper [22]. For further references on Kaczmarz’s
method and the Algebraic Reconstruction Techniques see, e.g., [2, page 220], [6, Section
2] and [20]. Note that Algorithm 4 (ART) can be obtained from either Algorithm
1 or Algorithm 2 by removing the perturbation steps in their while loops.
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5.4. A comment about the exterior penalty function approach to
derivative-free constrained minimization
One possibility for doing a derivative-free constrained minimization algorithm is to
follow the option of using the exterior penalty function approach mentioned in [10,
Chapter 13, Section 13.1, page 242] as applied to the constrained problem
min
{
φ (x) | 〈di,x〉 = hi, i = 1, 2, . . . , I} , (8)
where φ is as in (7) and the constraints are as in (1). With a user-selected penal-
ization parameter η, the exterior penalty function approach replaces the constrained
minimization problem (8) by the penalized unconstrained minimization:
min {ψ(x) | x ∈ RJ}, (9)
ψ(x) := φ (x) + ηPrT (x), (10)
with φ as in (7) and PrT (x) as defined in (2). By applying the coordinate-search
method of [10, Algorithm 7.1] to the penalized unconstrained minimization problem
(9)–(10), we get the next algorithm.
Algorithm 5: Derivative-free constrained minimization
1 set k = 0
2 set xk = x¯
3 set ` = −1
4 set m = −1
5 repeat
6 set xk+1 = xk
7 set ` = `+ 1
8 set L = −1
9 while L < 2J
10 set L = L+ 1
11 set m = m+ 1
12 set z = xk + γ`cm
13 if z ∈ Ω and ψ (z) < ψ (xk) then
14 set xk+1 = z
15 set L = 2J
16 set k = k + 1
From the point of view of keeping the computational cost low, Algorithm 5 can be
much more of a challenge than Algorithm 2. The reason for this has been indicated
when we have stated, near the end of Subsection 5.2, that if only one component is
changed in vector x to get another vector y, then it is possible to obtain φ(y) from
φ(x) by computing only three of the terms in the summation on the right-hand side
of (7). When we use ψ in (10) instead of φ, there seems to be a need for many more
computational steps. This is because the number of terms that change on the right-
hand side of (2) due to a change in one component of x is of the order of 1,000 for
the dataset described in Subsection 5.2 (in the language of image reconstruction from
projections, there is at least one line i in each of of the 720 projections for which there
is a change in value of
〈
di,x
〉
due to changing one component of x).
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5.5. Algorithmic details and numerical demonstration
Our experiments were carried out using the public-domain software package SNARK14
[11]. In all experiments the initial vector x¯ was the 235, 225-dimensional zero vector
(all components 0).
The relaxation parameter in Algorithm 3 was λ = 0.05. Another issue that needs
specification is the ordering of the constraints in (1), because the output of Algorithm
3 depends not only on the set of constraints, but also on their order. We used in our
experiments the so-called efficient ordering, since it has been demonstrated to lead to
better results faster when incorporated into ART [19, page 209].
In Algorithm 2, the number N of perturbation steps (for each feasibility-seeking
step) was 100,000 and we used γ` = ba`, with b = 0.02 and a = 0.999, 999. The
infinite sequence (cm)∞m=0 was obtained by repetitions of the length-2J subsequence(
e1, e2, . . . eJ ,−e1,−e2, . . . ,−eJ).
We applied Algorithm 2 twice, thirty iterations in each case, with and without its
component-wise perturbations steps, respectively, under otherwise completely identical
conditions. The resulting finite sequences of iterates are both of monotone proximity,
the associated proximity-target curves are shown in Figure 1. The ◦’s and ×’s on
the plots represent actually calculated values at iterations of each algorithm, that are
connected by line segments. For any proximity value on the horizontal axis we can read
the target-function value associated with it from the curve. The plots indicate visually
the behavior of the algorithms, initialized at the same point denoted by x0 = y0 that
appears in the right-most side of the figure. The V-shaped form of the proximity-target
curve for Algorithm 2 with perturbations is typical for the behavior of superiorized
feasibility-seeking algorithms, showing the initially strong effect of the perturbations
that diminishes as the iterations proceed.
For a more precise interpretation, consider Definition 4.3. In the experiment eval-
uating the two versions of Algorithm 2, Klo = Llo = 1 and Khi = Lhi = 30. The
R =
(
xk
)Khi
k=Klo
and S =
(
yk
)Lhi
k=Llo
produced by Algorithm 2, with and without per-
turbations, respectively, are both of monotone proximity. We find that PrT
(
xKlo
)
=
PrT
(
yLlo
)
= 35.4703 (and, hence, u = 35.4703) and that PrT
(
xKhi
)
= 3.4065 and
PrT
(
yLhi
)
= 4.7828 (and, hence, t = 4.7828). By showing the target curves P and
Q associated with R and S, respectively, Figure 1 clearly illustrates that R is better
targeted than S.
6. Discussion and conclusions
In this paper we investigated the general applicability of derivative-free superiorization
(DFS) as an alternative to previously proposed superiorization approaches. In our com-
putational demonstration, we generated the constraints and chose the target function
from the application area of image reconstruction from projections in computerized to-
mography (CT). However, we use the demonstration for indicating only the numerical
behavior of the algorithms. We do not investigate or comment on the potential useful-
ness of the resulting reconstructions in CT, since that usefulness depends not so much
on the numerical behavior of the algorithms as on the appropriateness of the modeling
used to turn a physical problem into a mathematical one (for example, by the specific
choice of target function). The numerical results of our demonstration attest, as seen
from the proximity-target curves, to the mathematical efficacy of our derivative-free
superiorization algorithm, but say nothing about its efficacy for providing an answer to
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Figure 1. Proximity-target curves P and Q of the first 30 iterates of Algorithm 2
with and without perturbations, respectively.
a practical image reconstruction problem. (Nevertheless, we have observed while doing
our experiment that, even from the image reconstruction quality point of view, DFS
seems to be advantageous. For example, if we consider the distances between the phan-
tom and the reconstructions -defined as the 2-norm between the representing vectors-,
the smallest distance that we get as we iterate without perturbations is 0.0922, while
with the DFS perturbations it is 0.0863.)
Much of the literature on derivative-free minimization is concerned with uncon-
strained minimization or at most with bound-constraints on the variables, and many,
if not all, proposed methods can handle only small-size problems efficiently. In contrast,
the DFS method proposed here can handle any type of constraints for which a sep-
arate efficient derivative-free constraints-compatibility-seeking algorithm is available.
Since the constraints-compatibility-seeking algorithm forms part of the proposed DFS
method, the method can use exterior initialization (i.e., initializing the iterations at
14
any point in space). Furthermore, very large-size problems can be accommodated.
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