Abstract. Marshall-Olkin extended Burr XII (MOEBXII) distribution is proposed by Al-Saiari et al. (2014) to obtain a more ‡exible family of distributions. Some estimation methods like maximum likelihood, Bayes and M estimations are used to estimate the parameters of the MOEBXII distribution in literature. In this paper, we propose to use Maximum Lq (MLq) estimation method to …nd alternative estimators for the parameters of the MOEBXII distribution. We give some simulation studies and a real data example to compare the performance of the MLq estimators with the maximum likelihood and M estimators. According to our results MLq estimation method is a good alternative to the maximum likelihood and M estimation methods in the presence of outliers.
Introduction
The Burr XII distribution is a member of a system which contains twelve distributions de…ned by Burr [3] . The distribution has relationship with various distributions like generalized Beta II, some mixtures of Weibull, logistic and Lomax. Therefore, it can be used to identify data sets from a wide variety …elds such as …nancial [20] , actuarial sciences [18] , reliability and survival analysis [1, 13, 21, 22] .
The Burr XII distribution has the probability density function (pdf)
f (x; c; k) = ck x (c 1)
(1 + x c ) k+1 ; x 0; c > 0; k > 0 (1.1)
where c > 0 and k > 0 both are the shape parameters. The cumulative density function (cdf) of Burr XII distribution is as follows F (x; c; k) = 1 1 (1 + x c ) k ; x 0:
(1.2)
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It is useful to generalize a distribution to provide ‡exibility and to model the data sets with various shaped. For this reason a number of extension methods have been proposed in literature. One of the most popular methods is to use Marshall Olkin (MO) transformation [19] . The MO transformation provides an extra parameter which yields a better …t with di¤erent types of data than baseline distribution. MO extended distributions and their applications have been extensively studied in the literature such as [4, 9, 10, 11, 12, 14, 24] . The MO transformation is de…ned as given in below.
Let F (x) = 1 F (x) is the survival function of the baseline distribution. Then the Marshall-Olkin (MO) extended distribution can be de…ned with the following survival function
F (x) ; 1 < x < 1; > 0 (1.3) where = 1 . It can be easily seen that the MO extended distribution reduces the baseline distribution when = 1: Further the pdf of MO extended distribution is given by
By considering the Burr XII distribution as the baseline distribution, Marshall Olkin Extended Burr XII (MOEBXII) distribution have been proposed by [2] . Combining the equation (1.1) and equation (1.4) , the pdf of the M OEBXII( ; c; k) distribution is obtained as follows
The cdf of this proposed distribution is given by
where x 0 and ; c; k > 0. The parameters of the MOEBXII can be estimated by using classical methods such as maximum likelihood (ML) method and Bayesian method [2] . However, these estimation methods are sensitive to the outliers in the data. Therefore, Güney and Arslan [15] have proposed a robust estimation method based on M-estimation for the parameters of the MOEBXII. Another estimation method which decreases the in ‡uence of the outliers is the Maximum Lq-likelihood (MLq) estimation based on q-order entropy. The q order entropy, which is proposed by Havrda and Charvat [16] , has the function
in place of log u in Shannon's entropy, where u is the pdf. Maximizing likelihood function is equivalent to minimize negative log likelihood function which relies on Shannon entropy. To estimate the parameters, MLq likelihood estimation, which is proposed by Ferrari et al. [7] , use the Lq(u) function instead of loglikelihood function as in the ML estimation method. The MLq estimation method has a distortion parameter q which has an e¤ect on the role of observations. The MLq estimation method includes (1 q)th power of density as a weight, therefore it performs as a robust estimation method. If q = 1, all the observations have the same weights as equal to the ML method. Namely, the MLq estimator approaches the ML estimator when q ! 1 [7] . The MLq method reduces to the e¤ect of the extreme observations on the parameter estimations by the help of the distortion parameter q. Choosing q is an another challenging problem in the MLq estimation. In this study, we take q = 1 1 n as given by [7] for sake of simplicity. Consider that x = (x 1 ; x 2 ; :::; x n ) be an independent identically distribution (i.i.d.) sample from the pdf f (x; ) with 2 R p . The MLq estimation of is
where
After Ferrari et al. [7] introduced the MLq estimation, some studies have been carried out about MLq estimation method such as [8, 23, 25] Some of this studies give information about e¢ ciency of MLq estimation while [25] emphasize its robustness. In this paper we studied on the MLq estimator for the parameters of the MOEBXII and compare them with some estimators by means of mean square error (MSE) values.
The rest of the paper is organized as follows: In Section 2, ML, robust M and MLq estimation methods are summarized to obtain the estimates of the parameters of M OEBXII( ; c; k). Some simulation studies are conducted in Section 3 to compare the performance of the parameter estimation methods that we consider in this paper. A CO 2 emission data from di¤erent countries is investigated in Section 4. Finally we conclude the paper with a conclusion in Section 5.
Estimation of the Parameters of MOEBXII Distribution
In this section we give the ML, M and the MLq estimation of the parameters of MOEBXII distribution.
2.1. Maximum Likelihood Estimation of MOEBXII Distribution. Suppose that x = (x 1 ; x 2 ; :::; x n ) be an i.i.d. random sample from the M OEBXII( ; c; k). As known as the ML estimators can be obtained by maximizing the log-likelihood function with respect to the parameters of interest. Log-likelihood function of the M OEBXII( ; c; k) is l( ; c; k) = n log ( ck) + (c 1)
The derivatives of l( ; c; k) with respect to ; c and k can be written as
Since there are no explicit solutions for (2.2), (2.3) and (2.4), numerical methods are used to solve this equation system.
M Estimation for the MOEBXII Distribution.
To deal with outliers in data M estimation method can be used to obtain robust estimators for the parameters of Burr XII [6] and MOEBXII distribution. The M estimation method estimate the parameters of interest by minimizing the following objective function with the Huber or Tukey function [17] . M estimation method is considered by Güney and Arslan [15] for the MOEBXII distribution.
(2.5) Taking the derivatives of the objective function Q with respect to each parameter and adjusting the equations, M estimators of MOEBXII parameters can be obtained
by solving the following equations:
) and
(2.10) for the Huber's function and Tukey's function, respectively [15] , since Huber's function is
where b 1 and b 2 are robustness tuning constants. M estimates of interested parameters can be found by solving these equations numerically because there are no analytical solutions for them.
Maximum Lq Likelihood Estimation of the MOEBXII Distribution.
MLq estimation for the parameters of a distribution with the pdf f (x; ) is given in equation (1.6) . To obtain the MLq estimators de…ne
U (x; ; q) = U (x; )f (x; ) 1 q :
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Then the solution of estimating equation
gives the MLq estimator b n [7] . Let x = (x 1 ; x 2 ; :::; x n ) be an i.i.d. sample of size n from the MOEBXII distribution with the pdf given in equation (1.5). The Lq-likelihood equations can be de…ned as
(1 q) 5 ;c;k log f (x i ; ; c; k) = 0:
11) where 5 ;c;k log f (x i ; ; c; k) is indicated the partial derivations of log f (x i ; ; c; k) with respect to ; c and k. The log f (x i ; ; c; k) of the MOEBXII distribution is
and its derivations with respect to ; c and k are
15) When these equations are written in place of equation (2.11) it can be seen that there are no explicit forms for the MLq estimators of parameters ; c and k. However, these equations are rearranged as follows:
As it is seen from the above equations the MLq estimates can only be obtained by using numerical methods.
Simulation Study
In this simulation study, we consider the MOEBXII distribution when the sample size n = 25; 50; 100. First, we generate data sets from the MOEBXII distribution using the following parameter values ( ; c; k)= (3, 1, 1), (3, 1, 2), (3, 2, 1 ), (3, 2, 2), (3, 3, 3), (5, 1, 1), (5, 1, 2), (5, 2, 1), and (5, 2, 2). We use inverse of cumulative distribution function method to generate the data. We carry out two di¤erent simulation scenarios with and without outliers. We add 4% outliers, to show the performances of the MLq estimators under the presence of outliers. We compare the estimators using MSE values calculated as In Table 1 we observe that, as expected the ML estimation generally gives smaller MSE values than the other estimation methods when there is no outlier in data set. Similar results can be observed from Table 2 and Table 3 for the larger sample sizes. Considering the MLq estimators, it is seen that they have smaller MSE values than the MSE values obtained from the M estimators for several simulation scenarios. In Tables 4-6 we display the MSE values for the outlier case. We can clearly see that the performance of the ML estimators getting worse when there are some outliers in data. On the other hand, M and the MLq estimators are not a¤ected from the outliers. It is observed that for most of the cases the MLq performs better than M estimation method. However for the parameter the best results are obtained from M estimators, the second one is the MLq estimators and the worst one is the ML. For the other two parameters the MLq is generally the best. Table 6 The MSE values of estimations for n = 100 with 4%outlier parameter ML Huber Tukey MLq = 3
1 To sum up the ML estimation method have better performance among the other methods when there are no outliers in the data according to the MSE values. However, the robust methods should be prefered if there are some outliers. Between the robust methods the MLq has better performance and since it is very similar to the ML, the MLq should be used instead of other robust methods. Table 1-6 show the MSE values for the case > 1 to compare the MLq estimation with M estimation. Note that M estimation for the MOEBXII distribution is not de…ned for < 1: This is because for MOEBXII distribution, we have log( 1) in Q function given in equation (2.5) . On the other hand, we do not have this problem in MLq estimation. To compare the performance of the ML and the MLq estimators for the case < 1 we run a small simulation study with and without outlier. Table 7 gives the results for this simulation study. Table 7 The MSE values of Estimations for < 1 without outlier 4% outlier n parameter ML According to Table 7 , MSE values of ML estimation for di¤erent values of parameters smaller than those of MLq when the data set has no outlier. However, if there are some outliers in the data the MLq estimation gives smaller MSE values than the ML for almost all the cases. These results show that the MLq estimation method produces better estimators than the ML estimation method in the case of outliers.
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Real Data Example
Global warming is a vital issue in recent years and the major reason for it is the man-made greenhouse gas emissions which mainly include carbon dioxide (CO 2 ), methane (CH 4 ), and nitrous oxide (N 2 0). In this example we will use the CO 2 emission data for 34 countries [5] . This data set is obtained from Eurostats database. The data were recorded for the year 2015. The histogram of the data set, which is given in Figure 1 , shows moderated skewness to the right and includes one outlier. Therefore, skew distributions would be plausible to model this data set. In this paper, we will use the MOEBXII distribution to model this data set. There are two reasons to use the MOEBXII distribution. One is the data has positive support which is convenient to use the MOEBXII distribution and the other is it is very ‡exible to catch the shape of the data.
We estimate the unknown parameters of the distribution using the ML,the MLq and robust M estimation methods proposed by [15] . The results are given in Table  8 . The …tted densities obtained from the ML, the MLq and robust estimates are shown in Figure 1 . Figure 1 , we observed that the best …t is obtained from the MLq method. It is followed by the …tted density obtained from Huber M estimates. While the ML method gives over…tted density, the robust estimates obtained from Tukey function present underestimated …t. 
Conclusion
MOEBXII distribution would be a good alternative to the distributions that are used in economics, reliability, survival analysis and so on. The parameters of this distribution have been estimated using ML and Bayesian methods [2] . Recently, robust methods have also been used to estimate the parameters [15] . ML methods are very sensitive to the outliers. Therefore robust methods should be used to estimate the parameters. However, since robust methods used in [15] cannot be compitable for the case < 1; alternative robust methods are needed to estimate the parameters. In this paper, we have used the MLq estimation method to estimate the parameters of the MOEBXII distribution. We have carried out a small simulation study and a real data example to show that the MLq method could be a good alternative estimation method to the existing ones. Our simulation results also reveal that the MLq estimates are better than ML in most simulation scenarios and it is compatable with the robust methods. Further, unlike the other robust methods the MLq could also be used for the case < 1: Concerning the real data example, we observe that the best …t is obtained from the MLq method. To sum up, the MLq estimation method could be used to estimate the parameters of MOEBXII distribution and the estimators would be robust to the outliers in the data.
