INTRODUCTION
It is common both in some kinds of balanced experimental design and in schemes of routine testing to have quite large numbers of small groups of observations, each group obtained under the same conditions. For example, in a large study, blood pressure measurements might be taken in duplicate on each patient visit, or in certain routine chemical analyses triplicate samples from the same source might be dealt with independently.
There can be major problems in ensuring the independence of such replicate observations necessary to ensure that the relevant source of variability is not underestimated. Assuming that this independence is achieved, preferably by appropriate 'blinding', we use the replicate observations primarily to improve the precision of the mean, or other location estimate, but also to estimate a component of variance within samples, usually measuring sampling or measurement error. A further use is to check for gross errors affecting a single observation.
In the present paper, however, we examine what further information can be extracted from such data. Throughout we suppose that, possibly after transformation, the 'standard' assumption of a normal distribution with constant variance is at least a reasonable starting point for an analysis. Of course more detailed analysis is likely to be worthwhile only if the variation within samples is of intrinsic interest. We assume throughout that rounding errors, digit preferences and the like are relatively unimportant and that the variability studied is not an artefact.
2. SOME GENERAL IDEAS 2 1. Formulation of models Suppose that we have m independent samples each of size r, the observations in the ith sample being ydl, ... ., Yir (i = 1 . .., inm). As a basis for the analysis we consider a number of possible models for the corresponding simplest is the standard, normal theory one.
Normal theory model, MN. The Yip are independently normally distributed with const variance o.2 and with E ( Yip) = ui.
As explained in ? 1 the focus of interest in the present paper is not the {Ui}, which may indeed have some additional structure specified, for instance, by a regression or factorial model. We shall typically suppose that there are substantial differences in mean present and that no useful information about the internal variability can be recovered from the between-sample variation.
There are numerous ways in which interesting departures from MN may occur and we shall consider just three.
Systematic changes in variance, MSY. Here the assumptions of MN hold except that var (YYi,) = CJ2, which is not constant but is a function either of an explanatory variable zi characterizing the ith population or of g,i. Such variation can, if necessary, be represent in various ways (Cook & Weisberg, 1983 ), e.g. OJ2= e/zi 0-2 2= etgi O02 o2 = = ePg9i .2 P -H 20 where o-2o is a 'baseline' variance and / captures the systematic dependency present. An important extension allows for more complex multidimensional dependence: for example, if the samples are arranged in a row x column array, there may be systematic differences in variance between rows, between columns, or both.
Complementary to MSY is the possibility that, while each population has a different variance, the changes in variance are random, unrelated to any observed feature. This is a model of overdispersion relative to MN.
Overdispersion model, MOD. Again the normal theory assumptions of MN are modifie only by allowing each population to have a different variance, var ( Y1) = (J2, but now Ti = C-2 (i = 1,..., m) are independent unobserved values of a random variable T having a probability density function h(t). In the type of application we have in mind, it will often not be feasible to estimate the form of h(t) with any precision, and it may then be adequate to assume that T has an inverse gamma distribution, with density (Tfo)o tt-'fo exp (-'foT'/t){F('fo)f1, (1) where fo plays the role of an 'effective degrees of freedom' and
For our final model, we suppose that, except for location, all populations ha same distribution, which is, however, nonnormal.
Nonnormal model, MNN. All { Y1} are independent and the density of Yi, is
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We are interested in methods for detecting departures from MN, in the estimation of relevant parameters in MSY, MOD and MNN, ana in studying the feasibility of discriminat ing between these three kinds of departure, in particular between MOD and MNN. While for very small values of r, separation of MOD and MNN may often not be possible, note that if there is substantial underdispersion in the sample estimates of variance, MOD can at once be eliminated from consideration.
No special model for gross errors has been included. Both MOD and MNN can simulate such errors, in the first case via an occasional very large 'true' variance and in the second via a very long-tailed error distribution. Note that with r > 2 if gross errors were detected to be predominantly in one direction, MNN rather than MOD would be required.
To some extent further analysis and interpretation may be quite strongly influenced by what kind of departure from MN is most appropriate. Thus, as between MOD and MNN, the former prompts the question 'why are some groups more variable than others?', whereas under the latter the errors may more reasonably be presumed to have a totally homogeneous structure. Estimation under the model MOD can be based on (3). Alternatively, and also for discriminating between MOD and MNN, it is useful to record the cumulants {Kj(i zi in terms of the cumulants {Aj} of the compounding density h(T). These are, wit 2= A1 = E(T), E()= var ()=+-1- (5) say, and -6S 8 _12r+1 A2 +(r+l1)(r +3) A31 K3(Ti)=)2+ (r-1)2 4 (r-1)(r+)AJ Because A2/ U4, A3! O6,... are the cumulants of a nonnegative random variable of unit mean, A3/oJ6 > (A2/! o4)(A 2/4 -1), with equality attained by a two-point distribution with one atom at zero. Therefore (T-) > .6{-+ 8 (r+l)(9-r) A2 (r+1)(r+3) (A2)2}
Note that negative skewness in the distribution of -, is possible, although for s of r, very large values of if2 would be necessary to bring this about.
By comparison we have under the nonnormal model MNN (Kendall & Stuart, 1969, Ch. 12) E(T-)=cr2, var ( (~~\6 8+ 4(r -2) 1? 2 _(7 03( E) =C{(r -I1)2 +r(r -l1)2 p23 +r( r -l ) r From (5) and (7) we can compute fairly directly via the first two moments of the {T} estimates of either A2/ C in MOD or p4 in MNN. Both are dimensionless measures of the departure from the standard conditions MN.
For r> 2 we can compute for each sample scale and location invariant measures of 'shape', e.g. the standardized third cumulant. Under MN and MOD these are distributed independently of yi. and Si, but this independence is in general lost under MNN.
We shall in the subsequent discussion suppose that the population means {fig} are such that no useful information about error properties can be gleaned from the sample means 9'. Note, however, that under MNN coV (i., Si) = (r-1)K3/r.
If the {ui} are distributed with variance -2,, this covering both systematic and rando variation, we have var (Yi.) = (J2/r + &.2, var(Si) = 2(r -1)(J4+ (r -)2K41r, so that corr (Yi., Si) = P3-1 12 I (8) Under MNN there is thus some possibility tha which could be misinterpreted as evidence The correlation (8) Variability with large numbers of small samples 547 2-3. Procedures based on the distribution of Si In ? 2*2 some of the properties of the sample sums of squares ha especially under MOD and MNN. We now consider some corresponding statistical procedures.
For preliminary analysis a probability plot of the ordered {Si} against the expected order statistics of the chi-squared distribution with r-1 degrees of freedom (Pearson & Hartley, 1972, Table 20 ) is natural.
When r is not too small, say r > 5, and a number of Si are available, a powerful genera method of analysis (Bartlett & Kendall, 1946) under MN is to employ linear methods for log Si using the fact that under sampling a normal distribution var (log Si) = qf(2r-2), (9) where +fr(z) is the digamma function and the values for r = 2, 3, 4 are 4 93, 1-64, 0 935.
We shall not make extensive use of this in the present work, partly because of the severe loss of efficiency when r = 2, 3 and partly because of the undue sensitivity to sma values of Si and the failure of the method without ad hoc modification if Si = 0; su values could quite easily arise from rounding errors. As one example of its use, however, one could test for departure from MN in the direction of MOD or MNN by comparing (m -1)-1{ (log Si)2 -(X log Si)2/ m} with (9).
For MOD expansion of (3) or (4) for small 1/fo or small dispersion of h(x) shows that the locally most powerful test is based on the distribution of l S2 given L Si, or equivalently the marginal distribution of the dispersion index _{ S2 _ (X Si)2/ m}m-.1
(1 Si/ m)2{2/(r-1)} The divisor 2/ (r -1) ensures that, under MN, I -> 1 in probability as m -> cx. Note that detailed specification of h(x) is unnecessary for the local optimality property. For large m, I is asymptotically normal: because of the skewness of I, a rather better approximation is obtained by taking log I to be normal with mean -(r + 1)/{m(r -1)} and variance 2(r+ 1)/{m(r-1)}.
2-4. Detection of systematic changes
We now consider the examination of possible systematic relations between variance and an explanatory variable or between variance and mean. Again graphical analysis will usually be a natural first step supplemented where appropriate by a test statistic which we take in the form T =I aiSilz; Si. 11 where we can without loss of generality scale the explanatory variable so that l ai = 0, I ai = m. Under weak assumptions, asymptotic normality will hold as n -> cc: for higher permutation moments, see Cox & Hinkley (1974, p. 185 ). An 'exact' permutation test is in principle possible.
Under MN a more sensitive analysis is possible, by using the normal theory distribution of the ratio of quadratic forms rather than the permutation distribution. Numerical work in the special case r = 2 suggests that for the purpose of the present paper, where m is likely to be quite large, use of (13) by (5) and (7) Under the standard normal model, MN, and also under MOD, (w, S) are independent, so that clear dependence between (w, S) is an indication that MNN should be considered.
To obtain the joint distribution of (5, w) under MN and MNN it is convenient, following Fisher (1930) It is easily shown that, under MN and MOD, W' and wI are independent of 5J, var(w')=0-771, var (w")=2.550.
They are also uncorrelated but far from independent and far from normally distributed.
It is likely, therefore, that the most effective procedure is to compute w' and w" from each set of data and to examine the sample means and variances for consistency with the normal theory values. Departures would have a fairly clear diagnostic value. The sample estimate of cov (w', w") could also be calculated, although it is unclear what interpretation is to be put on a nonzero value.
6. SOME EXAMPLES Samples of size three. As an illustration, we analyse some pulse rates from the International Prospective Primary Prevention Study in Hypertension, a large scale clinical trial. Before entry and randomization to treatments, patients typically attended three qualifying visits at least one day apart. Pulse rate, the number of beats per minute, was one of several variables measured at each pre-entry visit.
The data analysed here consist of three pulse rates, y, for a sample of one hundred men and one hundred women. The analysis goes in three broad steps. However, use of the reciprocal pulse rate removes the systematic relation between sum of squares and mean. The reciprocal pulse rate has a direct interpretation as the mean time between beats. The changes induced by reciprocal transformation are supported by the statistic T; for women, T = 0897 on the original scale, but this changes to -0-096 for reciprocals; correspondingly for men, T changes from 0-631 to 0094 under the reciprocal transformation.
The second step is a probability plot of the ordered Si versus the expected exponential order statistics. Both the pulse rates and reciprocal pulse rates show overdispersion, but less for reciprocals; see Fig. 1 . The very large values of Si correspond to women with large variation in pulse rate which variation, however, may be clinically meaningful. Therefore it is on the whole sensible to regard such values as part of the population under study rather than as aberrant values to be rejected.
Supplementing the plot by the index of overdispersion I of (10) verifies the improved distributional properties of the reciprocals. Under MNN, from (7), I leads to an estimate of the dimensionless fourth cumulant, namely 5-556 and 8-238 for pulse rates for women and men, and on the reciprocal scale, 2-283 and 4-602, respectively. The third step in the analysis plots Si versus the angular measure of skewness ti. We found it useful to examine for comparison simulated data from other distributions such as the normal, exponential and Student's 1 distributions. Normal data produced a random scatter as expected whereas exponential data ga-ve a plot which was clearly positively skew. Variability with large numbers of small samples 553
Figure 2(a) shows that Si and ti for pulse rates are not independent. Reciprocals improve the symmetry; see Fig. 2(b) . The skewness measure ti is characterized by concentrations of points at -1, 1 and 0, the first two values a consequence of grouping; its distribution is certainly nonuniform, both on the original and reciprocal scales, so that MOD is not appropriate. The women exhibit slightly negatively skew pulse rates, giving mean ti -0 078 and standard deviation 0-719. On the reciprocal scale, ti has mean 04114 and standard deviation 0 705: the mean is exaggerated by one very large Si. By contrast, the men exhibit slight positive skewness in pulse rate with mean ti 0-134 and standard deviation 0 739; for reciprocals, mean ti is 0 097 with standard deviation 0 747.
The assumption of symmetry in the distribution of the reciprocals is further supported by the usual standardized measure of skewness which takes values of 0-315 and -0-362 for women and for men.
Exactly unit values of ti are accounted for by rounding. Simulations suggest, however, that rounding cannot entirely explain the anomalous distribution of ti. The grouping could have been aggravated by some temporal correlation. In particular, when two out of three rates agree, do they occur together as consecutive values? Pooling men and women, of 81 individuals with two rates the same, 19 had a different rate at the second visit, whereas 34 had a different rate at the first, and 28 at the third visit. This tends to suggest that some doctors may recall the previous pulse rate at the subsequent visit.
In summary, the reciprocal pulse rates appear to have a symmetric, nonnormal, long-tailed distribution, suggesting that Student's t distribution with a small number of degrees of freedom may be appropriate. This provides a suitably flexible family of symmetrical distributions if parametric representation is required.
Samples of size two. Partly in order to compare results, we have analysed a series of pairs of observations formed by taking just the first and last pulse rate from the data discussed above.
Reciprocals certainly reduce the size of the kurtosis, being typically positive. However, reciprocals for women exhibit slight negative kurtosis as shown in Fig. 3 , although testing with I, which under MNN leads to an estimate of p4 as -0-774 for reciprocals, this is by no means statistically significant. Also, the other values of I vary little. In particular, for women, pulse rates give p as 3 335, and for men 6 054, which changes to 4 493 for reciprocals.
Samples of size four. Data on strengths of yarn (Cox & Snell, 1981, p. 131) in the form of 12 samples each of size four show excellent agreement with the normal theory values for w' and w". Namely, the observed mean w' for bobbins is -0,0178 with observed standard deviation 0-710, and for w", the observed mean is -0A466 with standard dev 1 561; the theoretical standard deviations are respectively 0-878 and 1-597 and the standard errors of the means thus 0 253 and 0;461.
