Abstract. We present a scalable iterative solver for high-order hybridized discontinuous Galerkin (HDG) discretizations of linear partial differential equations. It is an interplay between domain decomposition methods and HDG discretizations, and hence inheriting advances from both sides. In particular, the method can be viewed as a Gauss-Seidel approach that requires only independent element-by-element and face-by-face local solves in each iteration. As such, it is well-suited for current and future computing systems with massive concurrencies. Unlike conventional Gauss-Seidel schemes which are purely algebraic, the convergence of iHDG, thanks to the built-in HDG numerical flux, does not depend on the ordering of unknowns. We rigorously show the convergence of the proposed method for the transport equation, the linearized shallow water equation and the convectiondiffusion equation. For the transport equation, the method is convergent regardless of mesh size h and solution order p, and furthermore the convergence rate is independent of the solution order. For the linearized shallow water and the convection-diffusion equations we show that the convergence is conditional on both h and p. Extensive steady and time-dependent numerical results for the 2D and 3D transport equations, the linearized shallow water equation, and the convection-diffusion equation are presented to verify the theoretical findings.
1. Introduction. The discontinuous Galerkin (DG) method was originally developed by Reed and Hill [45] for the neutron transport equation, first analyzed in [29, 34] , and then has been extended to other problems governed by partial differential equations (PDEs) [13] . Roughly speaking, DG combines advantages of classical finite volume and finite element methods. In particular, it has the ability to treat solutions with large gradients including shocks, it provides the flexibility to deal with complex geometries, and it is highly parallelizable due to its compact stencil. However, for steady state problems or time-dependent ones that require implicit timeintegrators, DG methods typically have many more (coupled) unknowns compared to the other existing numerical methods, and hence more expensive in general.
In order to mitigate the computational expense associated with DG methods, Cockburn, coauthors, and others have introduced hybridizable (also known as hybridized) discontinuous Galerkin (HDG) methods for various types of PDEs including Poisson-type equation [9, 11, 12, 15, 32, 40] , Stokes equation [10, 41] , Euler and NavierStokes equations, wave equations [14, 24, 35, 39, [42] [43] [44] , to name a few. The upwind HDG framework proposed in [5] [6] [7] provides a unified and a systematic construction of HDG methods for a large class of PDEs. In HDG discretizations, the coupled unknowns are single-valued traces introduced on the mesh skeleton, i.e. the faces, and the resulting matrix is substantially smaller and sparser compared to standard DG approaches. Once they are solved for, the usual DG unknowns can be recovered in an element-by-element fashion, completely independent of each other. Nevertheless, the trace system is still a bottleneck for practically large-scale applications, where complex and high-fidelity simulations involving features with a large range of spatial and temporal scales are necessary.
Meanwhile, Schwarz-type domain decomposition methods (DDMs) have been introduced as procedures to parallelize and solve partial differential equations efficiently, in which each iteration involves the solutions of the original equation on smaller subdomains [36] [37] [38] . Schwarz waveform relaxation methods and optimized Schwarz methods [4, 18, 19, 26, 27, 47, 48] have attracted substantial attention over the past decades since they can be adapted to the underlying physics, and thus lead to efficient parallel solvers for challenging problems. We view the iterative HDG (iHDG) method as an extreme DDM approach in which each subdomain is an element. For current DDM methods, decomposing the computational domain into smaller subdomains encounters difficulties when the subdomains have cross-points [21] or irregular shapes [20] ; moreover, the geometry of the decomposition also has a profound influence on the method [17] . We design the iHDG method to have a two-tier parallelism to adapt to current and future computing systems: a coarse-grained parallelism on subdomains, and a fine-grained parallelism on elements level within each subdomain. Unlike existing approaches, our method does not rely on any specific partition of the computational domain, and hence is independent of the geometry of the decomposition.
While either HDG community or DDM community can contribute individually towards advancing its own field, the potential for breakthroughs may lie in bringing together the advances from both sides and in exploiting opportunities at their interfaces. In [19] , Schwarz methods for the hybridizable interior penalty method have been introduced for elliptic PDEs in the second order form. The methods are proposed for two or multi sub-domains, entirely at an algebraic level and correspond to the class of block Jacobi methods on the trace system.
In this paper, we blend the HDG method and Schwarz idea to produce efficient and scalable iterative solvers for HDG discretizations. One of the main features of the proposed approach is that it is provably convergent. From a linear algebra point of view, the method can be understood as a block Gauss-Seidel iterative solver for the augmented HDG system with volume and trace unknowns. Usually the HDG system is not realized from this point of view and the linear system is assembled for trace unknowns only. But for iHDG, since we never form any global matrices it allows us to create an efficient solver which completely depends on independent elementby-element calculations. Traditional Gauss-Seidel schemes for convection-diffusion problems or pure advection problems require the unknowns to be ordered in the flow direction for convergence. Several ordering schemes for these kind of problems have been developed and studied in [2, 25, 31, 49] . In the context of discontinuous Galerkin methods robust Gauss-Seidel smoothers are developed in [30] and again these smoothers depend on the ordering of the unknowns. For a complex velocity field (e.g. hyperbolic systems) it is, however, not trivial to obtain a mesh and an ordering which coincide with the flow direction. Moreover the point or the block Gauss-Seidel scheme (for the trace system alone) requires a lot of communication between processors for calculations within an iteration. These aspects affect the scalabilty of these schemes to a large extent and in general are not favorable for parallelization [1, 16] .
Unlike traditional Gauss-Seidel methods, which are purely algebraic, the iHDG approach is built upon, and hence exploiting, the HDG discretization. Of importance is the upwind flux, or more specifically the upwind stabilization, that automatically determines the flow directions. Consequently the convergence of iHDG is independent of the ordering of the unknowns. Another crucial property inheritted from HDG is that each iteration consists of only independent element-by-element local solves to compute the volume unknowns. Thanks to the compact stencil of HDG, this is overlapped by a single communication of the trace of the volume unknowns restricted on faces shared between the neighboring processors. The communication requirement is thus similar to that of block Jacobi methods (for the volume system alone). The iHDG approach is designed with these properties to suit the current and future computing systems with massive concurrencies. We rigorously show that our proposed methods are convergent with explicit contraction constants using an energy approach. Furthermore the convergence rate is independent of the solution order for hyperbolic PDEs.
The theoretical findings will be verified on various 2D and 3D numerical results for steady and time-dependent problems. The structure of this paper is organized as follows. Section 2 introduces the iHDG algorithm for an abstract system of PDEs discretized by the upwind HDG discretization [5] . The convergence of the iHDG algorithm for the scalar and for the system of hyperbolic PDEs is proved in section 3 using an energy approach. In section 4 the convection-diffusion PDE is considered in the first order form and the conditions for the convergence of the iHDG algorithm are stated and proved. Section 5 presents various steady and time dependent examples, in both two and three spatial dimensions, to support the theoretical findings. We finally conclude the paper in section 6 and discuss future research directions.
The idea of iHDG.
In this section we first briefly review the upwind HDG framework for a general system of linear PDEs, and then present the main idea behind the iHDG approach. To begin, let us consider the following system
where d is the spatial dimension (which, for the clarity of the exposition, is assumed to be d = 3 whenever a particular value of the dimension is of concern, but the result is also valid for d = {1, 2}), F k the kth component of the flux vector (or tensor) F, u the unknown solution with values in R m , and f the forcing term. The matrices A k and C are assumed to be continuous 1 across Ω. The notation ∂ k stands for the k-th partial derivative and by the subscript k we denote the kth component of a vector/tensor. We will discretize (2.1) using the HDG framework. To that end, let us introduce notations and conventions used in the paper.
Let us partition Ω ∈ R d , an open and bounded domain, into N el non-overlapping elements K j , j = 1, . . . , N el with Lipschitz boundaries such that Ω h := ∪ N el j=1 K j and Ω = Ω h . Here, h is defined as h := max j∈{1,...,N el } diam (K j ). We denote the skeleton of the mesh by E h := ∪ N el j=1 ∂K j , the set of all (uniquely defined) faces e. We conventionally identify n − as the outward normal vector on the boundary ∂K of element K (also denoted as K − ) and n + = −n − as the outward normal vector of the boundary of a neighboring element (also denoted as K + ). Furthermore, we use n to denote either n − or n + in an expression that is valid for both cases, and this convention is also used for other quantities (restricted) on a face e ∈ E h . For the sake of convenience, we denote by E ∂ h the sets of all boundary faces on ∂Ω, by E o h := E h \ E ∂ h the set of all interior faces, and ∂Ω h := {∂K : K ∈ Ω h }.
For simplicity in writing we define (·, ·) K as the L 2 -inner product on a domain
as the induced norm for both cases and the particular value of K in a context will indicate which inner product the norm is coming from. We also denote the ε-weighted norm of a function u as u ε,K := √ εu K for any positive ε. We shall use boldface lowercase letters for vector-valued functions and in that case the inner product is defined as (u,
where m is the number of components (u i , i = 1, . . . , m) of u. Moreover, we define (u, v) Ω := K∈Ω h (u, v) K and u, v E h := e∈E h u, v e whose induced (weighted) norms are clear, and hence their definitions are omitted. We employ boldface uppercase letters, e.g. L, to denote matrices and tensors. We conventionally use u (v andû) for the numerical solution and u e for the exact solution. We define P p (K) as the space of polynomials of degree at most p on a domain K. Next, we introduce two discontinuous piecewise polynomial spaces
and similar spaces for V h (K) and Λ h (e) by replacing Ω h with K and E h with e. For scalar-valued functions, we denote the corresponding spaces as
Following [5] , we introduce an upwind HDG discretization for (2.1) as: for each element K, the DG local unknown u and the extra "trace" unknownû need to satisfy 
3)
, and |A| := R |S| R −1 . Here n k is the kth component of the outward normal vector n and |S| represents a matrix obtained by taking the absolute value of the main diagonal of the matrix S.
The key idea behind the iHDG approach is the following. The approximation of the HDG solution at the (k + 1)th iteration is governed by the local equation (2.2a) as
where the weighted trace |A|û k (not the trace itself) is computed using information at the k-iteration via the conservation condition (2.2b), i.e.,
Algorithm 1 summarizes the iHDG approach.
Algorithm 1 The iHDG approach.
Ensure: Given initial guess u 0 , compute the weighted trace |A|û 0 using (2.4b). 1: while not converged do
2:
Solve the local equation (2.4a) for u k+1 using the weighted trace |A|û k .
3:
Compute |A|û k+1 using (2.4b).
4:
Check convergence. If yes, exit, otherwise set k = k + 1 and continue.
5: end while
The appealing feature of iHDG algorithm 1 is that each iteration requires only independent local solve (2.4a) element-by-element, completely independent of each other. The method exploits the structure of HDG in which each local solve is welldefined as long as the traceû k is given. Furthermore, the global solve via the conservation condition (2.2b) is not needed. Instead, we compute the weighted trace |A|û k face-by-face (on the mesh skeleton) in parallel, completely independent of each other. The iHDG approach is therefore well-suited for parallel computing systems. It can be viewed as a fixed-point iterative solver by alternating the computation of the local solver (2.2a) and conservation condition (2.2b). It can be also understood as a block Gauss-Seidel approach for the linear system with volume and weighted trace unknowns. However, unlike matrix-based iterative schemes [23, 46] , the proposed iHDG method arises from the structure of HDG methods. As such it's convergence does not depend upon the ordering of unknowns as the stabilization (i.e. the weighting matrix |A|) automatically takes care of the direction. For that reason, we term it as iterative HDG discretization (iHDG). Unlike the original HDG discretization, it promotes fine-grained parallelism in the conservation constraints. What remains is to show that iHDG converges as the iteration k increases, and this is the focus of Sections 3-4.
3. iHDG methods for hyperbolic PDEs. In this section, we present iHDG methods for scalar and system of hyperbolic PDEs. For the clarity of the exposition, we consider the transport equation and a linearized shallow water system, and the extension of the proposed approach to other hyperbolic PDEs is straightforward. To begin, let us consider the transport equation
where ∂Ω − is the inflow part of the boundary ∂Ω, and again u e denotes the exact solution. Note that β is assumed to be a continuous function across the mesh skeleton. An upwind HDG discretization [5] for (3.1) consists of the following local equation for each element K
and conservation conditions on all edges e in the mesh skeleton E h :
Solving (3.3) for |β · n|û we get
Applying the iHDG algorithm 1 to the upwind HDG method (3.2)-(3.3) we obtain the approximate solution u k+1 at the (k + 1)th iteration restricted on each element K via the following independent local solve:
where the trace weighted trace |β · n|û k is computed using information from the previous iteration as
Next we study the convergence of the iHDG method (3.5)-(3.6). Since (3.1) is linear, it is sufficient to show that iHDG converges for the homogeneous equation with zero forcing f and zero boundary condition g. Let us define ∂K out as the outflow part of ∂K, i.e. β · n ≥ 0 on ∂K out , and ∂K in as the inflow part of ∂K, i.e. β · n ≤ 0 on ∂K in .
is well-posed. The above iHDG iterations for the homogeneous transport equation (3.1) converge exponentially with respect to the number of iterations k. In particular, there exist J ≤ N el such that
where c(k) is a polynomial in k of order at most J and is independent of h and p.
is also bounded by a constant C J depending only on J. As a consequence:
Proof. Taking v = u k+1 in (3.5) and applying homogeneous forcing condition yield
integrating by parts the second term on right hand side
Rearranging the terms
Using (3.9) we can rewrite (3.8) as
On the other hand, (3.6) is equivalent to
where u k ext is either the physical boundary condition or the solution of the neighboring element that shares the same inflow boundary ∂K in . Rewriting (3.10) in terms of ∂K in and ∂K out , we obtain
By Cauchy-Schwarz inequality we have
Consider the set K 1 of all elements K such that ∂K in is a subset of the physical inflow boundary ∂Ω in on which we have u k ext = 0 for all k ∈ N. We obtain from (3.12) that
which implies
(3.14)
From (3.13) and (3.14) we also have
Next, let us define Ω 1 h := Ω h and
h such that ∂K in is either (possibly partially) a subset of the physical inflow boundary ∂Ω in or (possibly partially) a subset of the outflow boundary of elements in
Combining (3.12) and (3.16), we obtain
which, together with (3.12), leads to
Now defining Ω i h and K i recursively, and repeating the above arguments concludes the proof.
We can see that the contraction constant in this case is 1/2, in our numerical experiments we found the spectral radius of the iteration matrix to be exactly 1/2 which confirms the theoretical result. We are in a position to discuss the convergence of the kth iterative solution to the exact solution u e . For sufficiently smooth exact solution, e.g. u e | K ∈ H s (K) , s > 3/2, we assume the following standard convergence result of DG (HDG) methods for transport equation: let σ = min {p + 1, s}, we have
and we refer the readers to, for example, [5, 29] for a proof. Corollary 3.3. Suppose the exact solution u e is sufficiently smooth, i.e. u e | K ∈ H s (K) , s > 3/2, then there exists a constant C independent of k, h and p such that
where c(k) is a polynomial in k of order at most N el and is independent of h and p.
Proof. The result is a direct consequence of the result from Theorem 3.1, the HDG (DG) convergence result (3.19) , and the triangle inequality.
Remark 3.4. For time-dependent transport equation, we discretize the spatial operator using HDG and time using backward Euler method (or Crank-Nicholson method or higher-order method if desired). The iHDG approach in this case is almost identical to the one for steady state equation except that we now have an additional L 2 -term u k+1 , v K /∆t in the local equation (3.5) . This improves the convergence of iHDG. Indeed, the convergence analysis is almost identical except we now have u [40] and analyze the convergence of iHDG scheme. The stabilization τ of NPC flux is given by 20) and the traceû k at the kth iteration is computed aŝ
In this case we apply the iHDG algorithm 1 without the weighting |A| in front of the traceû k as the stabilization comes from τ . This theorem shows that for the scalar hyperbolic equation (3.1), iHDG with the NPC flux converges in finite number of iterations, which is faster than the upwind HDG flux. The reason is that the NPC flux mimics the matching of wave propagation from the inflow to the outflow. However, designing such a scheme for a system of hyperbolic equations, such as the linearized shallow water system, does not seem to be tractable due to the interaction of more than one waves. In this sense the upwind HDG flux is more robust, since it is applicable for other system of hyperbolic PDEs as well, as we now show.
We next consider the following system of linear hyperbolic PDEs arisen from the oceanic linearized shallow water system [22] : where φ = gH is the geopotential height with g and H being the gravitational constant and the perturbation of the free surface height, Φ > 0 is a constant mean flow geopotential height, ϑ := (u, v) is the perturbed velocity, γ ≥ 0 is the bottom friction, τ := (τ x , τ y ) is the wind stress, and ρ is the density of the water. Here, f = f 0 +β (y − y m ) is the Coriolis parameter, where f 0 , β, and y m are given constants. Again, for the simplicity of the exposition and the analysis, let us employ the backward Euler discretization for temporal derivatives and HDG [7] for spatial ones. Since the unknowns of interest are those at the (m + 1)th time step, we can suppress the time index for the clarity of the exposition. Furthermore, since the system (3.21) is linear, a similar argument as above shows that it is sufficient to consider homogeneous system with zero initial condition, boundary condition, and forcing. Also here we consider the case of τ = 0. Applying the iHDG algorithm 1 to the homogeneous system gives
where ϕ 1 , ϕ 2 and ϕ 3 are the test functions, and
Our goal is to show that φ k+1 , Φϑ k+1 converges to zero. To that end, let us define
and
where 0 < c ≤ 1 is a constant. We also need the following norms:
Theorem 3.6. Assume that the mesh size h, the time step ∆t and the solution order p are chosen such that B > 0 and C < 1, then the approximate solution at the kth iteration φ k , ϑ k converges to zero, i.e.,
where C is defined in (3.23).
Proof. Choosing the test functions ϕ 1 = φ k+1 , ϕ 2 = u k+1 and ϕ 3 = v k+1 in (3.22), integrating the second term in (3.22a) by parts, and then summing equations in (3.22) altogether, we obtain
Summing (3.24) over all elements yields
by Cauchy-Schwarz inequality, we could bound the rhs as
with little algebraic manipulation we have
An application of inverse trace inequality [8] for tensor product elements gives
where d is the spatial dimension which in this case is 2 and 0 < c ≤ 1 is a constant. For simplices we can use the trace inequalities in [50] and it will change only the constants in the proof. Inequality (3.26), together with (3.25), implies 27) which implies
where the constant C is computed as in (3.23). Therefore
On the other hand, inequalities (3.25) and (3.28) imply
.
Unlike the convergent result in Theorem 3.1 for scalar hyperbolic equation, the finding in Theorem 3.6 shows that iHDG is conditionally convergent for a system of hyperbolic equations. More specifically, the convergence rate depends on the mesh size h, the time step ∆t, and the solution order p. This will be confirmed by numerical results in Section 5.
To show the convergence of the kth iterative solution to the exact solution (φ e , Φϑ e ),
we assume that the exact solution is smooth, i.e. (φ e , Φϑ
results from [7] show that, for γ > 0 and σ = min {p + 1, s}, we have
at the mth time step. Corollary 3.8. Suppose the exact solution satisfies (φ e , Φϑ e )| K ∈ [H s (K)] 3 , s > 3/2, then there exists a constant C independent of k, h and p such that
with σ = min {p + 1, s}.
iHDG methods for convection-diffusion PDEs.
4.1. First order form. In this section we apply the iHDG algorithm 1 to the following prototype convection-diffusion equation in the first order form
We suppose that (4.1) is well-posed, i.e.,
Moreover, we restrict ourselves to a constant diffusion coefficient κ. An upwind HDG numerical flux [5] is given bŷ
Strongly enforcing the conservation condition yieldŝ
with τ being chosen as
where γ = 1 and α = |β · n| 2 + 4 for the upwind flux in [5] . We see that τ ± in general is a function which depends upon β and is always positive. Similar to the previous sections, it is sufficient to consider the homogeneous problem. Applying the iHDG algorithm 1 with τ , v as test functions we have the following iterative scheme
For ε, h > 0 and 0 < c ≤ 1 given, define
5)
7)
B := min{ 2chκ
As in the previous section we need the following norms
Theorem 4.1. Suppose that the mesh size h and the solution order p are chosen such that B > 0 and D < 1, the algorithm (4.4a)-(4.4b) converges in the following sense
where D, E and F are defined in (4.7). Proof. Choosing σ k+1 and u k+1 as test functions in (4.4a)-(4.4b), integrating the second term in (4.4a) by parts, using (3.9) for second term in (4.4b), and then summing up the resulting two equations we get
Due to the condition (4.2)
By Cauchy-Schwarz and Young's inequalities and the fact that
Combining (4.11) and (4.12), we get
By the inverse trace inequality (3.26) we infer from (4.13) that
where the constant D is computed as in (4.7). Therefore
Inequalities (4.13) and (4.14) imply .4b). This improves the convergence of iHDG. Indeed, the convergence analysis is almost identical except we now have λ + 1/∆t in place of λ.
Comment on iHDG methods for elliptic PDEs.
In this section we consider elliptic PDEs with β = 0, κ = 1 in (4.1). First using the conditions for convergence derived in section 4.1 let us analyze the iHDG scheme with upwind flux (4.3). Now for elliptic PDEs the stabilization τ for upwind flux reduces to τ = 1 and this violates the condition B > 0 in Theorem 4.1. Therefore for any mesh, the iHDG scheme with upwind flux will diverge and it is also observed in our numerical experiments.
To fix the issue, we carry out a similar analysis as in section 4.1, but this time without a specific τ . Taking ε = 1 τ , the condition B > 0 dictates the following mesh dependent τ for the convergence of the iHDG schemē
This result shows that the convergence of iHDG scheme with upwind flux for elliptic PDEs requires mesh dependent stabilization. It is also worth noting that this coincides with the form of stabilization used in hybridizable interior penalty methods [19] for elliptic PDEs, even though the scheme described in [19] and iHDG are different. Guided by the above analysis, we take τ =τ = τ * = γ(p+1)(p+2) h , where γ > d 4 is a constant we still need to enforce D < 1 for the convergence of the iHDG scheme. Generally this requires 4 conditions depending upon minimum and maximum of constants A, B as in Theorem 4.1. However, the simple choice of τ = γ(p+1)(p+2) h makes A = C 1 and the number of conditions is reduced to 2 depending on whichever term in B is minimum. They are given by
We can see that the iHDG scheme as an iterative solver is conditionally convergent for diffusion dominated PDEs, that is, the mesh may not be too fine to violate the above condition on the meshsize. This suggests that, for fine mesh problems, we can use the iHDG algorithm as a fine scale preconditioner within a Krylov subspace method such as GMRES. In a forthcoming paper, we will construct a two level preconditioner by combining iHDG with a multilevel coarse scale preconditioner.
Numerical results.
In this section various numerical results supporting the theoretical results are provided for the 2D and 3D transport equations, the linearized shallow water equation, and the convection-diffusion equation in different regimes.
Steady state transport equation.
The goal is to verify Theorem 3.1 and Theorem 3.5 for the transport equation (3.1) in 2D and 3D settings using the upwind HDG and the NPC fluxes.
2D steady state transport equation with discontinuous solution.
We consider the case similar to the one in [5, 28] where f = 0 and β = (1+sin(πy/2), 2) in (3.1). The domain is [0, 2] × [0, 2] and the inflow boundary conditions are given by
To terminate the iHDG algorithm, we use the following stopping criteria 1) i.e., iHDG stops when there is insignificant change between two successive iterations. The evolution of the iterative solution for the mesh with 1024 elements and solution order 4 using both upwind and NPC fluxes is shown in figure 5.1. In both cases, we observe that the iterative solution evolves from inflow to outflow as the number of iterations increases. Thanks to the built-in upwinding mechanism of the iHDG algorithm this implicit marching is automatic, that is, we do not order the elements to march the flow direction. As can be seen, iHDG with NPC flux converges faster (in fact in finite number of iterations) as predicted by Theorem 3.5. Table 5 .1: The number of iterations taken by the iHDG algorithm using NPC and upwind HDG fluxes for the transport equation in 2D and 3D settings. observe that the number of iterations is (almost) independent of solution order 4 for both the fluxes, which is in agreement with the theoretical results in Theorems 3.1 and 3.5. This is important for high-order methods, i.e., the solution order (and hence accuracy) can be increased while keeping the number of iHDG iterations unchanged. A structured hexahedral mesh is used for the simulations. Since we know the exact solution we use the following stopping criteria: Figure 5 .2 shows the h-convergence of the HDG discretization with the iHDG iterative solver. The convergence is optimal with rate (p + 1) for both fluxes. Figure  5 .3 compares the convergence history of the iHDG solver in the log-linear scale. As proved in Theorem 3.1 the iHDG with upwind flux is exponentially convergent with respect to the number of iterations k, while the convergence is attained in finite number of iterations for the NPC flux as predicted in Theorem 3.5. Note that the stagnation region observed near the end of each curve is due to the fact that for a particular mesh size h and solution order p we can achieve only as much accuracy as prescribed by the HDG discretization error and cannot go beyond that. Numerical results for different solution orders 5 also verify the fact that the convergence of the iHDG algorithm is independent of the solution order p. The evolution of the iHDG solution in terms of the number of iterations is shown in Figure 5 .4. Again, for the scalar transport equation, iHDG automatically marches the solution from the inflow to the outflow. We also record in the 6th and 7th columns of Table 5 .1 the number of iterations that the iHDG algorithm took for both the fluxes. As predicted by our theoretical findings, the number of iterations is independent of the solution order.
Linearized shallow water equations.
In this section we consider equation (3.21) with a linear standing wave, for which, we set Φ = 1, f = 0, γ = 0 (zero bottom friction), τ = 0 (zero wind stress). The domain is [0, 1]×[0, 1] and wall boundary condition is applied on the domain boundary. The following exact solution [22] is taken φ e = cos(πx) cos(πy) cos( √ 2πt), (5.3a) The iHDG algorithm with upwind HDG flux described in Section 3 along with the Crank-Nicolson method for time discretization is employed in this problem. The convergence of the solution is presented in Figure 5 .5. Here we have taken ∆t = 10
as the stepsize with 10 5 steps. As can be seen, the optimal convergence rate of (p + 1) is attained. The number of iterations required per time step in this case is constant and is always equal to 2 for all meshes and solution orders considered. The reason is due to i) a warm-start strategy, that is, the initial guess for each time step is taken as the solution of the previous time step, and ii) small time stepsize.
Following remark 3.7 we choose ∆t = h (p+1)(p+2) and report the number of iterations for different meshes and solution orders in Figure 5 .5. Clearly, finer mesh and higher solution order require smaller time stepsize, and hence less number of iterations, for the iHDG algorithm to converge.
Convection-Diffusion Equation.
In this section equation (4.1) is considered with the exact solution taken as u e = 1 π sin(πx) cos(πy) sin(πz).
The forcing is chosen such that it corresponds to the exact solution. The domain is same as the one in section 5.1.2. Dirichlet boundary condition based on the exact solution is applied on the boundary faces and the stopping criteria is same as (5.2).
5.3.1. Convection dominated regime. Let us consider 10 −3 ≤ κ ≤ 10 −6 , ν = 1, and β = (1 + z, 1 + x, 1 + y). Since the maximum velocity in this example is O(1), this represents convection dominated regime. Figure 5 .6 shows the optimal h-convergence of the iHDG method with the upwind HDG flux 6 for κ = 10 −3 and κ = 10 −6 , respectively. The error history for solution orders p = {3, 4} is given in Figure 5 .7. As expected, for κ = 10 −6 , the iHDG method with either upwind or NPC flux behaves similar to the pure convection case. From table 5.2 the convergence of the upwind iHDG approach remains the same, that is, the number of iterations is insensitive to the diffusion coefficient κ. The iHDG approach with the NPC flux improves as κ decreases. This is because the stabilization (τ ) of the NPC flux contains κ whereas the stabilization of the upwind flux does not. 
5.3.2.
Mixed (hyperbolic-elliptic) regime. In this regime, we take κ = 10 −2 , ν = 1, and β = (1 + z, 1 + x, 1 + y). Table 5 .2 shows that both upwind and NPC fluxes fail to converge for a number of cases (" * " indicates divergence) though the upwind iHDG is more robust. This is due to the violation of the necessary condition B > 0 in Theorem 4.1 for finer meshes. From section 4.1, by choosing ε = O 1 τ for both 6 The convergence with NPC flux is similar and hence not shown. Table 5 .3: Theoretical estimates on the minimum mesh size for convergence of upwind and NPC fluxes for κ = 0.01 from section 4.1.
Diffusion regime (elliptic equation).
As an example for the diffusion limit, we take β = 0 and κ = 1. In order to verify the conditional convergence in section 4.2, we choose three different values of ν in the set {1, 10, 100}. Recall in section 4.2 that the upwind flux does not converge for κ = 1 and β = 0 (pure diffusion regime). It is true for NPC flux also, due to lack of mesh dependent stabilization. From the condtions derived in section 4.2 we choose τ = and since √ λ = √ ν we see similar convergence/divergence behavior for both ν = 1 and 10 (because the lower bound for h is of the same order for these cases). For ν = 100 the lower bound for h is one order of magnitude smaller, and this allows us to obtain convergence for two additional cases: i) N el = 512 and p = 4 with 1160 iterations; and ii) N el = 4096 and p = 2 with 1450 iterations. Table 5 .4: The number of iHDG iterations for ν = 1 and ν = 10 with τ = 8  4  24  60  98  3  17  54  90  64  37  119  285  569  32  108  249  497  512  158  527  1296  *  130  429  1124  *  4096 for ν = 1 and ν = 10. We notice that the convergence trend is different from the pure convection and convection-diffusion cases, that is, it is exponential in the number of iterations starting from the beginning, but the rate is less. We also show in Figure  5 .9 the evolution of the magnitude of σ (σ = |σ|) with respect to the number of iterations for N el = 64 and solution order p = 4. Unlike the convection (or convectiondominated) case, the convergence of the iHDG solution in this case does not have a preferable direction as the elliptic nature of the PDEs is encoded in the iHDG algorithm via the numerical flux.
Time dependent convection-diffusion equation.
In this section we consider the following equation . Using this estimate we compare the number of iterations the iHDG algorithm takes to converge for different meshes and solution orders in table 5.5. We do not obtain convergence for N el = 4096 and solution orders equal to 3 and 4: the main reason is that this problem is in the mixed hyperbolic and parabolic regime and the above setting does not satisfy the condition for convergence (see Section 5.3).
6. Conclusions and Future Work. We have presented an iterative solver, namely iHDG, for HDG discretizations of linear PDEs. The method exploits the structure of HDG discretization and idea from domain decomposition methods. One of the key features of the iHDG algorithm is that it requires only local solves, i.e. element-by-element and face-by-face, completely independent of each other, during each iteration. It can also be considered as a block Gauss-Seidel method for the augmented HDG system with volume and weighted trace unknowns. Thanks to the built-in stabilization via the weighted trace and the structure of the HDG discretization, unlike traditional Gauss-Seidel schemes, the convergence of iHDG is independent of the ordering of the unknowns. Using an energy approach we rigorously derive the Table 5 .5: The number of iHDG iterations per time step for the contaminant transport problem with various solution orders and mesh sizes.
N el p = 1 p = 2 p = 3 p = 4  8  12  24  23  22  64  26  26  22  20  512  21  23  17  37  4096 17 18 * * conditions under which the iHDG algorithm is convergent for the transport equation, the linearized shallow water equation, and the convection-diffusion equation. In particular, for the scalar transport equation, the algorithm is convergent for all meshes and solution orders, and the convergence rate is independent of solution order. This feature makes the iHDG solver especially suitable for high-order DG methods, that is, high-order (and hence more accurate) solutions do not require more number of iterations. The scheme in fact performs an implicit marching and the solution converges in patches of elements automatically from the inflow to the outflow boundaries. For the linearized shallow water equation, we prove that the convergence is conditional on the mesh size and the solution order. Similar conditional convergence is also shown for the convection-diffusion equation in the first order form. We have studied the performance of the scheme in convection dominated, mixed (hyperbolic-elliptic) and diffusion regimes and numerically verified our theoretical results. Ongoing work is to improve the convergence of the iHDG scheme for diffusion-dominated problems.
We are also developing a two grid preconditioner for elliptic problems with iHDG as a fine scale preconditioner. A different avenue for the future work is to explore the opportunity to employ/study iHDG as a scalable smoother for multigrid solvers.
