Let G be a graph on n vertices. We call a subset A of the vertex set
Introduction and Notation
We start with the following basic definitions. Let n and m be two positive integers. Let S = {0 ≤ a 1 ≤ a 2 ≤ . . . ≤ a m ≤ n − 1} be a sequence of m integers and S = {0 ≤ b m ≤ b m−1 ≤ . . . ≤ b 1 ≤ n − 1} be the complement sequence, where b i = n − a i − 1 for 1 ≤ i ≤ m. Let k ≥ 0 be an integer. A subsequence A of S is called k-small if, for every member x of A, x ≤ n − |A| + k. A subsequence B of S is called k-large if, for every member x of B, x ≥ |B| − k − 1. In particular, for the terminology of graphs, we have the following definitions. Let G be a graph on n vertices. We call a set of vertices A ⊆ V (G) k-small if, for every vertex v ∈ A, deg(v) ≤ n − |A| + k. A subset B ⊆ V (G) is called k-large if, for every vertex v ∈ B, deg(v) ≥ |B| − k − 1. When k = 0, we say that A is a small set (δ-set in [13, 1] ) and B a large set. Let S k (G) denote the maximum cardinality of a k-small set and L k (G) denote the maximum cardinality of a k-large set in G. Further, given a graph G, let ϕ k (G) be the minimum integer t such that there is a partition of V (G) into t k-small sets, and let Ω k (G) be the minimum integer t such that there is a partition of V (G) into t k-large sets. When k = 0, we will set ϕ(G) instead of ϕ 0 (G) and Ω(G) instead of Ω 0 (G). Consider the following observations. Observation 1.1. Let n and m be two positive integers. Let S = {0 ≤ a 1 ≤ a 2 ≤ . . . ≤ a m ≤ n − 1} be a sequence and let G be a graph.
(i) A is a k-small subsequence of S if and only if A is a k-large subsequence of S;
(ii) A is a k-small set in G if and only if A is a k-large set in G;
Proof. (i)
A is a small subsequence of S if and only if a i ≤ n − |A| + k for every a i ∈ A, which is equivalent to b i ≥ |A| − k − 1 for each b i = n − a i − 1 ∈ A, meaning that A is a k-large subsequence of S.
(ii) A is a k small set of G if and only if deg G (v) ≤ n − |A| + k for every v ∈ A, which is equivalent to deg G (v) = n − 1 − deg G (v) ≥ |A| − k − 1 for every v ∈ A, meaning that A is a k-large set in G.
(iii) and (iv) follow directly from (ii). ✷ A k-independent set A in G is a subset of vertices of G such that |N (v) ∩ A| ≤ k for every v ∈ A. The maximum cardinality of a k-independent set is denoted by α k (G). Note that a 0-independent set is precisely an independent set, so we will use the usual notation α(G) for the independence number instead of α 0 (G). The well-known Caro-Wei bound [2, 17] α(G) ≥ v∈V (G) 1 deg(v)+1 was generalized by Favaron [8] to α k (G) ≥ v∈V (G) k 1+k deg (v) . Other generalizations and improvements were given in [3, 12] . For more information on the k-independence number see also the survey [4] .
Similarly, we call a subset B ⊆ V (G) such that |N (v) ∩ B| ≥ |B| − k − 1 for every v ∈ B a k-near clique and the cardinality of a maximum k-near clique will be denoted by ω k (G). A 0-near clique is precisely a clique and so we will use the usual notation for the clique number ω(G) instead of ω 0 (G).
The connection between k-independent sets and k-near cliques to k-small and k-large sets is given below. Observation 1.2. In a graph G, every k-independent set is a k-small set and every k-near clique is a k-large set;
Proof. Let A be a k-independent set and B a k-near clique of G. Then deg(v) ≤ n − |A| + k for every v ∈ A and deg(v) ≥ |B| − k − 1 for every v ∈ B. Hence, A is a k-small set and B a k-large set. ✷ We denote by deg(v) = deg G (v) the degree of the vertex v in G and N G (v) and N G [v] is its open and, respectively, closed neighborhood of v. With d(G) we refer to the average degree
. . , v n the vertices of G ordered accordingly to the degree sequence, i.e. such that deg(v i ) = d i . Moreover, χ(G) is the chromatic number and θ(G) the cliquepartition number of G. For notation not mentioned here, we refer the reader to [18] .
The paper is organized in several sections as follows: 2 Bounds on S k (G) and L k (G) with applications to upper bounds on α k (G) and ω k (G)
Since every k-independent set of G is a k-small set and every k-near clique of G is a klarge set, one expects that the bounds on
and Ω(G) can be derived using their arithmetic definitions, and that some properties will be also useful in obtaining bounds on the much harder to compute α k (G) and ω k (G). As we shall see in the sequel this is indeed the case and several refinements of the Caro-Wei Theorem [2, 17] , the Turán Theorem [16] and Hansen-Zheng Theorem [10] are easily derived from bounds using k-small sets and k-large sets as well as some relations between L 0 (G) and χ(G). A lower bound on α(G) and ω(G) in terms of Ω(G) and ϕ(G), respectively, illustrates the usefulness of working with small and large sets.
Proof. Let G 1 = G and let x 1 be a vertex of minimum degree in G 1 . Now, for i ≥ 1, let x i be a vertex of minimum degree in G i and define successively
, until there are no vertices left, say until index q. In this way, we obtain a partition
On the other side, {x 1 , x 2 , . . . , x q } is an independent set by construction and thus α(G) ≥ q. Therefore, α(G) ≥ Ω(G) and also ω(G) = α(G) ≥ Ω(G) = ϕ(G) and we are done. ✷
We mention that a more complicated proof of ω(G) ≥ ϕ(G) was given in [13] . One of the strongest lower bounds for the independence number of a graph is the so called residue of the degree sequence denoted R(G) (see [9, 15, 12] ), which is the number of zeros left in the end of the Havel-Hakimi algorithm. As we shall see later, computing Ω(G) requires O(|V (G)|)-time while the Havel-Hakimi algorithm requires O(|E(G)|)-time. While R(G) does better than all of the lower bounds given in the survey [19] , here are two examples showing that in one case R(G) does better and in the other Ω(G) does better. For the star While the above theorem gives lower bounds on α(G) and ω(G) in terms of Ω(G) and ϕ(G), the next one gives upper bounds on α k (G) and
Theorem 2.2. Let G be a graph on n vertices and let
Proof. (i) Since a k-independent set is a k-small set and a k-near-clique is a k-large set,
. The other inequality follows from
. . , v n be the vertices of G ordered according to its degree sequence. Let A be an arbitrary k-small set. Clearly, for every vertex v ∈ A, deg(v) ≤ n − |A| + k. Now order the degrees of the vertices of A in increasing order such that deg( 
In this sense, the restrictions k ≤ ∆ or k ≥ n − δ − 1 needed in some of our theorems or observations are natural.
From Theorem 2.2, the following observation follows straightforward.
Observation 2.3. Let G be a graph with minimum degree δ and maximum degree ∆. Then
(ii) This follows from (i) applied to the graph G.
(iii) This follows from (i) and (ii). ✷
Next we show a connection between L 0 (G) and the chromatic number χ(G) strengthening L 0 (G) ≥ ω(G). The analogon follows for S 0 (G) and the clique-partition number θ(G).
Proof. (i) By a result of Powell and Welsh ( [14] , see also [11] 
This can be rewritten with the conventional order
Since, by the above theorem, the last expression is equal to L 0 (G), we obtain, together with Theorem 2.1, the desired inequality chain. Another proof of L 0 (G) ≥ χ(G) can be given the following way. Let V 1 ∪ V 2 ∪ . . . ∪ V r be an r-chromatic partition of V (G), where r = χ(G). Suppose there is an index i such that every vertex v ∈ V i has no neighbor in some set V j , for an index j = i. Then we can distribute the vertices of V i among the other sets V j , obtaining thus an (r − 1)-chromatic coloring of G, which is a contradiction. Hence, for every 1 ≤ i ≤ r, there is a vertex v i ∈ V i such that v i has a neighbor in V j for every 1 ≤ j ≤ r and i = j. Therefore, deg(v i ) ≥ r − 1 for 1 ≤ i ≤ r and hence {v 1 , v 2 , . . . , v r } is a large set, yielding χ(G) = r ≤ L 0 (G).
(ii) This follows from (i) and
We close this section with three observations about partitions of the vertex set of a graph into a k-small set and a k-large set.
. . , v n be the vertices of G ordered according to its degree sequence. Set
and hence V L is a k-large set. Note that already a partition into small and large sets suffices to prove the statement since any small set is a k-small set for k > 0 and any large set is a k-large set for k > 0. ✷ From Observation 2.5 follows, in particular, that in every n-vertex graph there is either a k-small set on at least n/2 vertices or a k-large set on at least n/2 vertices.
Proof. From Observation 2.5, we obtain directly the lower bound
To see the sharpness of the lower bound, let G 1 be a graph on n 1 = 2q > 2(2k + 2) vertices whose vertex set can be split into an independent set V S and a clique V L with |V S | = |V L | = q, and such that their vertices are joined by k + 1 pairwise disjoint perfect matchings. Then, the vertices in V S have all degree k + 1 and the vertices in V L have all degree q + k. Hence, for the degree sequence
, it follows by the same theorem that V L is a maximum k-large set of G 1 . Hence for this graph, n 1 = S k + L k holds. Finally, for the sharpness of the upper bound, let G 2 be a graph in which the largest 2k + 1 degrees in the degree sequence are k. An easy check reveals the required equality. ✷ Observation 2.7. Let G be a graph on n vertices and e(G) edges. Then there is par-
In this section, we will present two algorithms with which we will be able to calculate ϕ k (G) and Ω k (G) for a graph G. For this, we consider any sequence of m integers A = {0 ≤ a 1 ≤ . . . ≤ a m ≤ n − 1} (not necessarily graphic). Now we want to break the sequence into k-small subsequences. With this aim, we apply the following algorithm.
Algorithm 1

INPUT: A
Step 1: Set i := 0, R 0 := A.
Step 2: Repeat
Here, i stands for the current step number; R i is the set of remaining elements and n i its cardinality; A i+1 is the new subsequence constructed in step i; and, on the output, s it is the number of constructed subsequences A i .
Proof. Clearly, A i is a subsequence of A for i = 1, 2, . . . , s. By construction, in each step i, A i+1 ⊆ R i = R i−1 \ A i and so the A i 's are pairwise disjoint. Moreover, the last step s is attained when R s = ∅, i.e., A s = R s−1 , meaning that A s consists of all remaining elements of A. Hence, A 1 , A 2 , . . . , A s is a splitting of A into subsequences. We now proceed to prove that, in each step i ≥ 0, the produced subsequence A i+1 is k-small. We distinguish between the two possible situations: (a) p i = n i ≤ n − a n i + k: Then, A i+1 = {a 1 , a 2 , . . . , a n i } = R i and, for every a ∈ A i+1 , we have a ≤ a n i = n − (n − a
, a n i −(n−an i +k)+2 , . . . , a n i } and, for every a ∈ A i+1 , we have a ≤ a n i = n − (n − a
Finally we shall prove that the output s given by Algorithm 1 is the minimum number of k-small subsequences in which A can be partitioned. Let A ′ 1 , A ′ 2 , . . . , A ′ q be an optimal splitting of A into k-small sequences, i.e. such that q is minimum. Then clearly q ≤ s. Let C i = max{a : a ∈ A ′ i } and, without loss of generality, assume that C 1 ≥ C 2 ≥ . . . ≥ C q . We will show by induction on i that a n i ≤ C i . Since clearly a n 1 = a m = C 1 , the base case is done. Assume that a n i ≤ C i for i = 1, 2, . . . , r and an r < q. Then, as A ′ i is a k-small set, we have
. . , r. Suppose to the contrary that a n r+1 > C r+1 . Then a n r+1 ∈ ∪ r i=1 A ′ i . As
|A i | and, moreover, a n r+1 / ∈ ∪ r i=1 A i by construction, there has to be an element y which is contained in ∪ r i=1 A i but not in ∪ r i=1 A ′ i . Hence, y ∈ A ′ j for some j ≥ r + 1 and y ≥ a n r+1 . As C j is the largest element in A ′ j , we conclude that C r+1 ≥ C j ≥ y ≥ a n r+1 , contradicting the assumption. Hence a n r+1 ≤ C r+1 and by induction it follows that a n i ≤ C i for all i = 1, 2, . . . , q. As above, this implies that
from which we obtain q = s. Therefore, Algorithm 1 yields a partition of A into the minimum possible number of k-small subsequences A 1 , A 2 , . . . , A s . ✷ Observation 3.2. Algorithm 1 can be written recursively by defining a function f which will give the partition of an arbitrary sequence into k-small subsequences:
Step 1: Set f (∅) = ∅.
Step 2:
When m = n and d 1 ≤ d 2 ≤ . . . ≤ d n is the degree sequence of a graph G, we can use Algorithm 1 to find a partition of V (G) into the minimum possible number of k-small sets. 
By the duality between k-small and k-large sequences and since Ω k (G) = ϕ k (G), we can modify Algorithm 1 to an algorithm that leads us to find the exact value of Ω k (G). Again, consider any sequence of m integers B = {0 ≤ b m ≤ b m−1 ≤ . . . ≤ b 1 ≤ n − 1} (not necessarily graphic).
Algorithm 2
INPUT: B
Step 1: Set i := 0, S 0 := B.
Step 2: Repeat 
. . , b n i −q i +1 } = {n − a n i − 1, n − a n i −1 − 1, . . . , n − a n i −q i +1 − 1} = {n − a n i −q i +1 − 1, . . . , n − a n i −1 − 1, n − a n i − 1} = A i+1 and
Moreover, S i = ∅ if and only if R i = ∅ and thus the number of steps performed by Algorithm 1 under input A is the same as the number of steps performed by Algorithm 2 under input B and hence s = t. Since Algorithm 1 yields a partition of A = B into the k-small sets A 1 , A 2 , . . . , A s , the output B 1 , B 2 . . . , B t of Algorithm 2 is a partition of B into k-large sets. ✷ Again, when m = n and d n ≤ d n−1 ≤ . . . ≤ d 1 is the degree sequence of a graph G, we can use Algorithm 2 to find a partition of V (G) into the minimum possible number of k-large sets. 
4 Bounds on ϕ k (G) and Ω k (G) Theorem 4.1. Let G be a graph on n vertices and with average degree d. Then
Proof. (i) Let V 1 , V 2 , . . . , V t be a partition of V (G) into t = ϕ k (G) k-small sets and set
Now, Jensen's inequality yields
which is equivalent to 
The first explicit proof of α(G) ≥ n d+1 can be found in [7] . Note also that item (ii) of the previous corollary improves the Caro [2, 17] . Moreover, the bound ϕ(G) ≥ v∈V (G) 1 n−deg(v) was given in [13] . From the result that α(G) ≥ Ω(G), one may ask if α k (G) ≥ (k + 1)Ω k (G) holds in general. However, this is in general wrong, as can be seen by the following counter example. Let n = (k + 2)q for an integer q < k + 1 and let G = K 1,n be a star with n leaves. Then, clearly,
= q + 1, since every k-large set containing a vertex of degree one has cardinality at most k + 2. Hence, in this case we have
In view of the above counter example the following problem seems natural.
Problem. Let G be a graph on n vertices. Is it true that
Corollary 4.3. Let G be a graph on n vertices and e(G) edges. Then
Proof. (i) From Theorem 4.1 (i) and the fact that nd
. Solving this inequality for e(G), we obtain the desired result.
(ii) Similar as in (i), from Theorem 4.1 (ii) and the fact that nd = 2e(G), it follows that Ω k (G) ≥ . This bound is better than the bound e(G) ≤
from classical Turán's Theorem, because ω(G) ≥ ϕ(G). To illustrate this by an example, let G be the graph obtained from the graph 2K n by adding n new independent edges between the two copies of K n . Then ϕ(G) = 2 and ω(G) = n. From Turán's Theorem we have e(G) ≤ 2n(n − 1) and from Corollary 4.3(ii) follows that e(G) ≤ n 2 . The last inequality gives us the exact value of e(G). 
Let now G be a graph on n vertices and with maximum degree ∆. If k > ∆, then ϕ k (G) = 1 and the right inequality side is obvious. So let k ≤ ∆ and let A ⊆ V (G) be a set of cardinality
k-small sets, and thus
(ii) Theorem 4.1(ii) yields
The other inequality side is obtained from 
Moreover, all bounds are sharp for regular graphs.
Proof. (i) Let
A be a maximum k-small set and let ∆ be the maximum degree of G.
Solving the quadratic inequality, we obtain the desired bound
Finally, if G is r-regular, by Observation 2.3(iii), all inequalities become equalities.
(ii) This follows from ω k (G) = α k (G) and item (i). ✷
The following corollary is straightforward from previous theorem and Observation 2.4.
Corollary 5.2. Let G be a graph on n vertices, with maximum degree ∆ and minimum degree δ. Then (
. Moreover, equality holds if and only if G is an
Setting β i = 1 − n i n for 1 ≤ i ≤ ϕ, the inequality above can be rewritten as
Since
, from which follows the desired inequality ϕ(G) = ϕ ≥ n n−dϕ(G) . Hence we have proved
for any 1 ≤ r ≤ ϕ(G).
Suppose now that we have ϕ(G) = n n−dr(G) for some 1 ≤ r ≤ ϕ = ϕ(G). Then, we have equality allover the inequality chain (4). In particular, ϕ = , and hence we have equality in (2) and (3), too. From the equality in (2), it
and the equality in (3), we see that in (1) . So assume that ϕ(G) = 2 and let V (G) = V 1 ∪ V 2 be a partition of V (G) into two small sets. Setting |V 1 | = n 1 and |V 2 | = n 2 = n − n 1 , we have
The last expression takes its maximum when n 1 n 2 = (iii) The case ϕ(G) = 1 is trivial. If ϕ(G) ≥ 4, then the statement follows from item (i). The case ϕ(G) = 3 can be proved by straightforward calculations using Lagrange multipliers. As in the case (i), a partition of V (G) into ϕ(G) = 3 small sets V 1 , V 2 , V 3 with |V 1 | = n 1 , |V 2 | = n 2 and |V 3 | = n 3 leads to the inequality
where
n and clearly β 1 + β 2 + β 3 = 2 and β i ∈ [0, 1], for i = 1, 2, 3. We will show that f (β 1 , β 2 , β 3 ) ≤ 2 3 4 . Let
be the Lagrange function. The extremal points are either solutions of the system
∂F ∂λ = β 1 + β 2 + β 3 − 2 = 0 or they are points on the border. We shall prove that the system has no solution in which β 1 , β 2 , β 3 are pairwise distinct. Let us suppose the contrary. Then β 1 , β 2 , β 3 are roots of g(x) = 5x 4 − 4x 3 + λ. As β 1 + β 2 + β 3 = 2 from Vieta's formula follows that the fourth root of g is − 5 . Therefore λ = −12 6 5 2 and so g(x) has only two real roots, which is a contradiction. Let (β 1 , β 2 , β 3 ) be an extremal point which is not on the border. As β 1 , β 2 , β 3 are solutions of the system, we can suppose that β 1 = 2β and β 2 = β 3 = 1 − β, where β ∈ [0,
and
f ′ has two real roots, 
. Moreover, there exists a graph G for which ϕ(G) = 2 and Ω(G) < (
and equality holds if and only if α(G) copies of
.
Variations of small and large sets
Let G be a graph on n vertices and A a subset of V (G). We call A α-small if v∈A 
Proof. Since every small set is an α-small set and every α-small set is a β-small set and because of Theorem 2.1, we have the inequality chain ω(G) ≥ ϕ(G) ≥ ϕ α (G) ≥ ϕ β (G). Now we will prove the remaining bounds. (i) Let t = ϕ β (G) and let V (G) = A 1 ∪ A 2 ∪ . . . ∪ A t be a partition of V (G) into β-small sets. Then, using the definition of β-small set and Jensen's inequality, we obtain nd(G) = 2e(G) =
(n − |A i |)|A i | ≤ n n − n t .
, which is equivalent to ϕ β (G) ≥ ≤ t = ϕ α (G).
✷
Let us consider an example. Let G be a graph obtained from 2K n by joining one of the vertices of the first copy of K n to all the vertices of the second copy of K n . Then ϕ(G) = 3, CW (G) = 3 − 2 n+1 and ϕ β (G) = 2. In this case ϕ β (G) ≤ CW (G). We do not know if ϕ β (G) ≤ CW (G) is always true.
The inequality chains given in Theorem 6.2(i) and (ii) together with the fact that 2e(G) = nd(G) lead to the following corollary. .
As remarked for Corollary 4.3, the above bounds on e(G) are better than the bound e(G) ≤ Analogous to α-small and β-small sets, we can define α-large and β-large sets. Let G be a graph on n vertices and B a subset of V (G). B will be called α-large if v∈B 1 deg(v)+1 ≤ 1 and β-large if d(B) ≥ |B| − 1. As for small sets, every large set is an α-large set and every α-large set is a β-large set. We also define Ω α (G) and Ω β (G) as the minimum number of α-large sets and, respectively, β-large sets in which V (G) can be partitioned. 
