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and analyzed. The methods consist of discretizing with respect o time and solving the resulting 
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1. INTRODUCTION 
This paper concerns the study of the numerical solutions of nonlinear hyperbolic equations. In 
these situations, oscillatory numerical solutions are often obtained if the mesh sizes near the layers 
are not sufficiently small. Two approaches can be considered to resolve these difficulties. One 
is using uniform or quasi-uniform eshes with upwind difference, Petrov-Galerkin methods, or 
weighted least-squares formulations. Weighted least-squares approximations will be considered 
in this approach. The other alternative is using weighted least-squares methods with nonuniform 
grids. In particular, optimal grids construction based on equidistribution will be considered. 
Consider the model flow equation in the following: 
Os Of(s) O(  Os) 
Ot + O-----x = O---x g(S)~x ' x > O, t > O. (1.1) 
Here the function f is assumed to be monotonically increasing in s. Most field scale problems 
of practical interest give parameter values such that g(s) is so small that the capillary pressure 
effects are negligible. In fact, it is so small that the resolution of these effects is neither practical 
nor necessary. The problem thus becomes 
Os Of(s) 
+--  =0,  x>0,  t>0.  (1.2) 
Ot Ox 
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In order for the numerical solution to converge to the relevant physical solution, an artificial 
capillary pressure term must be added [1]. Therefore, an alternate form of (1.1) will be considered 
Os Of(s) 9 ( Os) 
ot + o~-  - Ox g(s,h)~-iz , z > o, t > o, (1.3) 
where h represents the (possibly variable) spatial discretization to be defined below. The initial 
condition is s(x, 0) = 0, 0 < x < 1, and the boundary condition at x = 0 is given by 
os(o,  t) 
f (s(O,t) ) -g(s(O,t) ,h)  -~z - 1, t > 0. (1.4) 
Upstream weighting is often used to incorporate artificial diffusion into the numerical approx- 
imation. Applying upstream weighting to (1.2), we have 
dsi f i-1 - fi 
dt Ax  (1.5) 
where si = s(xi, t) and fj = f(sj),  j = i - 1, i. Rewriting (1.5) as 
dsi _ 1Axf~+l- 2fi + fi-1 f~+l - f~- I  
dt 2 (Ax) 2 2Ax ' 
we have that (1.5) is equivalent to solving the following problem using central differences: 
Os Of(s) I_Ax02 f 0 ((21_Axdd_ffs)Os) (1.6) 
Ot + 0~-  = 2 Ox ~ - Ox Oz " 
For most problems of practical interest, the solution of (1.2) is not smooth at s = 0. However, 
upstream weighting performs reasonably well because the approximation possesses a maximum 
principle, namely, at a particular grid point s cannot increase (decrease) unless the s at a neigh- 
boring grid is greater (less) than that of the grid point of interest. This property follows from (1.5) 
and the fact that f is monotonically increasing in s. The maximum principle ensures that the 
upstream weighting approximation will not oscillate despite the tack of smoothness in the solution. 
Next we describe the artificial dispersion in the finite-element approach used by Douglas, Jr. 
et al. [2]. Applying the standard Galerkin method to equations (1.3),(1.4), we have the weak 
formulation in the following: 
valid for all functions in 
H I=HI (0 ,1 )N  zCL2(0 ,1 ) :~ eL2(0,1) ,  z (1 )=0 . 
To approximate, we seek for solution wn(z) e M '~ C H i with w°(x) = 0 and 
( wn -- wn - i ) ~ , Z -- f (wn ) , -~xdz ) -t- ~g [ n Own ~x ' -dxdZ ) : z (O ) ' all z E Mn ' ?% > 1 ._  (1.7) 
Here w l is the approximate solution at t = lVt, l = n, n - 1. 
For equation (1.7), a uniform partition of mesh spacing h, and g = e0h for some e0 > 0, the 
maximum principle holds if 
h 1 max If'[ co >_ ~-S-7 + ~ 
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Moreover, using 
g~n+z/2 = ehn+l max { f '  (w~-l) ,  f '  (wn+11) }, (1.8) 
for ..small time steps and e = 0.5 or 0.6, the imposed iffusion produced almost monotone solutions 
for the finite-element method used in [2]. 
Observe that, when compared to (1.3), g = (1/2)Ax~ in (1.6) which is of similar form to (1.8). 
Combining these with the semidiscrete weighted least-squares methods, numerical results of sharp 
saturation front for equation (1.2) are obtained and will be presented in Section 5. 
In the case of nonuniform grids, although numerical results illustrate great improvement over 
uniform meshes, theoretical error estimates often depend on maxi hi. Therefore, the goal is, 
fixing number of intervals, to find the optimal grid such that error depends on the number 
of intervals. To achieve this, we consider the redistribution approach to generate the optimal 
grids. The idea is to adjust the position of the grid points and produce a mesh with the same 
number of unknowns, but more aptly graded for the given problem. Various techniques have been 
studied based on finite-difference and finite-element methods. In the context of finite difference, 
Pereyra nd Sewell [3] sought o optimize a finite-difference mesh with fixed number of grid points 
such that the local truncation error at each mesh point is constant. As for the finite-element 
approximations, two-point boundary value problems were considered by Carey and Dinh [4] and 
optimal grids were generated by equidistributing a grading function throughout the domain. The 
idea is to equidistribute the errors in the gradient of the solution. Thus, the grading function 
involves an integrM of certain power function of the second derivative of the numerical solution. 
The; form of the grading function in [4] was derived for finite-element methods using Galerkin 
type variational principles. We apply it in a totally different context, namely, using variational 
principles of the least squares type. The very favorable results obtained in [5] and [6] suggest that 
this grading function has certain universal features. In fact, the numerical results for the inviscid 
Burgers' equation can be greatly improved by combining the mesh redistribution approach in the 
weighted least-squares methods. This will be illustrated in Section 5. 
Following this introduction, the semidiscrete l ast-squares and weighted least-squares formu- 
lations will be described in Section 2. In Section 3, the stability of the weighted least-squares 
methods for the nonlinear model equation (1.3) will be provided. The grading function used 
by Carey and Dinh [4] will be introduced in Section 4. In Section 5, numerical results of the 
semidiscrete l ast-squares and weighted least-squares formulations with uniform and time varying 
optimal grids based on the mesh redistribution will be presented for the model inviscid Burgers' 
equation. Although least-squares approximations have been shown to be effective for transonic 
flow problems and time dependent convection dominated problems [7-10], the numerical compu- 
tations have been mainly for uniform or quasi-uniform grids. The results presented in Section 5 
will demonstrate the great potential of the weighted least-squares methods and time varying 
optimal grids for the model equations. 
2. SEMID ISCRETE LEAST-SQUARES FORMULATIONS 
Note that in (1.6) (compared to (1.3)) and (1.8), the diffusion coefficient g depends on the spa- 
tial step size h. Thus when h is small, equation (1.3) becomes convection dominated and certain 
restriction on the time step size k = At will need to be imposed if standard numerical methods 
are used. In [8] and [9], the author has applied the semidiscrete l ast-squares approximations to
convection dominated problems and obtained promising results. Based on the framework, we let 
v + h)as Ox - f ( s )  = 0 (2.1) 
and then equation (1.3) becomes 
0s 0v 
o--/+ =0. 
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Letting 
s ~+°=Os n+l+(1-O)s n and v n+°=Ov n+l+(1-O)v ~, 0<0<1,  
we have the semidiscrete approximation 
v +g(s ,h )~ x - f(s) = 0 and At + Ox J = O. (2.2) 
Given s n and v n at time step t~, system (2.2) can be solved for 8 n+l and V n+l.  These steps are 
repeated until the correction is less than the prescribed tolerance. In the ease when the system 
is nonlinear, Newton's method will be used for linearization. 
The semidiscrete approximation (2.2) can be derived using an alternate approach. Replacing 
the time derivative in (1.3) by backward-difference quotient, we define an approximate solution 
sk(x,t) for t = nk =nAt, n = 0 ,1 ,2 , . . . ,  by 
sk(z,t + k) - sk(z,t) Of(sk(x,t + k)) cO I / cOsk(x,t + k)'~ 
k + cox COx ~,g (sk(x't + k),h) COx ) = 0. (2.3) 
Note that (2.3) corresponds to (2.2) with 0 = 1. Similarly, corresponding to (2.2) with 0 = 1/2, 
we have the Crank-Nicolson formula 
~k(x,t + k) - ~k(x,t) Of (~ (x,t + (1/2)k)) + 
k Ox 
cO (g(~k (x,t + lk )  h)cO~k(x,t+(1/2)k)) =0. 
cOx ' cOx 
(2.4) 
Let sk(x, t) = w, sk(x, t + k) = ¢ in (2.3), then we solve the following for ¢: 
¢+kOf(¢) k O---( ~x)  Ox cox g(¢,h) = w. (2.s) 
In the case when g > 0 and k is bounded away form zero, problems (2.3) and (2.4) admit a 
unique solution s k and ~k respectively, and it can be shown that, for sufficiently smooth initial 
values w, 
sup t lsk( . , t )  - ~( . , t ) l l  = o (k ) ,  as k - -~  0, 
O<t<_T 
and 
sup I I~k(. ,t)  - s ( . , t ) l l  : o (k~) ,  as k - -  0, 
0<t<T 
where II" II denotes the norm in L2(f~), IlvH = (fa Iv(x)l 2 dx) 1/2" 
In the following, we describe the least-squares methods associated with the backward difference 
scheme (2.5). The methods based on the Crank-Nicolson scheme (2.4) follow from equations 
similar to (2.5). Given function w and step size k = At, we seek for ¢ satisfying 
¢+k- -  - sf(¢) Ox 
k_0( 
cO x g(¢,h) = w, in f~, 
f (¢)  - g(¢,h)-~¢ T = 1, at x = 0, 
¢=0,  at x= 1, 
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or what is the same 
u - f (¢)  + g(¢, h)~x x = 0, in f~, 
Ox = w, in f~, 
u = 1, at x = 0, 
¢=0,  at x = 1. 
To be precise, we let 
$1 : {¢ ]~Oe Hl(ft) ,  ~=0 at x :  1} and V0:  {v I rE  Hl(ft) ,  u :0  at x=0}.  
Let [1' I], l" I be norms on 17"0, :~1, with inner products (-, .), and (., .), respectively. Here II" tt and 
l" I are L2 norms. 
rib approximate, we introduce finite dimensional subspaces 
Sh c_ $1, Vh c_ Vo. 
We determine tt h E ~rh, Ch E Sh by minimizing (referred as the least-squares (LS) method) 
vh OW~ 2 Ch k Ovh w2 
- f(¢h) + g(~h'h)--g-x-z + + Ox - (2.6) 
over  Vh in Vh and ~)h in Sh. Here l)h is a finite dimensional subspace of H 1 and is different 
from Vh only by the boundary condition u = 1 at x = 0. We also consider minimizing a variation 
of (2.6) 'referred as the weighted least squares (WDLS) method) 
X Vh- - f (¢h)+g(¢h,h)~xh 2+ ~)h+ ~xkOVh -w2 (2.7) 
where X m a positive weighting function. 
Eb motivate the discussions, we first summarize the error analysis in [8] of the least-squares 
methods for the following linear convection dominated problems: find the scalar function s(x, t) 
such that 
st + s~ - ~As = f, in f~ x I, 
s(z, o) = so(z), z ¢ f t ,  (2.s) 
s(z,t) =0, x C F, t ¢ I ,  
Os where ft is a bounded domain in N2 with boundary F, st = N,  st3 =/3 • Vs with V the gradient 
with respect to x = (xl, x2) ¢ N2, /3 = (/31,/32) is a given smooth vector field, and e > 0 is a 
small constant. Further, f and so are given data, and I = (0, T) is a given time interval. For 
simplicity, zero boundary data is considered here. 
Following from the Crank-Nicolson scheme in (2.4), the least-squares approximation to the 
following is considered: given a function w and step size k = At, we seek a suitably smooth 
function ¢ satisfying 
u - ¢/3 + eve  = 0, in ft, (2.9) 
¢+lkd ivu=w,  inft ,  (2.10) 
¢ = 0, on r .  (2.11) 
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For simplicity, we assume that fl is a constant vector. Assuming that w E L2(f~), we then seek 
solution ¢, u to (2.9)-(2.11) in 
Sl = {~) I ~) E HI (•) ,  ~ : 0 on P} and 1/0 : {v Iv E H'(f~)}. 
Let I1" II, [ I be norms on V0, $1, with inner products (.,-), and (-, .), respectively. Here II tl and 
1' I are L2 norms. 
To approximate, we introduce finite dimensional subspaces 
S h C S1, V h C V O. 
We determine Uh E Vh, Ch E Sh by minimizing 
2 
Ilvh - ~hfl + eV¢hll 2 + ¢h + ~kdivvh - w (2.12) 
over vh in Vh and g?h in &. Taking the first variation gives the least-squares (LS) scheme 
(Uh- -¢h j3+eVCh,Vh- -¢hf l+ev¢h)+{¢h+lkd ivuh ,¢h+2kd ivvh)  
(2.13) 
= (w,¢h + lkd ivvh} ,  
a relation which holds for all v h E Vh, g,h E Sh. Note that (2.13) remains valid when Ch is 
replaced by ¢ and uh is replace by u, where (¢, u), (¢, u) E $1 x V0 is the solution of (2.9)-(2.11), 
i.e., 
I 1 ~h l kd ivvh ) (U - -¢13+~V¢,vh- -¢h f l+evch)+ ¢ + ~kdivu, +2 
(2.14) 
= {w,¢h + ~kd ivvh) .  
The error analysis of least-squares methods tarts fl'om the observation that the solution 
{¢h, Uh} of the discrete problem is the best approximation to {¢, u} in a suitable norm. This 
norm arises naturally from the bilinear form on $1 x 1/0 
{ ~ lk  div v)  (2.15) a( (¢ ,u ) , (¢ ,v ) )=(u -¢ f l+¢V¢,v -¢ f l+eV¢)+ ¢+ kd ivu ,~+ 2 
and is given by 
II1(¢,'~)111 = ~((¢ ,~) ,  (<u)) 1/2. 
Let r/= ¢ - Ch, e = u - Uh. Equations (2.13) and (2.14) imply that the error {7, e} is orthogonal 
to Sh x Vh in the form a(., .); i.e., 
a ((rl, ¢), (¢h vh)) = 0, for all (eta, v h) e Sh x Vh. (2.16) 
Observe that, with ]fl] being an upper bound for the vector ill, 
111('¢', v)lll -< ItvIIo + }kllvjll + (1 + Ifll)ll'¢'llo + <I'¢'11~. (2.17) 
This follows immediately from (2.15) and the fact that a(-, .) is a bounded form on H I (f~) x H 1 (f~). 
The orthogonality (2.16) implies that {¢h,Uh} is the best approximation to {¢,u} in Ill" Ill, 
i.e., 
Itl(v,e)lll _< 11I(¢- ¢h,=- vh)lll, for all (¢h,vh) E Sh x Vh. (2.18) 
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Therefore, from the approximation theory, if elements of order r - 1 are used in both Sh and Vh, 
(2.18) implies that 
It](~l,e),,, _< Ca {(hr+ lkh"-l)},u, '~ + ((1 + '/3')h ~ + chr-1) [l¢llr}, (2.19) 
which is O(h~-l). This error estimate is not very useful by itself since the reverse of (2.17) is not 
valid, i.e., II1 Ill is majorized by the norm I1' II on HI (~)  but is not equivalent o it. However, we 
can use it and the solvability of the dual problem to establish the optimal error estimate for Ir]l [8]. 
In [8], the author established optimal error estimates for Ilell using the extra regularity property 
and the validation of the grid decomposition property. From the optimal estimates in u and q~, 
it follows that the estimate in ellV¢ll is optimal. However, this does not reflect the accuracy 
of tlhe approximation in IIv¢ll when e is close to zero. In the following, we describe a weighted 
least-squares formulation which gives the optimal estimate in ¢ directly from the bilinear form. 
Moreover, a better estimate of IIv¢ll will be obtained with this new formulation when e is close 
to zero. 
Letting X = k/2¢ in (2.7), we  determine the weighted least squares (WDLS)  solution Uh E Vh, 
Ch E Sh by minimizing 
~Te[[Vh-- ~bh/3 + eV~bht[ 2+ Ch + lkd ivvh - w 2 (2.20) 
over Vh in Vt, and ~bh in Sh. The first variation of (2.20) gives 
k { l kd iVUh,¢h+lkd ivvh  )27 (~h - ¢h~ + ~v¢~, v h - ~h~ + Ev~)  + ¢h + 2 
(2.~1) 
= (w,¢h  + lkd ivv  h) 
2 
a relation which holds for all v h E Vh,¢ h E Sh. Note that (2.21) remains valid when Ch is 
replaced by ¢ and Uh is replace by u, where {¢,u}, ¢ E $1, u E V0 is the solution of (2.9)-(2.11). 
Similarly, we define a bilinear form on $1 x 170 
b((¢,u),(~,v))=~(u-¢/3+eV¢,v-¢f3+eV¢)+ ¢+ kdivu,  e+ kdivv . (2.22) 
Further we let 
II1(¢, u)lllb = b((¢, ~), (¢, ~))1/2. 
Observe that, with I~1 being an upper bound for the vector/3, 
(~)  1/2 ~ ( ~)1/2 (__~) 1/2 
Ill(~,v)lllb _< Ilvtl0 + kllvlll + 1 + I~l II~ll0 + II¢111- 
Let r] = ¢ - Ch, e = u -- Uh. We then have the "orthogonality" 
b ((r], e), (¢h, vh)) = 0, for all (¢h, v h) E Sh × Vh. (2.23) 
The orthogonality (2.23) implies that {¢h, Uh} is the best approximation to {¢, u} in [1[ Illb, i.e., 
111(,7, ~)lllb _< I I[(¢ - ch, ~-  ,,h) Ill,,, for all (~h,vh) EShxVh. (2.24) 
(2.24) implies that if k = O(h), s < h and linear elements are used in both Sh and Vh, 
lIl(~,e)lllb -< Ch ~. (2.25) 
Note that (2.25) is of optimal order. Thus, different than the similar approximation in (2.18), 
estimate (2.24) can be used to establish the error estimates for 1~7t, lIVe711, Idivel, and /lell. The 
statements are as follows. 
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THEOREM 1. 
I,I ~ IIl(~,e)lllb, 
IIV~ll < V~ (~)  1/2 
21 Idivel _< ; II(n,e)lllb. 
IIl(~,~)lllb, 
(z26) 
(z27) 
PROOF. For any (~, v) E S1 × V0, since ¢ = 0 on F, it follows that 
k ¢ 1 v ~ IIl(¢,v)lll~ = ~nv - eft + ~V¢112 + + ~kdiv 
= 2-~]lv- ¢j3112 + ks]lV¢ll 2 + I¢12 + k21divv] 2. 
(z28) 
Note that (~, e) E $1 × V0, and thus (2.28) is valid for (7, e) and the theorem follows directly 
from (2.28). 
THEOREM 2, 
Ile]l_< +tf~] IIl(~,e)lllb- 
PROOF. Since (2.28) is valid for (7, e) E $1 x V0, it follows that 
lie - n~ll < ill(v, e)lllb. 
Therefore, using triangle inequality and (2.26), we have 
The least-squares (LS) method and weighted least-squares (WDLS) method differ in many 
aspects. First, the approximation i Ill(U, e)lllb is optimal while in IlI0?, e)lll is only suboptimal. 
This leads to optimal error in both 171 and t divel. In the case that ¢ is close to zero, the 
estimate in I dive I is essential since it gives the approximation for div(ufl). Moreover, the estimate 
in (2.27) is better than that of the LS method. From the proofs, these are obtained without using 
the solvability of the dual problem, the extra regularity, or the grid decomposition property. 
Therefore, the WDLS method is far superior than the LS method and should be used in the 
approximation, especially when ~ < h. 
3. STABIL ITY  OF  THE WEIGHTED 
LEAST-SQUARES METHODS 
Based on the weighted least-squares method described in Section 2, we consider the model 
nonlinear equations (1.2) with artificial viscosity g(¢, h) = 5hf ' (¢)  in (1.3), i.e., equations of the 
form 
(3.1) 
are considered. Here f is assumed to be monotonically increasing in ¢ and h = l /M,  where M 
is the number of intervals. 
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Fbllowing from the Crank-Nicolson scheme in (2.4), the least-squares approximation to the 
following is considered: given function w and step size k = At, we seek for a suitably smooth 
function ¢ satisfying 
u - f (¢)  + 5hf ' (¢ )~ z = 0, in f~ = (0, 1), (3.2) 
lkOu 
¢ + 20x  = w, in ~t = (0, 1), (3.3) 
¢ = 0, on r = {0, 1}. (3.4) 
In general, equation (3.2) is nonlinear in ¢. To ensure the convergence of the process, we linearize 
equation (3.2) first by the Newton's method and then apply the least-squares approximations to 
the linearized equations. Therefore, the minimizing functional is in fact linear. 
Assuming that w E L2(ft), we then seek solution ¢ and u to (3.2)-(3.4) in 
S1 = {~ I ¢ E Hl( f t ) ,  ¢ = 0 on F} and V0 = {v ]v c H i (a )} ,  
respectively. Let I1 II, I' I be norms on V0, S1, with inner products (., .), and (-, .), respectively. 
Here t1 II and [-I  are L2 norms. To approximate, we introduce finite dimensional subspaces 
Sh C__ $1, and Vh C Vo. We determine Uh E Vh, Ch E Sh by minimizing (referred as the weighted 
least-squares (WDLS) method) 
25hl[ffl[~k Vh OCh 2 -- f(¢h) + 5hf'(¢h) OX 
(3.5) 
~)h 1 k OVh w 2 k 
+ + ~ -~z - + 211/'11----2 ((f(¢h)) - / (o ) )2 lx=l  
over Vh in Vh and ~bh in Sh. Here, for simplicity, in (3.5), f(~Ph) is weakly imposed on the right 
end point x = 1. Taking the first variation gives the Euler's equation similar to that of (2.13). 
Thus, following the notation used in Section 2 for the WDLS methods, we define 
lll(~,,v)lll~,- k v ~ ~ f, !kay2 k (f(V))21~_ 1 
25hllf'll~ - f(¢) +bhf ' (¢)  + + 20x  + 211f'll----~ - " 
Observe that, as in Section 2, the I[1(', ')]llb is majorized by the If" II on Hl(f~), i.e., 
lll(~0,v)lllb _< Ilvlt0 + ~kllVlll + 1 + I1¢110 + 11~111. 
Using arguments imilar to those of Section 2, the stability of the weighted least-squares approx- 
imations (3.5) can be established in the following. 
THEOREM 3. / f  f (¢ )  iS iinear, then t'or any (~, v) E St x V0, there exist • in ft with ¢ = ~(~) 
suc~h that 
k 5hk ~ 2 
IIF(~,,v)lll~ > - 2ahllf'lloo t lv-  f(¢)ll 2 + 211f'11----2 ft(~b) 
I' ((P) ( 1 k Ov 2~ k 
+ ~ _1¢12 + ~ ~ ] + 211/'11-----2 (f(~))~lx-0_ •
PROOF. For any (~p, v) E $1 x V0, we have 
k a,/, ~ k 
2ahllf'll~ v-  f(~) + 5hf ' (¢ )~ + 211f'll-----~ (f(¢))~l~=l 
26hllf'll~k ( 0¢ 2 (f(¢))2[~=0) - []v - / (¢ ) [ l  2 + 5hf'(¢)a x + 5h (3.6) 
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Let {~'-~i}i°c_ 1 be a partition of the domain f~ such that the product v~ is of the same sign in 
each fti. Let (., .)f~, (., .}~, and i' ]f~ be the restriction of (-, .), (-, .), and [. ] to the domain f~, 
respectively. Then, by the mean value theorem for the integral, there exist x~ in f~i with ¢~ = 
~(x~) such that 
v,f,(¢)~xx0¢ = Ef,(¢,)i=l v'-ff-xx a, = Ef'(¢~)i=l v~/)[Ogt~ -- %D'~xx f~, 
Using the partition {f~i}~°°=l and {~i}, since f '  > 0, we have 
lk  Ov 2 _ ~ f'(¢i) i 2 1 Ov + 
- - / ' (~)  ( + 20x  ]+~- -~/ ' (¢~) (~ '~x / 
11/'11~ t¢12 l k Ov 2~ k ~ Ov 
i=1  Ct~ 
where ~ = g)(~) for some 2 in ~. 
Combining (3.6)-(3.8), we have 
26hllf'll~k ( O¢ z (f(~))elx= o) lll(¢,v)lll~ -> Ilv - / (~) l l  ~ + 5hf'(¢)ax + 5h 
(3.9) 
+ f' (fb) ( l_k O v 2~ k 
Since f (¢)  is linear, it follows that f~(¢) is a constant and the boundary term becomes 
/ V f (¢~) ¢lOa~ = f ' (¢)Ev¢loa,  = f'(¢)v~loa = O. 
i= l  i=1  
k 5hk f,(g,) 0_~¢ 2 
25hHf, tI ~ Bey - f(¢)II 2 + 2elf, JR----- ~
f' (~) ( 10vl2"~ k 
+  i¢l 2 + ) + (f(¢))2[x=0. 
Note that in the proof of the theorem, linearity of the function f(~) was used to remove the 
boundary term in (3.9). When f(¢)  is nonlinear, we can remove the boundary term by adding 
the following boundary term: 
k 
2]if, leo ° { (v - (f(¢))21z=1 + (v - (f(¢))2[x=0 } 
to the minimizing functional (3.5) in the WDLS methods. Based on this functional, we define 
the corresponding i][(', ")l[[b norm as 
k v ~ 2 ~ !k~ 
Ill(~,v)lll~- 25hHf,[[ ~ - f (¢ )  +Shf'(~) + + 20x  (3.10) 
k k 
+ ~  (f(~))2[~=1 + 21[fql---~ {(v - (f(~))2[x=l + (v - (f(~))21~=0 } . 
Recall that, in practice, equation (3.10) is in the linearized form. Based on the linearized form, 
by the same proof, the boundary term in (3.9) can be removed and the result similar to that 
of Theorem 3 can be obtained. Therefore, we have the stability of the WDLS methods in our 
computational process. 
Therefore, 
lil(~, v)itt~ _> 
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4. GRADING FUNCTIONS AND OPT IMAL  MESH 
In this section, we describe the grading function derived in [4]. This grading function ~(x) 
has the property that after equidistribution, the inverse of ~ at i /M,  where M is the number 
of elements in the domain, is the ith grid point xi. Consider the following problem: given a 
continuous function u on [a,b], construct an appropriate mesh for interpolating u. Intuitively, 
assuming that u is positive and strictly increasing, the mesh can be constructed such that the 
change of u in the domain is equidistributed. That  is, we would like to find {x~} such that 
lu(x~) - u(xi-1)[ - const, i = 0, 1 , . . . ,  M, or what is the same, we equidistribute the change of 
the function ~(x) = (f~ ]u'] dt ) / ( f :  lull dr). 
A more systematic derivation of ~(x) can be illustrated by considering the best interpolation 
problem for u: for a fixed M, determine {xj}, j = 0 ,1 ,2 , . . . ,M ,  such that the associated 
interpolant of u is optimal in some sense. Note that this problem corresponds to the finite- 
element and finite-difference methods since the discrete solution Uh is an interpolating piecewise 
continuous polynomial of degree k. For simplicity, we consider k = 1 here. The derivation can 
also be performed for the case of general k [4]. 
Let e = u - uh and {x~}, i = 0 ,1 ,2 , . . .  ,M,  be the mesh of M intervals with h~ = x~ - x~-i 
denoting the length of subinterval f~i. The idea is to minimize the error of the interpolant in the 
Hm-seminorm, i.e., lel2m = f:(e(m)) 2 dx is minimized. 
Using the Fourier series expansion e(x) = ~n~__lansin(nzr(z- xi-1)/hi)  and the Parseval 
identity, it can be shown [4] that 
-< 
i=1 
The grading function ~(x) is equidistributed if ~ - ~-1 = fa~ ~' dx = 1/M. Approximating by 
the midpoint rule, we have 
/n ~ 'dx=hi~' (x i _ l /2 ) ( l  +O(hi)) and /a  (ul')2 dx=hi (u" (x i -1 /2 ) )2 ( l  +O(h~))" 
i i 
It follows that 
1 M (U,(X~_l/2))2 
lel2 -4 (TrM)2(2-m) E , xl2(2-m) hi(1 q- O(hi)). 
i=1 [~! ~Xi -1 /2} J  
Rewriting the inequality using the Riemann sum, we obtain 
1 f b (u,)2 [e[~ _< (zcM)2(2_m) ((,)2(2-m) dx(1 + O(h)), (4.1) 
where h = maxl<i<M hi. The grading function ( will then be chosen such that 
(b (u,,)2 
ja  (~,)2(2-m) dx 
is minimized. Therefore, 
d 
~-0~ dx (~,)2(2-rn)+1 
and as in [4] we have the grading function 
= rjaX(U.)2/[2(~_r~)+l] dt 
f~ b(u")2/[2(2-m)+ll dt 
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This leads to the following mesh redistribution procedure (assuming for the moment hat ~ is 
given as above and that u is known): setting ~i - ~i-1 = 1/M, i = 0, 1, 2 , . . . ,  M, and solving 
for {x~} determines a grid. Note that the grid obtained may or may not minimize Hm-seminorm, 
but it does minimize the bound in (4.1) placing a very tight tolerance on the error. As the number 
of points increases, the resulting error will approach the H m optimal error. For example, when 
piecewise linear interpolation is considered, the grading functions which minimize the L2-norm 
(m = O) and Hl-seminorm (m = 1) are 
f f  (u") ~/5 dt 
f (u") 2/~ dt 
respectively. 
and ~ = 
~a x (U't) 2/3 dt 
j~b (U") 2/3 dt' 
The grading function derived in [4] is similar to that of the optimal mesh in [11] where the 
existence of a unique optimal mesh distribution for a two-point boundary value problem was 
established. However, the process is unstable since small perturbation i  the equidistribution 
of ~ will lead to significantly different grids. Nevertheless, as observed in the numerical calcula- 
tions [4,5], the error is stable under small perturbations in the grading function. Therefore, in 
practice, the mesh need not be determined to high accuracy to obtain useful approximations. 
In our computations, minimization of the L2-norm (m = 0) with 
lax (u") /5 dz 
- f b(u")2/5 dz 
(4.2) 
will be considered. Since the grading function is nonlinear, the Brent-Dekker scheme is used to 
locate the grid points and the stopping criterion is measured by the relative error in ~ to be less 
than a chosen tolerance % 
x~+ l fab maxi f (u") 2/5 dx - ( I /M) (u") 2/5 dx 
]¢T4 
( l /M) fab(u") 2/5 dx 
<~-. 
5. NUMERICAL  RESULTS AND DISCUSSIONS 
In this section, we report he results of computations which illustrate the least-squares methods. 
The following inviscid Burgers' problem has been considered: 
¢t + ¢¢z = 0, in f~ x I = (0, 1) × (0, co), 
I, 0<x<0.6 ,  
¢(x,0)= 4-5x, 0.6<x<0.8, 
O, 0.8 < x < 1, 
¢(0, t) = 1, t e I. 
(5.1) 
Note that this problem studies the formation of discontinuity for the nonlinear equation. 
Least-squares formulations on both (5.1) and equation with artificial viscosity g(¢, h) =- 6h • 
f '(¢), i.e., equations of the form 
0(6hf ' (¢ )0¢~ 6 ..~ 0.5, (5.2) 0¢ 0f(¢) 
o-7 + s~ - s z ,, ox /  
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are considered. Here, for both uniform and optimal grids, h is chosen to be l/M, where M is the 
number of intervals. In all the computations, linear elements are used for both Sh and Vh. Based 
on the analysis in Section 3, the weighted least-squares formulations (WDLS) will be obtained 
by minimizing the following functional over appropriate spaces: 
At  u ~ 2 1 . OU _ w 24 At 
2&hllf, llo ° - f (¢ )  + f ihf ' (¢)  ~_  + ¢ + ~ZXt~z z -2llf,ll------ ~ ( ( f (¢ ) )  - f (o ) )2 Ix=l  , (5.&) 
As described in Section 3, we linearize the equations first using Newton's iteration and then 
apply the least-squares approximations to the linearized equations. Therefore, the minimizing 
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Figure 1. Uniform mesh. LS solution at t = 0.16: h = k = 0.02 (o) vs. h = k = 0.01 
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Figure 4. Uniform mesh. WDLS solution at t = 0.3: h= k= 0.02 (o) vs. h = k = 
0.01(line). 
functional is in fact linear. Also, although it is necessary to weakly impose the outflow condition 
on f (¢)  for the stabi l i ty of the method, numerically it is essentially the same with or without 
this outflow condition. 
Numerical results of least-squares formulations (LS) on (5.1) when t = 0.16 and t = 0.3 are 
shown in Figures 1 and 2, respectively. These were also reported in [9]. Observe that,  unlike 
the classical upwinding methods, small oscillation occurs only in few intervals before the wave 
front and no oscil lation in the downstream flow direction. In addition, as k and h decrease 
simultaneously, the method is convergent as shown in Figures 1 and 2. By adding appropriate 
amount of artificial viscosity throughout the domain, Figures 3 and 4 i l lustrate that  no oscil lation 
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F igure 6. Remesh at each t ime step. LS-1 solution at t = 0.3: h -- k = 0.02 (o) vs. 
h = k = 0 .01( l ine) ,  
occurs before the wave front in the results based on the WDLS methods with 6 = 0.5. Note that, 
without the weighting function in (5.3), solutions will be unstable. These were also reported 
in [18] for the Burgers' equation. These demonstrate that in order to solve the inviscid Burgers' 
equation (5.1), it is essential to solve (5.2) with weighted least-squares formulation for stability. 
Th!is is consistent with our analysis in Section 3. 
As illustrated in Figures 3 and 4, instead of oscillation before the wave front in the LS meth- 
ods, the introduction of the diffusion term g(¢, h) gives small oscillation in the downstream flow 
direction in the WDLS methods. To resolve these difficulties, the mesh redistribution approach 
is considered in the WDLS methods. In [5], using the grading function of the form (4.2) in ¢, 
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Figure 8. Remesh at each time step. WDLS-1 solution at t = 0.3: h = k = 0.02 (o) 
vs. h = k = 0.01 (line). 
numerical  studies of the least-squares methods were reported on two-point  boundary  value prob- 
lems with boundary  or interior layers. Whi le  least-squares methods  were effective for boundary  
layer problems, the scheme gave a slight osci l latory solution near the inter ior layers. A l though the 
osci l lation got worse as the number  of intervals increased, the front locat ion was sharp. This  phe- 
nomenon was also observed in the wave propagat ion problems invest igated by Chen in [8] and [9] 
when uniform grids were used. Based on these considerations, we descr ibe the least-squares 
methods  with mesh redistr ibut ion (LS-1 or WDLS-1)  in the following. 
1. At to = 0, select init ial grids, e.g., uni form mesh for ¢(x,  to). Equ id is t r ibute  ¢(x,  to) using 
the grading funct ion of form (4.2) to obta in a new grid and then use l inear interpolat ion 
to find the new ¢(x,  t0). 
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2. F ind the LS or WDLS solut ion ¢(x,  t l )  for t l  = to + At  based on the new grid generated 
in Step 1. Equid is t r ibute  ¢(x,  t l )  using the grading funct ion of form (4.2) to obta in a new 
grid and then use l inear interpolat ion to find the new ¢(x,  t l ) .  
3. Follow the process in Step 2 to find the LS or WDLS solut ion ¢(x, tz) for h,  l = 2, 3, 4 , . . . ,  
etc. 
Since ¢" cannot be obtained directly from differentiating the computed  solution Ch, to approx- 
imate the grading function ~, ¢i~ is calculated utilizing the superconvergence property of finite- 
element approximations in Ch. 
The  numerical solutions based on LS-I are plotted in Figures 5 and 6. Observe that the grid 
clusters near the wave  front but the solution oscillates wildly before the wave  front as the time t 
increases. This is because the norm 111(7, e)l]] is not bounded below by If' II on H I (~)  in the 
LS  method,  and therefore stability is not guaranteed. Using the mesh  redistribution approach, 
the small oscillation in the downst ream flow direction can be eliminated in the WDLS- I  scheme. 
These are demonstrated in Figures 7 and 8. Note that sharper front can be obtained if the 
diffusion term in (5.2) is only applied to the region before the wave front. Since the mesh  
redistribution will generate grids cluster near the wave front, the front position is approximately 
the x-coordinate of the IN/2] point, where N is the total number  of points. Based on this 
estimate, we  apply the diffusion to a region near the wave. The  solution is plotted in Figure 9. 
Observe that the wave front in Figure 9 is slightly sharper than that of Figure 8. The  estimate 
is crude and requires further study. This is currently under investigation. 
Based on the above, the success of the weighted least-squares approximations for the mode l  
nonlinear hyperbolic equations lies on the addition of artificial diffusion and the stability of the 
resulting bilinear form. In addition, to avoid excessive diffusion to generate oscillation in the 
downst ream flow direction, mesh  redistribution approach should be considered. As  indicated 
in Sections 2 and 3, the error estimates in the LS  and WDLS methods  are based on the norm 
IIl(rl, e)l]l and IIl(~?,e)lllb, respectively. Recall that the norm Ill(~?,e)lll in the LS  method is ma-  
jori'~ed by the norm H" II on H I (~) but is not equivalent to it. Therefore, although it has been used 
effectively in grid refinements, it is not a suitable grading function for optimal grids construction. 
In contrast to the LS  method,  the lll(u,e)lllb in the WDLS method is equivalent to the norm II" II 
on H I(~) and thus may be considered as a grading function for mesh  redistribution. Finally, 
1076 T.-F. CHEN 
based on the one-dimensional grading function, a two-dimensional mesh redistribution algorithm 
using finite-element methods was developed in [6] and applied to problems with boundary and 
interior layers. The idea is to convert he problem into a quasi-one-dimensional one. That is, 
choose a direction, redistribute grid points along this direction using the one-dimensional grad- 
ing function, and determine the other direction through the orthogonality condition. For the 
details of the algorithm, refer to [6]. The underlying idea of the algorithm can be extended to 
least-squares methods without major difficulty. These are currently under investigation and will 
be reported elsewhere. 
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