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HIGHER SYMPLECTIC CAPACITIES
KYLER SIEGEL
Abstract. We construct a new family of symplectic capacities indexed by certain
symmetric polynomials, defined using rational symplectic field theory. We prove
various structural properties of the capacities and discuss the connections with the
equivariant L∞ structure on symplectic cohomology and curve counts with tangency
constraints. We also give some preliminary computations in basic examples and show
that they give new state of the art symplectic embedding obstructions.
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1. Introduction
1.1. Symplectic embeddings and symplectic capacities. Given a symplectic
manifold (M2n, ω) and a function H : M → R, flowing along the symplectic gradient
of H defines a family of symplectomorphisms from M to itself. Such Hamiltonian
dynamical systems provide the geometric basis of classical mechanics and appear in
various guises throughout mathematics and physics. It has been known since the 19th
century that symplectomorphisms preserve the canonical volume form 1n!ω
∧n, a result
known as Liouville’s theorem in statistical mechanics. However, in his seminal 1985 paper
[28] on pseudoholomorphic curves, Gromov showed that symplectomorphisms are much
more subtle and mysterious than volume-preserving maps. The first proof of concept for
this underlying richness is Gromov’s celebrated “nonsqueezing theorem”, which states
that a large ball cannot be symplectically squeezed into a narrow infinite cylinder. More
precisely, for 0 < a′ < a there is no symplectic embedding
B2n(a) ↪→ B2(a′)× Cn−1.
Here both sides are equipped with their canonical symplectic structures coming from the
restriction of the standard symplectic form
∑n
i=1 dxi ∧ dyi on Cn, and B2n(a) denotes
the ball of area a (i.e. radius
√
a/pi). Such an embedding is perfectly allowed by volume
considerations alone, so this shows that symplectic geometry imposes fundamental and
previously unanticipated constraints.
Understanding the precise nature of symplectic transformations is still a largely open
field of research. After the nonsqueezing theorem, a natural next toy question is when can
one symplectic ellipsoid be embedded into another. We define the symplectic ellipsoid
E(a1, ..., an) by
E(a1, ..., an) :=
{
(z1, ..., zn) ∈ Cn :
n∑
k=1
pi|zk|2
ak
≤ 1
}
.
For convenience, we will always assume a1 ≤ ... ≤ an. Note that we have special cases
E(a, ..., a) = B2n(a) and E(a,∞, ...,∞) = B2(a)× Cn−1.
Question 1.1. For which a1, ..., an and a′1, ..., a′n is there a symplectic embedding of
E(a1, ..., an) into E(a′1, ..., a′n)?
Note that the volume of E(a1, ..., an) is given by 1n!a1...an, so the first basic obstruction
is
a1...an ≤ a′1...a′n.
Also, Gromov’s nonsqueezing theorem can be rephrased as saying that there is no
symplectic embedding
E(a, ..., a) ↪→ E(a′,∞, ...,∞)
unless a ≤ a′, and this implies that in general we must have
a1 ≤ a′1.
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For n = 1, an embedding evidently exists if and only if a1 ≤ a′1. For n = 2, the answer
to Question 1.1 is now completely understood, or at least reduced to pure combinatorics.
Before recalling the result, it is useful to formalize symplectic embedding obstructions
using the notion of a symplectic capacity. Roughly, a symplectic capacity c is any invariant
of symplectic manifolds which takes values in positive real numbers and is monotone with
respect to symplectic embeddings. More precisely, the symplectic capacities considered in
this paper will only be defined for symplectic manifolds with nonempty convex boundary
(although one could formally extend them to all symplectic manifolds if desired). We will
also distinguish between “exact symplectic capacities”, which are monotone only for exact
symplectic embeddings, and “non-exact symplectic capacities”, which are monotone for
all symplectic embeddings. By default, “capacity” will mean exact, but we note that this
distinction is immaterial if H1(−;R) = 0. One often also requires a symplectic capacity c
to scale like area, i.e. c(M,aω) = ac(M,ω), which rules out things like higher dimensional
volume. This property will indeed hold for all the capacities discussed in this paper.
Finally, some authors include the normalization condition c(B2n) = c(B2 × Cn−1) = 1.
This property will not hold for most of the capacities considered in this paper.1
An important sequence of symplectic capacities cEH1 , cEH2 , cEH3 , ... were defined by
Ekeland–Hofer in [14, 15] using variational methods. The first Ekeland–Hofer capacity
satisfies
cEH1 (B
2n(r)) = cEH1 (B
2(r)× Cn−1) = r,
and so in particular recovers Gromov’s nonsqueezing theorem. More generally, for
k ∈ Z>0, the kth Ekeland–Hofer capacity of the ellipsoid E(a1, ..., an) has been computed
to be the kth smallest element in the infinite matrix (iaj : i ∈ Z>0, 1 ≤ j ≤ n). For
example, the first few values for E(1, 2) are 1, 2, 2, 3, 4, 4, 5, ... and the first few values
for E(1.5, 1.5) are 1.5, 1.5, 3, 3, 4.5, 4.5, 6, ..., and hence cEH2 rules out the existence of a
symplectic embedding E(1, 2) ↪→ E(1.5, 1.5).
Although the Ekeland–Hofer capacities give nice embedding obstructions beyond
Gromov’s nonsqueezing theorem, the four dimensional symplectic embedding problem
is controlled by another sequence of symplectic capacities cECH1 , cECH2 , cECH3 , ... defined
by Hutchings in [34] using embedded contact homology (ECH). Unlike the Ekeland–
Hofer capacities, these capacities are gauge-theoretic in nature and are only defined
in dimension four, but in that dimension they tend to give very strong obstructions.
The kth ECH capacity of the ellipsoid E(a, b) has been computed to be the (k + 1)st
smallest element in the infinite matrix (ia + jb : i, j ∈ Z≥0). For example, the first
few values for E(1, 2) are 1, 2, 2, 3, 3, 4, 4, 4, ... and the first few values for E(1.5, 1.5) are
1.5, 1.5, 3, 3, 3, 4.5, 4.5, 4.5, 4.5, ..., etc. McDuff proved the following result in [45] (see the
references therein for the history):
Theorem 1.2. There is a symplectic embedding of E(a, b) into E(c, d) if and only if
cECHk (E(a, b)) ≤ cECHk (E(c, d)) for all k ∈ Z>0.
Note that up to a scaling factor we can write E(a, b) as E(1, x) for some x ≥ 1. In
the special case c = d (i.e. the target is a ball), the answer can be summarized in terms
of a function f : [1,∞)→ [1,∞), with f(x) defined to be the infimal c such that there
1In fact, it is expected that there is a unique capacity satisfying this normalization condition, at least
when restricted to convex domains in Cn.
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exists a symplectic embedding E(1, x) ↪→ E(c, c). McDuff–Schlenk [47] gave an explicit
characterization of the function f(x), discovering the following rather subtle features:
• for x < τ4, f(x) is piecewise linear, with values determined by ratios of Fibonacci
numbers (here τ = 1+
√
5
2 the golden ratio)
• for x > (176 )2, f(x) =
√
x (i.e. embeddings in this regime are obstructed only by
volume)
• for τ4 < x < (176 )2, f(x) alternates between the above two behaviors.
In higher dimensions, Question 1.1 is still largely open. One surprising development
was Guth’s construction [29] of symplectic embeddings
E(1, S, ..., S︸ ︷︷ ︸
n−1
) ↪→ E(R,R,∞, ...,∞︸ ︷︷ ︸
n−2
)
for some finite R and S arbitrarily large. This shows that an infinite amount of squeezing
is possible in the second factor, in significant contrast to the first factor. Hind and
Kerman managed to refine Guth’s embedding and prove the following optimal result:
Theorem 1.3. [31, 54]2 There exists a symplectic embedding
E(1,∞, ...,∞︸ ︷︷ ︸
n−1
) ↪→ E(R,R,∞, ...,∞︸ ︷︷ ︸
n−2
)
if and only if R ≥ 3.
More recent subsequent progress has focused on the following special case of Question
1.1:
Question 1.4 (“stabilized ellipsoid embedding problem”). For which a, b, c, d is there a
symplectic embedding of E(a, b,∞, ...,∞︸ ︷︷ ︸
n−2
) into E(c, d,∞, ...,∞︸ ︷︷ ︸
n−2
)?
Note that any symplectic embedding E(a, b) ↪→ E(c, d) can be stabilized to an embed-
ding E(a, b,∞, ...,∞) ↪→ E(c, d,∞, ...,∞), but the converse need not hold. Indeed, the
volume obstruction disappears after stabilizing, as do many of the ECH obstructions. For
the special case c = d, i.e. embeddings of the form E(1, x,∞, ...,∞) ↪→ E(c, c,∞, ...,∞),
notable progress has been made, the current state of the art being:
Theorem 1.5. [31, 10, 11, 46] For 1 ≤ x ≤ τ4, the optimal c is given by f(x), i.e. the
optimal embedding comes from the four dimensional case. For x = 3bnbn+1 with bn =
g4n+6
g4n+2
with gi the ith Fibonacci number (e.g. b0 = 8, b1 = 55/8, etc), or for x = 3d − 1 with
d ∈ Z>0, the optimal c is given by 3xx+1 .
2 More precisely, it was shown in [54] that the existence of a symplectic embedding E(1, S, ..., S︸ ︷︷ ︸
n−1
) ↪→
E(R,R,∞, ...,∞︸ ︷︷ ︸
n−2
) for all sufficiently large S implies the existence of a symplectic embedding
E(1,∞, ...,∞︸ ︷︷ ︸
n−1
) ↪→ E(R,R,∞, ...,∞︸ ︷︷ ︸
n−2
). In the sequel we will often not distinguish between these two.
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Although for x > τ4 the optimal embedding is not known, Hind has produced
embeddings
E(1, x)× Cn−2 ↪→ E( 3xx+1 , 3xx+1)× Cn−2
which are conjectured in [46] to be optimal. We mention that in all known cases the
answer to Question 1.4 is independent of n provided n ≥ 3.
In this paper we primarily focus on the problem of obstructing high dimensional
symplectic embeddings. The results comprising Theorem 1.5 have relied on the following
basic strategy. First, given a four-dimensional symplectic embedding E(1, x) ↪→ E(c, c),
one finds a rigid punctured pseudoholomorphic curve C in the symplectic completion
of the complementary cobordism E(c, c) \ E(1, x) (see §3.1 for more on the geometric
setup). The existence of such a curve is proved using embedded contact homology in
[10], using obstruction bundle gluing in [46], and by neck-stretching closed curves in
CP2 in [11]. One then argues that this curve meaningfully extends to the stabilization
as a product curve C × {pt}. Assuming this, a deformation argument shows that a
similar curve C˜ must also exist in the complementary cobordism of any hypothetical
symplectic embedding E(1, x,∞, ...,∞) ↪→ E(c, c,∞, ...,∞). Finally, positivity of energy
for C˜ together with an application of Stokes’ theorem gives a lower bound for c in terms
of x.
The process of stabilizing the curve C cannot always be achieved. Indeed, for an
SFT-type curve C with positive ends asymptotic to Reeb orbits γ+1 , .., ., γ
+
k and negative
ends asymptotic to Reeb orbits γ−1 , ..., γ
−
l , the Fredholm index is given by
ind(C) = (n− 3)(2− 2g − k − l) +
k∑
i=1
CZ(γ+i )−
l∑
j=1
CZ(γ−j ) + 2c1 · [C]
(see §3.2 for more details). Since stabilizing has the effect of increasing n by 1 and also
increasing each Conley–Zehnder index CZ(γ) by 1, the index after stabilizing is
2− 2g − 2l + ind(C).
This means that C × {pt} will typically not be rigid, and might potentially even have
negative index, in which case it ought to disappear after a small perturbation. However,
a basic observation from [31] is that for genus zero curves with exactly one negative end,
the index is unchanged by stabilization, and in fact such curves do generally persist to
give higher dimensional obstructions. One of the main motivations of this paper is to
understand whether these obstructions can be understood more systematically in terms
of symplectic capacities which are defined in any dimension.
Remark 1.6. One can of course also extend Question 1.1 to say more general star-shaped
domains3 in Cn, or to symplectic manifolds with more complicated topology. Ellipsoids
are among the simplest symplectic domains from a dynamical point of view.
3By star-shaped domain in Cn we mean any subdomain M2n ⊂ Cn whose boundary is smooth and
transverse to the radial vector field. The restriction of the standard Liouville form
∑n
i=1
1
2
(xidyi− yidxi)
makes M into a Liouville domain. Note that all star-shaped domains are diffeomorphic and in fact
Liouville deformation equivalent, but typically not symplectomorphic.
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1.2. Capacities from Floer theory. Since Floer homology interacts favorably
with the symplectic action functional, it is natural to try to use it to define symplectic
capacities. Suppose that X2n is a Liouville domain, i.e. a compact symplectic manifold
with boundary, whose symplectic form ω admits a global primitive λ restricting to a
positive contact form on ∂X. We associate to X its symplectic cohomology SH(X),
defined over say K = Q. We can also consider the underlying cochain complex SC(X),
with its natural increasing action filtration
F≤aSC(X) ⊂ F≤a′SC(X), 0 ≤ a < a′,
with
⋃
a∈R≥0
F≤aSC(X) = SC(X). Roughly, SC(X) is generated as a K-module by one
generator for each critical point of a chosen Morse function on X, and two generators
γˆ, γˇ for each Reeb orbit γ of ∂X, with differential ∂ counting Floer cylinders. The
Morse complex of X (defined over K) sits inside SC(X) as the subcomplex of action zero
elements:
C(M) = F≤0SC(X) ⊂ SC(X).
In particular, there is a canonical action zero element e ∈ F≤0SC(X) represented by
the minimum of the Morse function, which we will refer to as the unit (even when not
discussing product structures). Given any exact symplectic embedding X ↪→ X ′, we
have a filtration-preserving transfer map Φ : SC(X ′)→ SC(X) sending unit to unit.
We define a symplectic capacity from this data as follows:
c(X) := inf{a : ∂(x) = e for some x ∈ F≤aSC(X)}.
It follows from standard invariance properties that c(X) ∈ R>0 is a symplectomorphism
invariant of X, independent of any choices made during its construction (e.g. almost
complex structures, Hamiltonians, etc). Moreover, given an exact symplectic embedding
X ↪→ X ′, we have the monotonicity property c(X) ≤ c(X ′). Indeed, this follows from a
simple diagram chase, since x ∈ F≤aSC(X ′) with ∂x = e implies
∂(Φx) = Φ(∂x) = Φ(e) = e,
with Φ(x) ∈ F≤aSC(X).
Remark 1.7. Although we work with increasing filtrations in this introduction for clarity
of exposition, in the body of the paper we will instead work over a suitable Novikov
ring Λ≥0 and work with decreasing filtrations. For Liouville domains this perspective
leads to an equivalent definition of the capacity c, but it has the advantage of making
sense for more general symplectic manifolds with convex boundary and is defined without
referencing any choice of primitive one-form. It will be also more natural when discussing
Maurer–Cartan theory.
It is not hard to check that we have c(B2n(r)) = r and c(B2(R)×Cn) = R,4 and hence
the capacity c recovers Gromov’s nonsqueezing theorem. However, in order to capture
more refined obstructions we need more capacities. Recently, Gutt–Hutchings [30] have
shown that by replacing symplectic cohomology with its S1-equivariant analogue, we
can extend c(X) to a sequence of capacities cGH1 (X), cGH2 (X), cGH3 , ... which conjecturally
4Technically since B2(R) × Cn is not compact, this statement actually holds for a smoothing of
B2(R)×B2(S) with S sufficiently large.
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agree with the Ekeland–Hofer capacities. To explain the construction, recall that SC(X)
naturally has the structure of an S1-complex, which means we have a sequence of
operations ∆i : SC(X)→ SC(X) (of degree 1− 2i when Z gradings are available),5 with
∆0 = ∂, satisfying the relations ∑
i+j=k
∆i ◦∆j = 0
for all k ∈ Z≥0. Here ∆1 descends to the BV operator on SH(X), while ∆k≥2 is a
“higher BV operator” compensating for the failure of ∆1 to satisfy ∆21 = 0 on the nose.
This structure has made various appearances in the literature, c.f. [57, 5] (see also [23]
for a particularly succinct construction in terms of Floer cylinders with extra marked
points). Let K[u−1] be a shorthand for the K[u]-module K[u, u−1]/ (uK[u]). We define
S1-equivariant symplectic cochains SCS1 by
SCS1(X) := SC(X)⊗K[u] K[u−1],
with differential ∂S1 given by
∂S1(x) =
∞∑
i=0
∆i(x)u
i
for x ∈ SCS1(X).
Remark 1.8. There are two common variations on this definition of the S1-equivariant
complex: the negative version, in which one works over KJuK, and the periodic version,
in which one works over KJuK[u−1]. The version we use above is akin to taking homotopy
orbits of an S1-action.
There is a natural increasing action filtration on SCS1(X), and we have canonical elements
u−ke ∈ F≤0SCS1(X) ⊂ SCS1(X) for k ∈ Z≥0. We define cGHk (X) ∈ R>0 by
cGHk (X) := inf{a : ∂(x) = u−k+1e for some x ∈ F≤aSCS1(X)}.
Similar to before, exact symplectic embeddingsX ↪→ X ′ induce transfer maps SCS1(X ′)→
SCS1(X), from which it follows that cGHk (X) ≤ cGHk (X ′).
To understand why the equivariant theory offers more quantitative data, we can
rephrase the construction as follows. By quotienting out the Morse complex of X, we
obtain a homology-level long exact sequence
...→ H(X)→ SH(X)→ SH+(X)→ H(X)→ ...,
where the last map is the connecting homomorphism δ : SH+(X) → H(X). We have
the following equivalent homology level description:
c(X) = inf{a : δ(x) = [e] for some x ∈ F≤aSH+(X)}.
In fact, we can define more general “spectral capacities” by replacing [e] = 1 ∈ H0(X)
by any class in H∗(X). However, if X is say an ellipsoid or a more general a star-
shaped domain in Cn, we have SH+(X) ∼= H(X) ∼= K, so there is essentially only one
spectral invariant. In constrast, in the S1-equivariant version we replace H(X) by
5In the sequel we will discuss Z gradings assuming they are available, i.e. 2c1(X) = 0, or else interpret
them in the appropriate quotient of Z. See the body of the paper for more on our grading conventions.
8 KYLER SIEGEL
HS1(X) ∼= H(X) ⊗H(CP∞), giving rise to countably many independent classes even
when X is contractible.
Remark 1.9. The capacities cGHk are certainly not monotone for non-exact symplectic
embeddings, as can be easily seen from examples such as the annulus D∗S1 in the two-ball
B2.
Assuming the Gutt–Hutchings capacities coincide with the Ekeland–Hofer capacities,
this new definition via Floer theory still has a few advantages. Firstly, the basic structure
of the capacities becomes more transparent. For instance, one immediately has the “Reeb
orbit axiom” stating that cGHk (X) must be represented by the action of some Reeb orbit
of ∂X, in a uniquely determined degree. Since irrational ellipsoids6 have a unique Reeb
orbit in each allowed degree, this immediately determines cGHk for all ellipsoids. Using
this together with the other basic properties, the authors in [30] manage to compute
cGHk for all “convex toric domains” and “concave toric domains” (see loc. cit. for precise
definitions). We also have the stability property cGHk (X × C) = cGHk (X), which follows
from the Künneth theorem for symplectic cochains as an S1-complex.7
Secondly, and this is one of the main themes of this paper, we can try to further
generalize these capacities by appealing to higher algebra structures sitting on top of
symplectic cochains. Indeed, symplectic cohomology has (at least in characteristic zero)
the structure of a BV-algebra. This means that there is a BV operator of degree −1, a
supercommutative product of degree 0, and a bracket of degree −1, satisfying certain
compatibility conditions. Recall that both the product and the bracket are defined by
counting Floer-theoretic pairs of pants, but with asymptotic markers treated differently.
Also, the first two pieces of data determine the third in the sense that the bracket
measures the failure of the BV operator to be a derivation.
So, a first idea might be to try to generalize the definition of cGH1 by incorporating the
product. Unfortunately, at least for X a star-shaped domain, we have SH(X) = 0, so
the product SH(X)⊗ SH(X)→ SH(X) contains no information, nor does it descend to
a product SH+(X)⊗ SH+(X)→ SH+(X). Therefore it is not immediately clear how to
incorporate the product in the definition of spectral invariants, and the bracket suffers
from similar deficiencies.
On the other hand, the product on symplectic cohomology actually comes from a chain
level A∞ structure, while the bracket comes from a chain level L∞ structure.8 Recall that
the structure of an A∞ algebra consists of a sequence of k-to-1 operations satisfying a
sequence of quadratic structure equations and giving rise to a homology-level associative
algebra. L∞ algebras are the natural Lie algebra analogues. In the case of symplectic
cochains, the A∞ operations µk have degree 2−k, while the L∞ operations `k have degree
3− 2k. In general, the data of an L∞ algebra V with structure maps `1, `2, `3, ... can be
6By irrational ellipsoid we mean E(a1, ..., an) with a1, ..., an rationally independent.
7As in the previous footnote, in order to make this precise we would need to replace X × C with
X ×B2(S) for S large and smooth the corners.
8Strictly speaking, the constructions of the Floer-theoretic chain-level homotopy algebras discussed in
this introduction have not yet appeared in full detail in the literature, although their existence is widely
expected. These structures are not directly used in the body of this paper, but we they nevertheless
provide important conceptual motivation.
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encoded into a single chain complex BV , the bar complex, with differential ̂` : BV → BV
combining all the `k operations (there is a similar construction for A∞ algebras). Here as
a K-module BV is simply the (reduced) symmetric tensor algebra SV of V 9. In particular,
we think of SV as linear combinations of symmetric words (of length at least one) in V ,
and we denote by S≤lV the subcomplex consisting of words of length at most l.
There is also an L∞ structure on the S1-equivariant complex SCS1 , which is more
directly relevant for extending the capacities cGHk (X) above. This underlies a Lie bracket
on SHS1 , identified with the string bracket in the context of string topology (i.e. the case
X = T ∗Q). We denote by `kS1 the S
1-equivariant L∞ structure maps.
We now cook up a family of symplectic capacities based on the L∞ algebra SCS1 as
follows. The bar complex BSCS1(X) inherits an increasing action filtration, and words
in the elements u−ke, k ∈ Z≥0, generate a subcomplex of F≤0SSCS1(X) ⊂ BSCS1(X)
with trivial differential, which we identify with SK[u−1]. Pick an element b ∈ SK[u−1].
We define a symplectic capacity db by
db(X) := inf{a : b = ̂`S1(x) for some x ∈ F≤aBSCS1(X)}.
As with cGHk (X) above, it follows from the invariance properties of symplectic cochains
that db(X) is a symplectomorphism invariant, independent of all choices involved in its
construction, and is monotone with respect to exact symplectic embeddings.
Remark 1.10. If X is a star-shaped domain in Cn, we have SHS1(X) = 0, and the
homology of the bar complex BSCS1(X) is also trivial. We can split off the elements
of action zero, i.e. F≤0BSCS1(X), which we identify with SK[u−1]. Let F+BSCS1(X)
denote the quotient BSCS1(X)/F≤0BSCS1(X). Then we have a homology-level connecting
homomorphism
H(F+BSCS1(X))→ SK[u−1],
which is in fact an isomorphism since BSCS1(X) is acyclic. Under this identification,
db(X) is the minimal action of a homology class which maps to b. In essence, the
capacities db give the set of all spectral capacities associated to the bar complex BSCS1,+,
with homology classes canonically labeled by elements b ∈ SK[t].
Since the bar complex BSCS1(X) has another increasing filtration by word length, i.e.
B≤lSCS1(X) ⊂ B≤l′SCS1(X) for 1 ≤ l < l′, we can refine the construction and define
capacities d≤lb by
d≤lb (X) := inf{a : b = ̂`S1(x) for some x ∈ F≤aB≤lSCS1(X)}.
Observe that in the special case with l = 1 and b = u−k+1 ∈ S≤1K[u−1] ⊂ SK[u−1],
d≤1
u−k+1 reduces to c
GH
k , so the family of capacities d
≤l
b extends the Gutt–Hutchings
capacities and conjecturally also the Ekeland–Hofer capacities.
1.3. Capacities from rational symplectic field theory. In this paper, our
primary object of study is actually another family of symplectic capacities gb, which
we define via rational symplectic field theory (RSFT). Recall that while Floer theory
involves counts of punctured pseuoholomorphic curves which are contained in compact
9Rather, this is true up to grading and sign considerations which we ignore in this introduction. See
§2 for more precise definitions.
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subsets of the target symplectic manifold, the curves in symplectic field theory are proper
and hence unbounded near each puncture (the relevant background is reviewed in §3).
Note that in both theories we study a compact symplectic manifold X by passing to
its symplectic completion X̂.10 We conjecture these capacities gb to be equivalent to
the capacities db above (some evidence is provided in Remark 5.7). Such an equivalence
notwithstanding, the advantage of the SFT approach is that the geometric and structural
properties of the capacities are more transparent. In particular we use these properties
to compute them in interesting examples and demonstrate their effectiveness beyond
previously known capacities.
Disclaimer 1.11. The invariants defined in this paper are based on rational symplectic
field theory. We will assume that a general construction of rational symplectic field
theory exists with the basic structure and invariance properties outlined in [18]. It is
well-known that a fully rigorous such construction requires working in some sort of
virtual perturbation framework for pseudoholomorphic curves. Such a framework is widely
expected to exist and several proposals have been given, although consensus has not yet been
reached regarding the status of these projects. We will not make use of any particularities
of the virtual framework. See §3.4 below for a more detailed discussion.
Proceeding with the discussion of the capacities gb, recall that positive symplectic
cochains SC+(X) has an equivalent model defined in terms of SFT, which we denote by
CHlin,non-eq(X) (see [5] for details). As a K-module it has two generators γˆ, γˇ for each
“good” Reeb orbit of ∂X. The differential between two orbits of the same decoration is
the usual linearized contact homology differential counting anchored cylinders, while the
differential from a check to hat generator counts cylinders with constrained asymptotic
markers and also certain types of cascades. As explained by Bourgeois–Oancea in [5], we
can also extend CHlin,non-eq(X) to the critical points of a chosen Morse function on X
to get CHlin,non-eq,filled(X), a model for SC(X). The complex CHlin,non-eq,filled(X) is by
definition the mapping cone of a chain map  : CHlin,non-eq(X)→ C(M). The chain map
 vanishes on hat generators, while on check generators it counts pseudoholomorphic
planes in X attached to a gradient flowline from an interior marked point to a Morse
critical point in X. In particular, the coefficient of e is given by counting planes in X with
a marked point passing through the minimum, which we can think of as a chosen generic
point pe ∈ X. We can therefore informally interpret g(X) as the minimal energy11 of a
rigid pseudoholomorphic plane in X passing through pe, but with the following caveats:
• The asymptotic orbit γ must be closed with respect to the linearized contact
homology differential (but note that for an irrational ellipsoid this is automatic
for degree parity reasons).
• We also allow γ could be a K-linear combination of (good) Reeb orbits.
• The algebraic count of such planes must be nonzero, and in general this count
could be virtual.
10We will, however, suppress this from the terminology and refer to curves in X̂ as if they were in X.
11The notion of energy we use for SFT curves is not quite the same as symplectic area, which is
typically infinite. Roughly, on infinite ends it only takes into account variations only in the directions of
a contact slice. See §3.1.
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Regarding the equivariant version, the SFT model for SCS1,+(X) is given simply by
linearized contact homology CHlin(X). However, extending this model to the constant
orbits is somewhat more subtle. A model for CHlin,filled(X) is given in [5] but it does not
have the correct properties. One algebraic way of defining an SFT model for SCS1(X)
would be to start with the BV operator on CHlin,non-eq, which as explained in [5] simply
sends γˇ to γˆ times its covering multiplicity, and then to pass to the algebraic quotient
(as we did for SCS1). Instead, we will take a different route as follows. We construct
for each m ≥ 0 a (shifted)12 augmentation lin<T mp> : CHlin(X)→ K which is defined
by counting curves in X satisfying an order m tangency constraint to a generic local
divisor at a chosen point (this amounts to a real codimension 2m+ 2− 2n constraint).
Alternatively, as we explain in §5, we can define lin<T mp> in terms of the structure
coefficients of a certain RSFT cobordism map. Moreover, lin<T mp> is not just a chain
map but an L∞ homomorphism from CHlin(X) to K. Here the L∞ structure `1, `2, `3, ...
on CHlin(X) has a rather straightforward definition by counting rational curves in R×∂X
with several positive ends and one negative end, plus additional anchors in X (a related
L∞ augmentation plays a prominent role in [60]). These augmentations can be assembled
into a single L∞ homomorphism
lin<T •p> : CHlin(X)→ K[t],
where K[t] is equipped with trivial L∞ operations and the component corresponding to
tk is given precisely by <T kp>. We denote the induced map on bar complexes by
̂lin<T •p> : BCHlin(X)→ SK[t].
For a chosen element b ∈ SK[t], we define the symplectic capacity g≤lb by
g≤lb (X) := inf{a : b = ̂lin<T •p>(x) for some x ∈ F≤aB≤lCHlin(X) with ̂`(x) = 0}.
It will also be convenient to define simplified capacities by
g≤l<T kp>(X) := inf
b : pi1(b)=tk
g≤lb (X),
where the infimum is over all b ∈ SK[t] mapping to tk under the projection pi1 : SK[t]→
S≤1K[t] = K[t]. Informally, g≤l<T kp>(X) is the minimal energy of a rigid connected
rational curve with at most l positive ends in X which passes through the point pe and
satisfies an order k tangency constraint, subject to similar caveats as above. Similarly, for
b of the form tk1  ... tkr , g≤lb (X) is informally the minimal energy of a rigid rational
curve in X with r components and at most l positive ends, with the ith component
passing through pe and satisfying an order ki tangency constraint. As with the case of
d≤lb , it turns out that g
≤l
b reduces to c
GH
k in the special case l = 1 and b = t
k−1. In the
sequel we will often ignore the word length refinement and put gb := lim
l→∞
g≤lb and so on.
Remark 1.12. If we are interested in obstructing symplectic embeddings between two
symplectic ellipsoids, in turns out that word length refined capacities g≤lb provide no extra
data beyond the capacities gb. Indeed, for X an ellipsoid we have g≤lb (X) = gb(X) if
b ∈ S≤lK[t], and g≤lb (X) = 0 otherwise.
12All of the augmentations in this paper appear with degree shifts. See the body of the paper for
more on grading conventions.
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In some cases the capacities g≤lb do provide stronger obstructions. As a simple example,
if we consider exact symplectic embeddings D∗S1 ↪→ B2, the capacities gb give the volume
obstruction, whereas the capacities g≤1b show that no such embedding exists.
Remark 1.13. In contrast to the capacities cGHk , the capacities gb are actually mono-
tone even for non-exact symplectic embeddings. However, the refinements g≤lb are only
monotone for exact symplectic embeddings. This follows from the Cieliebak–Latschev
formalism (see §4), which describes cobordism maps for non-exact symplectic embeddings.
Remark 1.14. The indexing set SK[t] for the above capacities is somewhat redundant,
since the capacities only depend on b ∈ SK[t] up to multiplication by an invertible element
of K. Note also that we are not using in any way the algebra structure of K[t].
The reader might observe that this indexing set is quite large, since e.g. SK[t] is
uncountable if we take K = R (even after projectivizing). In fact, using persistent
homology theory, one can show that for any two domains X,X ′, only countably many
capacities gb are needed. We defer this discussion to [59, §4.2]
1.4. First computations and applications. We show in §6.2.2 the stability prop-
erty
g≤lb (X × C) = g≤lb (X).
We expect the capacities g≤lb (X) to give many new obstructions, especially for stabilized
symplectic embedding problems. In §6.2 we provide some general properties of the above
capacities which are useful for getting upper and lower bounds. In §6.3, we give the
following first computations
g<T k−1p>(B4) = dk+13 e for k ≥ 1 congruent to 2 mod 3
g<T k−1p>(E(1, x)) = k for 1 ≤ k ≤ x
g<T k−1p>(P (1, x)) = min(k, x+ dk−12 e) for k ≥ 1 odd.
Here P (a1, .., an) denotes the polydisk B2(a1)× ...×B2(an). It follows that the set of
capacities g<T kp> for k ∈ Z>0 give optimal obstructions for the problem
E(1, 3d− 1)× Cn−2 ↪→ E(c, c)× Cn−2
for any d ≥ 1, n ≥ 3, recovering a recent result of McDuff [46] (c.f. Theorem 1.5).
Similarly, they give optimal obstructions for the problem
E(1, 2d− 1)× Cn−2 ↪→ P (c, c)× Cn−2
for any d ≥ 1, n ≥ 3.
The above computations also imply various new obstructions for symplectic embeddings
of the form
E(a, b)× Cn−2 ↪→ P (c, d)× Cn−2,
P (a, b)× Cn−2 ↪→ E(c, d)× Cn−2,
P (a, b)× Cn−2 ↪→ P (c, d)× Cn−2,
for n ≥ 3.
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Example 1.15. Consider the symplectic embedding problem
P (1, 2)× Cn−2 ↪→ P (c, c)× Cn−2.
The capacities g<T kp> give the lower bound c ≥ 32 . By contrast, the Ekeland–Hofer
capacities cEHk give only c ≥ 1, and the ECH capacities are not applicable here.
Addendum 1.16. We point out that the very recent [39] gives a nearly complete de-
scription of the stabilized four-dimensional polydisk into polydisk problem. See also [59,
§4.4]
Example 1.17. Similarly, consider the symplectic embedding problem
P (1, 3)× Cn−2 ↪→ B4(c)× Cn−2.
The capacities g<T kp> give the lower bound c ≥ 52 . For comparison, the Ekeland–Hofer
capacities give only c ≥ 2. We note that, according to Schlenk [55, Prop 4.3.9], symplectic
folding to produces a symplectic embedding of P (1, a) into B4(c) for any a > 2 and
c > 2 + a2 .
Example 1.18. In [8], we use the above computations to give optimal obstructions
for certain stabilized embeddings of four-dimensional ellipsoids into polydisks, proving
Conjecture 1.4 from [9].
Remark 1.19. We actually show the following stronger stabilization result:
g≤lb (X ×B2(S)) = g≤lb (X)
for all S > g≤lb (X). This gives stronger symplectic embedding obstructions for which the
domain is compact. For example, we find that for any S ≥ 5, there is no symplectic
embedding P (1, 3)×B2(S) ↪→ B4(c)× C unless c ≥ 5/2.
For the problem
E(1, x)× Cn−2 ↪→ B4(c)× Cn−2,
it turns out that the simplified capacities g<T kp> do not always give optimal obstructions.
Indeed, we give a general formula for g<T kp>(E(a, b)) in [49] and observe that these
capacities do not always recover the known optimal results in Theorem 1.5. In hindsight
this is not surprising, since the definition of g<T kp>(X) involves a crude minimization
over rational curves in X satisfying the relevant tangency constraint, whereas there can
be rational curves in a cobordism X ′ \X which are not captured by this minimization.
On the other hand, for abstract reasons which we explain §6.3, the set of capacities gb
necessarily provide optimal obstructions for all the known cases covered in Theorem 1.5,
suggesting:
Conjecture 1.20. The capacities gb provide a complete set of obstructions for Question
1.4.
In order to test this conjecture and give explicit new obstructions, a more complete
solution to the following problem is paramount:
Problem 1.21. Compute gb(E(1, x)) for all x ≥ 1 and b ∈ SK[t].
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Problem 1.21 amounts to computing the L∞ augmentations lin<T kp> : CHlin(E(1, x))→
K for all k ≥ 0. The parallel problem in Floer theory is to compute the filtered L∞
structure on SCS1(E(1, x)) for all x ≥ 1.
Remark 1.22. Since integral ellipsoids admit natural singular Lagrangian torus fibrations
and compactify to weighted projective spaces, we expect Problem 1.21 to be amenable to
techniques from relative (orbifold) Gromov–Witten theory and/or tropical geometry.
Addendum 1.23. In [59] we give an explicit algorithmic computation of gb(X) for X
any 2n-dimensional convex toric domain. In particular, this solves Problem 1.21, and
gives many new obstructions for stabilized ellipsoid embeddings. However, since the
combinatorics are rather involved, the full case of Conjecture 1.20 is at present still open.
1.5. Generalization to multiple point constraints. It turns out that the ca-
pacities gb are part of an even larger family of capacities rb indexed by b ∈ SSK. Whereas
the capacities gb are defined using the L∞ structure on linearized contact homology
CHlin, the capacities rb are defined using the L∞ structure on the full contact homology
algebra CHA, and hence make fuller use of the structure of rational symplectic field
theory. For X a Liouville domain with contact boundary Y , their construction is based
on L∞ augmentations
<T m1p, ..., T mbp> : CHA(Y )→ K
for b,mi ≥ 0. These augmentations can be interpreted as counting curves in X having an
order b self-contact singularity at the point p, with the ith branch satisfying an order mi
tangency constraint for i = 1, ..., b. For example <p, p> counts curves in X with a node
at p. We refer the reader to [48] for a detailed discussion of curves with multibranched
tangency constraints.
We assemble these augmentations into an L∞ homomorphism
<T •p, ..., T •p> : CHA(Y )→ SK[t],
and for b ∈ SSK[t] define the capacity rb by
rb(X) := inf{a : b = ̂<T •p, ..., T •p> for some x ∈ F≤aBCHA(Y ) with ̂`(x) = 0}.
The refined version r≤lb is defined similarly.
At first glance more generally, we can also impose constraints at multiple points in X,
defining L∞ augmentations of the form
<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)> : CHA(Y )→ K
for b1, ..., br > 0 and r,mij ≥ 0. For example, the augmentation
<p1, ..., pr> : CHA(Y )→ K
is defined by counting curves in X passing through r chosen generic points. Each such
augmentation defines a simplified capacity of the form
r<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>(X) ∈ R>0.
The special case of the capacities r<p1, ..., pr> was sketched by Hutchings in [35]
(which was an important inspiration for this paper). In fact, each of the augmentations
<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)> can be written (up to L∞ homotopy)
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as a linear combination of augmentations of the form <Tm1p, ..., Tmbp> for b,mi ≥ 0.
Indeed, in §5.7 we present an explicit formula describing how to combine constraints at
different points p1, ..., pr into a constraint at a single point p (a special case involving two
points appears in Gathmann’s work [24]). This can be used to give recursive formulas
for curve counts with tangency constraints in terms of curve counts without tangency
constraints. For example, in [48] we apply this technique to count closed curves in CP2
multibranched tangency constraints.
Unlike the capacities gb, the capacities rb do not typically satisfy the stability property
rb(X × C) = rb(X), and hence are not directly geared for Question 1.4. In fact, the con-
straints involved in rb behave quite differently in different dimensions. On the other hand,
these capacities satisfy a disjoint union property (see §6.2.4), the ECH analogue of which
has many important ramifications (see e.g. [13, 12, 38]). Moreover, it follows by known
results and a formal argument that the subset of capacities r<(p1, ..., p1)︸ ︷︷ ︸
b1
, ..., (pr, ..., pr)︸ ︷︷ ︸
br
>
already give a complete set of obstructions for four-dimensional ellipsoid embeddings.
The capacities rb could in principle be relevant to the higher dimensional version of
Question 1.1, but this lies beyond the scope of this paper.
Remark 1.24. It is also possible to define higher genus analogues of rb using the full
symplectic field theory [18], although we do not pursue this here. It is an interesting
question whether higher genus curves play any role in higher dimensional symplectic
embedding obstructions.
1.6. Outline. In §2 we review the necessary background on filtered L∞ algebras, which
forms the algebraic backbone of the paper. In §3 we discuss rational symplectic field
theory, formulated using the language of filtered L∞ algebras. In §4 we describe the
Cieliebak–Latschev formalism in this framework, which among other things is useful for
studying the role of compactifications. In §5 we construct the L∞ augmentations, which
are interpreted as counting curves with geometric constraints and defined formally using
RSFT cobordism maps. Finally, in §6 we give the general construction of the capacities,
prove some key properties, and present the aforementioned applications.
Acknowledgements
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2. Filtered L∞ algebras
In this section we go over the necessary background on filtered L∞ algebras, meanwhile
setting the notation and conventions for the rest of the paper. Roughly speaking, an L∞
algebra is like a graded Lie algebra which is equipped with a differential, and where the
graded Jacobi identity holds only up to a coherent sequence of higher homotopies. Thus
we have a graded R-module V and multilinear k-to-1 operations `k for k = 1, 2, 3, ...,
such that `1 is a differential, `2 descends to a Lie bracket on the `1-cohomology, `3 gives
a chain nullhomotopy of the Jacobi relation for `2, and so on. The homology inherits
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the structure of a graded Lie algebra, and the special case where lk ≡ 0 for all k ≥ 3 is
equivalent to the notion of a differential graded Lie algebra (DGLA). Thus L∞ algebras
and DGLAs are Lie analogues of the slightly more familiar notions of A∞ algebras and
differential graded algebras (DGAs). To some extent one can think of an L∞ algebra as
simply an A∞ algebra for which all of the operations are skew-symmetric, although of
course the distinction between symmetry and skew-symmetry becomes rather blurred in
the graded context, where Koszul-type signs are ubiquitous.
As it turns out, DGLAs and L∞ naturally occur all over geometry and topology,
typically modeling “chain level objects” for which the underlying homology is a graded
Lie algebra. Even in cases when the natural model is a DGLA (and in fact one can
always abstractly replace an L∞ algebra by an equivalent DGLA), one is more or less
forced to face L∞ notions when considering the homotopy category. For example, a key
property of L∞ homomorphisms is that quasi-isomorphisms are automatically homotopy
equivalences. This statement fails for the naive homotopy category of DGLAs, for which
the naive notion of homomorphism turns out to be too “strict”.
In symplectic geometry, L∞ algebras arise naturally when considering pseudoholo-
morphic curves with multiple positive (i.e. input) punctures and one negative (output)
puncture. For the quantitative applications we have in mind, it will be essential for us to
consider L∞ algebras which are additionally equipped with filtrations. In terms of geom-
etry these filtrations will be related to the symplectic action functional. One convenient
way to encode this extra data is by working over the Novikov ring and recording energies
in pseudoholomorphic curve counts. The resulting category of filtered L∞ algebras is
extremely rich and is central to our constructions of quantitative symplectic invariants.
In what follows, we adopt some of the notation and conventions for L∞ algebras
from [21, 26, 61] and other sources. Although the basic definitions are essentially
standard, there is some small room for discrepancy arising from sign conventions, grading
conventions, etc.
2.1. L∞ algebra basics.
2.1.1. Review of A∞ algebras. To set the stage for L∞ notions, we first discuss the
slightest simpler case of A∞ algebras. Let K be a fixed commutative ring containing Q
(e.g. Q itself). Let V be a graded module over K. In general we will only assume Z/2
gradings, although the following discussion applies equally if V has a Z grading (which
occurs in favorable cases). Let sK denote the graded K-module consisting of a single
copy of K in degree −1, and let sV := sK⊗ V be the “suspension” of V . Thus (sV )k is
identified with V k+1, and there is a natural degree −1 map s : V → sV sending v to
s(v) := 1⊗ v, where 1 ∈ K is the unit. For x ∈ V k, we put |x| = k and |sx| = k − 1. In
what follows, the ubiquitous use of suspensions gives a convenient way of describing the
gradings and signs in L∞ equations; they can be ignored on a first pass if one is not too
concerned with these.
A succinct way to define an A∞ algebra structure on V is as a degree +1 coderivation
µ̂ on the reduced tensor coalgebra TsV which satisfies µ̂2 = 0. In more detail, let ⊗kV
denote the tensor product (over K) of k copies of V , and set TV =
⊕
k≥1
⊗kV . Although
TV is an algebra, at present it is more relevant that is a coalgebra. Here the line over T
refers to the fact that we start at k = 1 rather than k = 0, so TV is the reduced tensor
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coalgebra on V . In general, a graded coassociative coalgebra is the dual notion of a graded
associative algebra, consisting of a graded K-module C and a degree 0 comultiplication
map ∆ : C → C ⊗ C satisfying the coassociativity condition (1⊗∆) ◦∆ = (∆⊗ 1) ◦∆.
In the case of TV , the comultiplication ∆ is given by
∆(v1 ⊗ ...⊗ vk) =
k−1∑
i=1
(v1 ⊗ ...⊗ vi)⊗ (vi+1 ⊗ ...⊗ vk),
which is indeed coassociative.
Given a coassociative coalgebra (C,∆), a coderivation is a map δ : C → C satisfying
the coLeibniz condition ∆ ◦ δ = (1 ⊗ δ) ◦ ∆ + (δ ⊗ 1) ◦ ∆. Here and throughout we
implement the Koszul–Quillen sign convention that f ⊗ g pairs with x ⊗ y to give
(−1)|x||g|f(x)⊗ g(y), for f, g : C → C and x, y ∈ C. For example, for δ of degree 1 we
have (1⊗ δ)(x⊗ y) = (−1)|x|x⊗ δ(y).
Definition 2.1. An A∞ algebra is a graded K-module V and a degree +1 coderivation13
µ̂ : T (sV )→ T (sV ) satisfying µ̂2 = 0.
A basic fact is that any coderivation µ̂ : TV → TV is uniquely determined by the
sequence of maps µk : ⊗kV → V given by the compositions
⊗kV ↪→ TV µ̂−→ TV → V,
i.e. inclusion followed by µ̂ followed by projection. Indeed, any sequence of K-linear maps
µk : ⊗kV → V uniquely extends to a coderivation µ̂ : TV → TV such the induced maps
⊗kV → V recover the µk. Explicitly, the extension is given by
µ̂(v1 ⊗ ...⊗ vn) :=
∑
1≤i≤n−k+1
1≤k≤n
(
1⊗(i−1) ⊗ µk ⊗ 1⊗(n−i−k+1)
)
(v1 ⊗ ...⊗ vn). (2.1)
We can therefore equivalently define an A∞ algebra structure as a sequence of degree 1
maps µk : ⊗k(sV )→ sV satisfying the quadratic relations∑
1≤i≤n−k+1
1≤k≤n
(−1)|sv1|+...+|svi−1|µn−k+1
(
sv1 ⊗ ...⊗ svi−1 ⊗ µk(svi ⊗ ...⊗ svi+k−1)⊗ svi+k ⊗ ...⊗ svn
)
= 0.
Or, we could work instead with the desuspended operations s−1 ◦ µk ◦ s⊗k : ⊗kV → V ,
which have degree 2−k and satisfy the same quadratic relations except for some additional
Koszul signs. In any case, we will often refer to an A∞ algebra by its underlying K-module
V when the rest of the structure is implicit.
Remark 2.2. Recall that a DGA is an associative K-algebra equipped with a degree
+1 differential ∂ and a degree 0 associative product satisfying the graded Leibniz rule
∂(a ·b) = ∂(a) ·b+(−1)|a|a ·∂(b). In the special case of an A∞ algebra with µk = 0 for all
k ≥ 3, we recover the notion of a DGA on V by setting x · y := s−1µ2 ◦ (s⊗ s)(x⊗ y) =
(−1)|x|s−1µ2(sx, sy).
13The degree of +1 for µ̂ reflects the fact that we choose cohomological conventions throughout.
Some references instead adapt homological conventions, in which case µ̂ has degree −1.
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2.1.2. Symmetric tensor coalgebras and L∞ algebras. Let Σk denote the sym-
metric group on k elements. For V a graded K-module, we consider the signed action of
Σk on ⊗kV , given by
σ(v1 ⊗ ...⊗ vk) = ♦(V, σ; v1, ..., vn)vσ(1) ⊗ ...⊗ vσ(k),
where ♦(V, σ; v1, ..., vn) ∈ {1,−1} is the associated Koszul sign
♦(V, σ; v1, ..., vn) = (−1){|vi||vj | : 1≤i<j≤n, σ(i)>σ(j)}
(i.e. swapping vi and vi+1 “costs” (−1)|vi||vi+1|). Let kV := (⊗kV )/Σk denote the
quotient space. Then SV :=
⊕
k≥1
kV is the reduced symmetric tensor coalgebra on V .
For v1⊗ ...⊗vk ∈ ⊗kV , we denote its image in kV by v1 ...vk. Let Sh(i, k−i) denote
the subset of permutations σ ∈ Σk satisfying σ(1) < ... < σ(i) and σ(i+ 1) < ... < σ(k).
The comultiplication ∆ : SV → SV ⊗ SV is given by
∆(v1  ... vk) :=
k−1∑
i=1
∑
σ∈Sh(i,k−i)
♦(σ, V ; v1, ..., vk)(vσ(1)  ... vσ(i))⊗ (vσ(i+1)  ... vσ(k)).
We note that this comultiplication is cocommutative in the sense that R ◦∆ = ∆, where
R : SV ⊗ SV → SV ⊗ SV is given by R(x⊗ y) = (−1)|x||y|y ⊗ x.
Definition 2.3. An L∞ algebra is a graded K-module V and a degree +1 coderivation̂` : S(sV )→ S(sV ) satisfying ̂`2 = 0.
As in the A∞ case, any coderivation ̂` : SV → SV is uniquely determined by the maps
`k : kV → V given by the composition kV ↪→ SV ̂`−→ SV → V of inclusion followed
by ̂` followed by projection. Indeed, any sequence of K-linear maps `k : kV → V
extends uniquely to a coderivation ̂` : SV → SV via the formula
̂`(v1  ... vn) := n∑
k=1
∑
σ∈Sh(k,n−k)
♦(σ, V ; v1, ..., vn)`k(vσ(1)  ... vσ(k)) vσ(k+1)  ... vσ(n)
=
n∑
k=1
∑
σ∈Σk
♦(σ, V ; v1, ..., vn)
k!(n− k)! `
k(vσ(1)  ... vσ(k)) vσ(k+1)  ... vσ(n).
Note that an K-linear map `k : k(sV ) → sV is the same as a symmetric K-linear
map ⊗k(sV )→ sV , i.e. one for which interchanging inputs svi, svi+1 introduces a sign
(−1)|svi||svi+1|. This is in turn equivalent to the desuspension s−1 ◦ `k ◦ s⊗k : ⊗kV → V
being skew-symmetric, i.e. interchanging inputs vi, vi+1 introduces a sign −(−1)|vi||vi+1|.
We can thus equivalently define an L∞ algebra as a sequence of maps `k : ksV → sV
of degree 1 satisfying the quadratic relations
n∑
k=1
∑
σ∈Sh(k,n−k)
♦(σ, V ; sv1, ..., svn)`n−k+1
(
`k(svσ(1)  ... svσ(k)) svσ(k+1)  ... svσ(n)
)
= 0,
(2.2)
or in terms of the degree 2− k desuspended maps s−1 ◦ `k ◦ s⊗k : ⊗kV → V , which are
skew-symmetric and satisfy the same relations with a few extra signs.
HIGHER SYMPLECTIC CAPACITIES 19
Definition 2.4. Given an L∞ algebra as above, the chain complex (S(sV ), ̂`) is called
its bar complex, denoted by BV .
Remark 2.5. Note that the bar complex is generally much larger than the chain complex
(V, `1). There is also an A∞ analogue. Technically it is the reduced bar complex, whereas
the unreduced version has underlying K-module S(sV ) instead of S(sV ). There is also a
related but somewhat different complex, the Chevalley–Eilenberg complex of V , which plays
an important role in Lie algebra cohomology. It is defined by dualizing the k-to-1 operations
`k to produce 1-to-k operations on the dual space (sV )∨, and then assembling these into
a differential on the symmetric tensor algebra of (sV )∨ via the cobar construction.
Remark 2.6. Recall that a DGLA is a graded K-module with a degree 1 differential ∂
and a degree 0 bracket [−,−] which is graded skew-symmetric, [x, y] = −(−1)|x||y|[y, x],
satisfying the Jacobi identity
[[x, y], z] + (−1)|z|(|x|+|y|)[[z, x], y] + (−1)|x|(|y|+|z|)[[y, z], x] = 0
and the Leibniz rule
∂[x, y] = [∂x, y] + (−1)|x|[x, ∂y].
This corresponds to the special case of an L∞ algebra with `k ≡ 0 for all k ≥ 3. More
precisely, given such an L∞ algebra structure on V , we recover the structure of a DGLA
by setting [x, y] := s−1[−,−] ◦ (s⊗ s)(x⊗ y) = (−1)|x|s−1`2(sx, sy).
Remark 2.7. Instead of working with the quotient spaces ⊗kV/Σk, we could alternatively
work with the fixed point spaces (⊗kV )Σk and define the reduced symmetric tensor coalgebra
by SfixV :=
⊕
k≥1
(⊗kV )Σk . Here the coproduct on SfixV is given by the restriction of the
coproduct on TV . Indeed, the obvious projection map from SfixV to SV is an isomorphism
of coalgebras, with inverse N : SV → SfixV given by
N(v1  ... vk) = 1
k!
∑
σ∈Σk
σ · (v1 ⊗ ...⊗ vk).
2.1.3. L∞ homomorphisms, quasi-isomorphisms, homotopies, and homotopy
equivalences. We now define more key players in the homotopy category of L∞ algebras.
For coalgebras (C,∆) and (C ′,∆′), an K-module map F : C → C ′ is a coalgebra
homomorphism if
∆′ ◦ F = (F ⊗ F ) ◦∆.
Consider two L∞ algebras V and V ′ with corresponding coderivations ̂` : S(sV )→ S(sV )
and ̂`′ : S(sV ′)→ S(sV ′).
Definition 2.8. An L∞ homomorphism from V to V ′ is a degree 0 coalgebra homomor-
phism Φ̂ : S(sV )→ S(sV ′) satisfying Φ̂ ◦ ̂`= ̂`′ ◦ Φ̂.
A coalgebra homomorphism Φ̂ : SV → SV ′ is uniquely determined by the maps
Φk : kV → V ′ given by the composition kV ↪→ SV Φ̂−→ SV ′ → V ′, and any sequence
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of maps Φk : kV → V ′ can be uniquely extended to a coalgebra homomorphism
Φ̂ : SV → SV ′ by the formula
Φ̂(v1  ... vn) :=
∑
k≥1
i1+...+ik=n
∑
σ∈Σn
♦(σ, V ; v1, ..., vn)
k!i1!...ik!
(Φi1  ... Φik)(vσ(1)  ... vσ(n)).
We will typically write an L∞ homomorphism as Φ : V → V ′ and think of it either as a
sequence of maps s−1 ◦ Φk ◦ sk : kV → V , k = 1, 2, 3, ..., where Φk has degree 1− k,
or equivalently as a single map of bar complexes Φ̂ : S(sV )→ S(sV ′) of degree 0.
Now consider an L∞ algebra V with operations `kV : ksV → sV , and suppose that
C is a commutative differential graded algebra (CDGA) with differential ∂ : C → C. In
this case one can define a new L∞ algebra with underlying underlying K-module V ⊗K C.
The L∞ operations `kV⊗C : k(sV ⊗ C)→ sV ⊗ C are given by
`1V⊗C(sv ⊗ c) = `1V (sv)⊗ c+ (−1)|sv|sv ⊗ ∂(c)
for k = 1, and
`kV⊗C(sv1 ⊗ c1, ..., svk ⊗ ck) = (−1)
∑
j<i
|svi||cj |
`kV (sv1, ..., svk)⊗ c1...ck
for k ≥ 2.
Let K[t, dt] denote the CDGA which is freely generated as a graded algebra by symbols
t and dt with degrees |t| = 0 and |dt| = 1, with differential ∂(t) = dt and ∂(dt) = 0. We
view K[t, dt] as the algebraic differential forms on the interval [0, 1]. As a special case
of the above construction, we can consider V ⊗ K[t, dt]. Following [21], we can write a
typical element of sV ⊗ K[t, dt] as P (t) +Q(t)dt, where P (t) and Q(t) are polynomials
with coefficients in sV . The L∞ operations can then be written as
`1(P (t) +Q(t)dt) = `1(P (t)) + (−1)|P (t)|dP
dt
dt+ `1(Q(t))dt
and
`k(P1(t) +Q1(t)dt, ..., Pk(t) +Qk(t)dt) =
`k(P1(t), ..., Pk(t)) +
k∑
i=1
(−1)|Pi+1|+...+|Pk|`k(P1(t), ..., Qi(t), ..., Pk(t))dt
for k ≥ 2.
For L∞ homomorphisms Φ : V → V ′ and Ψ : V ′ → V ′′, the composite L∞ homomor-
phism V → V ′′ is defined on the level of bar complexes by simply Ψ̂◦Φ̂ : S(sV )→ S(sV ′′).
For any t0 ∈ [0, 1], there is an L∞ homomorphism Evalt=t0 : V ⊗ K[t, dt] → V , whose
component with one input and one output sends P (t) + Q(t)dt to P (t0), and has no
higher components.
Definition 2.9. Two L∞ homomorphisms Φ,Ψ : V → V ′ are L∞ homotopic if there
exists an L∞ homomorphism H : V → V ′ ⊗ K[t, dt] such that Evalt=0 ◦ H = Φ and
Evalt=1 ◦H = Ψ.
A basic fact is that L∞ homotopy is an equivalence relation (see [21, §2]).
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Definition 2.10. Two L∞ algebras V and V ′ are homotopy equivalent if there exist L∞
homomorphisms Φ : V → V ′ and Ψ : V ′ → V such that the compositions Ψ ◦ Φ and
Φ ◦Ψ are homotopic to the identity (i.e. the L∞ endomorphism whose component with
one input and one output is the identity and whose higher components are trivial).
2.2. Filtered L∞ algebras. An L∞ homomorphism Φ from V to V ′ is a quasi-
isomorphism if the homology level map H(V, `1V ) → H(V ′, `1V ′) induced by Φ1 is an
isomorphism. The following is a standard consequence of the homological perturbation
lemma:
Theorem 2.11. If K is a field, an L∞ quasi-isomorphism of L∞ algebras over K is
automatically an L∞ homotopy equivalence.
In particular, any L∞ algebra which is acyclic (with respect to `1) is homotopy equivalent
to the trivial L∞ algebra. This means that L∞ algebras up to homotopy equivalence, at
least over a field, are not powerful enough to model the geometric situations we have
in mind. For example, for any star-shaped domain in Cn, the L∞ structures on both
symplectic cochains and S1-equivariant symplectic cochains are acyclic, even though
there are plenty of non-symplectomorphic pairs. To remedy this and incorporate more
quantitative symplectic geometric input, we now consider L∞ algebras with filtrations.
Let R be a commutative ring. We say that R has a decreasing filtration if there are
R-linear subspaces F≥aR ⊂ R for a ∈ R, with
• F≥aR ⊂ F≥a′R for a > a′
• (F≥aR) · (F≥a′R) ⊂ F≥a+a′R
• ∪
a∈R
F≥aR = R.
The filtration makes R into a topological ring, wherein a basis of neighborhoods at x ∈ R
is given by x+ F≥aR, a ∈ R. A sequence xi ∈ R is said to be Cauchy if for any a there
exists N such that xi − xj ∈ F≥aΛ for all i, j ≥ N , and we say that R is complete if
every Cauchy sequence converges.
To give our main example, suppose that K is commutative ring containing Q as before.
The (universal) Novikov ring Λ≥0 over K is the ring of formal series
Λ≥0 :=
{ ∞∑
i=1
ciT
ai : ci ∈ K, ai ∈ R≥0, lim
i→∞
ai = +∞
}
,
where T is a formal variable. The filtration is given by
F≥aΛ≥0 := T a · Λ≥0 =
{ ∞∑
i=1
ciT
ai : ai ≥ a
}
for a ≥ 0 and F≥aV := V for a < 0. There is also the (universal) Novikov field14 Λ over
K, defined by
Λ :=
{ ∞∑
i=1
ciT
ai : ci ∈ K, ai ∈ R, lim
i→∞
ai = +∞
}
,
which is also complete and contains Λ≥0 as a subring.
14Strictly speaking Λ is not a field unless K is a field, in which case Λ is the field of fractions of Λ≥0.
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If V is a R-module, a decreasing filtration consists of R-linear subspaces F≥aV ⊂ V ,
a ∈ R, satisfying
• F≥aV ⊂ F≥a′V for a > a′
• (F≥aR) · (F≥a′V ) ⊂ F≥a+a′V
• ∪
a∈R
F≥aV = V .
The filtration similarly induces a topology on V , and we define completeness for V in
essentially the same way as for R. Note that a filtration on V induces one on S(sV ),
namely
F≥a(ksV ) :=
⋃
a1+...+ak≥a
F≥a1sV  ...F≥aksV.
Definition 2.12. A filtered L∞ algebra over R is an L∞ algebra over R whose underlying
R-module V is equipped with a decreasing filtration {F≥aV } such the coderivation̂` : S(sV )→ S(sV ) preserves the induced filtration on S(sV ).
In terms of the operations `k : ksV → sV , this corresponds to having
`k(F≥a1sV  ...F≥aksV ) ⊂ F≥(a1+...+ak)sV.
We similarly define filtered L∞ homomorphisms, homotopies, and homotopy equivalences
by requiring all structure maps to respect filtrations; see the aforementioned references
for more details.
Note that any filtered R-module can be canonically completed, and we will always
implicitly assume this has been done. A filtered L∞ algebra V is complete if the underlying
R-module is complete. Filtered L∞ algebras have better functoriality properties, for
example Maurer–Cartan elements can be pushed forward (see §2.3 below). Any filtered
L∞ algebra can be canonically completed by completing the R-module V and extending
the L∞ operations, and we will also assume this has been done. Moreover, from now on
in filtered settings we take all tensor products and direct sums to be completed, although
we suppress this from the notation. For example, for V a filtered L∞ algebra, S(sV ) will
denote the naive reduced symmetric tensor algebra of sV , but completed with respect to
the natural filtration-induced topology.
In this paper, all of the filtered L∞ algebras we encountered from symplectic geometry
will be defined over Λ≥0, such that the underlying Λ≥0-module V is torsion-free. In
this case, the filtration on V is actually redundant, as it is uniquely determined by
F≥aV = T a · V for a ≥ 0 and F≥aV = V for a < 0. From now on we will always assume
the filtration is of this form and will therefore typically omit the qualifier “filtered”, unless
we wish to emphasis the presence of filtrations.
Remark 2.13. One can also define L∞ algebras with increasing filtrations in an analogous
way. In the context of exact symplectic manifolds, the invariants we consider can also be
defined as L∞ algebras over K with increasing filtrations (c.f. the introduction). In turn
these naturally induce the structure of an L∞ algebra over Λ≥0 by tensoring with Λ≥0
and using the increasing filtration to determine the Novikov exponents. We note that this
process amounts to a loss of information, since only relative information about the initial
increasing filtration is retained, but this will not matter for our purposes.
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2.3. Maurer–Cartan theory. Given a filtered L∞ algebra V over Λ≥0, an element
m ∈ V with |sm| = 0 is Maurer–Cartan if it satisfies the equation
∞∑
k=1
1
k!
`k(sm, ..., sm︸ ︷︷ ︸
k
) = 0.
Note that all of the summands land in the degree 1 part of sV ; equivalently, we have
|m| = 1 and all of the summands land in the degree 2 part of V . In the unfiltered setting
this equation involves an infinite sum and hence is actually ill-defined. However, since V
is filtered we can make sense of the Maurer–Cartan equation by asking the infinite sum
to converge to zero in the filtration-induced topology. Equivalently, if we put
exp(sm) :=
∞∑
k=1
1
k!
(sm ... sm︸ ︷︷ ︸
k
) ∈ BV,
then m satisfies the Maurer–Cartan equation if and only if ̂`(exp(sm)) = 0.
Two Maurer–Cartan elements m,m′ ∈ V are said to be gauge-equivalent if there exists
a Maurer–Cartan element g ∈ V ⊗ Λ≥0[t, dt] with Evalt=0(g) = m and Evalt=1(g) = m′.
Also, given an L∞ homomorphism Φ : V → V ′, we can push forward a Maurer–Cartan
element m ∈ V to one in V ′ via the formula
Φ∗(m) :=
∞∑
k=1
1
k!
s−1Φk(sm, ..., sm︸ ︷︷ ︸
k
).
A basic fact (see for example [21, §2]) is that the set of Maurer–Cartan elements modulo
gauge equivalence is a filtered L∞ homotopy invariant of V .
Given a Maurer–Cartan element m ∈ V , we can deform `1 to a new differential `1m,
defined by
`1m(sx) :=
∞∑
i=1
1
i!
`1+i(sx, sm, ..., sm︸ ︷︷ ︸
i
).
In fact, the entire L∞ structure gets deformed via
`km(sx1, ..., sxk) :=
∞∑
i=1
1
i!
`k+i(sx1, ..., sxk, sm, ..., sm︸ ︷︷ ︸
i
).
Note that since |sm| = 0, all of these terms have the same degree. However, it is useful to
relax this condition by asking only that |sm| be even. In this case we still get a deformed
L∞ structure Vm, but it will generally only have Z/2 grading even if V has a Z grading
(c.f. §4).
Remark 2.14. Maurer–Cartan elements play an important role in deformation theory,
and their most standard usage is in formal deformation theory. For V an unfiltered L∞
algebra over K, we can tensor V with say the formal power series ring RJqK and then
use the q-adic filtration to make sense of the Maurer–Cartan equation in V ⊗RJqK. We
call such Maurer–Cartan elements formal to distinguish them from the filtered Maurer–
Cartan elements considered above. In fact, the L∞ algebra V defines a formal deformation
functor which inputs an Artinian local K-algebra A and outputs the set of Maurer–Cartan
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elements in V ⊗A modulo gauge equivalence. Deformation problems in geometry typically
give rise to such formal deformation functors, and the Deligne philosophy states that, at
least in characteristic zero, every nice deformation functor should be represented by some
natural L∞ algebra V (see [42] for a modern treatment).
3. Rational symplectic field theory
In this section we describe the basic geometry and algebra of rational symplectic field
theory, which will serve as the backbone for the subsequent sections of this paper. After
explaining the basic geometric setup, defining punctured pseudoholomorphic curves, and
recalling their compactness properties, we finally present the relevant RSFT formalism.
Our approach is somewhat nonstandard in that we phrase everything in terms of filtered
L∞ algebras. We find this language particularly useful for quantitative applications,
and also for identifying parallels in Floer theory. We will subsequently build on this
formalism in §5 by introducing additional L∞ augmentations, which we use in §6 to
construct symplectic capacities.
Symplectic field theory is an elaborate algebraic formalism which packages together
counts of punctured pseudoholomorphic curves in symplectic manifolds with certain types
of cylindrical ends. After Gromov’s seminal compactness theorem and the subsequent
development of Gromov–Witten theory, Floer homology, and so on, it was discovered in a
different thread [32, 3] that punctured pseudoholomorphic curves in symplectic cobordisms
also admit a good compactness theory. In [18], Eliashberg–Givental–Hofer outlined the
general formalism of symplectic field theory, which incorporates pseudoholomorphic
curves of all genera with arbitrary numbers of positive and negative punctures. In a
spirit akin to topological field theories, one associates data to both contact manifolds and
to symplectic cobordisms between contact manifolds. A key tool in SFT is the procedure
known as “stretching the neck”, which allows one to cut symplectic manifolds along contact
type hypersurfaces and thereby decompose symplectic manifolds into potentially simpler
pieces. For example, this procedure makes it possible to decompose the Gromov–Witten
invariants of a closed symplectic manifold into the SFT invariants of a symplectic filling
and a symplectic cap. Eliashberg–Givental–Hofer also described simplified invariants
such as rational symplectic field theory, which involves only genus zero curves, and
the contact homology algebra, which further restricts to rational curves with only one
positive end. One can also consider relative analogues, replacing contact manifolds by
Legendrian submanifolds and symplectic cobordisms by Lagrangian cobordisms between
Legendrians.
Since its introduction, SFT has produced a large number of impressive geometric
applications, with many more still expected. Most but not all applications so far have
centered around the contact homology algebra and its linearized version, and especially
their relative cousins. In general, computing the full SFT in examples and making fruitful
use of its elaborate structure, especially in the presence of higher genus curves, rotating
asymptotic markers, chain level structures, etc is still a highly active area of research.
Remark 3.1 (on transversality and virtual techniques in SFT). As already mentioned in
Disclaimer 1.11, it is well-known that the compactified moduli spaces of curves involved
in SFT are not generally transversely cut out within a classical perturbation framework.
The typical situation is that, for a generic choice of almost complex structure J , all
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relevant somewhere injective curves will be regular, but their multiple covers might appear
with higher than expected dimension. For example, one often encounters negative index
branched covers of trivial cylinders in symplectizations which necessarily persist for any
choice of almost complex structure. Even in the seemingly innocuous case of cobordisms
between four-dimensional ellipsoids, some of the counts one wishes to perform might be
represented by multilevel buildings. Such configurations have expected codimension at
least 1 and hence ought not to exist for a generic J , if transversality were to hold.
This means that the structures outlined in [18] can only be achieved by interpreting
curve counts in a suitable virtual sense. The situation is similar in Gromov–Witten
theory or Floer theory, although in those cases one can often get away with classical
perturbation techniques under additional topological assumptions such as semipositivity.
There are several different virtual frameworks being developed to achieve the goals of SFT.
See for example [53, 33, 40, 20] and the references therein for more details. We note
that arguments in this paper are based on the general structural properties of rational
symplectic field theory and not on the particulars of any virtual perturbation scheme. For
some of the computations given in §6.3, we implicitly invoke the standard assumption
that, for generic J , any regular J-holomorphic curves persist after applying further virtual
perturbations.
3.1. Geometric setup. In order to make sense of symplectic invariants defined in
terms of pseudoholomorphic curves, we will need to restrict the class of symplectic
manifolds under consideration and choose various pieces of auxiliary data (e.g. an almost
complex structure J). Adapting the general setup of [18], we focus our attention on
certain symplectic cobordisms between contact manifolds. The formalism is simplest
when these cobordisms are exact, although we also explain in §4 how this can be extended
to the case of non-exact cobordisms.
Recall that a contact form α on an odd-dimensional oriented manifold Y 2n−1 is a 1-form
such that α ∧ (dα)∧(n−1) > 0. A (co-oriented) contact structure on Y is a hyperplane
distribution ξ ⊂ TY of the form ξ = kerα for some contact form α. By “strict contact
manifold” we will mean a pair (Y, α) consisting of a manifold Y and a contact one-form
α. The contact form α is preserved by a canonical vector field Rα called the Reeb vector
field, defined by the properties dα(Rα,−) = 0 and α(Rα) = 1. For T > 0, a T -periodic
orbit is by definition a T -periodic trajectory of Rα, i.e. a path γ : [0, T ]→ Y such that
γ˙(t) = Rα(γ(t)) and γ(T ) = γ(0). The period of γ is equivalently given by
∫
γ∗α, and
we also say that γ has action Aα(γ) = T . Note: in the sequel we will frequently omit
decorative subscripts and superscripts unless needed to clarify ambiguities, for example
denoting Aα by simply A. We will also often suppress symplectic forms, contact forms,
etc from the notation when no confusion should arise.
Every Reeb orbit γ has an underlying simple (i.e. embedded) Reeb orbit γ. We denote
by κγ the covering multiplicity of γ, and sometimes write γ = γκγ . We will assume
throughout that every simple Reeb orbit γ has a preferred basepoint mγ in its image.
This also induces a basepoint on the image of any multiple cover γκγ . Note that Reeb
orbits come in S1-families, but from now we will consider all orbits in the same S1-family
to be equivalent and work only with the representative having γ(0) as its basepoint.
Remark 3.2. Since we do not distinguish between Reeb orbits in the same S1-family,
we are effectively working with unparametrized Reeb orbits everywhere, and indeed SFT is
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“by default” an S1-equivariant theory. In fact it is also possible to use SFT to construct
non-equivariant invariants by a more refined use of asymptotic markers, c.f. Bourgeois–
Oancea’s model for symplectic cohomology [4].
Observe that dα makes kerα into a (2n − 2)-dimensional symplectic vector bundle
over Y . Given a trivialization Ξ of this symplectic vector bundle over a Reeb orbit γ, the
linearized Reeb flow along γ can be identified with a path of (2n−2)×(2n−2) symplectic
matrices starting at the identity. Unless otherwise stated, we will always assume the
contact form α is nondegenerate, which means this path ends on a matrix without 1 as
an eigenvalue. Associated to any such path of symplectic matrices is its Conley–Zehnder
index CZΞ(γ) ∈ Z, which depends on the homotopy class of the trivialization Ξ. In fact,
the parity of CZΞ(γ) is determined just by the sign of I− Pγ , where Pγ is the linearized
Poincaré return map of γ, and hence it does not depend on any choice of trivialization.
To any contact manifold (Y, α) we can associate the symplectization, i.e. the symplectic
manifold Rs × Y with exact symplectic form d(esα). We will also consider the half-
symplectizations given by (R± × Y, d(esα)), where R+ = [0,∞) and R− = (−∞, 0]
(with s still used to denote the coordinate on the first factor). Due to the presence
of a negative end, symplectizations do not satisfy the original “geometrically bounded”
criterion of Gromov’s compactness theorem. Nevertheless, it turns out there is a good
compactness theory for pseudoholomorphic curves in symplectizations, and more generally
in symplectic manifolds with ends modeled on positive or negative half-symplectizations.
Definition 3.3. A (compact) symplectic cobordism is a compact symplectic manifold
(X,ω) such that ω admits a primitive one-form λ near ∂X and α := λ|∂X is a contact
form on ∂X. A boundary component of X is called positive if α ∧ (dα)∧(n−1) is positive
with respect to the boundary orientation, otherwise it is called negative. We denote by
∂+X the union of all positive boundary components of X and α+ := α|∂+X the induced
contact form, and similarly for ∂−X and α−.
Definition 3.4. A compact symplectic cobordism with ∂−X = ∅ is called a symplectic
filling of (∂+X,α+), and a compact symplectic cobordism with ∂+X = ∅ is called a
symplectic cap of (∂−X,α−).
Given a compact symplectic cobordism (X,ω) with ω|Op(∂X) = dλ, we can form a
completed symplectic cobordism (also called a symplectic manifold with cylindrical ends in
[18]) by attaching a positive half-symplectization (R+ × ∂+X, d(esα+)) to the positive
boundary of X and attaching a negative half-symplectization (R− × ∂−X, d(esα−)) to
the negative boundary of X. Indeed, a standard observation is that the Liouville vector
field Zλ, defined near ∂X by the condition Zλ y dλ = λ, gives a natural collar coordinate
s near ∂X, with respect to which λ looks like esα, and hence can be smoothly extended
to the cylindrical ends. Note that Z is outwardly transverse to each positive boundary
component of X and inwardly transverse to each negative boundary component of X.
We denote the completion by (X̂, ω̂).
A compact symplectic cobordism is called exact if the one-form λ extends to a primitive
for ω on all of X. This is also called a Liouville cobordism, and the case with no negative
end is known as a Liouville domain. Given symplectic fillings (X0, ω0) and (X1, ω1)
of (Y0, α0) and (Y1, α1) respectively, an exact symplectic embedding is a symplectic
embedding X0 ↪→ X1 such that X1 \ X0 is an exact symplectic cobordism. This is
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equivalent to the restriction of ω1 to X1 \X0 having a primitive one-form which restricts
to α0 near ∂X0 and restricts to α1 near ∂X1.
Remark 3.5. Our definition of compact symplectic cobordism is sometimes called a strong
symplectic cobordism. There are several other important types of symplectic cobordisms
commonly appearing in the literature, for example weak symplectic cobordisms, Weinstein
cobordisms, and Stein cobordisms. See [43] for a more comprehensive discussion.
Note that asking for a compact symplectic cobordism to be exact is stronger than simply
asking for the symplectic form to admit a global primitive. For example, the two-ball
B2 can be viewed as a symplectic cap of the circle, but the primitive one-form near the
boundary cannot be made global as this would violate Stokes’ theorem. As another example,
given any closed Lagrangian submanifold L ⊂ B2n and a Weinstein neighborhood Op(L),
the complement B2n \ Op(L) is compact symplectic cobordism, but it is only a Liouville
cobordism if L is an exact Lagrangian (i.e. λstd|L = df for some f : L→ R).
Remark 3.6 (on gradings of orbits in symplectic fillings). Suppose that (X,ω) is a
symplectic filling of (Y, α). As mentioned above, each Reeb orbit of (Y, α) has a canonical
Z/2 grading. In some cases, this can naturally be upgraded. For example, if we assume
that 2c1(X,ω) = 0 and H1(X;Z) = 0, then each Reeb orbit γ of (Y, α) bounds a spanning
surface in X, and there is a unique (up to homotopy) trivialization Ξ of the symplectic
vector bundle (TX,ω) over γ which extends over this spanning surface. Two different
choices of spanning surfaces define an element A ∈ H2(X;Z), and the two resulting
Conley–Zehnder indices of γ differ by 2c1(X,ω) · A. Therefore, in this case each Reeb
orbit has a canonical Conley–Zehnder index CZ(γ) ∈ Z.
More generally, if 2c1(X,ω) = 0 and H1(X,ω) is torsion-free, we can still assign
an integer Conley–Zehnder index to each Reeb orbit, although it is no longer canonical.
Rather, the space of choices is a torsor over H1(X;Z), corresponding to a choice of
trivialization of the symplectic vector bundle (TX,ω) over a set of basis elements for
H1(X;Z).
Now suppose we have a symplectic cobordism (X1, ω1) with positive end (∂+X1, α+1 )
and another symplectic cobordism (X2, ω2) with negative end (∂−X2, α−2 ). Assuming
there is a strict contactomorphism (∂+X1, α+1 ) ∼= (∂−X2, α−2 ) (i.e. a diffeomorphism
∂+X1 ∼= ∂−X2 identifying α+1 and α−2 ), we can use the collar coordinates to glue the
positive boundary of X1 with the negative boundary of X2, forming a new symplectic
cobordism (X1, ω1)} (X2, ω2). In particular, if (X1, ω1) is a filling and (X2, ω2) is a cap,
then (X1, ω1)} (X2, ω2) is a closed symplectic manifold. One of the key features of SFT
is that curves in such a glued cobordism can be understood in terms of curves in either
of the two pieces.
Suppose that (Y, α) is a strict contact manifold, and let Γ+ = (γ+1 , ..., γ
+
s+
) and
Γ− = (γ−1 , ..., γ
−
s−) be tuples of Reeb orbits. We denote by H2(Y,Γ
+ ∪ Γ−;Z) the
homology group of 2-chains Σ in Y with ∂Σ =
∑s+
i=1 γ
+
i −
∑s−
j=1 γ
−
j , modulo boundaries
of 3-chains in Y . Note that this group is a torsor over H2(Y ;Z). Integrating over the
closed two-form dα defines a symplectic energy homomorphism
[dα] · − : H2(Y,Γ+ ∪ Γ−;Z)→ R.
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In fact, by Stokes’ theorem we have simply
[dα] ·A =
s+∑
i=1
Aα(γ+i )−
s−∑
j=1
Aα(γ−j ).
Remark 3.7. The notion of symplectic energy which we consider is purely homological
and will mostly only be considered in the context of J-holomorphic curves or buildings.
Note that it is not the same as symplectic area, which would be given by integrating d(esα)
and is typically infinite for the curves we consider.
Also, after choosing a trivialization Ξ of the symplectic vector bundle (kerα, dα) over
the Reeb orbits of Γ+ and Γ−, we have a relative first Chern class homomorphism
cΞ1 (Y, α) · − : H2(Y,Γ+ ∪ Γ−;Z)→ Z.
For [Σ] ∈ H2(Y,Γ+ ∪ Γ−;Z), cΞ1 (Y, α) · [Σ] is the obstruction to finding a nonvanishing
section of (kerα, dα) over Σ which is constant along the ends with respect to the
trivialization Ξ.
Similarly, suppose that (X,ω) is a symplectic cobordism between (Y +, α+) and
(Y −, α−), and let Γ± = (γ±1 , ..., γ
±
s±) be a tuple of Reeb orbits of (Y
±, α±). Let
H2(X,Γ
+ ∪ Γ−;Z) denote the homology group of 2-chains Σ in X with
∂Σ =
s+∑
i=1
γ+i −
s−∑
j=1
γ−j ,
modulo boundaries of 3-chains in X. Integrating over the symplectic form ω defines a
symplectic energy homomorphism
[ω] · − : H2(X,Γ+ ∪ Γ−;Z)→ R.
If (X,ω) is an exact symplectic cobordism, by Stokes’ theorem we have
[ω] ·A =
s+∑
i=1
Aα+(γ+i )−
s−∑
j=1
Aα−(γ−j ).
Given a trivialization Ξ of the symplectic vector bundle (TX,ω), we also have a relative
first Chern class homomorphism
cΞ1 (X,ω) · − : H2(X,Γ+ ∪ Γ−;Z)→ Z.
In the situation of a glued symplectic cobordism (X1, ω1)} (X2, ω2) with Γ+1 = Γ−2 ,
there is a natural concatenation map
H2(X1,Γ
+
1 ∪ Γ−1 ;Z)⊗H2(X2,Γ+2 ∪ Γ−2 ;Z)→ H2(X1 }X2,Γ+2 ∪ Γ−1 ;Z)
A1 ⊗A2 7→ A1 }A2.
There are also similar concatenation maps for gluing a symplectization to a symplectic
cobordism or gluing two symplectizations, of the form
H2(X,Γ
+
1 ∪ Γ−1 ;Z)⊗H2(∂+X,Γ+2 ∪ Γ−2 ;Z)→ H2(X,Γ+2 ∪ Γ−1 ;Z)
H2(∂
−X,Γ+1 ∪ Γ−1 ;Z)⊗H2(X,Γ+2 ∪ Γ−2 ;Z)→ H2(X,Γ+2 ∪ Γ−1 ;Z)
H2(Y,Γ
+
1 ∪ Γ−1 ;Z)⊗H2(Y,Γ+2 ∪ Γ−2 ;Z)→ H2(Y,Γ+2 ∪ Γ−1 ;Z).
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The symplectic energy homomorphisms are additive with respect to these concatenation
maps, as are the relative first Chern class maps (provided we pick appropriately compatible
trivializations).
When discussing pseudoholomorphic curves, it will ocassionally be convenient to let
X̂ denote the compactification of X̂ given by replacing R+ = [0,∞) with R+ := [0,+∞]
and R− = (−∞, 0] with R− := [−∞, 0]. We of course have a natural identification
H2(X̂,Γ
+ ∪ Γ−;Z) ∼= H2(X,Γ+ ∪ Γ−;Z). We will be considering punctured curves in X̂
which extend by continuity to curves u : Σ→ X̂, and hence naturally define classes in
Au ∈ H2(X,Γ+ ∪ Γ−;Z).
Remark 3.8 (on symplectizations as cobordisms). For (Y, α) a strict contact manifold,
the symplectization (Rs × Y, d(esα)) looks roughly like the completion of the compact
symplectic cobordism (XM , ωM ) := ([−M,M ] × Y, d(esα)) as M → 0. However, the
existence of a global R-action by s-translations means that pseudoholomorphic curves
in symplectizations behave somewhat differently, and we also define symplectic energy
differently in symplectizations.
3.2. Punctured pseudoholomorphic curves. Given a strict contact manifold
(Y, α), an almost complex structure J on the symplectization (Rs × Y, d(esα)) is admissible
if
• J is invariant under s-translations and restricts to a dα-compatible almost complex
structure on kerα
• J sends ∂s to Rα.
For a Riemann surface Σ and a point p ∈ Σ, an asymptotic marker at p is a real
half-line in TpΣ. Note that there is a circle’s worth of choices of asymptotic markers
at p. Given an asymptotic marker at p, there is a contractible space of holomorphic
identifications of Op(p) with the open unit disk D2 ⊂ C in such a way that the half-line at
p is identified with the positive real direction at the origin. Endowing D2 with standard
polar coordinates (r, θ), any such identification induces local polar coordinates on Op(p).
Now fix an admissible J , and consider a collection of Reeb orbits γ+1 , ..., γ
+
s+
and
γ−1 , ..., γ
−
s− (possibly with repeats) with respect to α. A pseudoholomorphic curve in the
symplectization R×Y with positive ends γ+1 , ..., γ+s+ and negative ends γ−1 , ..., γ−s− consists
of:
• a closed Riemann surface Σ, with almost complex structure denoted by j
• a collection of pairwise distinct points z+1 , ..., z+s+ , z−1 , ..., z−s− ∈ Σ, each equipped
with an asymptotic marker
• a map u : Σ˙→ R× Y satisfying du ◦ j = J ◦ du, where Σ˙ denotes the punctured
Riemann surface Σ \ {z+1 , ..., z+s+ , z−1 , ..., z−s−}
• for each z+i , with corresponding coordinates (r, θ) compatible with the asymptotic
marker, we have lim
r→0
(piR ◦ u)(reiθ) = +∞ and lim
r→0
(piY ◦ u)(reiθ) = γi( 12piT+i θ)
• for each z−j , with corresponding coordinates (r, θ) compatible with the asymptotic
marker, we have lim
r→0
(piR ◦ u)(reiθ) = −∞ and lim
r→0
(piY ◦ u)(re−iθ) = γj( 12piT−j θ).
Here piR : R× Y → R and piY : R× Y → Y denote the two projection maps defined on
the ends, and T±k denotes the period of γ
±
k . We will freely identity the marked Riemann
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surface Σ with the punctured Riemann surface Σ˙, which carry essentially the same data,
and correspondingly we also refer to the marked points z±k as punctures. For brevity, we
sometimes refer to the above data as simply a “curve” and denote it by slight abuse of
notation by u : Σ→ R× Y .
For shorthand, put Γ± = (γ±1 , ..., γ
±
s±). LetMJY,g(Γ+; Γ−) denote the moduli space of
J-holomorphic curves in R×Y with positive ends γ+1 , ..., γ+s+ and negative ends γ−1 , ..., γ−s− ,
with domain varying over all connected Riemann surfaces Σ of genus g with varying
punctures z+1 , ..., z
+
s+
, z−1 , ..., z
−
s− ∈ Σ and varying asymptotic markers. In this moduli
space two such curves are equivalent if the corresponding holomorphic maps differ by a
biholomorphic reparametrization of their domains sending one ordered set of punctures
with asymptotic markers to the other. A curve u : Σ→ R× Y is called simple if it does
not factor as u′ ◦ f for a holomorphic map f : Σ→ Σ′ and another curve u′ : Σ′ → R×Y .
A curve u which does admit such a covering is called a multiple cover of u′.
For generic admissible J , the expected dimension of the moduli space Γ± = (γ±1 , ..., γ
±
s±)
is given by the index formula
ind(u) = (n− 3)(2− 2g − s+ − s−) +
s+∑
i=1
CZ(γ+i )−
s−∑
j=1
CZ(γ−j ) + 2c1(Y, α) ·Au.
Here Au ∈ H2(Y,Γ+ ∪ Γ−;Z) is the homology class naturally associated to the curve u.
Note that although the Conley–Zehnder index and relative first Chern class terms both
depend on choices of trivializations, the full expression for ind(u) does not.
An important feature of the moduli space MJY,g(Γ+; Γ−) is that it admits a free
R-action given by translations in the s coordinate, since J itself is globally s-translation
invariant. By a Sard–Smale type argument, for generic admissible J the quotient space
MJY,g(Γ+; Γ−)/R near a simple curve is a smooth orbifold of dimension
(n− 3)(2− 2g − s+ − s−) +
s+∑
i=1
CZ(γ+i )−
s−∑
j=1
CZ(γ−j ) + 2c1(Y, α) ·Au − 1.
Note that for u regular, the existence of a free R-action implies that ind(u) ≥ 1 unless u
is a union of trivial cylinders. Here by trivial cylinder we mean a pseudoholomorphic
curve u : R× S1 → R× Y such that piY ◦ u is constant in the R direction of the domain.
Similarly, let (X,ω) be a compact symplectic cobordism, with λ a primitive for ω on
Op(∂X) and α± := λ|∂±X the induced contact forms. Let (X̂, ω̂) denote the completion.
An almost complex structure J on X̂ is admissible if
• J is compatible with ω̂
• on X̂ \X, J is invariant under s-translations and restricts to a dα±-compatible
almost complex structure on kerα±
• on the end R± × ∂±X, J sends ∂s to Rα± .
Given Reeb orbits Γ+ = (γ+1 , ..., γ
+
s+
) with respect to α+ and Γ− = (γ−1 , ..., γ
−
s−) with
respect to α−, we define the moduli space MJX,g(Γ+; Γ−) in the same way as above,
except that now the target space is the completed symplectic cobordism X̂ rather than
the symplectization R× Y . For generic admissible J , near a simple curve u the moduli
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spaceMJX,g(Γ+; Γ−) is a smooth orbifold of dimension
ind(u) = (n− 3)(2− 2g − s+ − s−) +
s+∑
i=1
CZ(γ+i )−
s−∑
j=1
CZ(γ−j ) + 2c1(X,ω) ·Au,
and there is no longer any R action due to the lack of s-translation symmetry. As before,
Au ∈ H2(X,Γ− ∪ Γ−;Z) is the homology class associated to u.
We define MJY,g,A(Γ+; Γ−) ⊂ MJY,g(Γ+; Γ−) as the subspace of curves with associ-
ated homology class Au = A ∈ H2(Y,Γ+ ∪ Γ−;Z). For r ≥ 1 we can also define
MJY,g,A,r(Γ+; Γ−) in the same way except that the domain of any curve u is equipped
with r additional pairwise distinct marked points z1, ..., zr ∈ Σ˙, and biholomorphic
reparametrizations must respect these marked points (with their ordering). Note that
the expected dimension ofMJY,g,A,r(Γ+; Γ−)/R is
(n− 3)(2− 2g − s+ − s−) +
s+∑
i=1
CZ(γ+i )−
s−∑
j=1
CZ(γ−j ) + c1(X,ω) ·Au + 2r − 1.
The moduli spacesMJX,g,A(Γ+; Γ−) andMJX,g,A,r(Γ+; Γ−) are defined similarly.
Given a contact manifold (Y, α), an admissible almost complex structure J , and a
curve u : Σ→ R× Y inMJY,g(Γ+; Γ−), we have
0 ≤
∫
u∗(dα) = [dα] ·Au =
s+∑
i=1
A(γ+i )−
s−∑
j=1
A(γ−j ),
where the first inequality follows from compatibility of J with dα along kerα. In
particular, this implies
s+∑
i=1
A(γ+i ) ≥
s−∑
j=1
A(γ−j ),
i.e. the action is nondecreasing from the top to the bottom of a curve. Moreover, this
inequality is strict unless the curve is a union of trivial cylinders or a multiple cover
thereof.
Similarly, for (X,ω) a symplectic cobordism between (Y +, α+) and (Y −, α−), J an
admissible almost complex structure, and u : Σ → X̂ a curve in MJX,g(Γ+; Γ−), the
symplectic energy of u is nonnegative and is given by the integral of the piecewise smooth
one-form
(dα+)|R+×∂+X + ω|X + (dα−)|R−×∂−X .
This agrees with [ω] · Au, where Au ∈ H2(X,Γ+ ∪ Γ−;Z) ∼= H2(X̂,Γ+ ∪ Γ−;Z) is the
homology class associated to u. In the case that the symplectic cobordism (X,ω) is exact,
Stokes’ theorem applied thrice gives
s+∑
i=1
A(γ+i ) ≥
s−∑
j=1
A(γ−j ).
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3.3. SFT compactness and neck stretching. The SFT compactness theorem
extends Gromov’s compactness theorem to punctured curves in symplectic cobordisms.
As in the case of closed curves in closed symplectic manifolds, we must add nodal config-
urations à la Kontsevich’s stable map compactification. However, we must additionally
allow multi-level pseudoholomorphic “buildings”, consisting of various curves in different
symplectic cobordisms whose asymptotic Reeb orbits agree end-to-end to form a chain.
More precisely, let (Y, α) be a strict contact manifold, and let J be an admissible
almost complex structure. Let MJY,g,A,r(Γ+; Γ−)/R denote the partially compactified
version ofMJY,g,A,r(Γ+; Γ−)/R in which curves are no longer required to be connected and
they are allowed to develop nodes, provided that no irreducible component is a constant
sphere with less than three special points, a constant torus with no special points, or a
disjoint union of trivial cylinders without marked points. The SFT compactness theorem
[3] in this situation states that any sequence of curves u1, u2, u3, ... ∈MJY,g,A,r(Γ+; Γ−)/R
converges in a certain suitable Gromov–Hofer topology to a pseudoholomorphic building
consisting of curves vi ∈MJY,gi,Ai,ri(Γ+i ; Γ−i )/R, i = 1, ..., a, for some a ≥ 1, such that
(1) Γ+i = Γ
−
i+1 for i = 1, ..., a− 1
(2) the total arithmetic genus is g
(3) A1 } ...}Aa = A
(4) r1 + ...+ ra = r.
Each vi corresponds to a “level” of the building, and we have listed them from bottom to
top, i.e. v1 is the “ground level”, etc. Note that symplectization curves are considered
only up to the R-action translating in the R direction in the target. There is actually
another ambiguity in the pseudoholomorphic building which is related to the asymptotic
markers. Namely, suppose γ is a Reeb orbit appearing as a positive end of vi and as a
negative end of vi+1, and as usual let κγ denote its covering multiplicity. The underlying
simple Reeb orbit has a basepoint mγ and there are κγ possibilities for the location of
the corresponding asymptotic marker in the domain of vi, and similarly for vi+1. This
gives κ2γ possibilities, but in fact we do not distinguish between orbits of the Zκγ -action
which increments both choices according to the Reeb orientation.
Next, suppose that (X,ω) is a symplectic cobordism between (Y +, α+) and (Y −, α−).
Let J be any admissible almost complex structure on X̂, and let J± denote the induced
translation invariant almost complex structures on the symplectizations of (Y ±, α±).
Consider a sequence of curves u1, u2, u3, ... ∈ MJY,g,A,r(Γ+; Γ−). In this case the SFT
compactness theorem takes a similar form, with the limiting pseudoholomorphic building
consisting of curves v1, ..., va+b+1 with a, b ≥ 0 and
• vi ∈MJ
−
Y −,gi,Ai,ri(Γ
+
i ; Γ
−
i )/R for i = 1, ..., a
• vi ∈MJX,gi,Ai,ri(Γ+i ; Γ−i ) for i = a+ 1
• vi ∈MJ
+
Y +,gi,Ai,ri(Γ
+
i ; Γ
−
i )/R for i = a+ 2, ..., a+ b+ 1,
again satisfying the conditions
• Γ+i = Γ−i+1 for i = 1, ..., a+ b
• the total arithmetic genus is g
• A1 } ...}Aa+b+1 = A
• r1 + ...+ ra+b+1 = r
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and with the same ambiguities regarding symplectization curves and asymptotic markers.
Next, we recall the neck-stretching procedure and the corresponding compactness
result. Consider a symplectic cobordism (X,ω) = (X1, ω1)} (X2, ω2) obtained by gluing
together two symplectic cobordisms along a common contact boundary (Y, α). We assume
that ω|Op(Y ) = dλ, with λ|Y = α, and hence the flow of the Liouville vector field Zλ
defines a collar coordinate s on Op(Y ) with respect to which (Op(Y ), ω|Op(Y )) looks like
((−, )×Y, d(esα)). We will describe a family Jt of admissible almost complex structures
on (X,ω) which limits to a singular one. We find it convenient to describe Jt on a varying
family of symplectic manifolds (Xt, ωt) which all happen to be symplectomorphic to
(X,ω). Namely, for t > 0 set Xt = X1 ∪ ([−t, 0]× Y ) ∪X2, with the symplectic form ωt
given by
• e−tω1 on X1
• etα on [−t, 0]× Y
• ω2 on X2.
Let J be an admissible almost complex structure on X which on (−, ) × Y is the
restriction of an admissible almost complex structure JY on the symplectization of Y .
Let Ji denote the restriction of J to Xi for i = 1, 2. We endow Xt with the almost
complex structure Jt given by
• J1 on X1
• the restriction of JY on [−t, 0]× Y
• J2 on X2.
In this situation the SFT compactness theorem states that any sequence of curves
u1, u2, u3, ... ∈ MJtiX,g,r,A(Γ+; Γ−) with ti → +∞ converges to a pseudoholomorphic
building consisting of curves v1, ..., va+b+c+2 with a, b, c ≥ 0 and
• vi ∈MJ
−
1
∂−X1,gi,Ai,ri
(Γ+i ,Γ
−
i )/R for i = 1, ..., a
• vi ∈MJ1X1,gi,Ai,ri(Γ+i ,Γ−i ) for i = a+ 1
• vi ∈MJYY,gi,Ai,ri(Γ+i ,Γ−i )/R for i = a+ 2, ..., a+ b+ 1
• vi ∈MJ2X2,gi,Ai,ri(Γ+i ,Γ−i ) for i = a+ b+ 2
• vi ∈MJ
+
2
∂+X2,gi,Ai,ri
(Γ+i ,Γ
−
i )/R for i = a+ b+ 3, ..., a+ b+ c+ 2,
satisfying the same conditions as before regarding matching ends and so on.
Given a moduli spaceMJY,g,A,r(Γ+; Γ−)/R of expected dimension zero, it makes sense
at least in principle to assign a rational number #MJY,g,A,r(Γ+; Γ−)/R ∈ Q by counting
the number of elements, according to coherently chosen signs as in [18, §1.8] and weighted
by 1|Aut| , where Aut is the automorphism group of a given curve. Typically, in order
to get relations between these curve counts one needs not just compactness but also
gluing results describing the local structure of compactified moduli spaces near their
boundary strata. Ideally we would like to say that for example each moduli space
MJY,g,A,r(Γ+; Γ−)/R admits a compactificationM
J
Y,g,A,r(Γ
+; Γ−)/R as a smooth stratifed
space, with combinatorially indexed boundary strata which correspond precisely to the
limiting pseudoholomorphic buildings described in the SFT compactness theorem. Each
additional node should increase the codimension by two and each additional level should
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increase the codimension by one. In particular, we would like to argue that for generic J
all moduli spacesMJY,g,A,r(Γ+; Γ−)/R of negative expected dimension are empty, while
all moduli spaces of expected dimension 0 or 1 are regular, with the 1-dimensional moduli
spaces admitting compactificationsMJY,g,A,r(Γ+; Γ−)/R as one-dimensional manifolds,
with boundary points consisting of two-level pseudoholomorphic buildings. Although
this can generally only be achieved in a virtual sense, we can still read off relations
between curve counts by looking at the boundary strata of expected codimension one in
compactified moduli spaces of expected dimension one.
In the sequel we will often omit J from the notation when it is implicit from the
context. From now on we will only consider genus zero curves and thus we omit g from
the notation, i.e. we putMY,A,r(Γ+; Γ−) instead ofMY,g=0,A,r(Γ+; Γ−) and so on.
3.4. Rational symplectic field theory formalism. In this subsection we de-
scribe the algebraic formalism underpinning rational symplectic field theory. Firstly,
to a strict contact manifold (Y, α) we associate the contact homology algebra CHA(Y ).
This is a CDGA15 over Λ≥0, freely generated as an algebra by a variable for each good16
Reeb orbit of (Y, α), with differential counting curves in the symplectization of Y with
one positive end and any nonnegative number of negative ends. An exact symplectic
cobordism (X,ω) between (Y +, α+) and (Y −, α−) induces a CDGA homomorphism
ΦX : CHA(Y
+)→ CHA(Y −). In the special case that (X,ω) is a filling of (Y, α), we get
a CDGA augmentation  : CHA(Y )→ Λ≥0. Given such an augmentation, we can “lin-
earize” CHA(Y ) to obtain a much smaller chain complex CHlin(X) called the linearized
contact homology. This can be interpreted geometrically as the chain complex over
Λ≥0 generated by the good Reeb orbits of (Y, α), with differential counting “anchored”
cylinders in the symplectization of (Y, α), i.e. cylinders with some number of extra
negative punctures bounding pseudoholomorphic planes in the filling (X,ω).
Next, we incorporate rational curves with more than one positive end. In the original
formulation of [18], one associates to (Y, α) a differential Poisson algebra with variables
qγ , pγ for each good Reeb orbit, with differential defined in terms of rational curves in
the symplectization of (Y, α), and with symplectic cobordisms inducing correspondences.
Instead, roughly following the “q-variable only” approach from [35], we will associate
to (Y, α) an L∞ structure over Λ≥0 whose underlying chain complex is CHA(Y ). This
approach seems more natural for extracting quantitative invariants. We can also “linearize”
this L∞ structure to arrive at a much smaller L∞ structure with underlying chain complex
CHlin(X).
Remark 3.9 (on the relationship between SFT and Floer theory). Rational symplectic
field theory is related to Floer theory as follows. Linearized contact homology CHlin(X)
was shown in [5] to be chain homotopy equivalent to SCS1,+(X), the positive version of
S1-equivariant symplectic cochains (over Q). The same authors showed that there is also a
non-equivariant version of linearized contact homology, CHlin,non-eq(X), with two variables
15Warning: in this paper the contact homology algebra is considered at the chain level unless stated
otherwise. We stick to this somewhat confusing terminology so as not to diverge too much from the
literature.
16A Reeb orbit is “bad” if it is an even cover of another Reeb orbit whose Conley–Zehnder index has
a different parity, otherwise it is “good”. Bad orbits are excluded for reasons having to do with signs and
coherent orientations of moduli spaces (see [18, §1.8]).
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variables γˆ, γˇ for each good Reeb orbit γ, which is equivalent to positive symplectic cochains
SC+(X). There is a natural chain map from CHlin,non-eq(X) to the Morse cochain complex
C(X), and the mapping cone gives “filled non-equivariant linearized contact homology”,
CHlin,non-eq,filled(X), which is equivalent to symplectic cochains SC(X).
Next, [16] constructs an L∞ coalgebra structure on SCS1(X,ω), defined by counting
Floer curves with one positive end and several negative ends, with negative ends carrying
certain weights which vary of a simplex. Via the cobar construction, this can also be
packaged as a CDGA whose underlying algebra is the symmetric tensor algebra on
SCS1(X). This latter CDGA is shown in [16] to be equivalent to the contact homology
algebra CHA(Y ), and there is also a non-equivariant version which is equivalent to a
non-equivariant version of the contact homology algebra. Moreover, there are also L∞
structures extending the differentials on SC(X) and SCS1(X), which can be defined by
using the mapping telescope framework of [1].
More speculatively, it seems reasonable to expect that the L∞ structure on CHA(X)
(described in §3.4.2), and perhaps also a non-equivariant analogue thereof, should have
equivalent models in Floer theory. Roughly, one ought to count rational Floer curves with
several positive and negative punctures, combining the mapping telescope approach of [1]
with the simplex approach of [16]. This would give a Floer-theoretic analogue of rational
symplectic field theory. However, to the author’s knowledge such a construction has not
been attempted in the literature.
3.4.1. The contact homology algebra and its linearization. We first recall the
definition of the contact homology algebra. Given a strict contact manifold (Y, α), let X
denote the Λ≥0-module generated by a formal variable xγ for each good Reeb orbit γ
of (Y, α). We endow X with a grading such that |xγ | = n− 3− CZ(γ). Along the lines
of Remark 3.6, this is only a Z/2 grading, although in many cases it can be upgraded
to say a Z grading (see Remark 3.10 below for the relevant discussion). Let A := SX .
That is, A is the free supercommutative unital Λ≥0-algebra generated by the good Reeb
orbits of (Y, α).17 Elements of A are Λ≥0-linear combinations of “words” xγ1  ... xγk
for k ≥ 0, which we will write more briefly as xγ1 ...xγk . In particular, note that there is
the “empty word” e = 1 ∈ Λ≥0 = 0X , which serves as the multiplicative unit.
The contact homology algebra CHA(Y ) is by definition the CDGA over Λ≥0 with
underlying graded algebra A, with degree one differential ∂ defined as follows. Pick an
arbitrary total ordering  of the good Reeb orbits of (Y, α). For l ≥ 0, let Sl(Y, α)
denote the set of l-tuples Γ = (γ1, ..., γl) of good Reeb orbits such that γ1  ...  γl.
Equivalently, a tuple (γ1, ..., γl) ∈ Sl(Y, α) can be written as (η1, ..., η1︸ ︷︷ ︸
i1
, ..., ηm, ..., ηm︸ ︷︷ ︸
im
) with
η1 ≺ ... ≺ ηm for some i1, ..., im ≥ 1 such that i1 + ...+im = l. Set S(Y, α) =
⋃
l≥0
Sl(Y, α).
Note that there is an empty tuple ∅ ∈ S0(Y, α) ⊂ S(Y, α). For Γ ∈ S(Y, α), put
µΓ := i1!...im!, κΓ := κi1η1 ...κ
im
ηm , CZ(Γ) :=
∑l
j=1 CZ(γj), and xΓ = xγ1 ...xγl .
17Recall from §2.2 that our conventions are such that both X and SX are completed with respect to
the T -adic topology.
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For l ≥ 0, we define a map ∂l : X → lX by
∂l(xγ) =
∑
Γ−∈Sl(Y,α)
A∈H2(Y,(γ)∪Γ−;Z)
#MY,A((γ); Γ−)/R T
[dα]·A
µΓ−κΓ−
xΓ− .
Here we define #MY,A((γ); Γ−)/R ∈ Q to be zero unless it is expected to be a count of
points, i.e. unless
indY,A((γ); Γ
−) = (n− 3)(1− l) + CZ(γ)− CZ(Γ−) + 2c1(Y, α) ·A = 1.
The differential for the contact homology algebra is then defined on generators by
∂(xγ) =
∞∑
l=0
∂l(xγ),
extended to more general words by the Leibniz rule
∂(xγ1 ...xγl) =
l∑
i=1
(−1)|xγ1 |+...|xγi−1 |xγ1 ...xγi−1∂(xγi)xγi+1 ...xγl .
Informally, the sum is simply over all rigid (up to target translations) curves in the
symplectization of Y with one positive puncture γ and several (possibly none) unordered
negative punctures. Each term 1/ij ! in µΓ− accounts for the superfluous ordering of
the punctures asymptotic to γj , and each factor 1/κγi in κΓ− is related to the fact that
there are there is a κγ-fold redundancy when gluing at a pair of positive and negative
punctures both asymptotic to γ. Note that by exactness the sums involved are actually
finite and hence would be well-defined even without using the Novikov ring.
The relation ∂2 = 0 comes from the structure of the boundary strata of the compactified
moduli spaceMY,A((γ); Γ−)/R for indY,A((γ); Γ−) = 2. Namely, each boundary stratum
corresponds to a two-level pseudoholomorphic building in the symplectization of (Y, α).
Each level must have index 1 and hence consists of a single connected curve of index 1
together with some number of trivial cylinders. The structure coefficient 〈∂2xγ , xγ1 ...xγl〉
corresponds to the count of points in ∂MY ((γ); Γ−)/R, and hence is zero.
Remark 3.10 (on gradings). In many cases it is possible and desirable to upgrade the
Z/2 grading on CHA(Y ) to say a Z grading. Here we focus on the case that (Y, α) has a
filling (X,ω) with 2c1(X,ω) = 0 and H1(X;Z) = 0 (e.g. star-shaped domains). In this
situation, every Reeb orbit γ of (Y, α) has a canonical integral Conley–Zehnder index
CZ(γ) ∈ Z. If we were to follow the conventions of [18], we would replace X by Q, the
Λ≥0-module generated by a formal variable qγ for each good Reeb orbit, with the somewhat
different grading |qγ | = CZ(γ) + n − 3. Defining CHA(Y ) in otherwise the same way,
the resulting CDGA is Z-graded, with differential of degree −1 (homological convention),
product of degree 0, and unit in degree 0.
However, if we use Q, the L∞ structures on CHA(Y ) and CHlin(X) do not easily
conform to the grading framework of §2. Instead, we will implement a different grading
convention which is more naturally geared for discussing L∞ structures and also matches
up with standard grading conventions for symplectic cohomology. Our conventions for
symplectic cochains SC∗(X) are that orbits γ are graded by n − CZ(γ), so that the
differential has degree +1 (cohomological convention), the pair of pants product has degree
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0 with unit in degree 0, and for M a closed spin manifold the Viterbo isomorphism reads
SH∗(T ∗M) ∼= Hn−∗(LM). With this grading, the kth L∞ operation on SC∗ has degree
3− 2k, i.e. it corresponds to an L∞ structure on sSC∗ within the framework of §2. With
the same conventions, the kth L∞ operation on SC∗S1 has degree 4− 3k, corresponding to
an L∞ structure on s2SC∗S1 .
We can modify our definition of CHA(Y ) as follows. We define X as before, except
that we now work over Λ≥0[h, h−1], where h is a formal variable of degree 6− 2n (whose
only role is to correct gradings), and the differential is given by
∂(xγ) =
∞∑
l=0
∂l(xγ)h
l−1.
This makes CHA(Y ) into a Z-graded chain complex with differential of degree +1. Simi-
larly, when discussing the L∞ structure on CHA(Y ), we can modify `kl by including an
additional factor hl−1. The result is a Z-graded L∞ structure on s−1A. As explained in
§3.4.3, this also “linearizes” to an L∞ structure on s−1CHlin(X), i.e. with underlying
Λ≥0-module s−1X . Since the generator s−1xγ of s−1X has degree |s−1xγ | = n−2−CZ(γ),
this matches the grading on s2SC∗S1,+.
Having a Z grading can be very useful for computations. At any rate, from now on we
will mostly suppress h and other Z grading considerations from the notation for simplicity.
We also note that the formal variable h is not be needed when discussing the L∞ structure
on CHlin(X), which involves curves with only one negative end.
Next, suppose that (X,ω) is an exact symplectic cobordism between (Y +, α+) and
(Y −, α−). We get an associated unital CDGA homomorphism Φ : CHA(Y +)→ CHA(Y −)
defined as follows. Define a map Φl : XY + → lXY − by
Φl(xγ) =
∑
Γ−∈Sl(Y −,α−)
A∈H2(X,(γ)∪Γ−;Z)
#MX,A((γ); Γ−) T
[ω]·A
µΓ−κΓ−
xΓ− .
In this case, a summand can only be nonzero if indX,A((γ); Γ−) = 0. We then define
Φ(xγ) =
∞∑
l=0
Φl(xγ)
extended to more general words multiplicatively by
Φ(xγ1 ...xγk) = Φ(xγ1)...Φ(xγk).
The fact that Φ is a chain map follows by looking at the boundary strata ofMX,A((γ); Γ−)
for indX,A((γ); Γ−) = 1. Namely, each point of ∂MX,A((γ); Γ−) is a two-level pseudo-
holomorphic building with an index 1 level in the symplectization of Y and an index
0 level in X, in either order, and these translate to ∂Y − ◦ Φ and Φ ◦ ∂Y + respectively.
As a special case, if (X,ω) is a symplectic filling of (Y, α), we get an augmentation of
CHA(Y ), i.e. a CDGA homomorphism  : CHA(Y )→ Λ≥0 sending e to 1. Here Λ≥0 is
the L∞ algebra equipped with the trivial differential. Strictly speaking, we should also
shift the degree of Λ≥0 in order for  to have degree 0, but we will mostly suppress this
from the notation to avoid clutter (and similarly for the more general augmentations
appearing in §5.
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The algebra A = SX has an increasing “word length” filtration given by F≤mA =
⊕mk=0 k X . The differential ∂ typically does not respect this filtration due to the
presence of the term ∂0. However, given an augmentation  : CHA(Y ) → Λ≥0 we can
perform an algebraic operation called “linearization” which replaces CHA(Y ) with an
isomorphic CDGA whose differential does preserve the word length filtration. Namely, let
F  : A → A be the CDGA homomorphism defined on generators by F (xγ) = xγ + (xγ)
and extended multiplicatively, i.e.
F (x1...xγk) = (x1 + (x1))...(xk + (xk))
=
k∑
i=0
∑
σ∈Sh(i,k−i)
♦(σ)(xσ(1))...(xσ(i))xσ(i+1)...xσ(k).
Note that F  is invertible, with inverse F −1 = F−. We define a new differential on
A by ∂ε := F ε ◦ ∂ ◦ F ε−1 . Then F  defines a CDGA isomorphism (A, ∂) ∼=−→ (A, ∂ε),
and it trivializes the augmentation in the sense that  ◦ F ε−1 = 0. Moreover, letting
pii : A → iX denote the projection map, we have pi0 ◦ ∂ = 0. In particular, this means
that ∂lin := pi1 ◦ ∂ : X → X squares to zero. Given a symplectic filling (X,ω), the
linearized contact homology CHlin(X) is by definition the chain complex (X , ∂lin), with the
linearization taken with respect to the filling-induced augmentation  : CHA(Y )→ Λ≥0.
In fact, CHlin(X) has the following more geometric interpretation. The structure
coefficient 〈∂lin(xγ), xη〉 counts rational curves in the symplectization of Y with one
positive end γ, one negative end η, and k ≥ 0 extra negative ends at Reeb orbits
γ−1 , ..., γ
−
k , each weighted by (γ
−
i ), i.e. by the count of holomorphic planes in X with
positive end γ−i . We refer to such a configuration as a cylinder in the symplectization
of Y with “anchors” in the filling X. More generally, one can speak of anchored curves
of a given topological type, wherein one allows the component in R× Y to be possibly
disconnected and to have any number of extra negative ends, provided that each extra
negative end is matched with the positive end of a component in X and the total
topological type is as specified.
Remark 3.11. In some cases, one can ignore the anchors altogether and simply in-
terpret CHlin(X) as a count of cylinders in the symplectization of Y . For example, if
2c1(X
2n, ω) = 0 and (Y, α) has no Reeb orbits with CZ(γ) + n− 3 = 0, then anchors can
be ignored since there are no index zero holomorphic planes in X. In this case linearized
contact homology is sometimes also called “cylindrical contact homology”.
3.4.2. The L∞ structure on the contact homology algebra. The differential for
the contact homology algebra is actually the first term `1 = ∂ in a sequence of operations
`k : kA → A, k ≥ 1, which fit together to form an L∞ algebra structure on s−1A. Here
the map `k : kA → A is defined by counting rational curves with k positive ends in the
symplectization of (Y, α). Firstly, we define a map kX → lX by
`kl (xγ1 , ..., xγk) :=
∑
Γ−∈Sl(Y,α)
A∈H2(Y,Γ+∪Γ−;Z)
#MY,A(Γ+; Γ−)/R T
[dα]·A
µΓ−κΓ−
xΓ− ,
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where we have set Γ+ = (γ1, ..., γk). We then define
`k(xγ1 , ..., xγk) :=
∞∑
l=0
`kl (xγ1 , ..., xγk).
We extend the input to more general words by requiring `k to satisfy the Leibniz rule in
each input, i.e. given Γ+1 , ...,Γ
+
k ∈ S(Y, α) with Γi = γ1, ..., γm for some i, we have
`k(xΓ+1
, ..., xΓ+i−1
, xγ1 ...xγm , xΓ+i+1
, ..., xΓ+k
)
:=
m∑
j=1
(−1)|xγ1 |...|xγi−1 |xγ1 ...xγj−1`k(xΓ+1 , ..., xΓ+i−1 , xγj , xΓ+i+1 , ..., xΓ+k )xγj+1 ...xγm .
To see that the maps `1, `2, `3, ... satisfy the L∞ relations, consider the compactified
moduli spaceMY,A(Γ+; Γ−)/R for indY,A(Γ+; Γ−) = 2. Each boundary stratum corre-
sponds to a two-level pseudoholomorphic building. Each level has index 1 and hence
consists of an index 1 component together with some number of trivial cylinders, such
that the total glued curve is connected. Then the count of points in ∂MY (Γ+; Γ−)/R
precisely corresponds to the structure coefficient 〈(̂`)2(xγ1  ... xγk), xΓ−〉, and hence
is zero. Since the operations `1, `2, `3, ... are derivations in each input, this suffices to
establishes the L∞ relations for all inputs.
Remark 3.12. In fact, the L∞ algebra (SA, ̂`) has a much richer algebraic structure,
since A additionally has a commutative product which is compatible with the L∞ opera-
tions, making it into a special case of a G∞ (homotopy Gerstenhaber) algebra. However,
in this paper we do not attempt to make this precise or utilize this finer structure in any
systematic way.
Next, suppose that (X,ω) is an exact symplectic cobordism between (Y +, α+) and
(Y −, α−). We define an L∞ homomorphism from CHA(Y +) to CHA(Y −), consisting of
maps Φk : kAY + → AY − , k ≥ 1, as follows. In general, given any two partitions
I1 unionsq ... unionsq Ia = J1 unionsq ... unionsq Jb = {1, ..., N},
letG(I1, ..., Ia; J1, ..., Jb) denote the graph with a+b+N vertices, labeledA1, ..., Aa, B1, ..., Bb, v1, ..., vN ,
with
• an edge joining Ai and vj if j ∈ Ii
• an edge joining Bi and vj if j ∈ Ji.
Now consider words w1, ..., wk ∈ AY + of the form
(w1, ..., wk) = (x1...xi1︸ ︷︷ ︸
i1
, xi1+1, ..., xi2︸ ︷︷ ︸
i2
, ..., xi1+...+ik−1+1, ..., xi1+...ik︸ ︷︷ ︸
ik
).
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Figure 1. A typical collection of curves in X̂ contributing to the coeffi-
cient 〈Φ3(w1, w2, w3), xΓ−1 ...xΓ−6 〉.
Put I1 = {1, ..., i1}, ..., Ik = {i1 + ... + ik−1 + 1, ..., i1 + ... + ik}, so that the subsets
I1, ..., Ik ⊂ {1, ..., N} define a partition I1 unionsq ... unionsq Ik = {1, ..., N}. We define
Φk(w1, ..., wk)
:=
∑
J1unionsq...unionsqJm={1,...,N}
Γ−1 ,...,Γ
−
m∈S(Y −,α−)
A1,...,Am : Ai∈H2(X,Γ+i ∪Γ−i ;Z)
#MX,A1(Γ+1 ; Γ−1 )...#MX,Am(Γ+m; Γ−m)
T [ω]·(A1+...+Am)
µΓ−1
...µΓ−mκΓ−1
...κΓ−m
xΓ−1
...xΓ−m ,
where the word Γ+i ∈ S|Ji|(Y +, α+) correspond to Ji for i = 1, ...,m, and the sum
is over all partitions J1 unionsq ... unionsq Jm = {1, .., N} with the property that the graph
G(I1, ..., Ik; J1, ..., Jm) is simply connected. Informally, we can view each word wi as a
cluster of Reeb orbits in Y + with a punctured sphere abstractly bounding their union
from above, and Φk(w1, ..., wk) is the sum of all ways of attaching a collection of rational
curves in X such that the total curve is connected and genus zero. See Figure 1 for a
cartoon.
To see that the maps Φ1,Φ2,Φ3, ... define an L∞ homomorphism, we look at the
boundary of the compactified moduli spaceMX(Γ+; Γ−) for indX,ω(Γ+; Γ−) = 1, with
Γ+ = (γ1, ..., γk). It suffices to check the relation ̂`Y − ◦ Φ̂ − Φ̂ ◦ ̂`Y + = 0 on elements
xγ1  ...  xγk ∈ SAY + , with Φ̂ : SAY + → SAY − the induced map on bar complexes.
This follows because the coefficient of xΓ− in this relation precisely corresponds to the
count of points in ∂MX(Γ+; Γ−).
The filtered L∞ algebra CHA(Y ) is in independent of the choice of almost complex
structure and all other choices, up to filtered L∞ homotopy equivalence. To see this,
consider for example two different versions of the cobordism map Φ : CHA(Y +) →
CHA(Y −) defined by two different almost complex structures J0 and J1. We can pick a
1-parameter family of almost complex structures Jt joining J0 and J1, and consider a
t-parametrized analogue of the map Φ defined by counting solutions to an appropriate
t-parametrized moduli space of curves in X. According to [18, Thm 2.4.5], the resulting
HIGHER SYMPLECTIC CAPACITIES 41
algebraic output is a homotopy between the rational SFT potentials associated to J0 and
J1, formulated in terms of a certain Hamilton-Jacobi differential equation. In our setup,
this translates precisely to a filtered L∞ homotopy between filtered L∞ homomorphisms
as in §2. Note that this implies in particular that the homology level versions of CHA(Y )
and BCHA(Y ) are well-defined up to isomorphism over Λ≥0.
Remark 3.13. The fact that CHA(Y ) and BCHA(Y ) have well-defined torsion over Λ≥0
is plausible, since we are considering these as invariants of the strict contact manifold
(Y, α) up to strict contactomorphism. If instead we were to consider general contacto-
morphisms, we could only expect equivalences over the Novikov field Λ.
3.4.3. The L∞ structure on linearized contact homology. Given a symplectic
filling (X,ω), we can also linearize the L∞ structure on CHA(X) to get a much smaller
L∞ structure whose underlying chain complex is CHlin(X). More precisely, we define
operations `klin : kX → X which together form an L∞ algebra structure on s−1X , and
such that `1lin = ∂lin is the linearized contact homology differential.
As a special case of the cobordism map Φ from §3.4.2, the filling X induces an L∞
augmentation  : CHA(Y )→ Λ≥0. Let w1, ..., wk ∈ AY be words as above. We define an
L∞ homomorphism F  : A → A by
F ;k(w1, ..., wk)
=
∑
J1unionsq...unionsqJmunionsqK={1,...,N}
A1,...,Am : Ai∈H2(X,Γ+i ∪∅;Z)
#MX,A1(Γ+1 ;∅)...#MX,Am(Γ+m;∅)T [ω]·(A1+...+Am)xΓK ,
where Γ+i ∈ S|Ji|(Y, α) corresponds to Ji for i = 1, ...,m, ΓK ∈ S|K|(Y, α) corresponds
to K, and the sum is over all partitions J1 unionsq ... unionsq Jm unionsqK = {1, ..., N} with the property
that the graph G(I1, ..., Ik; J1, ..., Jm) is simply connected. Note that the map F ;1 agrees
with the automorphism of A defined in §3.4.1 (and denoted by F  there). Moreover, the
L∞ homomorphism F  is invertible, with inverse F−. We can therefore define a new L∞
structure on s−1A via ̂` := F̂  ◦ ̂`◦ F̂−. This corresponds to defining new L∞ operations
`;1, `;2, `;3, ..., which have the property that pi0 ◦ `k = 0 for each k. Therefore, we can
restrict the operations `;k to inputs from X and post-compose with the projection pi1 to
get L∞ operations `klin : kX → X for k = 1, 2, 3, .... In particular, the differential `1lin
agrees with the linearized contact homology differential ∂lin from before.
As in the case of the linearized contact homology differential, we can interpret
the L∞ operations on CHlin more geometrically as follows. The structure coefficient
〈`klin(xγ1 , ..., xγk), xη〉 counts rational curves in the symplectization of Y with k positive
ends γ1, ..., γk and 1 negative end η, plus some number of additional anchors in X. Unlike
the case of ∂lin, the symplectization level can actually be disconnected, with one nontrivial
component and some number of trivial cylinders, and the anchors in X can have multiple
positive ends. See Figure 2 for a cartoon.
Suppose that (X0, ω0) and (X1, ω1) are symplectic fillings, with a symplectic embedding
X0 ↪→ X1 such that X1 \X0 is an exact symplectic cobordism. By linearizing the L∞
cobordism map Φ : CHA(∂+X1)→ CHA(∂+X0), we get an L∞ homomorphism
Φlin : CHA(X1)→ CHA(X0),
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Figure 2. A typical configuration contributing to the coefficient
〈`4lin(xγ1 , xγ2 , xγ3 , xγ4), xη〉. Here the cylinders labeled by t are trivial
cylinders.
well-defined up to filtered L∞ homotopy. In general, for (X,ω) a symplectic filling, the
filtered L∞ algebra CHlin(X) is a symplectomorphism invariant of (X,ω), up to filtered
L∞ homotopy equivalence.
4. The Cieliebak–Latschev element
A non-exact symplectic cobordism (X,ω) between (Y +, α+) and (Y −, α−) does not
generally induce chain maps
CHA(Y +)→ CHA(Y −),
CHlin(Y
+)→ CHlin(Y −),
let alone L∞ homomorphisms. The basic issue is that an index 1 curve in X can break
into a configuration involving “reverse anchors”, i.e. rational curves in X with only
negative ends. These reverse anchors, which pose an obstruction to defining a chain map,
are ruled out for exact symplectic cobordisms exact by Stokes’ theorem. Nevertheless,
inspired by [22], Cieliebak–Latschev observed that we can still define transfer maps,
provided we appropriately deform the target. In fact, the reverse anchors assemble to
define a Maurer–Cartan element cl in CHA(Y −), and there is an L∞ homomorphism
Φ : CHA(Y +)→ CHAcl(Y −),
where the latter denotes the L∞ structure with deformed operations `1cl, `2cl, `3cl, ... as in
§2.3.
More precisely, we define cl ∈ CHA(Y −) by
cl :=
∑
Γ−∈S(Y −,α−)
A∈H2(X,∅∪Γ−;Z)
#MX,A(∅; Γ−) T
[ω]·A
µΓ−κΓ−
xΓ− .
To see that this is a Maurer–Cartan element, one analyzes the boundary strata of
the spacesMX,A(∅; Γ−) in the case that indX,A(∅; Γ−) = 1. Namely, each boundary
stratum is a two-level building, with an index 0 level in X and an index 1 level in the
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Figure 3. Left: a typical configuration contributing to the coefficient
〈Φ4lin(xγ1 , xγ2 , xγ3 , xγ4), xη〉, in the case of a non-exact symplectic cobor-
dism X. Right: a typical configuration contributing to the Maurer–Cartan
element cllin ∈ CHlin(X0).
symplectization of Y , and this contributes a term of the form `k(cl, ..., cl). A similar
analysis, looking at moduli spaces of index 1 curves in X, confirms that Φ is an L∞
homomorphism from CHA(Y +) to CHAcl(Y −). Arguing as in §3.4.1, one can also show
that cl is independent of any choices up to gauge equivalence.
Remark 4.1. We can view a symplectic filling (X,ω) of (Y, α) as a cobordism with
negative end the empty set and trivial Cieliebak–Latschev element. In particular, in this
case the L∞ augmentation  : CHA(Y )→ Λ≥0 is defined without any deformation.
Now suppose that (X0, ω0) is a symplectic filling of (Y −, α−), and let (X,ω) be a
(possibly non-exact) symplectic cobordism with positive end (Y +, α+) and negative end
(Y −, α−). In this situation we have a linearized version of cl ∈ CHA(Y −), which is
a Maurer–Cartan element cllin for the L∞ structure on CHlin(X0). Namely, we push
forward cl under the L∞ homomorphism F  : CHA(Y −)→ CHA(Y −), and then set
cllin := pi1(F

∗(cl)) ∈ CHlin(X0).
Let CHlin,cllin(X0) denote the L∞ structure on CHlin(X0) deformed by cllin. We can also
linearize Φ to define an L∞ homomorphism Φlin : CHlin(X0 }X)→ CHlin,cllin(X0). See
Figure 3.
Now consider the case that (M,β) = (X−, ω−) } (X+, ω+) is a closed symplectic
manifold which decomposes into a symplectic filling (X−, ω−) and a symplectic cap
(X+, ω+) with common contact boundary (Y, α). For simplicity, assume there are no rigid
closed curves in (X−, ω−) or (X+, ω+) individually. We have the Cieliebak–Latschev
element cl ∈ CHA(Y ), and the augmentation  : CHA(Y )→ Λ≥0 induced by the filling
X−. We can also consider the genus zero Gromov–Witten invariant
GWM =
∑
A∈H2(M ;Z)
T [ω]·AGWM,A ∈ Λ≥0,
where for a homology class A ∈ H2(M ;Z) we put GWM,A = #MM,A ∈ Q. In this
situation, by analyzing what happens when we neck-stretch closed curves in M along
the contact-type hypersurface Y , we find the following relation:
∗(cl) = GWM ,
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where ∗(cl) ∈ Λ≥0 is defined as in §2.3 by
∗(cl) =
∞∑
k=1
1
k!
k(cl, ..., cl︸ ︷︷ ︸
k
) = pi1̂(exp(cl)).
Similarly, we have
(lin)∗(cllin) = GWM .
In the next section we define various generalizations of the L∞ augmentation  which
count curves with various additional geometric constraints. The same neck-stretching
argument gives
(lin)∗<T mp>(cllin) = GWM<T mp>,
and more generally
∗<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>(cl)
= GWM<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>,
provided that there are no rigid closed curves in (X+, ω−) or (X+, ω+) satisfying the same
constraints (so that closed curves are forced to split nontrivially under neck stretching).
This will be used in §6.2.3 to give upper bounds on the corresponding capacities.
In some cases we can make a more refined statement at the level of individual
homology classes. For example, suppose that X− is a symplectic filling of Y such that
H1(Y ;Z) = H2(Y ;Z) = H2(X−) = 0 (e.g. X− is a star-shaped domain). LetX+ be a cap
of Y , and set M = X−}X+. In this situation, each homology group H2(X+;∅∪Γ−;Z)
is naturally identified with H2(X+;Z), and the inclusion H2(X+;Z)→ H2(M ;Z) is an
isomorphism. Under these identifications, curves in X+ define classes in H2(M ;Z), and
we have ̂`(exp(cl)A) = 0,
where exp(cl)A denotes the component of exp(cl) in the class A ∈ H2(M ;Z). Moreover,
we have the relation
∗(exp(cl)A) = T [ω]·AGWM,A,
and similarly for the other relations discussed above.
5. Geometric constraints and augmentations
Let (Y, α) be a strict contact manifold, with symplectic filling (X,ω). As discussed in
§3.4, the filling induces an L∞ augmentation  : CHA(Y )→ Λ≥0, which is used to define
the linearized L∞ algebra CHlin(X). Recall that the augmentation  counts index 0,
(possibly disconnected) rational curves in X. In this section, we define various other L∞
augmentations CHA(Y )→ Λ≥0. These can be interpreted as counting rational curves in
X which become rigid after imposing additional geometric constraints:
• requiring curves to pass through r generic points p1, ...pr ∈ X
• requiring curves to pass through a chosen point in p ∈ X with an order m local
tangency constraint at that point
• requiring curves to have an order b self-contact singularity at a chosen point
p ∈ X (e.g. b = 2 corresponds to having a node at p),
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as well as hybrids of these conditions. By counting curves in X which satisfy these
extra constraints, we get corresponding L∞ augmentations CHA(Y )→ Λ≥0, denoted by
<p1, ..., pr>, <T mp>, and <p, ..., p︸ ︷︷ ︸
b
> respectively. The first type of constraint is a
standard part of symplectic field theory and is described (in slightly different language)
in [18]. The second type of constraint is based on the setup of Cieliebak–Mohnke [7]. The
local tangency constraints we consider are closely related to but subtly different from a
gravitational descendant condition at a point (see Remark 5.5 for more details). The third
type of constraint is most naturally formulated in terms of curves in a multiple blow-up of
X in a specified homology class. In §5.5, we combine all of these constraints into a unified
framework by considering curves in a symplectic cobordism with extra negative ends. The
basic idea is to count curves with specified ends after removing small neighborhoods of
points p1, ..., pr from X. This allows us to combine constraints into general augmentations
of the form <(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>, which can all be defined
within a standard SFT framework. By plugging these augmentations in the formalism of
§6.1, these give rise to symplectic capacities. In §5.7, we discuss a relation between the
three types of constraints, based on the fact that constraints at different points in the
target space can be “pushed together” into constraints at a single point.
Remark 5.1. The above constraints can also be posed for closed curves in say a closed
symplectic manifold (M,β), giving rise to Gromov–Witten-type invariants rather than
L∞ augmentations. We denote the corresponding curve counts in homology class A ∈
H2(M ;Z) by
GWM,A<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)> ∈ Q.
Most of the above L∞ augmentations are not stable under products with C. Indeed,
each constraint T mijpk prescribes a negative end of a curve, whereas we only expect
curves with one negative end to stabilize (c.f. the index computation in §1.1). The
exception is the L∞ augmentation <T mp>, which is formulated in terms of a single
negative end. As such, it linearizes to an augmentation
lin<T mp> : CHlin(X)→ Λ≥0
which is dimensionally stable. The details are discussed in §5.4.
5.1. Point constraints. Let (X2n, ω) be a symplectic cobordism between (Y +, α+)
and (Y −, α−). The induced L∞ cobordism map Φ : CHA(Y +)→ CHA(Y −) is defined
in terms of index 0 moduli spaces MX,A(Γ+; Γ−). We can also consider the versions
MX,A,r(Γ+; Γ−) with an additional r (ordered) marked points freely varying in the
domain. These moduli spaces come with evaluation maps ev :MX,A,r(Γ+; Γ−)→ X×r.
Fixing pairwise distinct points p1, ..., pr ∈ X, we define the moduli space of curves with
r point constraints by
MX,A(Γ+; Γ−)<p1, ..., pr> := ev−1({p1} × ...× {pr}).
Note that each point constraint cuts down the expected dimension by 2n − 2, so
MX,A(Γ+; Γ−)<p1, ..., pr> having index 0 corresponds toMX,A,r(Γ+; Γ−) having index
r(2n−2). The combinatorial structure of the boundary strata ofMX,A(Γ+; Γ−)<p1, ..., pr>
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is such that a typical element of ∂MX,A(Γ+; Γ−)<p1, ..., pr> consists of a pseudoholomor-
phic building with one “main” level in X and some number of levels in the symplectization
R × Y ±. Note that the curves in the main level may be disconnected, and the point
constraints p1, ..., pr are distributed arbitrarily between the different components in X.
We define the point-constrained L∞ cobordism map Φ<p1, ..., pr> : CHA(Y +) →
CHA(Y −) in the same way that we defined the L∞ cobordism map Φ : CHA(Y +) →
CHA(Y −), but now imposing the point constraints p1, ..., pr. In particular, if (X,ω) is a
symplectic filling, we get an L∞ augmentation
<p1, ..., pr> : CHA(Y )→ Λ≥0.
As in §3.4, it follows from the general invariance properties of rational symplectic field
theory that <p1, ..., pr> is independent of all choices, including the precise locations of
the points p1, ..., pr ∈ X, up to (filtered) L∞ homotopy.
Remark 5.2. More generally, instead of requiring curves to pass through points p1, ..., pr,
we could require them to pass through r chosen cycles in X. However, in this paper we
will only make use of the point class, since this is the only homology class relevant to all
symplectic fillings regardless of their topological type.
Remark 5.3. There is another L∞ augmentation CHA(Y )→ Λ≥0 which is very similar
to <p1, ..., pr> but does not reference the filling (X,ω). It is defined in the same way
except that we pick the points p1, ..., pr to lie in R×Y rather than X, and we count curves
in R×Y rather than in X. These curves still have no negative ends, and here we think of
R×Y as a symplectic cobordism rather than a symplectization (i.e. we do not quotient by
translations in the target). In some cases these two L∞ augmentations coincide. Namely,
if for every Γ+ ∈ S(Y, α) we have #MX(Γ+;∅) = 0, then by a neck-stretching argument
the relevant curves in X̂ are in correspondence with curves in R× Y .
For example, this holds for ellipsoids E(a1, ..., an) for index reasons. More generally,
if we have c1(X,ω) = 0 and every Reeb orbit γ of Y satisfies CZ(γ) > |n− 3|, then for
all Γ+ = (γ+1 , ..., γ
+
k ) ∈ S(Y, α) we have indMX(Γ+;∅) > 0, so there are no rigid genus
zero anchors in X. Indeed, we have
indMX(Γ+;∅) = (n− 3)(2− k) +
k∑
i=1
CZ(γ+i ) > (n− 3)(2− k) + k|n− 3| ≥ 0.
For r = 1, the L∞ augmentation <p> : CHA(Y ) → Λ≥0 induces a linearized
L∞ augmentation lin<p> : CHlin(X) → Λ≥0. As mentioned in the introduction, its
first component 1lin<p> : CHlin(X) → Λ≥0 is part of the SFT model for symplectic
cohomology considered in [4]. For r ≥ 2 the L∞ augmentation <p1, ..., pr> : CHA(Y )→
Λ≥0 does not induce an L∞ augmentation CHlin(X)→ Λ≥0. Indeed, even the chain map
1<p1, ..., pr> : CHA(X) → Λ≥0 does not induce a chain map CHlin(X) → Λ≥0. The
essential reason is that an index 1 curve in X with two point constraints can degenerate
into a configuration for which the marked points lie on different curve components in X.
5.2. Tangency constraints. Following Cieliebak–Mohnke [7, 6], we can consider
curves in a symplectic cobordism (X,ω) satisfying certain local tangency constraints.
Let J be an admissible almost complex structure on X̂ which is integrable near a chosen
point p ∈ X, and let D be a germ of complex divisor in Op(p). Suppose we have a
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J-holomorphic map u : Σ→ X̂ and a marked point z ∈ Σ such that u(z) = p. In this
situation there is a well-defined notion of u being tangent to D of order m at z, which
one can formulate in local coordinates and then show to coordinate-independent (see [7]
for details). LetMX,A(Γ+; Γ−)<T mp> be defined in the same way asMX,A(Γ+,Γ−),
but now with the constituent curves having one marked point z which maps to p and is
tangent to D of order m at z. It is shown in [7, Prop 3.1] that for generic J (which can
be assumed to be fixed and integrable near p), the moduli spaceMX,A(Γ+; Γ−)<T mp>
is, at least near a somewhere injective curve u, a smooth manifold of dimension
(n− 3)(2− s+ − s−) +
s+∑
i=1
CZ(γ+i )−
s−∑
j=1
CZ(γ−j ) + 2c1(X,ω) ·Au − (2n− 2)− 2m.
Note that the T mp constraint is a real codimension 2n − 2 + 2m condition. If we fix
distinct points p1, ..., pr ∈ X and a divisor germ Di at each pi, for m1, ...,mr ∈ Z≥0 we
can similarly define the moduli spaceMX,A(Γ+,Γ−)<T m1p1, ..., T mrpr> by considering
curves with marked points z1, ..., zr, with zi mapping to pi and tangent to Di of order
mi.
Now suppose that (X,ω) is a symplectic filling of (Y, α). By counting index 0
curves in compactified moduli spacesMX,A(Γ+,∅)<T m1p1, ..., T mrpr>, we get an L∞
augmentation <T m1p1, ..., T mrpr> : CHA(Y ) → Λ≥0. In the special case r = 1, we
also have an induced linearized L∞ augmentation lin<T mp> : CHlin(X)→ Λ≥0.
Remark 5.4. In a closed symplectic manifold, the analogous counts of closed curve with
tangency constraints are considered in [48]. It is shown in that setting that these give
enumerative invariants which can be defined for all semipositive symplectic manifolds
using only classical transversality techniques.
Remark 5.5 (on the relationship between tangency constraints and gravitational de-
scendants). Here we compare curve counts with the tangency constraint <T mp> to the
gravitational descendant condition <ψmp>. For simplicity, assume that (M2n, β) is a
closed symplectic manifold, and let A ∈ H2(M ;Z) be a homology class such that
indM,A = 2n− 6 + 2c1(M,β) ·A− (2n− 2)− 2m = 0.
In the context of algebraic Gromov–Witten theory, recall that one defines GWM,A<ψmp> ∈
Q as follows. Consider the space MM,A,1 of genus zero stable maps to M in the ho-
mology class A with one marked point. This space comes with an evaluation map
ev :MM,A,1 → CP2 and a complex line bundle L→MM,A,1 whose fiber over a curve is
the cotangent space to the curve at the marked point. We then set
GWM,A<ψ
mp> :=
∫
[MM,A]vir
ev∗([p]∨) ∪ c1(L) ∪ ... ∪ c1(L)︸ ︷︷ ︸
m
,
where [p]∨ ∈ H2n(M ;Q) denotes the point class and [MM,A]vir ∈ H2n−4+2c1(M,β)·A(M ;Q)
is the virtual fundamental class. The case of open curves is more subtle, since then L
is a line bundle over a space with codimension one boundary, but it does also appear in
the literature (see for example [17, 52, 19]). Now suppose that D is a smooth divisor
passing through p ∈M . In [25] (see also [60]) it is observed that the line bundle L⊗k for
k ∈ Z>0 has a partially defined section σk, given by the k-jet of a curve at the marked
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point in the direction normal to D. The intersection of the locus ev−1(p) ∩ σ−11 (0) ∩
... ∩ σ−1m (0) with the main stratumMM,A,1 consists of curves with smooth domain which
are tangent to D to order m at the marked point. The count of such curves would
give precisely m!GWM,A<ψmp>, provided we knew that the sections σ1, ..., σm were
sufficiently transverse and nonvanishing along the boundary strata MM,A,1 \ MM,A,1.
However, it turns out that these sections always vanish on the boundary strata, and this
typically gives additional contributions to the descendant invariant.
As a simple example, we have 2!GWCP1,deg=2<ψ
2p> = 1/2, which follows easily from
the genus zero topological recursion formula (see for example [41]). By contrast, we have
GWCP1,deg=2<T 2p> = 0. In fact, the compactified moduli space MCP1,deg=2<T 2p>
is empty, essentially because there are no degree two Hurwitz maps CP1 → CP1 with
an order three branch point over p. As a slightly more interesting example, we have
4!GWCP2,2[L]<ψ
4p> = 3, whereas GWCP2,2[L]<T 4p> = 118 (see §5.7 below). One can
show that discrepancies in both cases come from a configuration with two degree 1 curves
joined by a central ghost component containing one marked point.
Nevertheless, at least in the case of a global divisor, Gathmann [25] gives explicit
descriptions of the extra boundary contributions occurring in the descendant invariants,
described in terms of “comb configurations” related to the ghost configurations above. This
is related to the general fact that relative Gromov–Witten invariants can be reduced to
absolute Gromov–Witten invariants, possibly with gravitational descendants (c.f. [44, 51]).
It might also be possible to extend this approach to the local divisor case in order to
give explicit descriptions of the descendant invariants GWM,A<ψmp> in terms of the
tangency invariants GWM,A<T mp>, plus extra discrepancy configurations.
Example 5.6. We consider the example of the two-ball B2. Let α1, α2, α3, ... denote
the Reeb orbits of ∂B2. Firstly, following [4], the symplectic cochain complex SC(B2)
over K has a model with the following generators
• αˇk for k ≥ 1, with A(αˇk) = k and |αˇk| = 1− 2k
• αˆk for k ≥ 1, with A(αˆk) = k and |αˆk = −2k
• e, with A(e) = 0 and |e| = 0.
The differential ∂ is given by
• ∂(αˇ1) = 1
• ∂(αˇk) = αˆk−1 for k ≥ 2
• ∂(αˆk) = 0 for k ≥ 1
• ∂(e) = 0.
In this model the higher BV operators ∆2,∆3, ... are trivial, while ∆1 is given by
• ∆1(αˇk) = kαˆk for k ≥ 1
• ∆1(αˆk) = 0 for k ≥ 1
• ∆1(e) = 0.
The S1-equivariant chain complex is given by setting SCS1(B2) = SC(B2)⊗ K[u−1] and
∂S1 = ∂ + u∆1. The complex SCS1,+(B2) is given by quotienting out K[u−1]e, and
18As pointed out to the author by Chiu-Chu Melissa Liu, one can verify this computation by
elementary projective geometry. However, if one wishes to use the standard integrable almost complex
structure, one must take the local divisor D to be sufficiently generic to avoid degenerate solutions.
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for each m ≥ 0 we get a chain map 〈u−me, ∂S1(−)〉 : SCS1,+(B2)→ K which gives the
coefficient of u−me after applying ∂S1 .
The linearized contact homology complex CHlin(B2) over K simply has one generator
xαk for each k ≥ 1, with A(xαk) = k and |xαk | = 1 − 2k. For m ≥ 0, the chain
map 1lin<T mp> : CHlin(B2) → K counts certain Hurwitz covers of B2 with an order
m + 1 branch point over p ∈ B2, and we have 1lin<T mp>(αk) = 1 if k = m + 1
and 0 otherwise. There are also natural K-linear inverse chain homotopy equivalences
Φ : SCS1,+(B
2)→ CHlin(B2) and Ψ : CHlin(B2)→ SCS1,+(B2), with
• Φ(αˇk) = xαk for k ≥ 1
• Φ(u−jαˇk) = 0 for j ≥ 1
• Φ(u−jαˆk) = 0 for j ≥ 0 and k ≥ 1,
and
Ψ(xαk) = αˇk− u
−1
k−1 αˇk−1 +
u−2
(k−1)(k−2) αˇk−2− ...+(−1)k−2 u
−k+2
(k−1)...(3)(2) αˇ2 +(−1)k−1 u
−k+1
(k−1)! αˇ1
for k ≥ 1. Observe that the chain maps 〈u−me, ∂S1(−)〉 : SCS1,+(B2) → K and
1lin<T mp> ◦ Φ : SCS1,+(B2) → K agree up to chain homotopy and a scalar factor
(−1)m−1
(m−1)! , and similarly for the chain maps 〈u−me, ∂S1(−)〉 ◦ Ψ : CHlin(B2) → K and
1lin<T mp> : CHlin(B2)→ K.
Remark 5.7. The above example can in fact be generalized from B2 to any symplectic
filling X. Namely, Bourgeois–Oancea [5] give inverse chain homotopy equivalences
Φ : SCS1,+(X) → CHlin(X) and Ψ : CHlin(X) → SCS1,+(X), and we claim that the
chain maps 〈u−me, ∂S1(−)〉 and 1lin<T mp> are identified after precomposing with Φ
and Ψ, up to the same scalar factor. Indeed, using the ideas from §5.4, we can first
generalize from B2 to the ellipsoid E(1, S, ..., S) for S sufficiently large. Since any X
contains a symplectic embedding of E(ε, εS, ..., εS) for ε > 0 sufficiently small, and since
both of the above augmentations associated to X can be factored as a cobordism map
for X \ E(ε, εS, ..., εS) followed by an augmentation associated to E(ε, εS, ..., εS), this
suffices. We also expect a generalization of this argument to hold at the level of L∞
structures, although writing down the explicit chain level L∞ structures is more involved.
5.3. Blow-up constraints. We also count curves with nodal singularities or higher
order self-contact singularities. These conditions are most naturally posed by considering
curves in a suitable symplectic blow-up at finitely many points. First suppose that
(M2n, β) is a closed symplectic manifold with 2n ≥ 4. Fix distinct points p1, ..., pr ∈
X and let X˜ denote a symplectic blow-up of X at the points p1, ..., pr. Recall that
the symplectic blow-up construction starts with a collection of disjoint Darboux balls
B1, ..., Br, with Bi centered at pi and having area ai. Then X˜ is given by removing each Bi
from X and collapsing its boundary along the Hopf fibration. Note that X˜ depends on the
points p1, ..., pr and balls B1, ..., Br up to symplectomorphism, but not up to symplectic
deformation equivalence. Each collapsed boundary ∂Bi gives rise to an exceptional divisor
Ei ⊂ X˜, which is a symplectically embedded copy of CPn−1 whose line Li ⊂ Ei has area ai.
Note that the homology group H2(X˜;Z) naturally splits as H2(X;Z)⊕ Z〈[L1], ..., [Lr]〉,
and we have [Ei] · [Li] = (−1)n−1[pt], where [pt] ∈ H0(X˜;Z) is the point class. Therefore
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we can uniquely write any class A˜ in H2(X˜;Z) as A˜ = A + C1[L1] + ... + Cr[Lr] for
C1, ..., Cr ∈ Z, where
∑r
i=1Ci[Li] is the “exceptional part” of A˜.
For b1, ..., br ≥ 1, we introduce the following notation:
GWX<(p1, ..., p1)︸ ︷︷ ︸
b1
, ..., (pr, ..., pr)︸ ︷︷ ︸
br
> :=
∑
A∈H2(X;Z)
T [ω]·A]GWX,A<(p1, ..., p1)︸ ︷︷ ︸
b1
, ..., (pr, ..., pr)︸ ︷︷ ︸
br
>,
where GWX,A<(p1, ..., p1)︸ ︷︷ ︸
b1
, ..., (pr, ..., pr)︸ ︷︷ ︸
br
> is defined to be b1!...br!GWX˜,A−b1[L1]−...−br[Lr].
Here the extra combinatorial factor b1!...br! has the effect of ordering the points mapping
to each exceptional divisor Ei, which is convenient since the marked points in the definition
of GWX,A<p1, ..., pr> are also ordered. Note that the Novikov exponent T [ω]·A ignores
the exceptional part −b1[L1]− ...− br[Lr], and hence is independent of the sizes ai of
the blow-up, which we think of as being arbitrarily small.
Now suppose that (X,ω) is a symplectic cobordism between (Y +, α+) and (Y −, α−).
We can define an L∞ homomorphism
Φ<(p1, ..., p1)︸ ︷︷ ︸
b1
, ..., (pr, ..., pr)︸ ︷︷ ︸
br
> : CHA(Y +)→ CHA(Y −)
as follows. The homology group H2(X˜,Γ+ ∪ Γ−;Z) naturally splits as a direct sum of
H2(X,Γ
+ ∪ Γ−;Z) and Z〈[L1], ..., [Lr]〉. The definition of Φ<(p1, ..., p1)︸ ︷︷ ︸
b1
, ..., (pr, ..., pr)︸ ︷︷ ︸
br
>
is similar to that of the L∞ homomorphism Φ : CHA(Y +) → CHA(Y −) from §3.4.2,
with Φk<(p1, ..., p1)︸ ︷︷ ︸
b1
, ..., (pr, ..., pr)︸ ︷︷ ︸
br
>(w1, ..., wk) given by
∑
J1unionsq...unionsqJm={1,...,N}
Γ−1 ,...,Γ
−
m∈S(Y −,α−)
#M
X˜,A˜1
(Γ+1 ; Γ
−
1 )...#MX˜,A˜m(Γ
+
m; Γ
−
m)
T [ω]·(A1+...+Am)b1!...br!
µΓ−1
...µΓ−mκΓ−1
...κΓ−m
xΓ−1
...xΓ−m ,
but where the sum is now over all homology classes A˜1, ..., A˜m ∈ H2(X˜,Γ+i ∪Γ−i ;Z) such
that the total exceptional part of A˜1 + ...+ A˜m is −b1[L1]− ...− br[Lr]. In the case that
(X,ω) is a filling of (Y, α), we get an L∞ augmentation
This does not generally induce an L∞ augmentation of CHlin(X), unless r = 1 and
b1 = 1. Also, the case b1 = ... = br = 1 agrees with Φ<p1, ..., pr> from the previous
subsection.
5.4. Behavior under dimensional stabilization. Here we discuss the extent to
which curve counts persist to higher dimensions. Let (X,ω) be an exact symplectic filling
of (Y, α). We will show that the linearized contact homology L∞ algebra CHlin(X) is
invariant under taking a product with C, in a suitable sense. Similar statements hold
for the L∞ augmentation <T kp> : CHlin(X,ω) → Λ≥0 and the L∞ cobordism map
CHlin(X
′)→ CHlin(X) given an exact symplectic embedding (X,ω) ↪→ (X ′, ω′).
Naively, the main point is that, for a split almost complex structure, curves in the
product X ×C are given by a product of curves in each factor, and curves in C effectively
must be constant. However, there are a few subtleties to address before making this
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precise. For one, the product X × C is not strictly speaking a symplectic filling, due to
its noncompactness. If we replace C with the two-ball B2(a) of area a, then X ×B2(a)
is compact but has corners. We can smooth the corners to obtain an honest symplectic
filling, but the smoothing process is not entirely canonical. In particular, different choices
of smoothings lead to different Reeb dynamics. Moreover, an admissible almost complex
structure for the smoothed product is no longer split, so we cannot quite argue via
the projection to the C factor. Another issue is that the index of a punctured curve
typically changes under stabilization and can potentially become negative, meaning that
stabilized curves might be irregular and disappear after a small perturbation. Since CHlin
effectively involves curves with one negative end, it should stabilize in a straightforward
way (in contrast to CHA, which involves multiple negative ends). However, the L∞
structure maps of CHlin technically count anchored curves with one negative end, hence
the symplectization components could still have multiple negative ends and some care is
needed.
Remark 5.8. The papers [31, 10, 11, 46] also prove stabilization theorems similar in
spirit to and provide inspiration for the one in this paper. The setup is slightly different,
since those papers work directly with somewhere injective curves rather than SFT moduli
spaces, and they rule out superfluous curves using an S1-symmetry argument.
To address the above issues, we first need to discuss the smoothing process more
carefully. By picking a smoothing X _× B2(S) of X ×B2(S) which looks like a product
on a neighborhood of X ×{0}, we can work with an admissible almost complex structure
which is split on that neighborhood. This choice of smoothing produces Morse–Bott
families of Reeb orbits, but we can handle this in a standard fashion by adapting
the formalism to the Morse–Bott setting. By taking the neighborhood on which the
smoothing looks like a product to be sufficiently wide, say X ×B2(R) for S > R 0,
we can arrange that any curve with ends in the slice X̂ × {0} is either entirely contained
in that slice or else has very large symplectic energy.
In more detail, given 0 < R < S, let X _× B2(S) denote a subdomain of the
naive product X × B2(S) such that X _× B2(S) is a symplectic filling with respect to
the restriction of the product symplectic form, and such that it contains the product
subdomain X ×B2(R). In particular, this means that X _× B2(S) has smooth boundary
which is a contact hypersurface. By default we think of R as being arbitrarily close
to S. We also fix a contact form for ∂(X _× B2(S)) which on Y × B2(R) is given by
α+ λstd. Then each Reeb orbit γ of Y gives rise to a disk’s worth of Reeb orbits γ×{z},
z ∈ B2(R), in ∂(X _× B2(S)). We assume that the contact form α is nondegenerate,
so that these families of Reeb orbits are Morse–Bott, while all other Reeb orbits of
∂(X
_× B2(S)) are nondegenerate. We can also assume that all the nondegenerate Reeb
orbits have action greater than R.
Recall from §3.4.2 that the L∞ structure on CHlin(X) is defined by counting index
1 rational curves in the symplectization R × Y with several positive punctures Γ+ =
(γ+1 , ..., γ
+
k ), one negative puncture Γ
− = (γ−), plus some number of index 0 anchors in X.
LetMX,anch(Γ+,Γ−) denote the corresponding compactified moduli space of anchored
configurations of total index 1, taken as a union over all possible anchors. Note that the
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total index of a representative u ∈MX,anch(Γ+,Γ−) is given by
ind(u) = (n− 3)(1− k) +
k∑
i=1
CZ(γ+i )− CZ(γ−) + 2c1(Y, α) ·Au,
although in principle some of the constituent curves could have negative index in the
absence of virtual perturbations.
Strictly speaking, the definition of CHlin from §3.4 not apply to X
_× B2(S) on account
of the Morse–Bott Reeb dynamics. One could extend the definition to this situation by
taking a limit over small nondegenerate perturbations of X _× B2(S), but instead we will
consider a Morse–Bott formulation. Namely, we extend the formalism from §3.4.2 to the
Morse–Bott case by picking a Morse function on each Morse–Bott locus of Reeb orbits
and taking the new generators to be the critical points of these Morse functions. The
differential and higher L∞ structure maps then count cascades (c.f. [2]) consisting of
pseudoholomorphic buildings joined by gradient descent flow segments. We denote the
relevant compactified moduli spaces byMMBX_×B2(S),anch(−,−). For γ a Reeb orbit of ∂X,
we will sometimes also denote the corresponding generator in CHlin(X
_× B2(S)) by γ
when no confusion should arise.
We pick a Morse function on each locus γ × B2(R) with a unique maximum at
γ × {0}. We also pick an admissible almost complex structure on the completion of
X
_× B2(S) which when restricted to X̂ × B2(R) is a product of admissible almost
complex structures. Similarly, we pick an admissible almost complex structure on the
symplectization R× ∂(X _× B2(S)) which is split on (R× ∂X)×B2(R). Now consider a
cascade inMMBX_×B2(S),anch(−;−) whose positive ends are of the form γ1×{0}, ..., γk×{0}
for γ1, ..., γk Reeb orbits of ∂X. Such a cascade involves curve components in the
symplectization R×∂(X _× B2(S)) and the completion of X _× B2(S), as well as gradient
flow segments in the Morse–Bott loci. First suppose that every curve component is entirely
contained in either (R× ∂X)×B2(R) or X̂ ×B2(R). Then each such component must
project to a punctured curve in B2(R) with all punctures asymptotic to 0 ∈ B2(R), so
this projection is necessarily constant. In fact, by considering the matching conditions for
the gradient flow segments of a cascade, this implies that the entire cascade is contained
in the slices (R × ∂X) × {0} and X̂ × {0}, and hence corresponds to an element of a
moduli spaceMX,anch(−,−). Otherwise, the cascade contains at least one component
which does not entirely project to B2(R). By restricting to a nontrivial curve component
lying over B2(R) and considering its projection, we see that the cascade must have energy
at least R. In summary, elements ofMMBX_×B2(S),anch(−,−) with positive ends stabilized
from ∂X and with energy less than R are in one-to-one correspondence with elements of
Manch(−,−) of energy less than R, so we have:
Proposition 5.9. For any C > 0 we can find S sufficiently large so that there is a
natural inclusion of L∞ algebras CHlin(X)/(TC) ↪→ CHlin(X _× B2(S))/(TC).
Similarly, we can define the L∞ augmentation <T mp> : CHlin(X _× B2(S))→ Λ≥0
using Morse–Bott moduli spaces MMBX_×B2(S)(−;∅)<T mp>. Given the local divisor
D ⊂ X at p, we take the local divisor in X _× B2(S) to be of the form D ×B2(ε). By
considering the restrictions of curves to X̂ ×B2(R) and their projections to B2(R), we
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can show as above that all curves in the completion of X _× B2(S) which are not entirely
contained in the slice X̂ × {0} have large symplectic energy, and hence we have:
Proposition 5.10. Under the inclusion of Proposition 5.9, we can further arrange
that the L∞ augmentation X_×B2(S)<T mp> : CHlin(X _× B2(S))/(TC) → Λ≥0/(TC)
restricts to the L∞ augmentation X<T mp> : CHlin(X)/(TC)→ Λ≥0/(TC).
Lastly, suppose that (X,ω) ↪→ (X ′, ω′) is an embedding such that X ′ \ X is an
exact symplectic cobordism. The L∞ cobordism map CHlin(X ′)→ CHlin(X) is defined
by counting elements of MMBX′\X,anch(−;−). We can construct the smoothed product
X ′ _× B2(S) in such a way that it contains X _× B2(S) as subdomain, and we have:
Proposition 5.11. Under the inclusion of Proposition 5.9, we can further arrange that
the L∞ cobordism map ΦX′_×B2(S)\X_×B2(S) : CHlin(X ′ _× B2(S))/(TC)→ CHlin(X _× B2(S))/(TC)
restricts to the L∞ cobordism map ΦX′\X : CHlin(X ′)/(TC)→ CHlin(X)/(TC).
Addendum 5.12. In the absence of anchors (which holds in our intended examples
for index reasons - c.f. Remark 5.3), one can give alternative proofs of Proposi-
tions 5.9, 5.10, 5.11 by adapting the proof of [48, Lemma 3.1.7]. For this it is more
convenient to work with a smoothing X _× B2(S) of X ×B2(S) such that each Reeb orbit
of ∂X stabilizes to a nondegenerate Reeb orbit of ∂(X _× B2(S)) with normal Conley–
Zehnder index equal to one (see [50]). We can then invoke positivity of intersection to
argue that all index zero rational curves X̂ × C and R × ∂(X × C) with one negative
end and all asymptotic Reeb orbits stabilized from ∂X must be entirely contained in the
divisors X̂ × {0} and R× ∂X respectively – see [48, Lemma 3.1.7] for details. Note that
since these divisors are noncompact, we must invoke Siefring’s intersection theory to
handle intersection points near the punctures (see e.g. [58, 50]). This approach has the
advantage of avoiding Morse–Bott techniques, and also does not require working modulo
TC .
5.5. Constraints via extra negative ends. We now give an alternative formula-
tion of the local tangency constraint <T mp>, defined by excising a skinny ellipsoid and
counting curves with an extra negative end. This has the advantage of putting the L∞
augmentations <T mp> : CHlin(X) → Λ≥0 into a unified SFT framework and sheds
light on the nature of the local tangency constraint.
Let (X2n, ω) be a symplectic filling of (Y, α), and suppose we are interested in un-
derstanding the L∞ augmentation X,lin<T mp> : CHlin(X) → Λ≥0. To see how the
constraint <T mp> can be reformulated in terms of extra negative ends, let U ⊂ X
be a small neighborhood of p which is symplectomorphic to the ball B2n(ε) of area
ε. By stretching the neck along the boundary of U , we find that X,lin<T kp> is L∞
homotopic to the composition U,lin<T kp> ◦ Φlin, where Φlin denotes the L∞ cobordism
map Φlin : CHlin(X) → CHlin(U). Here U,lin<T mp> : CHlin(U) → Λ≥0 is identified
with the L∞ augmentation B2n(ε),lin<T mp> : CHA(B2n(ε))→ Λ≥0, and can be defined
either using Morse–Bott techniques as in the previous section or by slightly perturbing
B2n(ε) to E(ε + δ1, ..., ε + δn), where 0 < δ1 < ... < δn are small compared to ε and
rationally independent. The data associated to B2n(ε) is essentially the same as that
of the unit ball B2n, up to rescaling action. Recall that, after listing the Reeb orbits
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of E(ε+ δ1, ..., ε+ δn) in order of increasing action, the kth orbit has Conley–Zehnder
index n − 1 + 2k, and in particular the L∞ operations on CHlin(B2n) are all trivial
for degree parity reasons. We will not endeavor to compute the L∞ augmentation
B2n,lin<T mp> here, although the computations for CP2 in [48] can be viewed as the
special case where all inputs are the long simple Reeb orbit of the (slightly perturbed)
four-ball. Presently, the main point is that we can use this augmentation to recover the
augmentation X,lin<T mp> from the cobordism map Φlin in a “universal” way.
However, to obtain a cleaner reformulation of the constraint <T mp>, it is more
convenient to replace the round neighborhood U by a neighborhood V which is symplec-
tomorphic to a small skinny ellipsoid Esk := E(ε, L, ..., L), where ε and L are both small
and we have L ε. The reason is that the L∞ augmentation Esk,lin : CHlin(Esk)→ Λ≥0
is particularly simple. Indeed, let α1 denote the simple Reeb orbit of ∂Esk of action
ε, and let αk denote its k-fold iterate for k ∈ Z>0. Note that all other Reeb orbits of
∂Esk have action at least L, and for L sufficiently large compared to ε they also have
arbitrarily large Conley–Zehnder indices.
Proposition 5.13. For L sufficiently large relative to ε, klin<T mp>(αm1 , ..., αmk) is
equal to T (m+1)ε if k = 1 and m1 = m+ 1, and 0 otherwise.
Proof. We find as in the proof of Proposition 5.10 that the compactified moduli space
MEsk((αm1 , ..., αmk);∅)<T mp> reduces toMB2(ε)((αm1 , ..., αmk);∅)<T mp>. We can
easily compute #MB2(ε)((αm1 , ..., αmk);∅)<T mp> as a count of Hurwitz covers of
CP1 with a branch point of order m + 1 over p ∈ B2 and branch points of orders
m1, ...,mk over ∞. In particular we must have m1 + ...+mk = m+ 1. As an element
ofMEsk((αm1 , ..., αmk);∅)<T mp>, the index of such a curve is computed to be 2k − 2,
which means that klin<T mp>(αm1 , ..., αmk) vanishes for degree reasons unless k = 1. 
The upshot is that the L∞ augmentation X,lin<T mp> can be described (up to L∞
homotopy) in terms of the L∞ cobordism map Φlin : CHlin(X)→ CHlin(V ) via:
kX,lin<T mp>(−, ...,−) = T (m+1)ε · 〈Φklin(−, ...,−), αm+1〉.
Here for γ1, ..., γk ∈ CHlin(X), 〈Φklin(γ1, ..., γk), αm+1〉 is the coefficient of the generator
αm+1 in Φklin(γ1, ..., γk) ∈ CHlin(V ). Not that the extra factor T (m+1)ε is present to
compensate for the fact that the orbits of V have not-quite-zero action.
Remark 5.14. In principle we can similarly apply neck-stretching to reformulate the
blowup augmentation X<p, ..., p︸ ︷︷ ︸
b
> : CHA(Y ) → Λ≥0 and its generalizations in terms
of curves in X \ Esk. Indeed, we find that the L∞ augmentation X<p, ..., p︸ ︷︷ ︸
b
> is L∞
homotopic to the composition Esk<p, ..., p︸ ︷︷ ︸
b
>◦Φ, where Φ : CHA(Y )→ CHA(Esk) denotes
the L∞ homomorphism associated to the cobordism X \Esk. However, we note that there
is no simple analogue of Proposition 5.13 in this setting. For example, consider the term
1Esk<p, p>(α2), where α2 denotes the two-fold cover of simple Reeb orbit of ∂Esk of
minimal action. One can show using the relative adjunction formula and ECH writhe
bounds [37] that there are no somewhere injective planes in the one-point blowup of Esk
HIGHER SYMPLECTIC CAPACITIES 55
with top end asymptotic to α2. However, there is a two-level building representing such a
term, with top level in R× ∂Esk consisting of a double cover of a trivial cylinder with top
end asymptotic to α2 and two bottom ends asymptotic to α1, and with bottom level in Esk
consisting of two planes each asymptotic to α1. The count of such buildings and hence
the determination of the coefficient Esk<p, p>(α1, α1) depends on the particularities of
the chosen virtual perturbations used, i.e. it is not completely canonical.
5.6. Multibranched tangency constraints. Now suppose we have a symplectic
filling (X,ω) of (Y, α), and fix integers b1, ..., br ≥ 1 and mij ≥ 1 for 1 ≤ i ≤ r, 1 ≤ j ≤ bi.
We can also define an L∞ augmentation
<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)> : CHA(Y )→ Λ≥0
which counts curves “multibranched” tangency constraints at the pionts p1, ..., pr. For
example, the constraint <T m1p, ..., T mbp> corresponds to curves with b local branches
passing through p, such that the ith local branch has tangency order mi for the local
divisor D for i = 1, ..., b. These augmentations have not yet appeared in the literature,
although analogous counts for closed curves in semipositive symplectic manifolds are
defined in [48].
We can also put these counts into an SFT framework as follows. Let X ′ = X \
(V1 ∪ ... ∪ Vr) be the resulting symplectic cobordism after removing r pairwise disjoint
neighborhoods V1, ..., Vr ⊂ X each symplectomorphic to a small skinny ellipsoids as
in Esk above. Let ΦX′ : CHA(Y ) → CHA(∂V1 ∪ ... ∪ ∂Vr) denote the L∞ cobordism
map associated to X ′. Note that we have an identifcation CHA(∂V1 ∪ ... ∪ ∂Vr) =
CHA(∂V1)⊗ ...⊗CHA(∂Vr) as Λ≥0-modules, with both L∞ structures trivial. We define
<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>(γ1, ..., γk) by
TA(w1)+...+A(wr)µΓ1 ...µΓr · 〈Φ(γ1, ..., γk),Γ1 ⊗ ...⊗ Γr〉,
where wΓi = αmi1+1...αmibi+1
∈ CHA(∂Vi) for i = 1, ..., r. Here the combinatorial
factor µΓ1 ...µΓr plays the role of b1!...br! from the §5.3 and has the effect of ordered
the constrained marked points. That is, we count rational curves in X ′ with positive
ends γ1, ..., γk and bi specified negative ends on each ∂Vi, and each negative end is a
mij-fold iterate of the simple short orbit α1. As explained in [48], in the case of a closed
symplectic manifold (M,β), by similarly counting curves in M \ (V1 ∪ ... ∪ Vr) with
specified negative ends (and no positive ends), we define invariants
GWM,A<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)> ∈ Q.
5.7. Pushing points together. As observed in [48], we can combine multibranched
tangency constraints at several different points to produce various constraints at a single
point. For simplicity, we restrict to the case of dimension four. The starting point is
the following heuristic, which appears in the work [24] of Gathmann. Given an index
zero curve satisfying point constraints at q and p, consider what happens as we vary the
locations of the point constraints such that q approaches p along some tangent vector v
to p. If the marked points in the domain stay separated during the deformation, the limit
should be a curve with two marked points which both map to p1, and we can interpret
this as a curve with a node at p. On the other hand, if the marked points collide in
the domain, the result is a curve with a single marked point mapping to p, where it is
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tangent to the complexification of v. Gathmann makes this precise with the following
formula for curves in CP2:
GWCP2,A<q, p,−> = GWCP2,A<T p,−>+ GWCP2,A<p, p,−>,
where the symbol − is a shorthand for any additional constraints not involving q or p.
Note that the last term can also be written as 2GW
C˜P
2
,A−E .
Using the formulation from the previous subsection, we can make the process of pushing
points together precise by surrounding two small skinny ellipsoidal neighborhoods V1, V2
by another such neighborhood V , and then stretching the neck along the boundary of V .
In the example above with two point constraints q ∈ V1 and p ∈ V2, we start with a curve
with an α1 negative end on each of ∂V1, ∂V2. After neck-stretching, in the cobordism
V \ (V1 ∪ V2) there are two possibities:
• a union of two cylinders, one with an α1 positive end on ∂V and a negative end
on ∂V1 and one with an α1 positive end on ∂V and a negative end on ∂V2.
• a pair of pants with one α2 positive end on ∂V and an α1 negative end on each
of ∂V1, ∂V2.
Looking at the remaining part of the curve in CP2 \ V , the first situation corre-
sponds precisely to GWCP2,A<T p>, while the second situation corresponds precisely to
GWCP2,A<p, p>.
In general, given constraints at two distinct points q, p ∈ M , we can push them
together as above by surrounding V1 ∪ V2 by V and stretching the neck. By studying
curves in the symplectic cobordism V \ (V1 ∪ V2), we get the following outcome (the
details will appear in [48]):
Theorem 5.15 (“pushing points together”). If (M4, β) is a closed four-dimensional
symplectic manifold, we have the following equality:
GWM,A<(T mq), (T m1p, ..., T mbp),−>
= GWM,A<(T mp, T m1p, ..., T mbp),−>+
b∑
i=1
GWM,A<(T m1p, ..., T mi+mpi, ...T mbp),−>.
Similarly, if (X4, ω) is a four-dimensional symplectic filling, we have the following L∞
homotopy:
<(T mq), (T m1p, ..., T mbp),−>
∼ <(T mp, T m1p, ..., T mbp),−>+
b∑
i=1
<(T m1p, ..., T mi+mpi, ...T mbp),−>.
Note that in particular we can reduce all constraints at different points to a positive
linear combination of constraints at a single point. Moreover, by applying this formula
recursively in a somewhat clever way, we can reduce invariants with tangency constraints
to linear combinations of invariants without tangency constraints (but possibly with
constraints at multiple points). A recursive algorithm for doing this is be given in
[48]. For example, this technique can be applied to recursively compute the invariants
GWCP2,d[L]<T 3d−2p> ∈ Q in terms of Gromov–Witten invariants of blow-ups of CP2
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at finitely many points, which in turn are readily computable (c.f. [27]). Putting
Td := GWCP2,d[L]<T 3d−2p>, the first few values we are:
T1 = 1, T2 = 1, T3 = 4, T4 = 26, T5 = 217, T6 = 2110,
etc. Strictly speaking, in order to apply the upper bound in §6.2.3 we only need to know
that these numbers are nonzero, which follows from [48, Corollary 4.1.3].
6. Construction of capacities
6.1. The general construction. We now construct symplectic capacities using the
L∞ augmentations from the previous section. For notational simplicity we will assume
that all domains under discussion are connected.19 Firstly, we have the ones based on
the L∞ structure on linearized contact homology. Given (X,ω) a symplectic filling of
(Y, α), we have L∞ augmentations
lin<T mp> : CHlin(X)→ Λ≥0
for m ≥ 0. We assemble these into a single L∞ homomorphism
lin<T •p> : CHlin(X)→ Λ≥0[t],
with the tm coefficient given by lin<T mp>. For b ∈ SK[t] ⊂ SΛ≥0[t], put
g≤lb (X) := inf{a : T ab = ̂lin<T •p>(x) for some x ∈ B≤lCHlin(X) with ̂`(x) = 0}.
Recall here that ̂` is the differential on the bar complex BCHlin(X). If X is a Liouville
domain, it is easy to check that this definition is equivalent to the one given in the
introduction. We also define the simplified capacities
g≤l<T mp>(X) := inf{a : T a = pi1 ◦ ̂lin<T mp>(x) for some x ∈ B≤lCHlin(X) with ̂`(x) = 0}
= inf
b∈SK[t] : pi1(b)=tm
g≤lb (X),
where pi1 denotes the projection SK[t]→ K[t] to the word length one subspace. In light
of Remark 5.7, in the special case l = 1 we have g≤1
tk
= cGHk+1.
We also define the capacities based on the L∞ structure on the full contact homology
algebra as follows. We assemble the L∞ augmentations
<T m1p, ..., T mbp> : CHA(Y )→ Λ≥0
into a single L∞ homomorphism
<T •p, ..., T •p> : CHA(Y )→ SΛ≥0[t],
where the coefficient of tm1 ... tmb is given by <T m1p, ..., T mbp>. The corresponding
map on bar complexes is
̂<T •p, ..., T •p> : BCHA(Y )→ SSΛ≥0[t].
19Note that if X is say disconnected symplectic filling, then there are for example several different
L∞ augmentations <T mp>CHlin(X)→ Λ≥0, depending on which component of X the point p lies in.
The freedom to choose points in different components plays a role in the disjoint union lower bound
discussed in §6.2.4 below.
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For b ∈ SSK[t] ⊂ SSΛ≥0[t], we define the capacity
r≤lb <T m1p, ..., T mbp>(X) ∈ R>0
by
inf{a : T ab = ̂<T •p, ..., T •p>(x) for some x ∈ B≤lCHA(Y ) with ̂`(x) = 0}.
We also define the simplified capacities
r≤l<T m1p, ..., T mbp> := inf
b∈SSK[t] : pi1(b)=tm1...tmb
r≤lb (X),
where now pi1 denotes the projection SSK[t]→ SK[t].
Remark 6.1. We can also define capacities using the L∞ augmentations involving several
points in the target space
<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)> : CHA(Y )→ SΛ≥0[t].
However, by the discussion in §5.7, these capacities with r > 1 can all be reduced to ones
with r = 1.
6.2. Properties.
6.2.1. Monotonicity. It follows from the basic functoriality properties discussed in
§3.4 and §5 that all of the above capacities are monotone with respect to exact symplectic
embeddings. Indeed, by working on the level of bar complexes this follows from simple
diagram chases as explained in the introduction. Less obviously, these capacities are all
monotone with respect to non-exact symplectic embeddings, provided we omit the word
length refinement “≤ l”. Indeed, let X,X ′ be symplectic fillings of Y, Y ′ respectively, and
suppose we have a symplectic embedding X ↪→ X ′. According to §4, there is a Maurer–
Cartan element cl ∈ CHA(Y ), and an L∞ homomorphism Φ : CHA(Y ′)→ CHAcl(Y ).
Let Y<−> : CHA(Y ) → Λ≥0 and Y ′<−> : CHA(Y ′) → Λ≥0 denote any one of the
augmentations from §5. We can deform Y<−> by cl to define an L∞ augmentation
Y,cl<−> : CHAcl(Y )→ Λ≥0
such that the composition of Φ and Y,cl<−> is L∞ homotopic to Y ′<−>. For
x ∈ BCHA(Y ′) satisfying `(x) = 0 and T a = pi1̂Y ′<−>(x), we then have
0 = Φ̂̂`(x) = ̂`clΦ̂(x) = ̂`(Φ̂(x) exp(cl))
and
T a = pi1̂Y ′<−>(x) = pi1̂Y,cl<−>Φ̂(x) = pi1̂Y<−>(Φ̂(x) exp(cl)).
From this non-exact monotonicity for the corresponding capacity r<−> follows, but
observe that Φ̂(x) exp(cl) ∈ BCHA(Y ) need not lie in the same word-filtration level as
x ∈ BCHA(Y ′). Similar reasoning applies to the capacities rb and the linearized versions.
Remark 6.2. Note that monotonicity provides one way of seeing that our capacities do
not depend on any particular choice of contact form. Indeed, for (X,ω) a symplectic
filling and for any two primitives α and α′ of ω|X , there is an exact symplectic cobordism
of the form [0, δ]× ∂X with primitives α on {0} × ∂X and (1 + δ)α′ on {δ} × ∂X, for
δ > 0 arbitrarily small. We can concatenate (X,ω) with this cobordism to bound the
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capacity corresponding to α by a slight enlargement of the capacity corresponding to α’,
and by symmetry we also get the reverse inequality.
6.2.2. Behavior under stabilization. Using the propositions in §5.4, we have the
following stabilization result:
Proposition 6.3. For (X,ω) a Liouville domain, we have
g≤lb (X
_× B2(S)) = g≤lb (X)
for S sufficiently large.
Proof. According to §5.4, modulo (TC) for C arbitrarily large, we can view CHlin(X)
as an L∞ subalgebra of CHlin(X _× B2(S)), and we can identify the restriction of
the L∞ augmentation <T •p> : CHlin(X _× B2(S)) → Λ≥0 to this subalgebra with
the L∞ augmentation <T •p> : CHlin(X) → Λ≥0. Suppose we have an element
x ∈ B≤lCHlin(X) which satisfies ̂`(x) = 0 and T ab = ̂<T •p>(x). Since X and
X
_× B2(S) are Liouville domains, the T -adic filtrations on CHlin come from increasing
action filtrations. Then by making C larger than the action of x, we can assume that the
element x˜ ∈ B≤lCHlin(X _× B2(S)) corresponding to x is actually closed with respect to
the bar differential. We can similarly assume that ̂<T •p>(x˜) = T ab. This shows that
g≤lb (X
_× B2(S)) ≤ g≤lb (X) for S sufficiently large. On the other hand, for S sufficiently
large we can arrange that any Reeb orbit of ∂(X _× B2(S)) not coming from ∂X has
action greater than g≤lb (X), in which case we also have g
≤l
b (X
_× B2(S)) = g≤lb (X). 
In fact, with slightly more attention, our proof actually shows that it suffices to take
S > g≤lb (X). Define g
≤l
b (X ×B2(S)) to be the supremal g≤lb over all Liouville domains
admitting exact symplectic embeddings into X×B2(S). We get the following refinement:
Proposition 6.4. For (X,ω) a Liouville domain, we have
g≤lb (X ×B2(S)) = g≤lb (X)
for S > g≤lb (X).
Remark 6.5. We do not know whether there is a natural analogue of Proposition 6.3 for
the capacities r<p1, ..., pr> constructed by Hutchings. Notice that if X has dimension 2n,
adding a point constraint is a codimension 2n−2 condition, which is dimension dependent.
For example, for n = 2 the L∞ augmentations lin<T 4p> and lin<p1, ..., p5> have the
same degree, whereas for n = 3 the augmentations lin<T 4p> and lin<p1, p2, p3> have
the same degree.
6.2.3. Upper bounds from closed curves. Let (X,ω) be a symplectic filling of
(Y, α), and assume that H1(Y ;Z) = H2(Y ;Z) = H2(X) = 0. Let (M,β) a closed
symplectic manifold, and suppose there is a symplectic embedding X ↪→ M . By the
discussion in §4, for each A ∈ H2(M ;Z) we have an element exp(cl)A ∈ BCHA(Y )
satisfying ̂`(exp(cl)A) = 0 and its image
pi1̂<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>(exp(cl)A)
agrees with the corresponding closed curve count
T [ω]·AGWM,A<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)> ∈ Q.
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Provided that this latter count is nonzero, this immediately implies the upper bound
r<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>(X) ≤ [ω] ·A.
Similarly, we have exp(cllin)A ∈ BCHlin(X) satisfying ̂`(exp(cllin)A) = 0 and
pi1̂lin<T mp>(exp(cllin)A) = T [ω]·AGWM,A,
which gives the upper bound
g<T mp>(X) ≤ [ω] ·A.
For example, in the case that M is CP2 with its standard Fubini-Study symplectic
form, normalized so that a line has area a, we have
r<p1, ..., p3d−1>(X) ≤ da
g<T 3d−2p>(X) ≤ da
for any symplectic filling X admitting a symplectic embedding into M . Similarly, if M
is CP1 × CP1 with the symplectic form chosen such that the CP1 × {pt} has area a and
{pt} × CP1 has area a′, we have
r<p1, ..., p2d+1>(X) ≤ a′ + da
g<T 2dp>(X) ≤ a′ + da
6.2.4. Disjoint union lower bound. As observed by Hutchings, the capacities r<p1, ..., pr>
satisfy a disjoint union lower bound, similar to the case of ECH capacities. Consider
points p1, ..., pr ∈ X which are pairwise distinct. Suppose that X2n1 , ..., X2nl , l ≥ 1, are
symplectic fillings, with a symplectic embedding of the disjoint union
X1 unionsq ... unionsqXl ↪→ X.
Put Y = ∂X and Yi = ∂Xi for i = 1, ..., l. Since the L∞ augmentation <p1, ..., pr> :
CHA(Y )→ Λ≥0 does not depend on the locations of the points p1, ..., pr ∈ X up to L∞
homotopy, we can distribute them as we like amongst the subdomains X1, ..., Xl. Given
a partition r = j1 + ...+ jl with j1, ..., jl ≥ 1, let us assume that exactly ji of the points
lie in Xi. More specifically, let us suppose that we have a partition
{p1, ..., pr} = {p11, ..., p1j1} unionsq ... unionsq {pl1, ..., pljl},
where pi1, ..., piji denote the points lying in Xi. By stretching the neck along Y1 unionsq ... unionsq Yl,
we find that the following relation holds up to L∞ homotopy:
X<p1, ..., pr> = ⊗li=1
(
Xi<p
i
1, ..., p
i
ji>
) ◦ Φ,
where Φ : CHA(Y ) → ⊗li=1CHA(Yj) denotes the L∞ cobordism map associated to
X \ (X1 unionsq ... unionsqXl). This relation implies the inequality
r<p1, ..., pr>(X) ≥
l∑
i=1
r<pi1, ..., p
i
ji>(X).
Since the points p1, ..., pr are all distinct, their precise locations are irrelevant, and we
can introduce the shorthand
rr(X) := r<p1, ..., pr>.
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Maximizing the lower bound over all partitions, we have
rr(X) ≥ max
j1+...+jl=r
l∑
i=1
rji(Xi).
More generally, consider the capacity
r<(T m11p1, ..., T m
1
b1p1), ..., (T mr1pr, ..., T mrbr pr)>(X).
By distributing the points p1, ..., pr amongst the subdomains X1, ..., Xl as above, we get
a lower bound of the form
l∑
i=1
r<(T −pi1, ..., T −pi1), ..., (T −piji , ..., T −piji)>(Xi),
where (T −pij , ..., T −pij) corresponds to (T m
c
1pc, ..., T mcbcpc) if pij is the cth point.
Observe that in particular any ball packing of X2n induces a lower bound for the
capacities of X. For example, in the case 2n = 4, this lower bound can be made explicit
using the computations for B4 given in §6.3 below. Namely, suppose that X4 admits a
packing by balls B4(a1), ..., B4(al) with areas a1 ≥ ... ≥ al. Then we get the following
lower bounds:
g<T k−1p>(X) ≥ a1dk+13 e
rk(X) ≥ max
j1+...+ja=k
l∑
i=1
aid ji+13 e
r<p, ..., p︸ ︷︷ ︸
k
>(X) ≥ ka1.
Notice that these three capacities all count curves satisfying constraints of the same
codimension, but their lower bounds get progressively stronger.
As an important special case, the ellipsoid E(1, x) for x rational admits a canonical
ball packing unionsqli=1B4(ai) ↪→ E(1, x) with a1 ≥ ... ≥ al related to the continued fraction
expansion of x (see [56] for details). This decomposition plays a central role in the
solution of the four-dimensional ellipsoid embedding problem. For example, for x = 55/8
we have a packing of E(1, 55/8) by 6 balls of area 1, 1 ball of area 7/8, and 7 balls of
area 1/8.
6.3. First computations and applications. We end this paper by giving the
computations stated in the introduction.
Proposition 6.6. For r ≥ 1, we have r<p1, ..., pr>(B4) = d r+13 e.
Note that B4 actually has Morse–Bott Reeb dynamics, with simple Reeb orbits in ∂B4
corresponding to fibers of the Hopf fibration S3 → CP1. Alternatively, we make the Reeb
orbits nondegenerate by slightly perturbing to an irrational ellipsoid E(1, 1 + δ) for δ > 0
arbitrarily small. After such a perturbation, there are precisely two simple Reeb orbits in
∂E(1, 1 + δ), with actions 1 and 1 + δ respectively. Let α1, α2, α3, ... denote the iterates
of the shorter simple Reeb orbit, and let β1, β2, β3, ... denote the iterates of the longer
simple Reeb orbit. The orbits α1, α2, α3, ... have actions 1, 2, 3, ... and Conley–Zehnder
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indices 3, 7, 11, ..., while the orbits β1, β2, β3, ... have actions 1 + δ, 2 + 2δ, 3 + 3δ, ... and
Conley–Zehnder indices 5, 9, 13, .... Recall that we are computing Conley–Zehnder indices
with respect to a global trivialization τex of the contact vector bundle (c.f. [48, §3.2]).
Proof. The lower bound r<p1, ..., pr>(B4) ≥ d r+13 e follows easily by considering the
actions and indices of Reeb orbits. For any Reeb orbit γ we have CZ(γ) ≤ 1 + 4A(γ).
The capacity r<p1, ..., pr>(B4) is represented by a (possibly disconnected) rigid rational
curve in B4 with r point constraints. Consider a connected such curve with positive ends
γ1, ..., γk. Note that k is at most A =
∑k
i=1A(γi). Index considerations then give
0 = (2− 3)(2− k) +
k∑
i=1
CZ(γi)− 2r
≤ 6A− 2− 2r,
i.e. A ≥ r+13 . Since A is an integer (up to a factor of δ), this gives A ≥ d r+13 e. The
analysis for a disconnected curve is similar.
As for the upper bound r<p1, ..., pr>(B4) ≤ d r+13 e, since GWCP2,d[L]<p1, ..., p3d−1> 6=
0 for all d ∈ Z>0, the upper bound from §6.2.3 reads
r<p1, ..., p3d−1>(B4) ≤ d.
The upper bound for all other r follows from the observation that r<p1, ..., pr> is
nondecreasing with r (c.f. Remark 5.3). 
Proposition 6.7. We have g<T m−1p>(B4) = dm+13 e for all m ≥ 1 congruent to 2 mod
3.
Proof. The lower bound g<T m−1p>(B4) ≥ dm+13 e follows exactly as in the proof of
Prop 6.6. Similarly, if m = 3d− 1 for some d ∈ Z>0, g<T m−1p>(B4) follows from the
upper bound from §6.2.3, using the fact that B4 symplectically embeds in CP2 and we
have GWCP2,d[L]<T 3d−2p> 6= 0 for all d ≥ 1 by [48, Corollary 4.1.3] 
Remark 6.8. We expect the above computation to be valid for all m ∈ Z>0, but this does
not follow directly from the proof given, since it is not clear from our definition whether
g<T m> is nondecreasing with m.
Proposition 6.9. For 1 ≤ m ≤ x, we have g<T m−1p>(E(1, x)) = m.
Proof. We can assume without loss of generality that x is irrational. As before let
α1, α2, α3, ... denote the iterates of the short simple Reeb orbit and β1, β2, β3, ... denote
the iterates of the long simple Reeb orbit. The Reeb orbit α1 in ∂E(1, x) of minimal
action has CZ(α1) = 3, and it bounds a unique holomorphic plane in E(1, x) passing
through p. There is a unique m-fold cover of this plane with a branch point at the
pre-image of p and one positive end αm. It then satisfies a T m−1p condition, and it gives
the upper bound g<T m−1>(E(1, x)) ≤ m.
As for the lower bound g<T m−1>(E(1, x)) ≥ m, note that any representative curve
with energy less than m would necessarily have at least two positive ends by index
considerations. After replacing the tangency constraint with the skinny ellipsoidal
constraint as in §5.5, it is easy to rule out such curves using the relative adjunction
formula and ECH writhe bounds [36]. See [48, Lemma 4.2.3] for details. 
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Proposition 6.10. We have g<T m−1p>(P (1, x)) = min(m,x + dm−12 e) for all odd
m ≥ 1.
Proof. The upper bound g<T m−1p>(P (1, x)) ≤ m follows from Proposition 6.9, using
the fact that P (1, x) symplectically embeds into E(1+δ, x′) for all δ > 0 and x′ sufficiently
large. For m = 2d+ 1 with ed ≥ 0, the upper bound g<T 2dp>(P (1, x)) ≤ x+ d follows
from the symplectic embedding of P (1, x) into CP1(1)× CP1(x), together with the fact
that the count of curves in CP1 × CP1 in bidegree (d, 1) and full codimension tangency
constraint at a point is nontrivial, i.e. GWCP1×CP1,A=d[D1]+[D2]<T 2dp> 6= 0 (see [48,
Example 5.1.4]).
As for the necessary lower bounds, consider a curve or building u as in the definition
of g<T m−1p>(P (1, x))>. As in [37, §5.3], we can find a C0-small perturbation P˜ (1, x)
of P (1, x) such that in an arbitrarily large action window the Reeb orbits are of the
following form:
(1) αi,j for (i, j) ∈ Z2≥1 with CZ(αi,j) = 2i+ 2j and A(αi,j) ≈ i+ jx
(2) βi,j for (i, j) ∈ Z2≥0 \ {(0, 0)} with CZ(βi, j) = 1 + 2i+ 2j and A(βi,j) ≈ i+ jx.
Here the pair of orbits αi,j , βi,j is roughly related to the fact that the strict product of
an orbit in ∂B2(1) and an orbit in ∂B2(x) gives rise to a Morse–Bott circle of Reeb
orbits, which then perturbs to two Reeb orbits with Conley–Zehnder indices differing by
1. Meanwhile, βi,0 and β0,i roughly correspond to orbits of the form ∂B2(1)× {0} and
{0} × ∂B2(x) respectively in ∂P˜ (1, x). See also [59, §5.3] for more details.
Suppose first that at least one of the positive ends of u is not of the form βi,0 for some
i. It then follows from straightforward action and index considerations that the energy of
u is at least x+ dm−12 e. For example, suppose that u has positive ends β0,s, βs1,0, ..., βsk,0
for k, s1, ..., sk ≥ 1. We then have
0 = ind(u) = 2s+ 2k + 2
k∑
i=1
si − 2m,
i.e.
∑k
i=1 si = m− s− k. Since si ≥ 1 for all i, we have
k∑
i=1
si ≥ m− s−
k∑
i=1
si,
and hence
∑k
i=1 si ≥ m−s2 . This gives
A(u) = sx+
k∑
i=1
si
≥ x+ s− 1 + m−s2
≥ x+ dm−12 e
as desired. The other cases can be handled similarly.
Otherwise, we can assume that the positive ends of u are of the form Γ+ = (βs1,0, ..., βsk,0)
for some k, s1, ..., sk ≥ 1, and it suffices to show that the energy
∑k
i=1 si of u is at least
m. Arguing as in Addendum 1.23, we can arrange that any such curve must be contained
in the two-dimensional slice corresponding to the symplectic completion of B2(1)× {0}.
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But then u must be a Hurwitz cover of this slice, and in particular we must have
m =
∑k
i=1 si. 
As mentioned in the introduction, the above computations of g<T m−1p> give various
new obstructions for stabilized embedding problems. However, these capacities do not
recover many of the optimal obstructions underlying Theorem 1.5, and hence they do not
generally give optimal obstructions to Question 1.4. On the other hand, we now explain
why the more general capacities gb(E(1, x)) for b ∈ SK[t] do recover the obstructions of
Theorem 1.5, and why we expect Conjecture 1.20 to hold (see also Addendum 1.23). To
keep the exposition concrete, we consider the symplectic embedding problem
E(1, 13/2)× Cn−2 ↪→ B4(c)× Cn−2.
According to [10], the optimal obstruction is c ≥ 135 . By constrast, the Ekeland–Hofer
capacities give the weaker obstruction c ≥ 2, and it can be shown that the capaci-
ties g<T m−1p> also only give c ≥ 2 (see [49]). After slightly perturbing E(1, 13/2)
to E(1, 13/2 + δ) for δ > 0 sufficiently small, let α1 and β1 denote the simple Reeb
orbits of actions 1 and 13/2 + δ respectively. Including iterates, in order of increas-
ing action the orbits are α1, α2, α3, α4, α5, α6, β1, α7, ..., with Conley–Zehnder indices
3, 5, 7, 9, 11, 13, 15, 17, ..., etc. Similarly, after perturbing B4(c) to E(c, c+ δ′), let α′1 and
β′1 denote the primitive Reeb orbits of actions 1 and 1 + δ′ respectively, and including
iterates we have Reeb orbits α′1, β′1, α′2, β′2, α′3, β′3, ..., etc.
Recall that the differentials on BCHlin(E(c, c+ δ′)) and BCHlin(E(1, 13/2 + δ)) are
both trivial for degree parity reasons. Working with increasing filtrations over K as
in the introduction, we also have that the cobordism map BCHlin(E(c, c + δ′)) →
BCHlin(E(1, 13/2 + δ)) is an isomorphism (with inverse given by the cobordism in the
reverse direction up to scaling). The maps ̂<T •p> : BCHlin(E(c, c+ δ′))→ SK[t] and
̂<T •p> : BCHlin(E(1, 13/2+δ))→ SK[t] are also isomorphisms, using the identification
of SK[t] with BCHlin(Esk). In particular, for any given b ∈ SK[t], there is a unique
element w ∈ BCHlin(E(1, 13/2 + δ)) such that ̂<T •p>(w) = b, and the capacity
gb(E(1, 13/2 + δ)) is simply the valuation of w.
The Cristofaro-Gardiner–Hind obstruction comes from the existence of a curve in
the complementary cobordism E(c, c+ δ′) \ E(1, 13/2 + δ) with five positive ends each
asymptotic to β′1, and one negative end asymptotic to α13 (see [10]). Such a curve has
Fredholm index zero, and Stokes’ theorem gives 5c ≥ 13. The word βl  βl  βl  βl  βl
defines an element in BCHlin(E(c, c + δ′)), and its image in SCHlin(E(1, 13/2 + δ))
is α13s plus a sum of elements of word length at least two. Let b be the image of
βl  βl  βl  βl  βl under the map ̂<T •p> : BCHlin(E(c, c+ δ′))→ SK[t]. We must
have gb(B4(c)) = 5c and gb(E(1, 13/2)) ≥ 13, and these together recover the optimal
obstruction c ≥ 135 . A similar argument shows that any obstruction coming from the
existence of a somewhere injective rational curve with one negative end should be visible
to gb for some b ∈ SK[t].
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