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The research literatures on mathematics education and gifted and talented education share many
common conclusions about effective practices for strengthening students’ cognitive engagement
and deep conceptual understandings. Yet the effectiveness of applying curricular and
pedagogical principles initially developed for gifted education/talent development programs to
heterogeneous elementary school mathematics classrooms has received little research attention.
Therefore, it is difficult to determine if these principles should be disseminated and implemented
more frequently in mixed-ability classrooms, and if so, what student and contextual factors
predict positive learning outcomes when using enriched and pre-differentiated instructional units
in mathematics. Treatment students in a study by the National Research Center on the Gifted and
Talented completed researcher-developed pretests and posttests for each of the three units to
measure learning gains on specific content within the curricular units. The present study used
multilevel models to clarify to what extent student-level factors (quantitative ability, gender,
prior mathematics achievement, and status as a “high learning potential” nominee) and
contextual factors (class average quantitative ability, class average prior mathematics
achievement, teacher responses to the curriculum, and school aggregate SES) predicted treatment
students’ outcomes on the researcher-developed tests. Student scores on composite unit pretests,
unit posttests, and on the difference scores from pretest to posttest were regressed on these
predictors in a series of two-level models. Results indicate that quantitative ability, prior
achievement, and being nominated as having high learning potential were predictive of
composite pretest and posttest scores, but gender was not. Student gains were predicted by
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quantitative ability and nomination status, but not by gender and prior achievement. Classroom
mean gains from pretest to posttest varied across the classrooms in the study, but only one
relationship between a student-level variable and an outcome varied significantly. Consequently,
no significant cross-level interactions were apparent from the two-level models. Three-level
hierarchical multivariate linear models confirmed the standard HLM covariance structure was
appropriate for the posttest, but suggested the pretest was more adequately modeled with
heterogeneous level-1 variances. Several student-level and cluster-level predictors explained the
variance in particular subscales even though these effects were not found when modeling the
composite measures.
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CHAPTER ONE
INTRODUCTION AND OVERVIEW OF THE STUDY
Much education today is monumentally ineffective. All too often we are giving young people cut
flowers when we should be teaching them to grow their own plants.
John W. Gardner
School is about filling out worksheets and filling out worksheets and filling out worksheets.
Ian J. Foreman, age 6
Even for those without Mark Twain’s sense of irony about the dichotomy between
schooling and education, the probability is high that walking into a randomly selected third grade
math class in the United States will look less like the impassioned lighting of twenty-some
incipient fires than the weary filling of twenty-some reluctant pails. Education may connote
inspiration and transformation. School, in contrast, may evoke images of fourth graders being
praised for docilely queuing up to march down the hall; second graders neatly writing 10 spelling
words on Friday they knew how to spell on Monday; and high school lectures reminiscent of
Ferris Bueller’s Day Off. A recent Gallup poll found that student engagement with school
declines steadily from fifth through twelfth grade (Gallup, 2012). Is the incongruity between the
ideal outcomes of education and the reality of public schooling an intractable problem that can
only be resolved by increasing privatization as many have argued (e.g., Bauer & Wise, 2004;
Belfield & Levin, 2005; Holt & Ferrenga, 2003)? Alternatively, can public schools find a
paradigm for engaging, relevant learning that simultaneously develops necessary college and
career readiness skills and cultivates the “romance with a topic or discipline” (Renzulli, 2002, p.
36) that will lead young people to make outstanding societal contributions in mathematics and
other fields of human endeavor?
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Young people in the United States must come to understand mathematical concepts of
algebra, geometry and measurement, and graphing and data analysis in deep conceptual ways to
support their own livelihoods in a global economy, defend the national security, and – for those
with high levels of talent and determination—to produce new frontiers of mathematical
knowledge. Yet the currently prevailing methods of teaching mathematics in American K-12
schools show evidence of being less effective in producing a sizeable cadre of highly numerate
students than many other global competitors (OECD, 2011; TIMSS, 2009), leading to a search
for new curricular and instructional paradigms that will improve learning outcomes.
Enrichment learning and differentiated instruction have formed integral theoretical and
practical components of gifted education and talent development programs since the 1980s. Yet
even veteran advocates of gifted education have argued (Borland, 2003, 2005; Tomlinson, 1996,
2012) that it has become difficult to logically explain why these “best practices” for gifted
education are fundamentally and qualitatively different from what all students need and deserve
to thrive in a post-industrial economy. The continued call for developing higher-level 21st
century skills (e.g., Bellanca & Brandt, 2010; Saavedra, Opfer, & Darleen, 2012; Trilling &
Fadel, 2009) in all students raises the question of whether the principles of differentiated and
enriched learning might provide a potentially viable means for engaging students of all ability
levels in meaningful interaction with mathematical concepts and skills.
Statement of the Problem
Students in the American K-12 education system arrive at schools with an immensely
diverse array of academic abilities and prior experiences, cultural and socioeconomic
backgrounds, disabilities, and other sources of variation (Tomlinson, 2001). Although traditional
approaches to teaching in public schools have emphasized a single “one size fits all” curriculum
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delivered through whole group, teacher-centered pedagogy, many feel this is not adequate or
appropriate to move each child through his or her own personal zone of proximal development
(Vygotsky, 1978) given the broad range of diversity. While it seems intuitive that effective
curriculum and instruction should account for student diversity, the means of best accomplishing
this task in resource-constrained public classrooms is by no means conclusively settled.
Educational researchers of gifted education and talent development have conducted
several recent large-scale national studies to test whether enriched and differentiated curricula
can successfully transition from the enrichment room to the regular heterogeneous classroom,
with benefits for all learners. As these studies attempt to determine the overall effectiveness of
implementing these curricular approaches, they must also seek to understand if there are student
characteristics associated with different learning outcomes when using these approaches,
ensuring that equitable education opportunities are presented for students of different genders,
ethnicities, socioeconomic backgrounds, abilities, and prior educational experiences. Because
students interact with curricula while “nested” within classrooms and schools, we may also
inquire whether contextual aggregate-level variables influence student-level outcomes, seeking
to understand these outcomes in a real-world context that assumes data dependencies as a result
of student clustering.
Measuring student outcomes in such studies can become problematic because many
commonly used norm-referenced tests contain neither similar content coverage (Renzulli & Reis,
1994; Schoenfeld, 2006) nor adequate test ceilings (McBee, 2010a; Renzulli & Reis, 1994) to
measure well the impact of challenging, conceptually-focused curriculum interventions.
Therefore, less rigorously validated researcher-developed tests provide one potential – albeit
imperfect – means to understand what student learning outcomes result from the intervention.
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With the clear methodological need to first establish adequate validity of measuring student
learning outcomes using researcher-developed instruments and a treatment group only
pretest/posttest design, the primary problem addressed by this study relates to the applied fields
of elementary mathematics education, talent development, and curriculum and instruction. It
investigates which student-level and cluster-level factors predict student learning outcomes when
elementary students are instructed with enriched and differentiated mathematics curricula
designed based on “best practices” gifted educational approaches.
Background of the Study
Despite the concern by many educators that a decade of federal accountability incentives
has led to a narrowing of the elementary mathematics curriculum (Common Core, 2012) and
excessive drilling of test content, mathematics education leadership groups have continued to
advocate more process-oriented and conceptual aspects of educating young mathematical
thinkers. Since adopting its 2000 Professional Standards for Teaching Mathematics, the National
Council of Teachers of Mathematics (NCTM, 2000) has contained process standards focusing on
student problem solving, communication, reasoning, connection making, and mathematical
representation. This emphasis on process standards has been more recently echoed in the
Common Core’s eight Standards for Mathematical Practice (NGACSP-CCSSO, 2010),
emphasizing that how students engage with mathematical concepts is as fundamental to students’
mathematics achievement as is mathematical content. These process standards, written for
students of all ability levels, are consistent with several principles that have been the hallmarks
of gifted and talented enrichment programs since the 1980s.
During the second half of the twentieth century, elementary school gifted education
practices were principally divided between quantitative (i.e. acceleration) and qualitative (i.e.
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enrichment) approaches to making learning more meaningful for highly able young students
(Davis & Rimm, 2004; Davis, Rimm, & Siegle, 2010). The qualitatively different approach
(Renzulli, 1976; Ward, 1960), which evolved into enrichment programs, called for a
“differential” (Ward, 1960) curriculum for gifted students including creative and critical
thinking, depth of conceptual understanding, cross-disciplinary connections, and self-selected
extended learning investigations. Educational theorists developed these early ideas about
enrichment learning into numerous models (e.g., Feldhusen & Kolloff; 1986, Kaplan & Gould,
1998; Renzulli, 1976; Renzulli & Reis, 1985). The systems designed to pragmatically implement
these models aimed to create the basis for engaging curricula in contrast to the general “regular”
curriculum that was perceived to focus primarily on basic skill development. In recent years,
both gifted education scholars and the broader educational community (Bellanca & Brandt,
2010; Borland, 2003, 2005; Renzulli, 2005; Saavedra & Opfer, 2012; Tomlinson, 1996, 2012;
Trilling & Fadel, 2009) have contended that all American students -- not just the most
academically able— vitally need the types of skills and knowledge that developed as the
prerogative of gifted education enrichment programs. Thus the idea developed that the
accumulated body of enrichment curricular emphases might be successfully applied to benefit all
students.
A related, but distinct, model of “differentiated instruction” emerged near the turn of the
twentieth century as a heterogeneous classroom-based strategy for teachers to respond to all
students’ diversity (Tomlinson & Jarvis, 2009). Although differentiated instruction (or simple
“differentiation”) has become a highly popular—perhaps even trendy—idea among educators,
little rigorous research exists to substantiate its widespread use. Research on differentiated
instruction often takes the form of small, intensive case studies (e.g., Beecher & Sweeny, 2008;
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Brimijoin, 2001; Tomlinson, Brimijoin, & Narvaez, 2008). While several larger-scale studies
(Brighton, Hertberg, Moon, Tomlinson, & Callahan, 2005; Tieso, 2005) have researched the
effect of differentiated instruction on achievement in heterogeneous classrooms, they have
produced mixed results. This also was the case for one larger study of reading achievement using
both enrichment curricula and differentiated instruction (Reis, McCoach, Little, Muller, &
Kaniskan, 2010), in which reading and language achievement increased at two of the five sites in
the study. Similarly, the 2008-2010 NRC/GT multisite cluster-randomized trial of enriched and
pre-differentiated mathematics curricula, from which the data for the present study are drawn,
showed positive results on several measures of student learning while failing to produce a
significant main effect for achievement (McCoach et al., submitted) as measured by the primary
outcome—the Problem Solving and Data Interpretation subtest of the Iowa Tests of Basic Skills.
While continued support for applying enrichment learning and differentiated instruction
in heterogeneous classrooms remains, the holistic outcomes of such interventions must continue
to be studied and understood. The present study will investigate how four student-level variables
(quantitative ability, prior mathematics achievement, nomination status as “high potential,” and
gender) and four cluster-level variables (classroom mean quantitative ability, classroom mean
prior mathematics achievement, school mean SES, and teacher enjoyment of the curriculum
intervention) relate to higher-order mathematical thinking and problem solving as measured by
the NRC/GT researcher-developed mathematics unit tests.
Research Questions
This study addressed student achievement outcomes from the context of pretest
achievement, posttest achievement, and simple gain scores. To determine how student-level and
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classroom-level factors impacted student outcomes on the curricular units, the following research
questions were answered:
1. Do quantitative ability, prior mathematics achievement, being nominated as “high
potential,” and gender significantly predict student unit pretest scores for
differentiated and enriched curricular units?
2. Do quantitative ability, prior mathematics achievement, being nominated as “high
potential,” and gender significantly predict student unit posttest scores for
differentiated and enriched curricular units?
3. Do quantitative ability, prior mathematics achievement, being nominated as “high
potential,” and gender predict student gain (difference) scores on differentiated and
enriched curricular units?
4. Do student gains in achievement on tests from differentiated and enriched curricular
units vary across classrooms involved in the study?
5. Do classroom-level factors (average classroom quantitative ability, average classroom
prior math achievement, average SES, and teacher enjoyment of the intervention)
predict student outcomes on tests from differentiated and enriched curricula?
6. Does the effect of quantitative ability, prior mathematics achievement, being
nominated as “high potential,” and gender on student learning outcomes using
differentiated and enriched curricula vary across classrooms involved in the study?
7. Do classroom-level factors predict these relationships (do cross-level interactions
exist between classroom-level factors and student-level factors)?
8. What is the best-fitting measurement model to describe student outcomes on the three
constituent unit tests, and how does this model’s estimates compare with the results of
the standard 2-level HLM models?

These research questions combine multiple predictors for each question for parsimony, yet can
be broken down further into individual research hypotheses. For example, for research question
one, each of the four student-level predictors will be tested to determine its statistical
significance after controlling for the effects of the other three. The specific hypotheses for each
predictor and each outcome variable will be detailed in Chapter Three as methods and
procedures are presented.
Methodology
This study used multilevel or hierarchical linear regression models (Raudenbush & Bryk,
2002) to estimate relationships between the independent and dependent variables of interest.
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Multiple regression is an appropriate statistical analysis when data are gathered from a nonrandomly assigned treatment in which strong causal inference is not warranted. In the present
study, only treatment students were administered the NRC/GT unit mathematics pretests and
posttests, so without a replication study it cannot be determined how students might have
performed on them in the absence of the treatment. Because of this, the results of the regression
analysis merely reflect a degree of relatedness or association between independent variables and
dependent variables after accounting for the variance explained by the set of other predictors.
Additionally, the student-level independent variables of interest are not assignable in the true
experimental sense, as researchers could not randomly assign students to genders, cognitive
abilities, mathematics achievement, or being considered “high potential” by their grade 2
teacher. This also supports the use of a correlation/regression framework for analysis.
Multilevel regression models have several advantages over ordinary least squares (OLS)
regression analyses when data naturally occur in clusters, such as students nested in classrooms
and schools as in the NRC/GT mathematics study. First, OLS regression assumes an identical
and independent distribution (IID) of outcomes in which no two regression residuals are
correlated with one another. However, in natural educational settings, this assumption is almost
always violated because individuals (i.e., students) within clusters nearly always exhibit more
similarity in outcomes than students across clusters. The ability of multilevel models to break
down residual variances both within and across clusters provides estimates that (a priori) do not
violate the IID assumption. This partitioning of variance between the various levels of analysis
also allows a nuanced view of how variance changes among these various levels with the
addition of predictors in a regression model. Additionally, predictors at higher levels of nesting
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can be allowed to model variance in slope and intercept values for level-1 variables, enabling
research questions focusing on cross-level interactions to be answered.
Student outcomes in the present study will consist of pretest, posttest, and gain scores
from the administrations of the unit tests developed for the curriculum intervention. The pretest
and posttest scores are additive composites of the three individual unit test scores. Because a
large area of inquiry for the study pertains to the ability of students with diverse ability and
readiness levels to learn challenging mathematics content, it becomes relevant to measure not
just cross-sectional snapshots of student achievement, but also to measure changes in students
learning over the course of the intervention. Ideally, this would be accomplished through three or
more waves of data collection, which would allow multilevel growth curve models (e.g., Willett
& Sayer, 1994) to estimate how predictors influence the shape of students’ mathematical
achievement growth over time. However, given that data were collected at only two time points
for each unit test, growth curve modeling is not a current possibility. Therefore, the use of simple
gain scores (difference scores) also will be included as a dependent variable. Although this has
been criticized by some for undermining the reliability of the measure (Cronbach & Furby,
1970), the following chapters will address the conditions and assumptions under which the gain
scores can be validly used as an outcome measure of student learning.
Limitations
As noted previously, the unit pre-test and posttest data were not collected from a control
group, minimizing any causal claims to be made from the data. Additionally, the unit tests were
not subjected to psychometric validation prior to their use, so arguments to justify their validity
and reliability for measuring student learning are limited to ex post facto analyses. The
complexity of the structure of the unit items (combining right/wrong scores with graded rubric
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items) and the lack of sub-item level scores for composite items rendered IRT scaling
impractical. Further, classroom teachers participating in the study graded the unit pretests and
posttests. Although all teachers received extended training to enhance their ability to score items
as intended, the research team did not conduct audits of teachers’ scores to determine to what
degree the teacher participants followed the scoring guidelines. It could be argued that
differences in scores among classrooms, therefore, could be spuriously attributable to differences
in how teachers approached the scoring task rather than reflecting students’ mathematical
achievement.
Significance
Despite the imperfections in the unit measures, students who took both the pretest and
posttest for the curriculum units generally tended to have large descriptive gains. At face value,
these increases in posttest scores over pretest scores indicate that treatment students did, in fact,
learn substantial amounts of the high-level mathematical content contained in the curricular
units. Understanding if specific student-level and cluster-level variables were associated with
improved learning outcomes during the NRC/GT mathematics study, thus, can help direct future
researchers to be aware of potential moderators of effectiveness in implementing reform
curricula.
In terms of enhancing equity and excellence in American heterogeneous mathematics
classrooms, successful curricula should provide the means for students of all ability levels to
show substantial growth in their understanding of challenging, high-level concepts. Given the
paucity of measures available for assessing these constructs in younger students, the current
study also advances the validation of the NRC/GT unit test measures, which could be further
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validated in the future by psychometricians interested in measuring higher-level mathematical
thinking in grade 3 students.
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CHAPTER TWO
REVIEW OF LITERATURE
This chapter traces developments in public education and research methodology pertinent
to the study’s research questions and analyses. It describes the evolution of political, social, and
scholarly influences on mathematics education and gifted education/talent development
programs in the United States, particularly regarding ways both fields have arrived at recent
emphases on offering all students challenging, constructivist learning opportunities
commensurate with students’ prior learning experiences. The chapter also presents a brief review
of the assumptions underlying the multilevel regression analyses that the study uses, as well as a
synthesis of recent methodological literature related to the measurement of change in the
behavioral sciences.
Influences on Mathematics Education in the U. S.
Today’s American third grade student may find it difficult to grasp the extent to which a
184 pound sphere launched into orbit over half a century ago would continue to influence the
political ideology shaping her mathematics education today. However, just after signing into law
the America COMPETES Act (H. R. 5116, 2011), President Obama’s 2011 state of the union
address called for Americans to seize a new “Sputnik moment.” His comparison with the
ignominious start of the United States-Soviet “space race” implied a renewed sense of American
fears, shame, and perplexity over failing to remain globally competitive in its young people’s
mathematics and science achievement, as well as a national priority to improve in these areas.
Supporting this priority, reports from the National Academy of Sciences (2005), the National
Science Board (2010), the President’s Council of Advisors on Science and Technology Strategy
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(2010) and other groups urge increased reliance on domestic STEM talent development, rather
than current trends of American importation of STEM talent.
The four STEM subjects are frequently bundled in political rhetoric, yet mathematics is a
conceptual basis for scientific, engineering, and technological thinking and arguably the most
fundamental discipline. Galilei is reputed to have said, “Mathematics is the language with which
God has written the universe” and Gauss referred to it as “the Queen of the Sciences.” Given its
centrality to so many other critical professional fields, it is curious that many Americans view the
subject with ambivalence, distrust, and even fear. Anecdotally, U.S. preschools, pediatricians,
and daycare centers frequently distribute PSA campaign handouts to parents of young children
urging them to “read with your child daily”; such handouts never seem to encourage parents to
do math with their children daily.
International testing programs over the past decade have ranked American youth as
middling at best (OECD, 2011; TIMSS, 2008) in terms of mathematics proficiency. The most
recent of these assessments (PISA, 2009) showed American 15 year-olds with a mean scale score
of 487, below the international mean of 496 (NCES, 2011). Of their OECD peers, Americans
scored lower in mathematics than 17 countries, similar to 11, and better than 5. Perhaps even
more troublingly, six less affluent non-OECD nations also outscored American adolescents in
mathematics. Even at the highest categories of mathematics proficiency, Americans trailed a
majority of other prosperous countries, indicating the lack of American competitiveness stretches
throughout all strata of mathematics abilities.
While Finnish or Estonian military and economic power may not currently pose credible
threats to the national welfare, we wonder what slippery slope might ensue if America does not
strive to be among the highest-performing nations in mathematics. The outstanding performance
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of Shanghai students on the 2009 mathematics assessment was more salient; the cliché that
“China has more honors students than the U. S. has students” speaks to the credibility of China’s
potential for ascendency. Specific nations that threaten America’s sovereignty and prosperity
shift over time; yet, those who rigorously prepare future generations to become leaders in
science, mathematics, technology, and engineering (STEM) fields will likely gain footholds on
the global power base. In short, good mathematical thinking is not merely “elegant”; it is
indispensable to the nation’s welfare.
Attitudinal Influences on Mathematics Achievement.
What factors might influence American students’ unfavorable performance on
international tests of mathematics, and thus be amenable to intervention? One potential factor
influencing American underachievement in math is the constellation of affective components
that includes feeling, values, and perceptions about mathematics. During the second half of the
twentieth century, researchers (Richardson & Suinn, 1972) began to validate instruments to
measure “math anxiety,” which has remained a subject of continued research interest (Ma, 1999;
Hyde et al., 1990). Math anxiety has been described as involving “feelings of tension and anxiety
that interfere with the manipulation of numbers and the solving of mathematical problems in a
wide variety of ordinary life and academic situations,” (Richardson & Suinn, 1972, p. 551).
Although many studies have measured math anxiety with self-report instruments, a recent
estimate of its overall presence in American K-12 classrooms could not be found.
While current evidence suggests a moderate negative correlation between math anxiety
and math performance (Ma, 1999) and a moderate positive correlation between math selfconcept and math performance (Marsh et al., 2006), there is little known about how affective
components impact math performance differentially across nations (Lee, 2009). Causal modeling
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has been used with panel data (e.g. Ma, 2004) to tease out the direction of causality between
math performance and math anxiety, with the result that lower initial achievement appeared to
presage higher anxiety, while higher anxiety did not lead to lower subsequent achievement.
In a more general study of mathematics attitudes internationally, Marsh and his
colleagues (2006) endorsed the cross-cultural validity of the 52-item Students’ Approaches to
Learning (SAL) instrument (administered concurrently with the 2003 PISA achievement tests) to
investigate such matters, but they did not report mean differences among nations on the SAL’s
subscales, which measured various educational approaches and student attitudinal factors.
However, an Appendix to the study indicated that a vast majority of variance in most SAL
constructs lay between students, rather than between schools or nations. Two of the factors that
showed the largest between-nation variance were “cooperative learning” practices and
“memorization” practices. This may indicate that affective and attitudinal concerns are relatively
unimportant in considering cross-national mathematics achievement disparities among nations.
The SAL was not administered during the 2009 PISA, so the evidence is still fairly slim to either
support or reject the notion that some countries’ adolescents perform better or worse in math
based on these types of constructs.
Curriculum and Instruction Influences on Mathematics Achievement.
Another more obvious target for blame in American students’ mathematical
underachievement is the use of sub-optimal curricular and instructional practices in America’s
K-12 classrooms. Of the factors over which schools can influence student learning, the quality of
teaching matters (Nye, Konstantanopolous, & Hedges, 2004). If change is necessary to improve
the quality of K-12 mathematics instruction in the United States, the next question to address is
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what changes should be made? What classroom practices lead to students’ engagement with
mathematical concepts in the most compelling ways of instilling deep understanding?
During the 1990s, Japan’s prowess on international mathematics assessments caused the
United States to seek their guidance on how to improve instruction. The TIMSS Video Study
(Hiebert et al., 2003) captured 231 grade 8 mathematics lessons from Germany, Japan, and the
United States. Some of the results derived from coding of the videos showed that Japan teachers
were much more likely to develop mathematical concepts rather than just stating them, work
through deductive proofs for students, but assigned students seatwork much less often than their
American counterparts (Hiebert & Stigler, 2000). Additionally, approximately two-thirds of
American mathematics teachers in the study focused on skill rather than thinking development,
while Japanese teachers had the inverse proportions. These results appeared to favor the use of
more extended explanations and conceptual tasks over skills-based seatwork following relatively
superficial teacher explanations.
Although grade 8 mathematics students were the focus of TIMSS, and PISA assessments
measure 15-year-old’s mathematics proficiency, improvements to U. S. mathematics curriculum
and instruction must consider the development of mathematical concepts from the earliest years
of schooling. Elementary school mathematics throughout much of the twentieth century was
focused primarily on the third “R” – “‘rithmatic.” Several recent movements in elementary
mathematics education led to widespread support for connecting multiple strands of
mathematical thought throughout the years of pre-collegiate schooling.
NCTM Standards/ Common Core Standards for Mathematics
Standards-based educational reforms gained popularity during the 1990s, with the
articulation of state standards and their corollary testing for accountability becoming mandatory
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with the passage of the 2001 No Child Left Behind legislation (H.R. 1, 2002). The National
Council of Teacher of Mathematics set an early example through its publication of thirteen
curriculum and instruction standards in 1989, followed shortly by professional standards and
assessment standards by the mid 1990s. These three sets of standards were modified and
integrated in NCTM’s Principles and Standards for School Mathematics (NCTM, 2000). These
most recent NCTM standards specified five content and five process standards (perhaps a
somewhat playful choice given the origins of the base-ten system). The content standards
included:






Numbers and operations
Algebra
Geometry
Measurement
Data analysis and probability

The process standards, which had not appeared in the former 1989 Standards, were added in
response to increasing research on constructivism in mathematical learning (e.g., Carpenter,
Franke, Jacobs, Fenemma, & Empson, 1998; Hiebert & Wearne, 1996). A sizeable body of
research indicated that how students learn mathematics may be equally important as what
mathematical concepts they learn.
As the standards movement continued to evolve, pressures increased for a national set of
academic standards. The Common Core standards were published in 2010, and most states (45 as
of September 20, 2012; NGA Council/CCSSO, 2012) quickly adopted them. The linkage of the
Common Core standards’ adoption to Federal Race to the Top funding opportunities contributed
to their widespread acceptance, as did the genuine desire to ensure that American students from
all states emerged from high school comparably “college and career ready.” Like the NCTM
2000 Practices and Standards, the Common Core Standards contain both content and process
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standards, the latter of which are called Mathematical Practice Standards. The eight
Mathematical Practice Standards adopted by Common Core are:









Make sense of problems and persevere in solving them
Reason abstractly and quantitatively
Construct viable arguments and critique the reasoning of others
Model with mathematics
Use appropriate tools strategically
Attend to precision
Look for and make use of structure
Look for and express regularity in repeated reasoning (NGA Council/CCSSO, 2010,
pp. 6-8)

These practice standards are to be interwoven through the content strands at all grade levels. The
content standards in mathematics are divided into five domains: operations and algebraic
thinking; number and operations in base ten; number and operations—fractions; measurement
and data; and geometry.
Although educational policy changes will continue to influence rhetoric surrounding K12 mathematics instruction, research evidence (Slavin & Lake, 2008) suggests that elementary
mathematics interventions directly impacting daily instructional practices have the highest odds
of significantly improving students’ achievement in mathematics. In their research synthesis of
“best practices” for elementary mathematics, only five interventions, four cooperative learning
strategies and one management/motivation strategy met the criteria for exemplary effectiveness.
Simple adoption of new standards or new textbooks does not automatically translate into
teachers’ ability and willingness to use reforms in ways that positively impact student learning.
Successful curricular interventions, then, need to consider how they will assist teachers in
making substantive improvements in their daily practices.
Some (e.g., Koretz, 2008) have argued that national measures of American student
achievement such as the NAEP, which show steady improvements in mathematics over several
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decades, are a more accurate and important measure of our educational system’s success than
international comparisons. The thrust of such arguments lies in how content sampling and the
particulars of the norm group for such tests influences scores: “Simple comparisons to an
‘international average’ are not useful because that average is fortuitous, and some differences
between countries are ambiguous because a different but entirely reasonable test could cause the
rankings to shift” (Koretz, 2008, p. 105). Therefore, it is not wholly justified to hold U. S.
educators accountable for purported deficiencies that may be largely attributable to spurious
testing factors. But while other strong voices continue to advocate international testing programs
as a measure of the “health” of the U.S. education system, we will continue to see pressure for
reforms that result in improved standing on these measures.
Influences on Gifted Education in the U. S.
Although fascination with genius may be as old as humankind, psychometric interest in
measuring human intelligence gained momentum in the late 19 th century with studies by Francis
Galton (e.g. Hereditary Genius, 1869). Improved measurement and statistical techniques
developed by such pioneers as Pearson and Fisher enabled the creation of reliable standardized
intelligence tests. In the United States, the early use of these tests on adults for purposes of
military vocational placement was followed by longitudinal studies (Terman, 1925; Terman &
Oden, 1947, 1959) attempting to understand whether higher measured intelligence during
childhood led to greater lifetime accomplishments. In the context of America’s public education
system, early gifted education advocates like Leta Hollingworth created programs providing
highly intelligent public school students learning opportunities different from those of their low
and average intelligence age mates.
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Like its influence more generally on American education, the Sputnik launches of 1957
created a wave of support for investing more resources in the education of students with the
highest academic abilities. This surge was short-lived (Davis & Rimm, 2004), but rose again
during the 1970s, when the two contemporary gifted education “mega-models” (VanTasselBaska & Brown, 2007, p. 344) developed by Julian Stanley (and colleagues) and Joseph Renzulli
(and colleagues) were conceptualized and put into practice. Although the concepts of accelerated
curricula and enrichment curricula have considerable theoretical interdependence and
complimentarity, academic acceleration programs and academic enrichment programs have been
characterized as distinct educational approaches in terms of their implementation in learning
environments.
Acceleration Versus Enrichment Options
While clearly a vast oversimplification of a complex topic, three salient differences
distinguish acceleration and enrichment programming: a quantitative versus a qualitative focus
for curricular and instructional modifications; a more exclusive versus a more inclusive segment
of students who are likely to benefit from such modifications; and implications for advanced
academic credit. A wide array of acceleration strategies exists, but overall they function to allow
able students to progress through regular curriculum content more quickly than the typical
timeframe. The positive impact of various acceleration strategies on the achievement of high
ability students is well-documented (Colangelo, Assouline, & Gross, 2004). In fact, in a recent
synthesis of meta-analyses with academic achievement as an outcome (Hattie, 2009),
acceleration of gifted students resulted in the fifth highest effect size of the 138 educational
practices included in the synthesis.
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Whereas acceleration options often provide students with academic credit for mastered
coursework, the focus of enrichment programs is not principally to move students through an
educational trajectory more rapidly. If acceleration is like running a curricular marathon to reach
the finish line before the rest of the pack, enrichment might be more akin to wandering off the
beaten curricular path and down uncharted side paths in pursuit of inspiring new vistas. The idea
of a qualitatively different curriculum for high ability students is traceable at least to
Hollingworth’s work at the Speyer School (1926). It was advanced subsequently by Ward
(1960), who referred to these modifications as a “differential curriculum” for the gifted. Ward
cited deficiencies with then-current practices with gifted students:
[S]pecial educational provisions for the gifted most often are rooted in the curriculum as
it has been developed, essentially to parallel the needs of youth within the middle ranks
of ability, rather than being derived from the prevailing characteristics which serve to
distinguish the gifted as a group. . . [C]ertain of these attempted adaptations merely
amount to “more of the same.” (Ward, 1960, p. 67)
These early ideas evolved into more elaborated thinking about the means and ends of gifted
education offerings and an increasing interest in developing theory-driven curricular models
based on enrichment learning approaches.
Enrichment Models
Although theorists have developed a wide array of models for enrichment learning
(Renzulli et al., 2009), the subsequent review focuses on three gifted education curriculum
models that were direct sources for the NRC/GT mathematics curricular units: the Enrichment
Triad Model/Schoolwide Enrichment Model (Renzulli, 1976, 1977; Renzulli & Reis, 1985), the
Grid/Depth and Complexity Model (Kaplan, 1998, 2009), Project M3 (Gavin et al., 2007, 2009),
and the Differentiation of Instruction Model (Tomlinson, 2001; Tomlinson & Jarvis, 2009)
applying to students of all abilities.
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Enrichment Triad Model/Schoolwide Enrichment Model. Consistent with his theory of
giftedness (Renzulli, 1978), Renzulli (1986, 2005, 2012) has distinguished between two types of
gifted behaviors: those manifested through academic lesson learning (i.e. “schoolhouse
giftedness” or “high achieving” giftedness) and those manifested through the creation of new
ideas and products (i.e. “creative productivity”). While both forms of gifted behaviors can
benefit societies, the enrichment learning approach to gifted education places the end of
enhancing creative productivity as the overarching goal of special educational programming for
high ability students. The Enrichment Triad Model (Renzulli, 1976, 1977) then, evolved as a
means to promote the stated goal “to increase the size of society's supply of potentially creative
and productive adults” (Renzulli, 2012, p. 151). A corollary of this goal relevant to the current
study is that basic skills-based achievement tests, which are typically used as outcomes measures
of educational interventions, may not be consistent with the intent of enrichment learning,
necessitating special consideration of appropriate measures for such interventions.
The Schoolwide Enrichment Model (Renzulli & Reis, 1985) was subsequently developed
to pragmatically embed the Enrichment Triad Model within the context of overall school
enrichment. The Schoolwide Enrichment Model (see Figure 1) focuses on providing
opportunities for all students to benefit from enriched learning experiences, with a “continuum of
special services” consistent with students’ varied ability levels. Summaries of research on the
Schoolwide Enrichment Model (Gubbins, 1995; Renzulli & Reis 1994, 2009) have shown a
number of important impacts on the learning, productivity, and attitudes of students who
participated in schools implementing the models in a wide variety of settings.
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Figure 1. The Schoolwide Enrichment Model. From The Schoolwide Enrichment Model: A HowTo Guide to Educational Excellence by J. S. Renzulli and S. M. Reis, 1997, p. 23. Copyright
Prufrock Press (http://www.prufrock.com). Reprinted with permission.

The Grid/Depth and Complexity Model. Kaplan’s Grid (2009), also known as the depth and
complexity model, presents strategies that change questioning, utilize thinking and problemsolving, and organize information and planning for teachers and students alike. The dimensions
of depth and complexity allow all teachers the opportunity to define, implement, and evaluate
their differentiation of instruction and to plan learning experiences that provide activities suited
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to the content and learners’ needs. The elements of the model are interrelated and mutually
reinforcing.
Depth includes a set of eight elements that help facilitate learning within a discipline at
differing levels of sophistication. The first element, Identify the Rules, focuses on defining
organization elements and identifying and describing factors in the content being learned. The
second element, Statement of Trends, involves the identification of changes over time and
attention to causal factors and events that occur in the topic under consideration. Third, Ethical
Considerations enable students to identify and analyze the ethics of an idea or event and
categorize the ethical elements of the idea or event. Fourth, Note the Patterns investigates the
order of events and helps students identify patterns and predict future occurrences. Fifth,
Recognize the Details supports students’ elaborations and descriptions of nuances of the topic.
Sixth, the Language of the Discipline promotes the use of appropriate terminology as students
aim to think like practicing professionals. The seventh element, Define Unanswered Questions,
calls for clarification, discovery and exploration, and evidence to support what remains unknown
about a topic. Lastly, Big Ideas refer to generalizations, principles, and theories that can be
induced from the specifics of a range of phenomena.
Complexity is the set of three elements that helps facilitate learning content or subject
matter by focusing on the relationship between various disciplines, analyzing how disciplines
have changed over time, and examining various issues from a variety of perspectives. The over
time aspect emphasizes the relationships among ideas and knowledge between past, present,
future, or within a time period. Multiple perspectives present opposing viewpoints, as well as
differing roles and knowledge. Third, interdisciplinary relationships allow students to explore the
function of knowledge within the discipline, and between and across disciplines. Figure 2
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illustrates how the elements of the Kaplan’s Grid/Depth and Complexity Model tie together to
form a holistic structure for the development of differentiated curriculum and instructional
strategies. Although this curriculum model has been implemented in many schools, a literature
search did not reveal any published research studies on the effectiveness of the Kaplan model.

Figure 2. The Grid/Depth and Complexity Model. From Frames: Differentiating the Core
Curriculum by S. N. Kaplan and J. Gould, 1998. Copyright JTaylor Education. Reprinted with
permission.
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Project M3: Mentoring Mathematical Minds. Project M3: Mentoring Mathematical Minds
(Gavin et al., 2007, 2009), a recent curriculum intervention for mathematically talented students
in grades 3 through 5, greatly influenced the development of the NRC/GT curricular units. The
Awesome Algebra unit for the NRC/GT study was directly adapted from the grade 3 algebra unit
used in Project M3, and the other two NRC/GT units employed similar strategies to engage
students in high-level conceptual thinking. The Project M3 units were developed to promote
exemplary practices in gifted education and mathematics education. The conceptual framework
for Project M3 was sociocultural theory (e.g., Forman, 2003), in which students actively construct
knowledge of mathematics while engaging in extended discourse (Chapin, O’Connor, &
Anderson, 2003) and group investigations. Project M3 embraced the NCTM (2000) process
standards of communication, reasoning, connections, and problem solving. To assist treatment
teachers in differentiating instruction, Project M3 offered students “Hint Cards” and “Think
Beyond” activities to provide additional scaffolding and extension to students of different
readiness levels. A multi-site cluster randomized control implementing the Project M3 units for
students identified as mathematically talented found positive treatment effects (Gavin, Casa,
Adelson, Carroll, & Sheffield, 2009).
The previously described gifted education enrichment models were developed in the
1970s and 1980s, principally targeting identified students at the higher end of the ability
spectrum. While the Schoolwide Enrichment Model supports certain enrichment opportunities
for all students, its “Type III” independent investigations were developed for a smaller “Talent
Pool” of students who were expected to benefit from such opportunities in the context of
enrichment classrooms (Renzulli & Reis, 1985, 1997). As these types of enrichment programs
became popular, several factors led some educators to prefer heterogeneous classroom-based
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solutions for gifted students. One of these factors came from outside the gifted education field in
the form of criticisms against all forms of ability grouping (Oakes, 1986; Sapon-Shevin, 1994).
Many supporters of gifted education programs also realized that—even with high quality
enrichment programming—high ability students spend most of their school time in regular
classrooms (Archambault et al., 1993), arguing that a “part time solution to a full time problem”
(Cox, Daniel, & Boston, 1985, p. 16) was insufficient. Other gifted education advocates over the
ensuing years (Kaplan, 1985; Renzulli, 2005; Tomlinson, 1996, 2004) suggested that the
hallmarks of gifted education programming should be beneficially applied to all classrooms (i.e.
“spillover effects”).
Differentiation of Instruction Model. In response to these issues, differentiated instruction
(Tomlinson, 1995, 2001; Tomlinson & Jarvis 2009) became increasingly advocated during the
late 1990s and 2000s as a heterogeneous classroom-based strategy to meet the learning needs of
students across the ability spectrum. Differentiated instruction is defined as “a teacher’s
proactive response to learner differences guided by principles of effective differentiation applied
to classroom elements through the use of instructional strategies” (Tomlinson & Jarvis, 2009, p.
603). It should be noted that, as the name implies, the differentiation of instruction model is not a
curricular model, but an instructional model to be implemented at the classroom or school level.
Tomlinson (2001) suggests several main aspects of the learning experience that can be
differentiated according to learner differences—content, process, and products. Some discussions
of differentiated instruction (e.g., Tomlinson & Jarvis, 2009) also include learning environments
as a separate aspect amenable to classroom modifications. A key theoretical underpinning of
differentiated instruction is the social learning theory concept of a “zone of proximal
development” (ZPD). Vygotsky (1978) described the ZPD as “the distance between the actual
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developmental level and the level of potential development as determined through problem
solving under adult guidance or in collaboration with more capable peers” (p. 86).
The concept of ZPD implies that each student should be given learning experiences
slightly more challenging than what he or she can currently master independently. The student
can be led to progressively greater depths of understanding with the assistance of others. These
forms of assistance are frequently referred to as “scaffolding” in the educational literature.
Several corollaries of the ZPD concept that inform its application to differentiated instruction
are:




Each student will have an individual ZPD, rendering uniform approaches to
instruction ineffective
Flexible peer learning groups, fairly implemented, can benefit students of different
abilities
Frequent formative assessment is necessary to continually update educators’
evaluations of students’ current understandings

Research on the effectiveness of differentiated instruction on improving students’
achievement is still emerging. Prior reviews of literature on differentiated instruction (Subban,
2006; Tomlinson, Brighton, & Hertberg, 2003) are heavily weighted toward theoretical
underpinnings while acknowledging a lack of strong empirical support from differentiated
instruction educational interventions. Because differentiated instruction is an instructional model
that is mainly focused on implementation by individual teachers, many research studies are
limited to very small sample sizes, such as action research studies (Hughes, 1999; Kirkey, 2005)
and case studies (Beecher & Sweeny, 2008; Ernest, Heckaman, Tompson, Hull, & Carter, 2011;
Geisler, Hessler, Gardner, & Lovelace, 2009; Kronenberg & Strahan, 2010; Pearce, 2009;
Powers, 2008; Tobin & McInnes, 2008; Wang, Many, & Krumenaker, 2008). Many studies of
differentiated instruction (Baker & Fleming, 2005; Dee, 2010; Edwards, Carr, & Siegel, 2006;
Goodnough, 2010; Humphrey et al., 2006; Keengwe, Pearson, & Smart, 2009; Kutnick,
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Blatchford, & Baines, 2002; Moni et al., 2007; Silliman et al., 2000) also have focused
exclusively on teacher processes without measureable links to student outcomes. Few studies on
differentiated instruction (Goddard et al., 2010; Tomlinson, Brimijoin, & Narvaez, 2008)
examine the impact of administrators and other school-level supports, although these are
certainly critical.
Larger scale studies have shown significant positive outcomes for a number of specific
strategies advocated by the overall philosophy of differentiated instruction. One instructional
strategy promoted by differentiated instruction advocates is the “jigsaw” method. This
cooperative learning strategy employs two successive student groupings. First, students select
from several aspects about the topic of study about which they would like to be the “expert.”
They learn about this aspect of the topic in small groups of students all learning about the same
aspect. Students then form a second group including one member who learned about each
different aspect, so each aspect can be peer-taught by the “expert” on that aspect. Well before the
current swell of interest in for differentiation, several studies (Blaney, Stephan, Rosenfield,
Aronson, & Sikes, 1977; Lucker, Rosenfield, Sikes, & Aronson, 1976; Moscowitz, Malvin,
Schaeffer, & Schaps, 1983) showed positive affective outcomes for use “jigsaw” methods of
cooperative learning. A recent study (Law, 2011) supported the effectiveness of “jigsaw”
methods for reading achievement as well.
Differentiated instruction calls for the planned use of flexible within-class small grouping
arrangements. The use of small within-class ability group has shown positive effects on
achievement according to several meta-analyses (Kulik & Kulik, 1987; Lou et al., 1996; Slavin,
1987, 1990). In the most recent of these, Lou and colleagues (1996) synthesized over 100 studies
on the effects of within-class grouping on achievement, attitudes, and self-concept measures.
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They found an average effect size on achievement of 0.17 comparing classrooms that used
within-class grouping to classrooms that used no within-class grouping. This effect was higher
for low-achieving and high-achieving students than middle-achievers. Comparing classrooms
using homogeneous ability small groups versus heterogeneous ability small groups, the authors
also found a positive (0.13) effect on achievement in favor of the homogeneous groups. These
results are consistent with the findings of prior meta-analyses on the topic.
The Grouping and Curricular Practices Study (Tieso, 2002) explored the effect of three
grouping arrangements, as well as reform versus traditional textbooks, on the mathematics
achievement of 645 grade 4 and 5 students. The intervention took place over 3 weeks in which a
comparison group and five treatment groups implemented different combinations of the grouping
and curricular factors. Achievement outcomes were measured by a 35-item, researcherdeveloped assessment covering data representation and data analysis concepts. The results of the
study found higher achievement outcomes for classrooms implementing reform textbooks, small
flexible within-class groups, and cross-grade grouping.
Another specific differentiation strategy on which research is emerging is the use of
tiered assignments. Tiered assignments provide several (often 3) levels of scaffolding to support
students of different readiness levels to work at understanding the overall concepts of study. One
recent quasi-experimental study (Richards & Omdal, 2007) used three tiers of instructional
materials with ninth grade science students. The study found that treatment students using the
tiered materials achieved higher than control students, particularly for those students using the
tier of materials with the most scaffolding. Although other small studies have not shown
evidence of achievement advantages from using tiered assignments (Foreback, 2010), the fact of
such practices being rather new to the educational landscape implies more research will
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accumulate in the near future to support or refute the effectiveness of this strategy of responding
to student readiness.
A number of large-scale studies have attempted to implement more comprehensive
differentiated instruction interventions rather than focusing on specific strategies, techniques, or
arrangements. The results of these more holistic investigations provide the best evidence about
the effect of differentiated instruction on student achievement and attitudes. One such study
(Brighton, Hertberg, Moon, Tomlinson, & Callahan, 2005) did find modest improvements in
middle school student achievement when teachers used an assessment-based treatment to
differentiate for their students in all major subject areas. Most recently, a multi-site clusterrandomized control trial applying enrichment and differentiated instruction principles to
heterogeneous elementary reading (Reis, McCoach, Little, Muller, & Kaniskan, 2011) found
increases in oral reading fluency and reading comprehension as treatment effects in some of the
participating schools, while other schools in the study did not have significant achievement
improvements over controls. Finally, the results of the larger study from which the current
study’s data are drawn similarly show ample descriptive evidence of student learning gains, yet
were unable to link these in strong causal fashion to the implementation of the enriched and
differentiated curriculum units. This larger study is described in greater detail in the following
section.
Why is the most representative evidence of large scale differentiated instruction
implementations not more clear-cut? In general, as studies of differentiated instruction
encompass larger numbers of participants, the more difficult it has been for researchers to
determine unambiguous results. Another difficulty for larger studies is that—given the many
aspects of deep change embodied in high-quality differentiated instruction—the impact of the
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fidelity of implementation is critical to interpreting the results. Adequately measuring fidelity of
implementation in differentiated instruction interventions remains an area in need of
improvement (O’Donnell, 2008). Some survey evidence suggests that over 80% of teachers
(Farkas & Duffett, 2008) and teacher educators (Farkas & Duffett, 2010) believe that
differentiated instruction is somewhat or very difficult to implement in classrooms on a daily
basis. Although it has been suggested that not all teachers have “the time, the skill, and the will”
(Hertberg-Davis, 2009, p. 251) to fully embrace differentiated instruction, its advocates remain
optimistic that increasing teacher support through sustained professional development,
administrator buy-in, and pre-differentiated curricular materials may increase its prevalence and
demonstrable positive outcomes in American classrooms.
The National Research Center on the Gifted and Talented Mathematics Study
The NRC/GT mathematics study sought to examine the impact of differentiated and
enriched mathematics curriculum on the achievement of students receiving mathematics
instruction in heterogeneous grade 3 classrooms. Additionally, the study investigated the effect
of professional development opportunities—both through formal sessions and through
professional development embedded within the study curriculum materials—on teacher
participants. Elements of enrichment learning and differentiated instruction from the previouslydescribed curriculum and instruction models guided the development of the three mathematics
units used in the 2008-2010 National Research Center on the Gifted and Talented mathematics
study. During the pilot year of the study, 2008-2009, 16 schools were assigned to treatment or
control status. Treatment and control students (n = 822; 427 treatment and 395 control) took
pretest measures of reasoning ability and mathematics achievement prior to the intervention. The
25 treatment teachers received professional development on enrichment and differentiation
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practices, received curricular materials, and implemented the units with their students. The
treatment students took researcher-developed unit pretests and posttests for each of the three
mathematics units; they also completed 15 grade 4 items from the National Assessment of
Educational Progress (NAEP) after completing all three units. During late spring 2009, treatment
and control students took a mathematics achievement posttest. The schools, teachers, and
students who participated during this time are referred to as Cohort I, which denotes participation
during the 2008-2009 school year and being assigned to treatment status at the school cluster
level. Suggestions were solicited from Cohort I participants on improving the curricular
materials for the next year of the study.
In the second year of the study, many of the schools from the pilot year of the study
remained participants, while additional schools were also recruited. In 2009-2010, participants
from these returning schools remained assigned to treatment status by school, but were referred
to as Cohort II to identify them as a distinct analytic sample that participated during the second
year of the study, used revised curricular materials, but retained treatment assignment status at
the school level. Cohort II consisted of 844 students (381 treatment and 463 control). Participants
that were newly recruited to join the study in 2009-2010 are referred to as Cohort III. These
participants were assigned to treatment or control status at the classroom level, and participated
only during the 2009-2010 school year using the revised curricular materials. After removing
cases due to treatment or posttest non-completion, the final analytic sample for Cohort III
included 43 schools with 141 classrooms (84 treatment and 57 control). A total of 2290 students
participated (1391 treatment and 899 control) from Cohort III.
Similarly to the pilot year participants, treatment and control students in Cohorts II and
III took pretest measures of reasoning abilities and mathematics achievement during the spring
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of 2009. These students’ second grade teachers were also asked to complete teacher rating scales
(Renzulli et al., 2004) for approximately 20% of their students (5-7 students per classroom)
whom they considered to have “high learning potential.” After professional development
opportunities, treatment teacher implemented the three curriculum units. The units implemented
during the second year of the study were Awesome Algebra (Gavin et al., 2009), Geometry and
Measurement for All Shapes and Sizes (Cole et al., 2009) and Greening Up With Graphing:
Reduce, Reuse, Recycle (Cole et al., 2009). Treatment students completed unit pretests and
posttests, and out-of-level NAEP items. At the end of the intervention, treatment and control
students took an assessment of mathematics achievement.
Although data analysis for the NRC/GT mathematics study continues, preliminary results
using multilevel modeling with the Iowa Tests of Basic Skills Problem Solving and Data
Interpretation subtest outcome measure indicated that the intervention had several subtle
interaction effects occurring at different levels of nesting that combined to prevent the detection
of an overall main treatment effect for the curriculum intervention (McCoach et al., 2012).
Descriptive analyses of NAEP and unit test data indicated more positive results of the
intervention. Nonetheless, the unit pretest and posttest data from treatment students have not
been thoroughly investigated as a complementary approach to understanding factors that
influence student learning using enriched and differentiated instruction.
Theory and Research on Multilevel Models
Correlation/Regression Analyses and Causal Inferences
When we last left Francis Galton on page 18, he was developing the conceptual
underpinnings for the fields of gifted education and talent development. Not content with only
being the progenitors of the scientific study of human intelligence and genius, Francis Galton
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and his protégé Karl Pearson are also frequently cited (e.g., Stanton, 2001) as the first to theorize
and formalize methods for multiple correlation/regression analyses that have become among the
most frequently used statistical techniques in the social sciences. Correlation- and regressionbased analyses are popular because of their high level of flexibility to accommodate different
types of predictor data, outcomes measures, and functional forms (Cohen & Cohen, 1983).
A common feature among textbooks discussing correlation and regression analyses is to
offer the reader a strong warning that “correlation does not prove [or imply] causation” (e.g.,
Gravetter & Wallnau, 2005, p. 421; Hinkle, Wiersma, & Jurs, 2003, p. 114; Shadish, Cook, &
Campbell, 2002, p. 7). While a detailed discussion of using correlational methods to make causal
inferences is far beyond the intended scope of this discussion, there remains a marked contrast
between more and less stringent interpretations of what constitutes a cause, and how
correlational statistical techniques fit into those claims. Certain social science disciplines, such as
economics, rely heavily on statistical controls rather than experimental design to answer research
questions, while psychological and educational researchers have more commonly preferred
randomized experiments. Shadish, Cook, and Campbell (2002) cite John Stuart Mill’s three
requirements for causal inference:
1. the cause preceded the effect
2. the cause was related to the effect
3. we can find no plausible alternative explanation for the effect other than the cause
(p. 6)
On the other hand, Cohen and Cohen (1983) provide the following three criteria for a causal
framework:
1. A precedes B in time (although they may be measured at the same time)
2. some mechanism whereby this causal effect operates can be posited
3. a change in the value of A is accompanied by a change on the average in the value B
(p. 80)
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While two of the three legs of each interpretation are quite similar, the latter argument certainly
lends itself to a more liberal view of the inferences we can draw from data than the former. The
design of this study does not permit strong counterfactual evidence to support the more stringent
requirements, yet aims to provide useful and reasonable inferences about the predictive
relationships between its independent variables and outcome variables.
Theoretical Advantages of Multilevel Models
Although multiple linear regression modeling using the ordinary least squares (OLS)
method is quite flexible, certain data requirements must be met to produce accurate and unbiased
estimates. As noted by Bryk and Raudenbush (2002), “Efficient estimation and accurate
hypothesis testing based on OLS require that the random errors are independent, normally
distributed, and have constant variance” (p. 21). Two primary types of research for which these
assumptions are likely to be violated are organizational research settings with clustered
individuals and longitudinal growth research with multiple data points collected for the same
individual. For many educational settings, including those under which the NRC/GT
mathematics study data were collected, individual-level observations do not meet the assumption
of independent random errors. This happens because students’ outcomes are more highly
correlated with that of other students within the same clustered units as they are to outcomes of
students from different clusters. The statistical inaccuracy posed by failing to attend to this nonindependence is summarized:
An assumption in standard regression is that the observations or data subjected to
analysis are statistically independent. With nested data, this assumption is clearly
violated. Research has consistently shown that for clustered data, observations obtained
from persons within the same cluster tend to exhibit more similarity to each other than to
observations from different clusters. This similarity leads to underestimation of the
standard errors for regression parameter estimates and inﬂates Type I error even when the
similarity is mild. (O’Connell & Reed, 2012, p. 8)
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The level of statistical non-independence, referred to in most multi-level modeling
literature as the intraclass correlation (ICC), tends to be stronger in smaller and more closely
affiliated groups. One meta-analysis of multilevel educational studies (Stockford, 2009)
estimated the ICC to be approximately 0.22 for two-level models clustered at the classroom or
school level, while 3-level models clustered at both classroom and school level had an average
ICC of 0.11 and 0.15, respectively. The Procedures and Standards Handbook (IES, 2010) used
to review studies for IES’s What Works Clearinghouse cites an unpublished study by Hedges
that assumes an ICC of 0.20 to be used as a correction for clustering in statistics from
educational interventions. Intraclass correlations at this level for clustered data, then, favor the
use of multilevel modeling to reduce the bias resulting from non-independent data.
An additional advantage of multilevel models arises from their ability to address research
questions about the impact of variables aggregated at one level of analysis on relationships
between variables at a different level of analysis (Rousseau, 1985). For example, a researcher
may seek to understand if the gender composition of elementary school classrooms affects the
relationship of student gender on reading achievement. This type of question would not be able
to be addressed satisfactorily using OLS models. The very nature of the way we “do” public
education, with students clustered in classrooms and schools, makes the need to address such
questions important, useful, and highly relevant. In fact, it might appear downright naïve to
conduct large-scale analyses that omit addressing the large variety of effects that contextual
factors play on student outcomes. The estimation of such cross-level interactions expands
researchers’ ability to seek understanding of nuanced relationships that would be enclosed within
the “black box” of the single unit of analysis possible for regular OLS regression models.
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The use of multilevel modeling in the social sciences literature has increased dramatically
over the past few decades since maximum likelihood estimation approaches have become
improved and incorporated into user-friendly analysis software packages. However, researchers
using multilevel models have not always attended to making their analytic choices clear when
reporting their results. A recent review of literature (Dedrick et al., 2009) cited four main areas
for the improvement of reporting the results of studies employing multilevel modeling:
(a) model development and specification including issues of predictor selection,
centering, covariance-structure selection, fit indices, generalizability, and specification
checks; (b) data considerations including distributional assumptions, outliers,
measurement error for predictors and outcomes, power, and missing data; (c) estimation
procedures including maximum likelihood (ML), REML, Bayesian estimation, and
alternative procedures such as bootstrapping; and (d) hypothesis testing and statistical
inference including inferences about variance parameters and fixed effects. (p. 71)
Although transparency about analytic decisions is essential for any type of analysis, each
judgment in the multilevel analysis should be explained and justified to allow the findings to be
questioned and replicated.
Centering
One key decision when using regression models involves the scaling or centering of
independent variables. Centering decisions about predictor variables in OLS models do not affect
the values of the parameter estimates and primarily aid in the interpretation of the estimates
when a zero value for the intercept is not meaningful. In multilevel models, the centering choices
become more complex for purposes of interpretation and also potentially computationally
meaningful. Three commonly used choices for centering of level-1 predictors within 2-level
models are raw metric, or uncentered, variables; grand mean centered variables, and group mean
centered variables (Raudenbush & Bryk, 2002).
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While uncentered and grand mean centered variables result in equivalent models, group
mean centering generally produces a model that is both conceptually and empirically different
from the other two common options (Enders & Tofighi, 2007; Hofmann & Gavin, 1998).
Dummy coded level-1 variables in multilevel are frequently left uncentered, although grand
mean centering them could potentially address substantive questions about the impact of the
relative proportions of different groups within the sample (Raudenbush & Bryk, 2002). For
interval scale data, the raw metric centering decision might be useful when zero does have a
meaningful value, such as number of dollars spent or number of detentions earned, and research
inferences are desired about individuals at that level of the variable.
Grand mean centering independent variables in multilevel modeling follows the same
logic of mean adjustment via partial regression weights as in ANCOVA modeling (Raudenbush
& Bryk, 2002). Thus, the coefficient for the level-1 intercept (β0j) can be interpreted simply as
the adjusted cluster mean for cluster j, also the predicted score for an individual in cluster j. The
level-2 variance using grand mean centering, τ00, is the variance among the level-2 adjusted
means. Although some multilevel model parameters can be interpreted straightforwardly using
grand mean-centered predictors, the use of empirical Bayes’ estimators with grand meancentered variables creates the potential for ambiguous and biased variance parameters (Enders &
Tofighi, 2007; Raudenbush & Bryk, 2002).
In contrast, centering independent variables around their cluster or group mean leads to a
different set of interpretations for all parameters in the model. Important implications of this
centering decision are that the group mean-centered predictor no longer contains any betweengroup variation and is uncorrelated with level-2 predictors. The level-1 intercept under this
centering rule is the unadjusted cluster mean, or the predicted value of a member of that cluster,
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while the slope, also not subject to between-cluster variance, is the pooled within-cluster
regression coefficient. Without the entanglement of slope and intercept caused by grand mean
centering, their variance components are not biased under group mean centering. The substantive
nature of the research question, in sum, should be the basis of the application of centering
techniques in multilevel models so that results can be interpreted clearly and accurately. This
study’s use of level-1 centering is discussed in greater detail in the methods and procedures
chapter that follows.
Theory and Research on Student Level and Cluster Level Predictors
Gender and Mathematics Achievement
For over 30 years, researchers have puzzled over the gender difference in mathematics
achievement in the United States. Although some recent research (e.g., Hyde, Linberg, Linn,
Ellis, & Williams, 2008) indicates that female students, on average, are now achieving as well or
better than males, some contend that males continue to outperform females at the highest levels
of achievement (e.g., Olszewski-Kubilius & Lee, 2010). Many explanations of gender
differences in high-level mathematics achievement have been proposed, including more
biological influences such as spatial perception and mental rotations (Ganley & Vasilyeva, 2001;
Halpern et al., 2007; Voyer, Voyer, & Bryden, 1995) and more environmental influences such as
gender role perception, goal orientation, self-efficacy, values, sense of belonging, and stereotype
threat (Dweck, 1986; Eccles, 2011; Ferriman, Smeets, Lubinski, & Benbow, 2010; Good, 2012;
Huguet & Regner, 2009; Kitsantas, Cheema, & Ware, 2011; Selkow, 1985).
Because of an ongoing concern that the loss of female talent in STEM professions (U. S.
Department of Commerce, 2011) may detract from the United States’ overall innovation and
productivity, the relationship between gender and mathematics achievement continues to inspire
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an active line of research that grows in nuance without an apparent scientific consensus as to
why gender differences are found both in subject-specific achievement and career choices.
Although much of this research focuses on middle school and high school students, males’
advantage in mathematics achievement has been found throughout the ability distribution for
third grade students (Penner & Paret, 2008)—the age of the NRC/GT mathematics study
participants.
Therefore, it is of interest to determine whether a gender difference exists in pretest,
posttest, and gain scores for students in the present sample after controlling for ability and
achievement differences. If differentiated curricula perform equitably, no gender differences
should exist. However, the link between specific classroom practices and the relationship of
gender to mathematics achievement is still largely unanswered. Therefore, investigating the
variance among classrooms in the gender/achievement slope also yields insights on whether
some classrooms create the conditions where females succeed and males do not or the inverse.
Quantitative Ability and Prior Mathematics Achievement
As topics of continually evolving research with increasingly sophisticated methods of
scientific inquiry (Sternberg & Kaufmann, 2011), human intelligence and its relationship to
learning and productivity are—with understatement—astonishingly complex phenomena.
Intelligence tests were first developed to help predict students’ school performance, although
they have subsequently been used and misused (e.g., Herrnstein & Murray, 1994) for many other
inferences. In terms of the K-12 education system, an entire literature surrounding the causes and
remediation of underachievement has developed from the underlying assumption that reasoning
ability should translate in some transparent manner into demonstrable achievement.
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Intelligence test scores and scholastic achievement test measures are reported to correlate
approximately 0.50 (Neisser et al., 1996). While this relationship is sizeable, it is far from
perfect, and clearly many other factors influence achievement test scores. From a policy stance,
it is debatable whether classrooms practices should attempt to maximize or minimize the
relationship between reasoning abilities and academic performance, returning to the equity
versus excellence arguments presented earlier. Perhaps more universally acceptable is that all
students, regardless of measured reasoning abilities, should be presented with experiences that
cause them to make significant learning gains from initial levels. Because the NRC/GT
curriculum intervention was delivered in mixed-ability classrooms with lessons tiered to three
different levels of student readiness, quantitative ability may be predictive of unit pretest and
posttest scores, but not predictive of student gains on the units.
Along similar lines, prior achievement is generally quite predictive of subsequent
achievement. However, the prior achievement measure used in the present study (ITBS Math
Problems subtest) is dissimilar in at least three ways from the unit test assessments. First, the
Iowa Tests of Basic Skills, as evidenced by its name, aims to measure basic academic skills
generally found at lower levels of cognitive demand (Bloom, 1956), while the NRC/GT
mathematics units intended to instruct and assess higher-level thinking skills. Second, the content
covered by the ITBS subtest holds little in common with the content covered by the three
mathematics units, with the graphing and data analysis unit having some overlap with the ITBS
and the other two units having minimal content overlap. Finally, the ITBS’s format was entirely
multiple choice items, while the unit tests included a range of item formats, including closedended items, pattern extensions, written justification of mathematical procedures, etc. For these
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reasons, the ITBS prior achievement measure can be expected to be somewhat but not entirely
predictive of student results on the unit tests.
Teacher Nomination
Teachers are frequently called upon to make decisions about students’ needs for gifted
programming beyond the regular classroom provisions. Early research on teacher nominations
(e.g., Baldwin, 1962; Gear, 1976; Pegnato & Birch, 1959) for the identification of gifted students
focused on teachers’ effectiveness and efficiency in determining which students would score
high on a individually-administered test of intelligence. Effectiveness referred to teachers’ ability
to not “miss” identifying a student whose IQ was above a certain level, while efficiency referred
to the teacher’s refraining from nominating students with scores below that level. Individual IQ
was the criterion, and teacher’s role was perceived to be as a low-cost screening tool to avoid the
more costly administration of individual IQ tests to large numbers of students.
As expanded theories of giftedness began to advocate teachers’ ratings as being a
separate criterion from IQ (Renzulli & Delcourt, 1986), the research focus moved away from
teachers’ ability to predict IQ and toward a more nuanced view of the factors that influence
teacher nomination of students for special programs (McBee, 2010b; Siegle, Moore, Mann, &
Wilson, 2010) and the criterion of student performance in gifted programs (Hunsaker, Finley, &
Frank, 1997). While much remains unknown about why teachers choose to nominate students for
special programs, how selected students perform on learning tasks geared at higher-level
thinking can be compared with the performance of non-selected students. Because the NRC/GT
curricular units offered such opportunities, it is relevant to inquire whether students considered to
have high learning potential by teachers have higher initial and final levels of mastery than nonselected students, as well as whether their gains over the intervention were equal.
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Cluster-Level Predictors
In addition to examining student-level factors that impact students’ ability to master the
NRC/GT mathematics study’s curricular unit material, cluster-level factors may influence
student outcomes such that students in classrooms with particular characteristics exhibit greater
gains in learning on the differentiated curricula than students in other classrooms and schools. By
knowing how organizational factors relate to student outcomes, we can understand what
situations might prove most conducive to effective implementation of interventions using
differentiated and enriched curricula.
Four cluster-level factors hypothesized to impact outcomes on the unit test measures are:
classroom average quantitative ability, classroom average ITBS pretest achievement, school
socioeconomic status, and teachers’ self-reported enjoyment of the curriculum intervention. In
terms of multilevel analyses, class aggregate ability and achievement measures are statistically
important to reintroduce the between-cluster variance in the combined multilevel model when
their corresponding level-1 predictors are centered within clusters. In addition, these variables
have inherent substantive interest as contextual factors that may influence level-1 outcomes in
different ways than the level-1 units of which they are an aggregate. Marsh et al. (2012)
distinguished contextual level-2 factors such as these ability and achievement aggregates from
climatic level-2 factors:
Although similar in some respects, the key distinction between climate and context
variables is the referent in the L1 measure. For classroom climate constructs (e.g., teacher
friendliness or classroom organization), the referent is the classroom (or teacher) in that
each student in the class rates some aspect of the class or teacher, not some individual
characteristic of the student making the rating. . . .For classroom context constructs (e.g.,
class-average achievement or gender ratio), the referent is the individual student and the
L2 construct is an aggregation of these different student characteristics. (pp. 108-109)
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It is plausible that the contextual relationship of quantitative ability and prior mathematics
achievement on student achievement on the NRC/GT unit tests may have been stronger within
each of the three suggested “tiered” within-class flexible small groups than across the entire
classroom clusters. If it were possible to determine how treatment teachers in the intervention
grouped their students for instruction during the intervention, this would be another exciting
avenue of investigation. Indeed, if students in the study actually had movement among high,
medium, and low readiness groups across the intervention, a cross-classified multilevel analysis
of such grouping strategies could be quite illuminating with regards to contextual BFLPE-type
inquiries.
Socioeconomic status (SES) influences achievement at the individual level as students
bring varying levels of prior experience with academic ideas to the classroom, and as family
circumstances impact nutrition, stress, quiet space for schoolwork, and other factors related to
school achievement. Meta-analyses (Hattie, 2009; Lipsey & Wilson, 1993) suggest that family
socioeconomic status is one of strongest influences from the home on student achievement. The
measurement issues of socioeconomic status will be discussed more fully in the instrumentation
section of Chapter Three.
While researchers continue to study this complex relationship at the student level,
aggregate contextual SES has also been shown by some research (Lipsey & Wilson; White,
1982) to produce an even greater effect on achievement than individual-level SES. A recent
meta-analysis to update White’s findings (1982), in fact, begins with the assertion that
“Socioeconomic status (SES) is probably the most widely used contextual variable in educational
research” (Sirin, 2005, p. 417). Conceptually, the influence of contextual SES on achievement
likely functions through different channels—such as “instructional arrangements, materials,
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teacher experience, and teacher-student ratio (Sirin, 2005, p. 438)” —than how individual SES
impacts achievement. For this reason, it is a particularly interesting predictor in multilevel
models than can capture such differences in constructs aggregated at different levels of analysis.
As diverse students interact with differentiated and enriched curricula, does a higher SES context
lead to greater learning or do students in all schools make comparable gains?
Finally, teachers’ personal responses to curriculum may potentially influence their
students’ learning gains. Teacher influences of curricular interventions are not well studied,
although one study (Azano et al., 2011) found that teachers’ fidelity to differentiated and
enriched language arts units used with identified gifted students significantly predicted their
students’ mean posttest scores on the unit tests. Teacher pedagogical content knowledge may
also influence the success of curricular interventions. This study will focus on teachers’
enjoyment of the curriculum intervention as a classroom-level predictor of student learning
gains. Although a few recent studies (Frenzel et al., 2009; Martin, 2006) have investigated the
impact of teacher enjoyment on student outcomes, these have not been in the context of
curriculum interventions, and have focused on student enjoyment as outcomes. In fact, no
published studies were found that attempted to link teacher enjoyment to student achievement
outcomes. Therefore, whether teachers’ enjoyment of the NRC/GT mathematics curriculum units
predicts student mastery of the units’ content presents some preliminary evidence toward theory
building regarding the relationship between teachers’ attitudes and students’ achievement.
As a final thought, level-2 clusters in this study are defined at the classroom level, which
in a real world school context is likely to be a fuzzier and more porous unit of analysis than its
abstract ideal might imply. Although elementary school classrooms are certainly more likely to
be intact, tractable units than their middle school and high school counterparts, students flow in
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and out of “classrooms” due to illness, pull-out programs, Joplin plan grouping, cross-classroom,
within-grade ability grouping for instruction, and other reasons. Borrowing the logic of BFLPE
research (e.g., Marsh & Hau, 2003), we might well ask whether the contextual impact of the
brightest child in the class continue to impact his peers’ self-esteem and performance even if he
happens to be absent with the flu during state testing week. Although some work (Marsh et al,
2012) has emerged to expand conceptual thinking about level-2 climatic and contextual
variables, measures associated with level-2 units may still be fairly naïve in their measurement
models’ sets of assumptions.
Data based on teacher characteristics and self-report data, perhaps assumed to be fungible
with classroom designations for purposes of analysis, also are complex in their relationship to
student outcomes in multilevel models. For instance, should we consider the impact of shortand/or long-term substitutes on student outcomes with cross-classification when we model?
What about the portion of the day students spend with “special” teachers (art, music, library,
physical education, etc.)? Or when Mrs. Jones’s lowest-achieving reading students go to Mrs.
Miller’s class for reading instruction? Given the complex and fluid nature of schools, there is a
considerable burden of argument behind level-2 designations and their measures in educational
multilevel models. While researchers certainly must use simpler models than can capture the full
phenomenon of the schooling experiences, it is important to be explicit in the reasoning about the
relationships between level-1 and level-2 factors.
Theory and Research on Measuring Change
“There is nothing wrong with change, if it is in the right direction”
Winston Churchill
Is psychometric change something worthwhile and amenable to measurement and, if so,
what are valid ways to do it? Fundamental theoretical questions underpin the technical aspects of
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measuring change in psychological traits and states. Latent trait measurement, whether using
classical test theory or item response theory, largely developed as a cross-sectional strategy for
determining an individual’s level of a trait at a point in time, not as a measure of change in that
trait within the individual over time (Raudenbush & Bryk, 2002). Research design experts (e.g.,
Shadish, Cook, & Campbell, 2002) promote using pretest measures to enhance causal inference
in the absence of complete randomization, and yet numerous psychometricians throughout the
1960s and 1970s (Cronbach & Furby, 1970; Lord & Novick, 1968) cautioned that neither simple,
residualized, nor “basefree” (Tucker, Damarin, & Messick, 1966) gain scores provide reliable
and useful information for investigating scientific inquiries. Interestingly, Cronbach and Furby’s
(1970) attention to “linked” error variances of pretest and posttest scores presaged later
developments in growth curve modeling that account for non-independent residual structures. A
review of research (Linn & Slinde, 1977) during this era summarized the main reasons behind
arguments against the use of simple gain scores:
1. Artifactual negative correlation of raw gain scores with pretest scores
2. Low reliability of difference scores under certain assumptions of classical test theory
3. Lack of common trait and scale for gain scores
These arguments against the low reliability and validity of gain scores from the framework of
classical test theory have also been extended to item response theory (Hambleton, Swaminathan,
& Rogers, 1991) applications with dichotomous indicators (May & Jackson, 1999).
The gain score reliability controversy instigated a quarter century of stigmatization of all
forms of gain scores for social science researchers interested in investigating change of
psychological phenomena over time. In fact, the impact of the ideas contained in the Cronbach
and Furby (1970) paper was described in applied journals with such purple prose as “a fire
spreading out of control in a drought-ridden forest . . . consum[ing] everything in [its] path”
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(Collins, 1996, p. 289). The same author asserted, “There are few topics in social science
methodology that have elicited as much confusion, misunderstanding, and anxiety as the topic of
the reliability of gain scores” (Collins, 1996, p. 289). Psychometric qualms about gain scores
were entirely legitimate based on their underlying assumptions about the nature of pretest and
posttest data, yet some researchers in the measurement community continued to seek different
and realistic assumptions under which gain scores were more reliable and valid measures.
A research line spearheaded by Williams and Zimmerman (1977) began swimming
against the stream of “knee jerk” (Collins, 1996, p. 289) gain score marginalization with a series
of papers in the late 1970s. Williams and Zimmerman began to show through data simulations
how simple difference score reliabilities improved through relaxing some of the restrictive
assumptions contained in previous work on the subject (i.e., Lord & Novick, 1968). Several
years later the team (Zimmerman & Williams, 1982a) again theoretically demonstrated how the
reliability of simple gain scores was enhanced under typical research conditions when the
standard errors and reliabilities of the pretest and posttest measures are not equal. These research
conditions were termed “non-parallelism” (Zimmerman, Andrews, Robinson, & Williams, 1985)
to distinguish them from the original assumptions of pretest and posttest as parallel forms upon
which initial psychometric arguments were based. The optimization of simple gain scores under
the conditions of the Zimmerman and Williams paper were subsequently mathematically
formalized (Sharma & Gupta, 1986). These papers’ aim was not to suggest that simple gain
scores should be used indiscriminately in all applied circumstances, only to temper the blanket
verboten attitude toward simple gain scores by showing how—in certain situations—they could
be carefully used to provide useful information.
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Other simulation studies followed comparing relative reliabilities of simple and
residualized gain scores (Williams & Zimmerman, 1982a), as well as comparisons of the
standard error of measurement of these two types of gain scores and “basefree” gain scores
(Zimmerman & Williams, 1982b). Having simulated conditions to examine the various types of
gain scores, empirical testing began to determine if the simulated results would be replicated and
supported with “real” data. While a very small (n = 58) empirical study (Williams, Zimmerman,
Rich, & Steed, 1984) resulted in very highly reliable gain scores after a specific mathematics
intervention, a large-scale study in which “standard educational practices” were the only
intervention resulted in low reliabilities of gain scores (Williams, Zimmerman, & Mazzagatti,
1987). The researchers concluded that the reliability of gain scores was enhanced by a “potent”
intervention and measures that were specifically designed to be sensitive to the types of changes
brought about by the intervention.
In addition to their studies on reliability, Williams and Zimmerman (1982b) also
investigated the criterion/predictor validity of simple and residualized gain scores under different
assumptions, which extended their prior results to research applications on the correlates of
change. In this study, the researchers concluded with the following heuristic for applied
researchers to weigh the use of simple or residualized gain scores:
[T]he validity of simple difference scores, with respect to any criterion, will be greater
than, less than, or equal to the validity of residualized difference scores, depending on
whether the correlation between pretest and posttest scores is greater than, less than, or
equal to the ratio of the standard deviation of pretest and posttest scores. (p. 94)
With respect to experimental design, Zimmerman, Williams, and Zumbo (1993), extending
previous work on the subject (Overall & Woodward, 1975), investigated the relationship of
reliability and statistical power when using gain scores as an outcome measure. They concluded
that higher reliability of measures did not unambiguously lead to higher power to detect
50

significant differences when effect sizes vary, and that sometimes a loss of reliability might
actually be preferable to increased power for research designs.
After two decades of vindicating the careful use of gain scores in research analyses,
Williams and Zimmerman (1996) reiterated their prior evidence, and spoke for perhaps a
majority of applied researchers who felt that continued arguments against the utility of using gain
scores in statistical analyses are “incompatible with the intuition of researchers in many
disciplines who assume that measures of gains, changes, differences, growth, and the like are
meaningful in experimentation, program evaluation, educational accountability studies, and the
investigation of developmental growth and change” (p. 59). In a commentary on this renewed
advocacy for gain scores, one author (Collins, 1996) even went so far as to contend that gain
scores were “precise” measures of intra-individual change regardless of their reliability, which
was recently reiterated and expanded by Thomas and Zumbo (2011) in the context of using gain
scores as outcomes measures in repeated-measured ANOVA analyses. Mellenbergh (1999), too,
pointed out the differences inherent between CTT conceptions of precision based solely on
reliability and IRT precision based both on reliability and information functions.
In recent decades, and perhaps considerably in response to continued unease with gain
scores as a measure of change, methodologists have developed increasingly sophisticated
methods of modeling latent growth using multilevel models or latent curve models (Duncan,
Duncan, & Stryker, 2006; Raudenbush & Bryk, 2002; Willett & Sayer, 1994). A number of
dissertations (Hseieh, 2011; McGuire, 2011; Serrano, 2011; Zheng, 2009) as well as reports and
articles (McArdle et al., 2009; Rijmen, 2010) in the past several years have sought solutions to
measuring latent growth within item response theory frameworks, with attempts to account for
problems with measurement invariance that occur over the course of longitudinal data collection.
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Such efforts that explicitly model the measurement error involved in the aggregation of measures
from an item-level perspective have also been referred to as doubly latent models (Lüdtke,
Marsh, Robitzsch, & Trautwein, 2011; Lüdtke et al., 2008; Marsh et al., 2009).
Even as these problems are resolved by creating more and more flexible data analysis
programs, one key data issue cannot always be accommodated. Multilevel solutions to modeling
latent growth usually require at least three waves of data collection due to the need to estimate a
trajectory, which would by definition fit perfectly for only two measurement points.
Nevertheless, many interesting research situations arise in which data collection has ceased and
only two points of measurement have been taken for each individual in the sample. For instances
in which only one pretest and one posttest measure are available, structural equation models
(Cribbie & Jamieson, 2000) have been found to provide estimates for correlates of change with
pretest and posttest data that do not exhibit the biases of regression or ANCOVA models.
In conclusion, gain scores appeal to researchers’ intuitions about measuring
psychological processes of change and growth over time. However, using linear combinations of
two fallible measures (such as simple gain scores calculated by subtracting a pretest score from a
posttest score) can lead to situations in which the reliability of the resulting score is extremely
low. While much research has shown circumstances, both in theory and with empirical data,
under which gain scores can be reliable and used validly to correlate with other measures, gain
scores computed from pretest/posttest designs are generally much more problematic in
measuring individual change and correlates of that change than research designs with more than
two measurement points. When possible, researchers should always collect at least three waves
of data so that individual growth trajectories can be modeled. When this is not possible, the
selection of different types of gain scores, and the research inferences that can be drawn from
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their use as outcomes in analyses, can be thoughtfully and carefully based on the rich literature
regarding reliability, validity, precision, and power considerations.
Gifted education models and recent mathematics education emphases on process skills
support the use of investigative, hands-on curricular materials such as the ones developed for the
NRC/GT mathematics study. When students are presented with challenging, conceptuallyoriented mathematics curriculum, many factors may impact how successfully they learn and how
well they perform on assessments that measure their higher-order mathematical problem solving.
Although it is likely that higher quantitative ability and prior mathematics achievement will
predict higher performance on the outcomes, they may not predict student gains from pretest to
posttest. Teachers’ nomination of students as high potential also may predict higher levels of
problem solving. While the relationship between gender and mathematics achievement remains
unresolved, it is important to determine whether disparities exist when implementing
experimental curricula. Classroom contextual ability and achievement levels and school
affluence may also impact how much students learn when using enriched and differentiated
curricula. Teachers’ enjoyment of implementing curriculum is another potential variable related
to the quality and quantity of their students’ learning. The following chapter details the methods
the current study employed to address its research questions related to which student and
classroom factors impact students’ attainment of higher-order thinking and problem solving
skills when using enrichment-based differentiated mathematics curricula.
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CHAPTER THREE
METHODS AND PROCEDURES
This chapter begins with statistical power considerations and then focuses on the
development of the analytic sample. The chapter continues with a description of the
instrumentation of the predictor and outcomes measures that will be used to answer the study’s
research questions. Then measurement models for the outcomes measures are described based on
a procedure (Kamata, Bauer & Miyazaki, 2008) that considers each unit test to be a subtest
measuring the same overall latent construct. Finally, the assumptions and justifications for the set
of decisions used for the selected multilevel regression analyses are detailed, and the research
questions are translated into research hypotheses based on the multilevel models presented.
Power Considerations
Determining the ability of a design to correctly reject a false null hypothesis is critical to
making sense of the results of nearly any quantitative analysis. Because power analyses are
generally intended to refer to experimental design situations with randomization at some level of
analysis rather than the “treatment only” nature of the present study, the following considerations
are not intended to convey power to detect treatment effects of a specific intervention. Rather,
they follow the logic of power analyses from experimental designs to consider whether it would
be possible to detect the effects of the study’s hypothesized non-experimentally assigned
predictors of achievement (e.g., gender, quantitative ability, prior mathematics achievement).
Although the data in the study are not actually cluster-randomized because of the lack of
assignment, the students’ data are still clustered within classrooms, so the power heuristics for
cluster-randomized designs would appear to be the most germane.
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The desired alpha level of significance, the size of the effect, the average cluster size, the
total number of clusters, and the intraclass correlation all impact power for a multilevel analysis.
This power analysis used Optimal Design software to determine the requirements for adequate
power (assumed to be 0.80 [Cohen, 1992]) given the other factors involved. The alpha level was
preserved at the traditional 0.05 level for each analysis. The average cluster size and total
number of clusters were entered empirically based on the analytic sample, in which there were
101 total clusters with a mean cluster size of 21. The intraclass correlation was set at the 0.20
level to reflect that of a typical ICC found in two-level models with classroom level clustering
found in prior studies (Hedges, 2005; Stockford, 2009).
An effect size f2 (Cohen, 1992) for multiple correlation/multiple regression analyses can
be computed by dividing the proportion of variance explained by one minus the proportion of
variance explained. With one predictor in the model being a quantitative intelligence measure
(CogAT) for the pretest and posttest outcomes measures, it is conservative to assume an R2 value
of at least 0.25 consistent with the Neisser et al. (1996) finding from that predictor alone, which
would yield an f2 effect size value of 0.33. When these values for alpha level, total number of
clusters, average cluster size, intraclass correlation, and effect size were entered into Optimal
Design under the assumptions of the cluster randomized design with treatment at level 2, the
power to detect significant differences was 0.97. Under these assumptions, then, the study is
adequately powered to determine the statistical significance of the parameters subjected to
hypothesis tests.
Sample
As previously noted, the data for the current study were collected during the second year
of the NRC/GT mathematics curriculum intervention study. Treatment students for the NRC/GT
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study, both those classified as Cohort II participants and Cohort III participants for purposes of
the larger experimental design, completed the three unit pretests and posttests prior to and
following instruction based on the researcher-developed curriculum units (Gavin et al., 2009;
Cole et al., 2009a; Cole et al., 2009b). Although these students could not be analyzed together
for the NRC/GT study because of the differences in their randomization status (Cohort II clusterrandomized by school and Cohort III cluster-randomized by teacher), the lack of control student
data in the present study enables the two sets of “treatment only” data to be combined because
there are no impediments to causal inference from this combined sample.
Missing Data and Data Preparation
In the opening commentary of Missing Data: A Gentle Introduction (McKnight, et al,
2007), the authors note that missing data may be a worthy equal of death and taxes among the
category of inevitable and inescapable phenomena. In a reasonable large study, there may be
nearly as many different causes of missing data as cases in the study, making advance
anticipation of each cause nearly impossible. When the proportion of data missing from any
given variable of interest is small, little bias generally results. Unfortunately, above 5% to 10%
missing data reduces the precision and statistical power of the parameter estimates used for
scientific inferences. Despite the ubiquity of missing data in educational research and its ensuing
conundrums for interpreting the results of quantitative analyses, applied researchers frequently
do not make choices for handling missing data consistent with the recommendations of leaders in
their discipline (Baraldi & Enders, 2010; Peugh & Enders, 2004). Researchers with time and
energy invested in a study may prove reluctant to regard missing data as “a pragmatic fact that
may be investigated, rather than as a disaster to be mitigated” (Cohen & Cohen, 1983, p. 299).
Modern handling of missing data continues to produce a very active line of scientific inquiry;
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however, this study will only briefly summarize this body of literature for the pragmatic
purposes of selecting a reasonable approach to missing data rather than attempting an exhaustive
review of current developments in the field.
Many methodologists adopt a common lexicon (Rubin, 1976, Little & Rubin, 2002) for
classifying missing data in terms of their impact on the estimation of models’ parameters and
thus on the causal claims of research investigations. Data are categorized as missing completely
at random (MCAR), missing at random (MAR), or missing not at random (MNAR). Data
missing completely at random are those that are completely uncorrelated with all of the other
variables in the model. Although statistical tests for MCAR are possible (Little, 1988), the
assumptions of this type of missing data are seldom found in practice (Baraldi & Enders, 2010).
MAR data are correlated with the other variables in the study, yet the probability of missingness
is not related to the missing values themselves. Conversely, MNAR data are directly correlated
with the probability of their missingness, as when a classroom of lower ability students might
cause their teacher to not complete an entire curriculum intervention because of the longer time
required to ensure the students’ mastery, leading to missing (presumably lower) scores from
those students.
Although the status of data being MAR or MNAR is not empirically testable (Baraldi &
Enders, 2010), either of these situations present a researcher with non-ignorable missingness for
purposes of subsequent quantitative analyses. Prior to the development of “modern” missing data
methods, researchers were limited to an array of deletion and simple substitution methods when
confronted with non-ignorable missing data. Listwise deletion is the simplest form of handling
missing data and remains the default option in software packages such as SPSS and for 2-level
cross-sectional models in HLM software. With many variables in an analysis, the use of listwise

57

deletion can severely limit the number of cases used in the analyses, reducing statistical power to
unacceptably low levels in addition to biasing parameter estimate when data are not MCAR. For
correlational/regression types of analyses, pairwise deletion is also possible to retain the
maximum number of cases for each analysis, but does not maintain a consistent sample across
analyses, leading to difficulty of interpretation, in addition to the resulting biased parameters.
Several simple substitution methods can be used to “plug” missing data values. The
substitution of the sample mean for each missing value, although possibly preferable to deletion
methods, creates several problems for correlational analyses. These include a reduction in the
variability of the sample and an attenuated linear relationship with other variables in the dataset,
as well as biased fixed effect estimates when data are not MCAR. Another substitution method
replaces missing values with the predicted value based on OLS regression based on the variables
in the model with complete data. However, like mean substitution, regression substitution
reduces the overall variability of the dataset and could potentially lead to violations of
homoscedasticity if missing values fall within a distinct range of the distribution. To reintroduce
random variation back into these values, stochastic regression substitution adds a random error
term to the predicted Y value before replacing the missing value. While the latter methods of
substitution can create less biased results than the former, they do not allow for adjustments to
the standard errors of the estimates, which can lead to increased probability of Type I errors
(Baraldi & Enders, 2010).
Two “modern” methods for imputing missing data include multiple imputation (Rubin,
1976; Rubin & Little, 2002) and maximum likelihood estimation using expectationmaximization algorithms (Dempster, Laird & Rubin, 1977). Multiple imputation involves the
creation of a number of potential values for each missing data point, using a model based on the
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available data. The average value for fixed effects and a pooled value for the variation are
derived from these multiple values (Rubin, 1996). Although various computation strategies have
been developed to create multiply imputed values, multiple imputation using SPSS is performed
under Fully Conditional Specification (FCS), which uses an iterative Monte Carlo Markov Chain
(MCMC) procedure (IBM, 2011) to produce the hypothetical values for each imputed data set.
Another contemporary method for data imputation is maximum likelihood estimation, which is
available with many structural equation modeling software packages, and also has been shown to
provide unbiased estimates when the maximum likelihood model is correctly specified. One
drawback to ML methods of imputing missing data is that convergence may not be reached in
samples of small to moderate size. The seeming paradox of software packages such as HLM and
AMOS that use expectation-maximization (EM) methods to estimate fixed effects and
covariance matrices, and yet do not allow for missing data within the datasets is explained by
Peugh and Enders (2004).
Although multiple imputation and maximum likelihood missing data methods were
initially developed mainly for applications involving single-level analyses, recent work has
attempted to clarify how they pertain to multilevel analyses as well. Yucel and Demirtas (2010)
found that under moderate levels of missing data, the regression coefficients of multilevel
models remained unbiased using multiple imputation that assumed normally distributed random
effects when this assumption was violated; however, the variance and covariance parameters
could be negatively affected under these condition. Similarly, variance/covariance components
of multilevel models were found to be estimated less accurately using multiple imputation than
maximum likelihood estimation, although the fixed effects were estimated well under either
method of missing data handling (Black, Harel, & McCoach, 2010). As simulation studies
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continue to investigate under which conditions various modern missing data methods may be
preferable, either of the two main strategies produces superior inferences than deletion and
simple substitution methods. In sum, the use of multiple imputation creates a “happy medium”
between the naïve ignoring of missing data (with the default of listwise deletion), and the
impractically tedious task of creating a customized model specification for each instance of
missing data. Schafer (1999) supported this pragmatic approach to missing data:
Given sufficient time and resources, one could perhaps derive a better statistical
procedure than MI for any particular problem. In real-life applications, however, where
missing data are a nuisance rather than a major focus of scientific inquiry, a readily
available, approximate solution with good properties in preferable to one that is more
efficient but problem-specific and complicated to implement. (pp. 3-4)
The data for the analytic sample were initially entered into two separate Excel
spreadsheets, one each for the samples defined as Cohort II and Cohort III for the NRC/GT
study. The Excel files were converted to SPSS, and variables types and names were altered to
allow the two files to be merged. Variables that were not necessary for the present study were
eliminated from the files. When all cases from the original two Excel files were merged in SPSS,
the total number of students was 6267, corresponding with the 2617 students in Cohort II and
3650 students in Cohort III. Students from Cohort II who participated in the study during the
pilot year (2008-2009) were eliminated from the sample because the curricular units themselves,
as well as the teacher’s log data, were different during the pilot year, leading to data that could
not be meaningfully aggregated with the data from the 2009-2010 year. When these students
were eliminated, the sample was reduced to 4858 students, still including both treatment and
control students from the NRC/GT study.
At this point of the data preparation, one student was identified as being misclassified as
a treatment student due to having a) a listed teacher name of a control teacher and b) an absence
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of any data for the unit tests. This student was reclassified as a control student. One other student
was listed as being a student of a control teacher, but had valid unit test data for all curriculum
units. This student was assumed to be from the classroom of the treatment teacher at the same
school as the listed control teacher, and the teacher name was changed accordingly. Given that
two treatment teachers had the same last name, it was also necessary to recode one of their last
names to a different name to facilitate the subsequent use of teacher last names as the basis for
adding teacher numbers, classroom aggregate ability and achievement scores, and teacher log
enjoyment values into the file. Finally, one teacher’s last name that contained an apostrophe was
manually changed to not have the apostrophe to enable SPSS syntax to run correctly. In addition
to the addition of the classroom aggregated variables and the teacher log enjoyment values, a
variable was created for school-level proportion of free and reduced-priced lunch status by
recoding the school names to their corresponding eligibility proportions based on data available
on the SchoolDigger website (2012).
Because the present study used outcomes measures that were only given to the treatment
students, the control students were also eliminated from the sample prior to the missing data
analysis and data imputation. When the control students were eliminated, the sample contained
2430 students. Missing value analyses indicated that 17.4% of the cases were missing data for
the quantitative ability measure, 16.4% of norm-referenced mathematics achievement scores
were missing, and 1.3% of gender values were missing. For the dependent variables, 25.5% of
cases did not have complete pretest data to form a composite score, 26.7% did not have complete
posttest data to form a composite score, and 29.1% did not have complete data to form a
difference score from the composite pretest and posttest. Little’s (1988) test for MCAR was
significant for the two continuous independent variables and the pretest and posttest dependent
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variables (χ2 = 101.5, df = 26, p < 0.001). This indicated that the missing values were not
completely at random, reinforcing the decision to avoid deletion methods of missing data
handling. Table 1 and Figures 3 and 4 describe the patterns of missing data. Students with no
missing data were the most frequent, followed by students missing complete composite pretest
and posttest data (about 16% of cases), and students missing ability and achievement data (about
9% of cases).
The variables included in the multiple imputation model were gender, nomination status,
quantitative ability, the achievement z-score, and each of the six individual unit pretest and
posttest scores. These individual unit score were used rather than the composite scores because a
large number of students with missing composite scores actually had most of the constituent unit
scores (and were just missing one or two due to classroom non-completion of one of the units),
and these “subscores” provided more information to assist plausible values for the imputed data.
Given that the gender variable was a manifest variable rather than a latent variable and that the
nomination status data were complete, these two variables were used as predictors but not
outcomes in the imputation model. The data were imputed under MCMC methods using a linear
regression model with no interaction terms, and with a maximum of 100 iterations. Although it
has been argued that 3 to 5 imputations are sufficient to produce reasonable estimates (Rubin,
1996), some recent evidence suggests more imputations yield better estimates. Therefore, I
created ten imputed datasets, which is the maximum number that can be used with the HLM 7
software for the multilevel analyses.
After the imputation, the 204 treatment students who had no teacher name listed were
removed from all datasets because their lack of classroom identification precluded their having
values for level-2 data. The additional 31 students with no gender value and 35 students whose
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Table 1
Percentages of Data Missing From Each of the Student-level Variables in the Proposed Analysis
Prior to Data Imputation
______________________________________________________________________________
Variable
Cases Missing
Percent Missing
______________________________________________________________________________
Gender

31

1.3

Nomination Status

0

0

Quantitative Ability

422

17.4

Mathematics Achievement

398

16.4

Composite Pretest

619

25.5

Composite Posttest

648

26.7

Composite Difference

707

29.1

______________________________________________________________________________
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Figure 3. Patterns of missing student-level data prior to data imputation.

Figure 4. Patterns of missing student-level data prior to data imputation.
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teachers did not complete teacher logs were also eliminated from the file at this point. The
resulting file of imputed datasets contained complete data for the multilevel analyses with a total
sample size of 2159 students nested within 101 classrooms. Each of the imputations in the
stacked SPSS file was split into a separate file to be analyzed with HLM 7.
Pooled descriptive statistics for the imputed datasets are presented in Table 2. Students in
the analytic sample were fairly evenly split in terms of gender. Slightly over half, 51.6%, of the
analytic sample was male and 48.4% of the analytic sample was female. The students in the
sample were predominantly classified ethnically as White, with small minorities of African
American, Hispanic, and Asian American students. Students in the sample had a slightly rightskewed age distribution with a mean of 99.9 months (SD = 5.5) at the time of the standardized
ability and achievement pretest measures.
Although teachers are not a main focus of this study, their enjoyment of the curricular
units represents one predictor in the model. In addition, the variance in classroom mean
outcomes (u0 for pretest, posttest, and gains) is also a research parameter of interest over which
teachers likely had influence. Demographic information for the teachers retained in the imputed
dataset is presented in Table 3.
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Table 2
Pooled Student Descriptive Demographic Data From the Ten Imputed Analytic Datasets (n =
2159)
Student variable

Percentage of Sample

Gender
Male
Female

51.6
48.4

Ethnicity
Asian American
African American
Hispanic
White
Other
Not indicated

5.1
4.2
6.9
73.0
2.5
7.1

Age at Pretest
80 – 90 months
90 – 100 months
100 – 110 months
110 – 120 months
Greater than 120 months

2.5
54.5
38.9
3.8
0.2

State of Residence
Southeast
0.8
Southwest
12.5
Northeast
10.4
Southeast
16.3
Midwest
1.9
Midwest
1.6
Midwest
3.1
Northeast
18.7
Midwest
3.2
Midwest
3.8
Northeast
2.1
Northeast
6.1
Midwest
9.7
Northeast
6.9
Mid-Atlantic
3.0
________________________________________________________________________
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Table 3
Teacher Descriptive Demographic Data From the Analytic Sample (n = 101)*
Teacher variable

Percentage of teacher sample

Gender
Male
Female

5.9
94.1

Ethnicity
African American
White
Other

3.9
93.1
3.0

Educational Background
Bachelor’s Degree Only
Sixth Year Certificate
Professional Diploma
Master’s Degree

36.3
3.9
1.0
57.9

Total Teaching Experience
0-4 Years
5-9 Years
10- 14 Years
15 or More Years

10.9
25.7
28.7
34.7

Experience Teaching Grade 3
0-4 Years
5-9 Years
10-14 Years
15 or More Years

41.2
27.4
19.6
11.8

* In the two cases of team-taught classrooms in the analytic sample, the data from the primary
teacher are reported.

67

Instrumentation
Independent Variables
The study’s research questions include four student-level predictor variables and four
cluster-level variables. The following section addresses how these variables were measured and
what, if any, measurement models underscore the variables as they are used in the study. The
instrumentation considerations of the pretest, posttest, and gain score outcomes measures follow.
Descriptive statistics on the following measures and bivariate correlations between pairs of
variables are presented to clarify the distributions and relationships underlying the data.
Gender. The gender variable was coded in the original NRC/GT Excel data files as “M”
for a male student and “F” for a female student. When the Excel files were converted to SPSS,
these alphanumeric codes were recoded into numeric dummy codes with 0 for a female student
and 1 for a male student. Although other coding schemes such as simple contrast coding are
helpful in situations such as multiple factor ANOVA designs, for the present study the simple
dummy coding scheme is interpretable straightforwardly with the relevant regression parameter
indicating the difference between girls and boys on the outcome variable holding other predictors
in the model constant. Thus, when entered as a predictor in the multilevel models, the gender
variable is left uncentered.
Nomination status. In the spring prior to the intervention, the grade 2 teachers of
students who would participate in the NRC/GT intervention during the following school year
were asked to nominate 5 to 7 of the students in their class as having “high learning potential”
and to complete four subscales of the Scales for Rating the Behavioral Characteristics of
Superior Students (SRBCSS [Renzulli et al., 2004]) regarding these selected students. The four
subscales measure teacher perceptions of students’ overall learning ability, motivation,
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creativity, and mathematics ability. Each scale contains 9 to 11 items that are rated on a 6 point
Likert scale with higher values indicating that the student manifests a positive behavior more
frequently. In the context of this study, however, the teachers’ choice to complete the rating
scales on a given student was considered as a binary variable that was dummy coded as 0 if the
student was not chosen for the SRBCSS process and 1 if the student was chosen for the process
and therefore had valid data for the teacher ratings. The proportion of students receiving the
teacher nomination in the analytic sample was 18.7%. As with the gender variable, the regression
parameter associated with the nomination variable is interpretable as the difference in the
outcome between students who received the SRBCSS rating from their grade 2 teachers and
those who did not, holding the other set of predictors constant. Nomination status was entered
into all models uncentered.
Student-level quantitative ability. Because the NRC/GT units were developed for
mathematics instruction, only the quantitative reasoning subtest was chosen as a predictor.
However, it is worth noting that the NRC/GT mathematics units emphasized written and verbal
communication of mathematical concepts, so it would be plausible that verbal reasoning abilities
would also be strongly related to unit test outcomes. Quantitative ability was measured with
scaled age scores based on the quantitative subtest of the 6th version of the Cognitive Abilities
Test, Level 2 (CogAT [Lohman & Hagen, 2001]). The CogAT has been described as “the most
widely used group ability test in the United States and the United Kingdom” (Lohman & Lakin,
2011, p. 427). Three primary uses of the CogAT have been to predict achievement, provide a
comparison with other abilities tests, and to guide instructional adaptations (Lohman & Lakin).
As an instrument, the CogAT aims to measure general “learned reasoning abilities” (Lohman &
Hagen, 2001) in the three domains it measures: “(1) sequential reasoning—verbal, logical, or
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deductive reasoning; (2) quantitative reasoning—inductive or deductive reasoning with
quantitative concepts; and (3) inductive reasoning—the core component of figural reasoning
tasks” (Lohman & Lakin, p. 427).
The theoretical framework of these three subtests is grounded in the Cattell-Horn-Carroll
(CHC) three-stratum theory of cognitive abilities (Lohman, 2003). The CHC theory evolved as
an integration of prior factor analytic work on the structure of human cognitive abilities, but its
main model consists of three hierarchical strata of abilities. Stratum I are narrow domain-specific
abilities, Stratum II are broad reasoning abilities, and Stratum III consists of a general reasoning
ability similar to Spearman’s g (Willis, Dumont, & Kaufman, 2011). While the CHC continues
to be scrutinized and revisited in ongoing studies, it has been widely used as a model informing
the development of assessments of cognitive abilities over the past 2 decades, including recent
versions of the CogAT.
The Level 2 quantitative battery of the CogAT 6 contains 48 multiple choice items,
which are horizontally scaled using item response theory. The CogAT 6 also has been vertically
scaled to enable comparisons across levels of the test (Tong & Kolen, 2010), although this was
not relevant in the NRC/GT data that included measurement at a single level of the CogAT.
Similar to other nationally-normed tests of cognitive abilities, the scaling of the CogAT age
scores sets a mean of 100 and a standard deviation of 16 for each of the subtests. Prior studies
indicated that internal consistency of each of the CogAT 6 subscales was near 0.95 (Lohman,
2003); however, the NRC/GT database did not contain item level data whereby this type of
reliability could be determined for the scores in the analytic sample. The pooled average score
for the imputed datasets was 106.14 (SD = 14) on the quantitative section of the CogAT, which
is nearly half a standard deviation higher than the national mean. The skewness and kurtosis
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values were low and no outliers were detected in the data. Figure 5 presents a histogram of the
CogAT scores from the tenth imputation.
As suggested by Enders and Tofighi (2007), different centering decisions for the same
variable can be appropriate based on which substantive question is being answered at the time.
Whereas group mean centering is more meaningful and unbiased for the study’s questions
involving the significance of level-1 predictors, cross-level interactions, and contextual effects,
grand mean centering is more appropriate for questions that focus on level 2 predictors, holding
level 1 predictors constant. Because the study contains some questions of each type of
substantive interest, the quantitative ability variable was entered into the models both grandmean and group-mean centered. For each research hypothesis, results are reported based on the
model with the centering decision more appropriate to its specific emphasis (i.e., group mean
centered for research questions 1-4 and 7; grand mean centered for research questions 5 and 6).
Student-level mathematics achievement. Students recruited for the NRC/GT study
completed a variety of pretest measures to determine mathematics achievement prior to the
curriculum intervention. Of the students in the present study’s analytic samples, a majority of
students took a mathematics subtest (Level 8 Math Problems) of the Iowa Tests of Basic Skills
(Hoover, Dunbar & Frisbie, 2001). Co-normed with the CogAT 6, the Iowa Tests of Basic Skills
Form A is an achievement assessment intended to “provide a comprehensive assessment of
student progress in major content areas” (Riverside, 2010). Although substantially correlated
with cognitive abilities, achievement tests aim to measure students’ acquisition of specific
academic content and skills for inferences of progress with curricular goals or standards rather
than the more generalized inferences about learning abilities measured by cognitive
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abilities/intelligence batteries. Like the CogAT, subscales of the ITBS are norm- referenced,
using IRT scaling

Figure 5. Distribution of student scores on the quantitative section of the CogAT 6.
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to convert raw scores into scaled scores, and they are also vertically scaled. The Level 8 Math
Problems subtest contains 30 items, and the range of scale scores for the most inclusive pretest
analytic sample was 121 (corresponding with the 1st percentile nationally) to 241 (corresponding
with the 99th percentile nationally).
In addition to the students who took the ITBS, a substantial number of students in each of
the samples (n = 358) took the mathematics subtest of TerraNova Level 12, Form C, and smaller
numbers of students took the mathematics portions of the Stanford Achievement Tests (n = 74)
and the Measures of Academic Progress (n = 72). Although these different assessments do not
contain identical content, the current study assumed that they are all measuring a similar
underlying latent construct. Ideally, item level data would allow the factor structure of the
various assessments to be empirically compared. Since these item level data were not recorded,
the equating process necessarily assumes adequate equivalency of the four measures of
mathematics achievement. To put the various pretest achievement measures on a comparable
interval scale, I converted the national percentile ranks to z-scores by dividing the NPRs by 100
and using the inverse cumulative normal density function option in SPSS. The samples had a
pooled mean z-score of 0.54 (SD = 0.95), considerably above the national average. Figure 6
illustrates the z-score distribution on the standardized mathematics achievement tests for the
tenth imputed dataset. As was also noted in the larger NRC/GT study, there appears to be a
sizeable ceiling effect present for these measures, with 22% of the sample scoring within the top
decile nationally. As with quantitative ability, the standardized mathematics achievement zscores were entered in the models both group mean centered and grand mean centered, with the
results drawn from the appropriate model corresponding to each research question’s substantive
focus.
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Classroom-level mean quantitative ability and achievement. Aggregate variables were
computed for the level 2 variables of interest. For the classroom-aggregate ability and
achievement measures, this was performed using the SPSS aggregate variable options. First,
each classroom (as defined by having a unique teacher or pair of co-teachers) received a numeric
classroom indicator variable. This numeric classroom identifier served as the break variable for
the aggregation command. Each student then had a variable representing the arithmetic mean
quantitative ability score and mathematics achievement score within his or her classroom cluster.
Although simply calculating the arithmetic mean of the level-1 units does not fully capture the
measurement error implicit in aggregating such data, the models (i.e., “doubly latent models”
[Marsh et al., 2012, p. 110]) used to explicate this more fully require item-level level-1 data,
which was not recorded for the ability and achievement measures used in NRC/GT
study.Figures7 and 8 show the distribution of the aggregated ability and achievement scores.
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Figure 6. Distribution of pre-intervention achievement z-scores.
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Figure 7. Distribution of classroom-level mean quantitative ability (CogAT) scores.
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Figure 8. Distribution of classroom-level mean mathematics achievement z-scores.
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Teacher enjoyment of the curricular units. Teachers who participated in the NRC/GT
study completed a “teacher log” upon the completion of each of the three curricular units. Each
log contained a total of 12-13 items, of which the first 9-10 were Likert scale items and the final
three items were short answer. The complete set of items for each teacher log is presented in
Figures 9, 10, and 11. The response scale for the Likert items contained five anchors: strongly
disagree, disagree, neither agree nor disagree, agree, and strongly agree, which were numerically
coded as 1 through 5 in ascending order of agreement. The teacher log items, from a face validity
standpoint, appear to address a wide variety of teacher perceptions, including how the curricular
units affected students and also how the teachers themselves responded to the units. Given the
lack of a straightforward interpretation of the entire set of items, it was determined that an
overall average of the responses would not represent a valid measure of any particular construct.
However, one item appeared consistently across the three teacher logs, with the item stem
“I enjoyed teaching this unit.” As a measure of classroom-level teacher enjoyment of
implementing the NRC/GT curricular units, Likert responses from each of the three teachers’
logs to the item, “I enjoyed teaching this unit” were averaged. In the two situations of co-taught
classrooms, the two teachers’ average enjoyment responses were again averaged. The internal
consistency estimate for the three teacher enjoyment ratings was 0.70. The mean teacher
enjoyment rating for the analytic samples was 4.07 to 4.08 (SD = 0.70) with a somewhat leftskewed distribution. The histogram of these scores is shown in Figure 12. Teacher enjoyment
was grand mean centered in all of the multilevel models.
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Awesome Algebra
Teacher’s Log
Instructions: Please complete this log when your class finishes the Awesome Algebra unit. For
items 1-11, rate how strongly you agree or disagree with the statements by marking the
checkbox. Thank you for your thoughts and reflections.

Item

Strongly Disagree Neither Agree Strongly
Disagree
Agree
Agree
nor
Disagree

1.The preassessment helped me place
students in readiness groups,
2. I have noticed a positive difference in
my students’ writing abilities in math
and other subjects because of this
curriculum.
3. The lesson in Awesome Algebra
challenged all of my students.
4. I found the additional study
resources (CDs, DVDs, and website)
very helpful.
5. My students seem more excited about
math with this curriculum.
6. The ability level of my students was
higher than I had expected.
7. My students are now better at
discussing mathematics concepts with
their peers and adults.
8. Implementing this curriculum has
improved my abilities to differentiate
9. The culminating project was helpful
to gauge what my students had learned
in Awesome Algebra.
10. The teacher’s manual was easy to
comprehend and implement.
11. I enjoyed teaching the unit.

Figure 9. Teacher’s log closed-ended items for the Awesome Algebra curriculum unit.
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Geometry and Measurement for All Shapes and Sizes
Teacher’s Log
Instructions: Please complete this log when your class finishes the Geometry and Measurement
for All Shapes and Sizes unit. For items 1-10, rate how strongly you agree or disagree with the
statements by marking the checkbox. Thank you for your thoughts and reflections.

Item

Strongly Disagree Neither Agree Strongly
Disagree
Agree
Agree
nor
Disagree

1. The preassessment helped me place
students in readiness groups.
2. My students looked forward to math
class when we were working on this
unit.
3. This unit challenged all of my
students.
4. My students were engaged with the
lessons in this unit.
5. This unit helped me think about
some geometry and measurement
concepts in a new or unique way.
6. I witnessed my students making
considerable conceptual growth
throughout this unit.
7. My students benefited from working
with other students in their assigned
groups.
8. The teacher’s manual was easy to
comprehend and implement.
9. My students were able to
demonstrate their learning through the
culminating project.
10. I enjoyed teaching this unit.

Figure 10. Teacher’s log closed-ended items for the Geometry and Measurement for All Shapes
and Sizes curriculum unit.
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Greening Up With Graphing: Reduce, Reuse, Recycle
Teacher’s Log
Instructions: Please complete this log when your class finishes the Greening Up With Graphing
unit. For items 1-9, rate how strongly you agree or disagree with the statements by marking the
checkbox. Thank you for your thoughts and reflections.

Item

Strongly Disagree Neither Agree Strongly
Disagree
Agree
Agree
nor
Disagree

1. My students’ ability to communicate
mathematics concepts in their written
work has improved as a result of this
unit.
2. My students have demonstrated a
greater capacity to approach and tackle
challenging problems using analysis
and problem solving skills as a result of
this unit.
3. This unit addressed my students’
varied learning styles.
4. My students are better able to draw
conclusions from data as a result of this
unit.
5. My students were able to understand
and answer the questions in the Student
Journal.
6. This unit added depth and
complexity to the way graphing is
usually taught in our third grade
curriculum.
7. My students exhibit a greater
command and use of mathematical
language in small group and whole
class discussions as a result of this unit.
8. I enjoyed teaching this unit.
9. The teacher’s manual was easy to
comprehend and implement.
Figure 11. Teacher’s log closed-ended items for the Greening Up With Graphing curriculum
unit.
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School-level eligibility for free and reduced-priced meals. Student-level data on
eligibility for free and reduced priced meals through the National School Lunch program were
not collected as part of the NRC/GT mathematics study. However, school-level aggregates for
these data during the year of the intervention were available from a variety of external websites
that publish district and school eligibility statistics based on publicly available data collected by
the federal government’s National Center for Education Statistics. The most comprehensive
website found that contained these data was SchoolDigger.com. Data on school-level eligibility
for free and reduced priced meals were available for 2009-2010 (the year of the NRG/GT
intervention) for all school except three. The eligibility data for these schools were available on
the website from the city containing the three schools.
When studying children and adolescents, socioeconomic status is a complex phenomenon
that is generally considered to encompass aspects of parental income, parental education, and
parental occupation (Sirin, 2005). From a structural equation modeling standpoint, individual
SES is often cited as an example of a formative or composite variable (Bollen & Lennox, 1991),
for which the paths of causality flow from the indicators to the construct in contrast to more
common reflective indicators. At the school level, SES is most commonly measured by
calculating the proportion of students who meet federal eligibility guidelines for free or reduced
priced meals (Sirin, 2005), which are set at 130% and 185% of the federal poverty level,
respectively. However, because these guidelines are based solely on income, they do not capture
the full conceptual measure of the construct as advanced by most theory. This may appear as a
more philosophically oriented issue without pragmatic repercussion; however, large empirical
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Figure 12. Distribution of average teacher enjoyment of the NRC/GT mathematics curricular
units.
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differences in effect sizes on academic achievement have been consistently found (Sirin, 2005;
White, 1982) based on whether SES was measured using parental education, parental
occupation, family income, eligibility for free/reduced meals, neighborhood characteristics, etc.
Sirin (2005) also points out that analyses whose sample includes only a restricted range of SES
values should interpret results with caution. While conceptualization and measurement of SES
continue to evolve, the ready accessibility of data on free and reduced meal eligibility coupled
with the strong correlation between SES and educational outcomes will likely retain its frequent
use as a predictor in many studies with achievement as an outcome.
Although the level 2 unit of analysis in the present study is the classroom, and the free
and reduced priced lunch eligibility data were collected at the school level, it is reasonable to
consider that school-level SES would impact students’ achievement in a similar way as
classroom-level SES. It has been argued (Wenglinsky, 1998) that school aggregate SES impacts
students through administrative and cultural elements that are unlikely to differ appreciably
between classrooms within the same school. The analytic sample was considerably more affluent
than the nation’s schoolchildren generally, with an average percentage between 22 and 23 of
students eligible for free and reduced priced meals. The national average is 62.5 for all public K12 schools (U. S. Department of Agriculture, 2012). Figure 13 shows the distribution of schoollevel percentage of students eligible for free and reduced priced meals in the analytic sample. As
this variable was substantially non-normal, the values were transformed by taking the square root
to obtain a distribution closer to normal. The transformed distribution is shown in Figure 14.
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Figure 13. Distribution of school-level eligibility for free and reduced priced meals.
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Figure 14. Transformed distribution of free and reduced priced meal eligibility.
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Dependent Variables
As American educational reform has pushed for an emphasis on higher-order thinking
processes for all students, the measurement community has endeavored to provide valid, reliable
assessments that can capture students’ attainment of these processes. At the same time, increased
stakes based on the results of educational tests over the past two decades have crystallized
arguments about the inherent tradeoffs in the validity of inferences from different types of
assessments and items. While it is clear that choosing from among four supplied justifications for
a mathematical solution is not the same task as articulating a justification in one’s own words,
measurement issues abound between the two tasks. The crux of these arguments revolve around
the desire to simultaneously minimize measurement error while sampling a representative
portion of the relevant content/processes/skills to make valid inferences. Without reliability, we
cannot claim to be measuring anything but “noise”; however, without a better scientific grasp of
how—for example—the 14-year-old comes to truly comprehend the relative merits of the foreign
policy decisions of FDR and Harry Truman, it is guesswork to determine a valid measurement
model.
Because of the challenge of measuring higher order processes and the psychometric
inadequacies of instruments to detect growth in these processes, many large scale research
studies on educational interventions have retained traditional, nationally standardized multiple
choice tests of achievement to ensure the reliable measurement of their outcomes. However,
these measures often do not align well with the types of learning emphasized in intervention that
promote critical thinking, creativity, written and verbal justification of one’s arguments, and
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affective processes (Renzulli & Reis, 1994) and are therefore not particularly valid for inferences
about the intervention. Schoenfeld (2006) captured this argument:
If the outcomes measure that is used in a comparison study focuses only on skills, it will
report “no differences.” If the outcome measure examines skills, concepts, and problem
solving, then it will report differences favoring the experimental treatment. Different
measures will produce different results. Thus the fact that an outcome measure has been
shown to be statistically reliable and valid is not enough—one must know precisely what
the test covers. Without that information, it is impossible to interpret the findings of the
study. (pp. 18-19)
Although educational researchers developing their own “homemade” instruments to measure the
outcomes of their intervention cannot undertake the extent of psychometrically rigorous
validation as large-scale testing companies, these instruments may actually produce equally or
more valid results than misaligned measures of basic skills.
The current study used researcher-designed measures that were highly aligned with the
content, processes, and skills emphasized in the NRC/GT mathematics units as outcomes
measures. Students took identical unit tests for each of the three units prior to instruction and
following instruction. These tests contained a variety of item types and structures. Scoring of the
items and sub-items followed a rubric that all treatment teachers were trained to use with student
example tests during the professional development sessions prior to the intervention. For each
test, student scores were recorded at the item level, but sub-item scores were not.
The Awesome Algebra unit test contained 5 items, each of which contained between 2
and 4 subparts. Some item subparts required students to compute a numerical answer, some to
extend a pattern, some to explain/justify the answer to a prior subpart, and some to complete
other tasks designed to assess the ability to understand and articulate algebraic patterns.
Although different subparts received different weights in terms of scoring, the maximum total
score that could be obtained in the Awesome Algebra unit test was 25 points. The pre-
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intervention administration of the algebra unit test was intended for formative purposes to
determine student growth over the course of the intervention and to place students into
appropriate readiness levels for the tiered assignments. Having little experience with the unit’s
material prior to the intervention, students’ average score on the algebra pretest was accordingly
low (Pooled M = 7.7, SD =5.4). Results of the posttests for the algebra unit were M = 15.2 (SD =
5.8). Internal consistency for the algebra pretest items was α = .69 and for the posttest was α =
.76.
The Geometry and Measurement for All Shapes and Sizes unit test contained 5 items,
each of which contained up to 23 subparts. Students filled in missing geometric information,
drew figures, measured figures with rulers, computed perimeter and area, and explained/justified
reasoning on prior subparts. The maximum number of points that could be earned on the
Geometry and Measurement unit test was 30.5 points. Students scored an average of 13.0 points
(SD = 5.1) on the pretest for this unit, indicating this test was also initially challenging for most
students. The average score on the geometry posttest was 22.3 (SD = 5.0). Internal consistency
for the geometry pretest was 0.60 and 0.72 for the posttest.
Lastly, the Greening Up With Graphing: Reduce, Reuse, Recycle unit test contained three
items, each containing 3 to 4 subparts, with a total maximum score of 15 points. The items
required students to interpret, create, and explain reasoning related to the presentation of data in
line graphs, bar/column graphs, and line plots. Students obtained an average pretest score of 5.3
(SD = 2.7) on this unit, and M=9.6 (SD = 3.3) on the graphing posttest. Internal consistencies for
the graphing pretest and posttest were 0.68 and 0.76, respectively.
The small number of items for each individual unit resulted in relatively low internal
consistencies. Although each of the three unit tests emphasized different mathematics content
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and standards, the intent of the curriculum intervention as a whole was consistently to promote
students’ higher-level conceptual understandings of “big ideas” and the ability to communicate
and justify their reasoning when solving mathematical problems. Unit test items across the three
units were aimed toward measuring these deeper conceptual understandings and written
explication of problem solving in algebra, geometry and measurement, and graphing and data
analysis. Therefore, a composite measure was formed by summing the scores of each of the three
unit tests (separately for pretest and posttest). The average pooled composite pretest score was
25.9 (SD = 10.9). This measure was slightly negatively skewed and had a slightly negative
kurtosis; however, the distribution was roughly normal in shape. The average pooled composite
posttest score was 47.2 (SD = 12.4), and this distribution was slightly positively skewed with a
negligible kurtosis. For the difference score measure, the average gain was 21.2 (SD = 9.0), with
a slight positive skewness and kurtosis. Figures 15 through 17 show the distribution of each of
the three outcomes measures for the tenth imputed dataset.
Based on a traditional computation of coefficient alpha, the internal consistency of the
scores for the composite measure was 0.79 for the pretest administration and 0.87 for the posttest
administration. It has been argued (Cronbach & Shavelson, 2004; Kamata, Bauer, & Miyazaki,
2008; Raudenbush, Rowan, & Kang, 1991) that a traditional computation of coefficient alpha
becomes ambiguous in nested data due to the division of internal consistency influences between
the multiple levels of analysis. Therefore reporting a single alpha value for the measures does not
fully capture the full picture of internal consistency for these measures. In addition, the
difference score is also not well described by coefficient alpha due to this measure’s lack of
correspondence to the classical test theory assumptions used to compute this value. A formula
proposed by Kamata, Bauer, and Miyazaki (2008) provides a means to present partitioned
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Figure 15. Distribution of student scores on the composite pretest measure.
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Figure 16. Distribution of student scores on the composite posttest measure.
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Figure 17. Distribution of student scores on the composite gain score measure.
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reliability estimates for the nested data. For the composite pretest, student-level reliability was
0.64 and classroom-level reliability was 0.89. For the composite posttest, student-level reliability
was 0.77 and classroom-level reliability was 0.90.
Bivariate Correlations
Before proceeding to more complex regression models, examining the simple bivariate
correlations between pairs of continuous variables ensures that no major collinearity problems
are present and provides a means to evaluate if these correlations make sense in light of
expectations about the direction and magnitude of the variables’ relationships. Table 4 shows the
bivariate correlations between the six continuous predictor variables and the three outcome
variables selected for the study.
The highest correlation, 0.85 occurs between classroom-level mean ability and
classroom-level mean achievement. The correlations between any of the instruments used to
assess some aspect of student knowledge or ability with mathematics were in the range of 0.6 to
0.7. Although this relationship is fairly large, it does not indicate that any of the measures are
collinear. The free and reduced lunch eligibility at schools in the study was negatively associated
with the measures of student achievement and ability, an unfortunate but unsurprising finding.
Teacher enjoyment of the curriculum units was nearly uncorrelated was all other variables,
except being slightly positively correlated with student gains from pretest to posttest.
Interestingly, student difference scores on the unit tests were positively correlated with their
pretest scores, in contrast with some arguments citing a negative correlation between pretest and
raw gain scores (Lynn & Slinde, 1977).
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Table 4
Bivariate Correlations Between Student Level Continuous Variables in the Multilevel Models
Quant. Ability

Prior Achievement

Pretest Composite

Posttest Composite

Difference Composite

1.00
0.70

1.00

0.59

0.63

1.00

0.64

0.633

0.71

1.00

0.17

0.11

-0.24

0.52

Bivariate Correlations Between Cluster-Level Variables in the Multilevel Models
Ability Achievement Enjoyment Free/Reduced Meal % Pretest
Posttest
1.00
0.85

1.00

0.07

0.10

1.00

-0.56

-0.50

0.12

1.00

0.65

0.55

-0.06

-0.38

1.00

0.69

0.56

0.18

-0.39

0.59

1.00

0.141

0.09

0.27

-0.07

-0.33

0.57
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1.00

Difference

1.00

Specified Multilevel Models
Because the decision to create composite scores simply by summing the individual unit
test scores was somewhat arbitrary psychometrically, a series of 3-level models using the three
unit tests as subscales at level 1 provide a comparison of the predictor coefficients and variance
components of the 2-level models, as well as providing insight into interpreting how the
composite scores function from a measurement perspective. As discussed in the literature review,
many methods are being developed to enable simultaneous modeling of measurement
components (items and subscales) and hierarchical nested designs. This study adopted the
multilevel measurement modeling techniques presented by Kamata, Bauer, and Miyazaki (2008)
for use with HLM 7 software to provide directly comparable results with the 2 level models.
Using the hierarchical multivariate linear modeling (HMLM) component of the HLM 7 software
also enabled the empirical comparison of various structures for the best-fitting residual
covariance structure.
Six categories of multilevel models were tested:
I.
II.
III.
IV.
V.
VI.

2-level unconditional means model
2-level random coefficients model with level-1 (student) predictors
2-level full contextual model with level-1 (student) and level-2 (classroom)
predictors
HMLM 3-level unconditional model with measurement at level 1
HMLM 3-level random coefficients model with level-2 (student) predictors
HMLM 3-level full contextual model with level-2 (student) and level-3
(classroom) predictors

Each of the models was tested with each of the three outcome variables, and each of the models
that include student level predictors was specified both with the continuous level 1 predictors
centered within cluster and centered around the grand mean. In addition, each of the 3-level
models was specified under three covariance structures to determine model fit under various
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assumptions about the residuals. The HLM 7 software only provides the option of full
information maximum likelihood (FIML) estimation for 3-level HMLM modeling, and this
choice also was made for the 2-level models. When the number of fixed effects being tested is
relatively large and the number of clusters is relatively small, restricted maximum likelihood
(REML) estimates can provide less biased variance component estimates and more conservative
estimates of fixed effects (Raudenbush & Bryk, 2002). However, the number of clusters in the
present study and the relatively small number of fixed effects being estimated indicate that FIML
should provide relatively unbiased results. In multilevel models, hypothesis testing of the
empirical Bayes estimates can take the form of either single-parameter or multi-parameter tests
(Raudenbush & Bryk). Because of the study’s interest in the predictor variables individually
rather than the vector of variables at each level, this study used single-parameter tests of fixed
effects, random level-1 coefficients, and variance components.
For the set of models in category I, the level 1 equation is:
Yij = β0j + rij
Where Y is the composite outcome score (pretest, posttest, and difference) of student i in
classroom j, β0j is the average composite outcome for the jth classroom, and ri is the “residual”
difference between student i’s score and the mean score of her cluster.
The level 2 equation is:
β0j = γ00 + u0j
Where γ00 is the overall grand mean composite value and u0 is the cluster-level “residual” – the
difference between the cluster mean and the grand mean. The grand mean value is hypothesized
to be significantly different from zero for pretest, posttest, and difference score outcomes (H1: γ00
≠ 0), although this clearly would not be a surprising or interesting finding in itself and is omitted
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in the subsequent sets of hypothesis tests. The between-classroom variance in means, τoo, also is
hypothesized to be significantly greater than 0 for each of the three outcomes. The ratio of this
between-cluster variance to the total variance yields the intraclass correlation (ICC) for each
measure.
The combined 2-level unconditional means model is:
Yij = γ00 + u0j + rij
Although the parameters in the unconditional model are not the primary focuses of interest, the
resulting estimates are reported in the following chapter for purposes of describing the mean
scores on the composite measures and the intraclass correlations.
For the set of models in category II, the level 1 equation is:
Yij = β0j + β1j(X1) + β2j(X2cwc) + β3j(X3) + β4j(X4cwc) + ri
Where X1 = the dummy code for gender
X2cwc = quantitative ability centered at the classroom mean
X3 = the dummy code for nomination status
X4cwc = mathematics achievement centered at the classroom mean
In this set of models, level-2 predictors have not been specified—therefore the substantive
interest in level-1 predictors indicates group mean centering the continuous level-1 predictors for
this particular model. The two level-2 variance components selected to randomly vary in this
model are the intercept variance and the slope variances associated with the four student-level
variables.
The level 2 equations are:
β0j = γ00 + u0j
β1j = γ10 + u1j
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β2j = γ20 + u2j
β3j = γ30 + u3j
β4j = γ40 + u4j
The combined random coefficients model is:
Yij = γ00 + γ10(X1) + γ20(X2cwc) + γ30(X3) + γ40(X4cwc) + u0j + u1j + u2j + u3j + u4j + ri
Hypotheses tests of the parameters in the category II models for the pretest and posttest
outcomes are:
H1:

γ10 = 0
γ20 ≠ 0
γ30 ≠ 0
γ40 ≠ 0
τxx > 0

For the difference score outcome, we would hope that appropriately challenging curriculum
would enable students of all abilities and prior achievement to increase their achievement by a
similar amount from pretest to posttest, but that the relationships between student level factors
and gains might vary among classrooms. The hypothesized tests for the difference score outcome
are:
H1:

γ10 = 0
γ20 = 0
γ30 = 0
γ40 = 0
τxx > 0

For the category III set of models (full contextual models), the level-1 equations are:
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1. Yij = β0j + β1j(X1) + β2j(X2cwc) + β3j(X3) + β4j(X4cwc) + ri and
2. Yij = β0j + β1j(X1) + β2j(X2cgm) + β3j(X3) + β4j(X4cgm) + ri
The level-2 equations are
β0j = γ00 + γ01(W1) + γ02(W2) + γ03(W3) + γ04(W4) + u0j
β1j = γ10 + γ11(W1) + γ12(W2) + γ13(W3) + γ14(W4) + u1j
β2j = γ20 + γ21(W1) + γ22(W2) + γ23(W3) + γ24(W4) + u2j
β3j = γ30 + γ31(W1) + γ32(W2) + γ33(W3) + γ34(W4) + u3j
β4j = γ40 + γ41(W1) + γ42(W2) + γ43(W3) + γ44(W4) + u4j
Where W1 = Teacher enjoyment of the NRC/GT curricula centered at the grand mean
W2 = Percentage of students at the school eligible for free and reduced prices meals,
centered at the grand mean
W3 = Classroom aggregate quantitative ability, centered at the grand mean
W4 = Classroom aggregate standardized mathematics achievement, centered at the
grand mean
The combined full contextual model equations are:
1. γ00 + γ01(W1) + γ02(W2) + γ03(W3)+ γ04(W4) + γ10(X1) + γ11(X1W1) + γ12(X1W2) + γ13(X1W3)
+ γ14(X1W4)+ γ20(X2) + γ21(X2cwcW1) + γ22(X2cwcW2) + γ23(X2cwcW3)+ γ24(X2cwcW4)+ γ30(X3)
+ γ31(X3W1) + γ32(X3W2) + γ33(X3W3) + γ34(X3W4)+ γ40(X4) + γ41(X4cwcW1)j + γ42(X4cwcW2)
+ γ43(X4cwcW3) + γ44(X4cwcW4) + u0j + u1j + u2j + u3j+ u4j + rij
2. γ00 + γ01(W1) + γ02(W2) + γ03(W3)+ γ04(W4) + γ10(X1) + γ11(X1W1) + γ12(X1W2) + γ13(X1W3)
+ γ14(X1W4)+ γ20(X2) + γ21(X2cgmW1) + γ22(X2cgmW2) + γ23(X2cgmW3)+ γ24(X2cgmW4)+ γ30(X3)
+ γ31(X3W1) + γ32(X3W2) + γ33(X3W3) + γ34(X3W4)+ γ40(X4) + γ41(X4cgmW1)j + γ42(X4cgmW2)
+ γ43(X4cgmW3) + γ44(X4cgmW4) + u0j + u1j + u2j + u3j+ u4j + rij
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The research hypotheses associated with the full contextual models with the pretest and posttest
outcomes are:
H1:

γcd ≠ 0 for all c (0, 1, 2, 3, 4) and all d (0, 1, 2, 3, 4); excluding
γ10 = 0

as well as the tests of the variance components:
τxx > 0
And the hypotheses for the full contextual model with the difference score outcome are:
γcd = 0 for all c, d
and the same prediction for the variance components as in the pretest and posttest models:
τxx > 0
For each of the HMLM 3-level models, three different possible residual covariance structures
were imposed upon the models to determine which fit the data best. The notation for these
models is taken from Kamata, Bauer, and Miyazaki (2008) and is slightly different from, but
equivalent to, the notation used in the HLM 7 software. Although many different
variance/covariance structures are possible, the unrestricted model, the heterogeneous model,
and the homogeneous model are considered here. Autoregressive models are typically used for
modeling data that occur over time and are nested within units.
The unrestricted residual covariance structure creates the fewest assumptions (indeed no
assumptions) about the relationships among the residuals of each of the three subscales. The
level-1 model estimates parameters for each of the six distinct components in the 3 by 3
covariance matrix. This is represented by Δ (Kamata, Bauer, & Miyazaki, 2008, p. 356).
For the unrestricted model:
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Δ=

The level-2 model represents the between-student, within-schools variance component, and the
level-3 model captures the variance between schools in mean achievement on the subtests, which
is assumed to vary. From the framework of classical test theory, this model represents the three
subscales as congeneric measures of the same construct.
The heterogeneous level-1 variance model imposes a somewhat stricter structure on the
error covariance matrix that resembles essential tau equivalence in classical test theory. The
residual errors are independent and normally distributed with variances of σ1, σ2 and σ3. In other
words, the six between-student, within-school error covariances are specified to be equal, and the
level-2 variances are the sum of this value and the level-1 variance. This model reduces the total
number of estimated parameters by two compared with the unrestricted model. For the
heterogeneous model:

Δ=

Finally, the homogeneous level-1 variance model, or standard HLM model, estimates 2
fewer parameters than the heterogeneous model by restricting the subscore error variances to be
equal as well as restricting the covariances to be equal as in the heterogeneous model. This
corresponds with the essentially parallel conditions of classical test theory.
For the homogeneous model:

Δ=

For the category IV set of models the level-1 equations are:
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Yijk = (IND1ijk)(Algebra) jk* + (IND2ijk)(Geometry)jk* + (IND3ijk)(Graphing) jk*
Ypjk* = π0jk + π1jk*(D2pjk) + π2jk*(D3pjk) + epjk
where each indicator variable links the data from each of the three composite test subscales
(algebra, geometry and measurement, and graphing and data analysis).
The level 2 model with no predictors is:
π0ij = β00j
π1ij = β10j
π2ij = β20j
The level 3 model is:
β00j = γ000 + u00j
β10j = γ100
β20j = γ200
For the category V set of models, the level-1 equations are the same as in the fully unconditional
model:
Yijk = (IND1ijk)(Algebra) jk* + (IND2ijk)(Geometry)jk* + (IND3ijk)(Graphing) jk*
Ypjk* = π0jk + π1jk*(D2pjk) + π2jk*(D3pjk) + epjk
The level-2 equations contain the student level predictors for each of the three subscales. The
continuous level-2 predictors have been centered at the grand mean. For purposes of exploring
the measurement model, the grand mean centering relates the impact of the student-level
variables to each subscale score relative to the entire set of students completing the unit tests in
the intervention. For the unrestricted residual covariance model, the level-2 equations are:
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π0ij = β00j + β01j*(X1ij) + β02j*(X2cgmij) + β03j*(X3ij) + β04j*(X4cgmij) + u0ij
π1ij = β10j + β11j*(X1ij) + β12j*(X2cgmij) + β13j*(X3ij) + β14j*(X4cgmij) + u1ij
π2ij = β20j + β21j*(X1ij) + β22j*(X2cgmij) + β23j*(X3ij) + β24j*(X4cgmij) + u2ij
and for the heterogeneous and homogeneous residual variance models:
π0ij = β00j + β01j*(X1ij) + β02j*(X2cgmij) + β03j*(X3ij) + β04j*(X4cgmij) + r0ij
π1ij = β10j + β11j*(X1ij) + β12j*(X2cgmij) + β13j*(X3ij) + β14j*(X4cgmij)
π2ij = β20j + β21j*(X1ij) + β22j*(X2cgmij) + β23j*(X3ij) + β24j*(X4cgmij)
The level-3 model is consistent across the various models of residual structures, with the terms
associated with the intercepts of each subscale allowed to vary across classrooms:
β00 + γ000 + u00j
β01 + γ010
β02 + γ020
β03 + γ030
β04 + γ040
β10 + γ100 + u10j
β11 + γ110
β12 + γ120
β13 + γ130
β14 + γ140
β20 + γ200 + u20j
β21 + γ210
β22 + γ220
β23 + γ230
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β24 + γ240
Lastly, the category VI set of models includes the classroom level predictors of the variance in
the level-2 mean subscale scores. Level-1 equations remain the same as in the prior two
categories of models:
Yijk = (IND1ijk)(Algebra) jk* + (IND2ijk)(Geometry)jk* + (IND3ijk)(Graphing) jk*
Ypjk* = π0jk + π1jk*(D2pjk) + π2jk*(D3pjk) + epjk
Level-2 equations for the unrestricted model are identical to the category V equations:
π0ij = β00j + β01j*(X1ij) + β02j*(X2cgmij) + β03j*(X3ij) + β04j*(X4cgmij) + u0ij
π1ij = β10j + β11j*(X1ij) + β12j*(X2cgmij) + β13j*(X3ij) + β14j*(X4cgmij) + u1ij
π2ij = β20j + β21j*(X1ij) + β22j*(X2cgmij) + β23j*(X3ij) + β24j*(X4cgmij) + u2ij
and
π0ij = β00j + β01j*(X1ij) + β02j*(X2cgmij) + β03j*(X3ij) + β04j*(X4cgmij) + r0ij
π1ij = β10j + β11j*(X1ij) + β12j*(X2cgmij) + β13j*(X3ij) + β14j*(X4cgmij)
π2ij = β20j + β21j*(X1ij) + β22j*(X2cgmij) + β23j*(X3ij) + β24j*(X4cgmij)
The equations with the addition of the level-3 predictors of the level-2 variance components are:
β00 + γ000 + γ001(W1) + γ002(W2)+ u00j
β01 + γ010
β02 + γ020
β03 + γ030
β04 + γ040
β10 + γ100 + γ101(W1) + γ102(W2)+ u10j
β11 + γ110
β12 + γ120
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β13 + γ130
β14 + γ140
β20 + γ200 + γ201(W1) + γ202(W2)+ u20j
β21 + γ210
β22 + γ220
β23 + γ230
β24 + γ240
The aggregate classroom ability and achievement variables are omitted from the model because
they are not necessary to reintroduce level-3 variance due to the student-level continuous
variables being centered at the grand mean for the measurement models.
Summary
This chapter addressed the development of the analytic sample from the data collected
during the NRC/GT mathematics curriculum intervention, as well as presenting power
considerations for the regression models in the analysis. The chapter also presented some
measurement aspects of both the independent and dependent variables used to answer the study’s
research questions. The chapter explained the basis for centering choices within the study’s
multilevel models. Finally, the 2-level HLM and 3-level HMLM models that were chosen to test
hypotheses about the substantive predictors and to understand the measurement aspects of the
unit tests through modeling each unit score as a subtest are provided.
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CHAPTER FOUR
RESULTS
This chapter provides empirical answers to the study’s research questions as described in
Chapter One.
1. Do quantitative ability, prior mathematics achievement, being nominated as “high
potential,” and gender significantly predict student unit pretest scores for differentiated
and enriched curricular units?
2. Do quantitative ability, prior mathematics achievement, being nominated as “high
potential,” and gender significantly predict student unit posttest scores for
differentiated and enriched curricular units?
3. Do quantitative ability, prior mathematics achievement, being nominated as “high
potential,” and gender predict student gain (difference) scores on differentiated and
enriched curricular units?
4. Do student gains in achievement on tests from differentiated and enriched curricular
units vary across classrooms involved in the study?
5. Do classroom-level factors (average classroom quantitative ability, average classroom
prior math achievement, average SES, and teacher enjoyment of the intervention)
predict student outcomes on tests from differentiated and enriched curricula?
6. Does the effect of quantitative ability, prior mathematics achievement, being
nominated as “high potential,” and gender on student learning outcomes using
differentiated and enriched curricula vary across classrooms involved in the study?
7. Do classroom-level factors predict these relationships (do cross-level interactions exist
between classroom-level factors and student-level factors)?
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8. What is the best-fitting measurement model to describe student outcomes on the three
constituent unit tests, and how do these models’ estimates compare with the results of
the standard 2-level HLM models?
Summary of Modeling Decisions
Before presenting the results from the multilevel models that address these research
questions, a brief review of the various modeling decisions in response to the Dedrick et al.
(2009) critique is provided. To reiterate, the authors suggested the following aspects of
multilevel analyses should be explicated to provide transparency and replicability:
(a) model development and specification including issues of predictor selection,
centering, covariance-structure selection, fit indices, generalizability, and specification
checks; (b) data considerations including distributional assumptions, outliers,
measurement error for predictors and outcomes, power, and missing data; (c) estimation
procedures including maximum likelihood (ML), REML, Bayesian estimation, and
alternative procedures such as bootstrapping; and (d) hypothesis testing and statistical
inference including inferences about variance parameters and fixed effects. (p. 71)

Predictor Selection and Centering
The four student-level predictors chosen were gender, prior mathematics achievement,
quantitative reasoning ability, and status as being nominated a “high potential” learner by a
second grade teacher. The four aggregate-level predictors were classroom mean quantitative
reasoning ability, classroom mean prior mathematics achievement, teacher average enjoyment of
implementing the NRC/GT mathematics curriculum units, and school percentage of student
eligibility for free and reduced priced meals (the square root was taken to improve normality).
Gender and nomination status were entered uncentered as dichotomous predictors in all models.
Consistent with the recommendation to base centering decisions on the substantive nature of
each research question (Enders & Tofighi, 2007), the two continuous student-level predictors
were entered in two separate sets of models in terms of the centering decisions: research
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questions one through four and seven results were based on the results of the models with the
predictors centered at the group mean, while research questions five and six were answered
based on the results of grand mean centering the continuous level-1 predictors. All level-2
predictors were entered grand mean centered.
Covariance Structure, Fit Indices, Generalizability, Specification Checks
The two-level models adopted the “standard HLM” or homogeneous covariance
structure, while the three-level HMLM models will compare homogenous level-1 variance with
heterogeneous and unrestricted covariance structure models using each unit test as a subscale.
Although HLM software does not provide goodness-of-fit statistics in the output when using
multiply imputed datasets, the fit of the two-level models can be compared using the data from
one of the imputed sets as an example. The Akaike Information Criterion (AIC) and the Bayesian
Information Criterion (BIC) were reported because – given the use of different centering
decisions for different research questions – the chi square difference test is not appropriate to
compare across non-nested models. The data on which these analyses were based were not taken
from a random sample; therefore, the generalizability of the results was quite limited. Several
methods were used to assess potential model misspecification, including the evaluation of level-1
and level-2 residual distributions for the two-level models. These residual diagnostics will be
reported with the results of the full contextual model.
Distributional Assumptions, Outliers, Measurement Error, Power, and Missing Data
The distributions of the predictor and outcome variables in the model supported the use
of regression modeling. The free and reduced lunch variable was transformed to better
approximate a normal distribution. No outliers appeared in the student-level predictor values, and
only one potential outlier value was found in the aggregate-level scores, which did not seem to
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impact the shape of the distribution more than minimally. As noted previously, measurement
error becomes difficult to disentangle in nested data and should not be considered a single
unambiguous value. The composite outcomes measures were moderately reliable for the studentlevel scores in the data, and the student-level continuous predictors were measured with two
extensively validated instruments that are assumed to provide reliable measurement of
quantitative ability and mathematics achievement. The sample size is adequately powered to
detect significant effects given a cluster-randomized design, although the lack of assignment
(and even assignability) of the study’s variables does not lend itself to the same interpretations as
when an experimental design is being studied. Missing data were treated by applying MCMC
methods to create ten multiply imputed datasets to be pooled for the multilevel analyses. These
imputed dataset were used for the two-level models. Unfortunately, HLM 7 does not allow for
multiply imputed data for its three-level HMLM estimation, so only a single dataset could be
used for these analyses.
Estimation Procedures and Hypothesis Testing
For the two-level models, HLM 7 software offers two estimation options: full information
maximum likelihood estimation (FIML) and restricted maximum likelihood (REML). The latter
can be beneficial when the number of level 2 units is small, but the present study’s moderate
number of level 2 units did not necessitate this option. Although REML does not result in
downwardly biased variance component estimates (Snijders & Bosker, 1999) like FIML, the
present study was predominantly concerned with the fixed effects rather than the variance
components. Further, because the 3-level models require FIML estimation, the comparison of the
2-level and 3-level models is more straightforward when both sets of models were estimated
using the same method. Full information maximum likelihood was therefore selected as the
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estimation method for the models. The specific hypothesis tests associated with each model were
specified toward the end of the methods chapter. In short, they predicted significant fixed effects
for all level-1 variables other than gender for the pretest and posttest outcomes and nonsignificant effects for all level-1 variables for the difference score outcome. The level-2 variables
were hypothesized to significantly predict the difference in cluster means and the slopes between
student-level factors and outcomes. All intercepts and slopes were predicted to vary across
classrooms in the study. Because multiple hypothesis tests were simultaneously addressed in
each model, the risk of inflated Type I error rate was addressed by applying a BenjaminiHochberg (Benjamini & Hochberg, 1995) correction to control the overall false discovery rate
for each model.
Two-Level Unconditional Means (Random Effects) Models
The unconditional means model (one-way random effects ANOVA model) provided an
estimate of the intraclass correlation in the pretest outcomes, as well as a baseline model for
comparison with subsequent models. Table 5 shows the estimates for this simplest model, for
which the intercept estimate is the grand mean score on each of the outcomes. The intraclass
correlation for the pretest measure was 0.29, for the posttest was 0.30, and for the difference
score was 0.41. These correlations were slightly higher than those found in previous metaanalyses (Hedges, 2005; Stockford, 2009), which may be attributable to the fact that the unit tests
were scored by the classroom teachers in the NRC/GT study in addition to the typical nonindependence of clustered data. Other than obtaining estimates of the intraclass correlation, the
unconditional models are not of substantive interest, but will be used as baseline measure to
evaluate the subsequent models.

111

Table 5
Results of the Two-Level Fully Unconditional Models
______________________________________________________________________________
Parameter
FIML Estimate (SE)
______________________________________________________________________________
Model for intercept of pretest score (γ00)
26.16 (0.62)
Within-classroom variance (σ2)

85.54 (2.77)

Between-classroom variance (τ0)

34.15 (5.42)

Intraclass correlation (ρ)

0.29

Deviance (number of parameters)**

15948.0 (3)

Model for intercept of posttest score (γ00)

47.75 (0.71)

Within-classroom variance (σ2)

106.03 (3.45)

Between-classroom variance (τ0)

44.96 (7.10)

Intraclass correlation (ρ)

0.30

Deviance (number of parameters)**

16418.7 (3)

Model for intercept of difference score (γ00)

21.59

Within-classroom variance (σ2)

47.49 (1.62)

Between-classroom variance (τ0)

33.27 (5.09)

Intraclass correlation (ρ)

0.41

Deviance (number of parameters)**
14734.0 (3)
______________________________________________________________________________

**Deviance estimates were derived from models based on the first imputed dataset.
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Two-Level Random Coefficients Models With Level-1 Predictors
The second set of models contained the four level-1 predictor variables: gender, status as
nominated “high potential” by a second grade teacher, quantitative ability, and prior mathematics
achievement as measured by a standardized, nationally-normed test. As noted in the methods
chapter, these predictors were added to the random coefficients models group-mean centered
because the substantive interest at this point in the model building was on the level-1 estimates
(Enders & Tofighi, 2007). The results for the fixed effects and variance components of the
random coefficients model using the composite pretest measure as an outcome are presented in
Table 6. Table 7 presents the covariance matrix for the intercept and slopes for this model.
The estimated average for the pretest composite intercept across the imputed datasets
was 25.63. Boys were predicted to perform slightly worse than girls on the pretests, after
controlling for quantitative ability, nomination status and prior mathematics achievement, but
this difference was not statistically significant. As quantitative ability increased by one point
above the classroom average, student’s score were predicted to increase by 0.2 point on the
pretest composite, after controlling for gender, nomination status and prior mathematics
achievement. This difference was significant. Students who had been nominated as high potential
learners by their second grade teachers were predicted to score 4.13 points higher on the pretest
composite, holding gender, ability, and prior achievement constant. Student who scored one
standard deviation higher than classmates on the nationally-normed mathematics achievement
tests were predicted to score about 4 points higher on the pretest composite, holding gender,
ability, and nomination status constant. The between-class variance in mean composite pretest
scores was significant. The only significant random slope effect was between nomination
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Table 6
Results of the Two-Level Random Coefficients Model With Student-Level Predictors (Composite Pretest)
_____________________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
_____________________________________________________________________________________
Model for composite pretest intercept (β0)
Intercept (γ00)
25.63 (0.65)
39.72 (100)
<0.001 ***
Model for gender slopes
Gender slope (γ10)
-0.61 (0.34)
-1.77 (100)
0.08
Model for ability slopes
Ability slope (γ20)
0.20 (0.02)
11.00 (100)
<0.001 ***
Model for nomination slopes
Nomination slope (γ30)
4.13 (0.53)
7.81 (100)
<0.001 ***
Model for standardized achievement slopes
Achievement slope (γ40)
4.02 (0.28)
14.10 (100)
<0.001 ***
_____________________________________________________________________________________

_____________________________________________________________________________________
Random Effects
Variance (SE)
df
Chi-square
p
_____________________________________________________________________________________
Intercept (τ00)
36.10 (5.89)
91
739.15
<0.001 ***
Gender slope (τ11)
1.73 (1.54)
91
98.87
0.27
Ability (τ22)
0.001(0.003)
91
76.45
>0.50
Nomination (τ33)
7.62(4.03)
91
137.26
0.001 ***
Achievement (τ44)
0.77(0.86)
91
101.14
0.22
Within-class (σ2)
43.45 (1.74)
_____________________________________________________________________________________
Model Fit
Model Deviance Based on Imputed Dataset 1:
Number of Parameters in the Model:
AIC Random Coefficients Model
AIC Null Model
BIC (level-1 n) Random Coefficients Model:
BIC (level-1 n) Null Model
BIC (level-2 n) Random Coefficients Model:
BIC (level-2 n) Null Model

14581.18
21
14623.18
15954.00
14745.64
15971.49
14678.10
15961.85

*** These test statistics were significant at overall α = 0.05 after applying the Benjamini-Hochberg
procedure to control the false discovery rate.
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Table 7
Variance/Covariance Matrix With Standard Errors for the Intercept and Slope Components of the Two-Level Random Coefficients
Model with Composite Pretest Outcome
___________________________________________________________________________________________________________
Intercept
Gender Slope
Ability Slope
Nomination Slope
Achievement Slope
___________________________________________________________________________________________________________
36.10 (5.89)
-1.84 (2.24)

1.73 (1.54)

-0.10 (0.11)

0.01 (0.05)

0.001 (0.003)

-0.83 (3.67)

1.52 (1.87)

0.01 (0.08)

7.62 (4.03)

4.31 (1.89) ***

-0.62 (0.81)

-0.02 (0.04)

-0.38 (1.49)

0.77 (0.86)

____________________________________________________________________________________________________________

*** Wald test significant after applying Benjamini-Hochberg correction.
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status and the composite pretest (p = 0.001). One covariance yielded a significant Wald test,
between the intercept and the prior achievement slope. The proportional reduction in level-1
variance was found to be 0.47 when the student-level predictors were added to the model using
the composite pretest as the outcome. Compared with the null model, all fit statistics indicate
significantly better model fit with the addition of the student level predictors. However, given the
lack of significance of the slope random effects other than nomination status, the full contextual
pretest model did not specify the parameters associated with those variance components to
randomly vary.
The results for the random coefficients model with the composite posttest score as the
outcome were similar to those for the pretest outcome and are presented in Table 8. The average
composite posttest score across the 10 imputed datasets was 47.61. Boys’ predicted scores were
slightly lower than girls’ scores, holding ability, achievement, and nomination status constant,
but this was not significantly different. A student with a CogAT quantitative score 1 point higher
than the class average was predicted to score 0.27 points higher on the composite posttest,
holding gender, nomination status, and prior achievement constant. Students nominated as high
potential learners were predicted to score 2.77 points higher on the composite posttest than their
un-nominated peers, holding gender, ability, and prior achievement constant. A student scoring
one standard deviation above the class average prior achievement was predicted to score 4.33
points higher on the composite pretest than a student with average prior achievement.
The classroom average composite posttest score varied significantly among the
classrooms in the study, while none of the relationships between posttest score and student-level
variables did. Given this, the full contextual model only included the random effect for the
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Table 8
Results of the Two-Level Random Coefficients Model With Student-Level Predictors (Composite Posttest)
_____________________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
_____________________________________________________________________________________
Model for composite posttest intercept (β0)
Intercept (γ00)
47.61 (0.74)
64.72 (100)
<0.001 ***
Model for gender slopes
Gender slope (γ10)
-0.76 (0.38)
-1.97 (100)
0.05
Model for ability slopes
Ability slope (γ20)
0.28 (0.02)
12.35 (100)
<0.001 ***
Model for nomination slopes
Nomination slope (γ30) 2.77 (0.49)
5.61 (100)
<0.001 ***
Model for standardized achievement slopes
Achievement slope (γ40) 4.33 (0.34)
12.60 (100)
<0.001 ***
_____________________________________________________________________________________
_____________________________________________________________________________________
Random Effects
Variance (SE)
df
Chi-square
p
_____________________________________________________________________________________
Intercept (τ00)
47.90 (7.66)
91
824.71
<0.001 ***
Gender slope (τ11)
2.07 (1.84)
91
111.52
0.07
Ability (τ22)
0.008(0.006)
91
100.65
0.23
Nomination (τ33)
2.05(3.37)
91
95.50
0.35
Achievement (τ44)
2.29(1.35)
91
113.00
0.06
Within-class (σ2)
49.53 (1.87)
_____________________________________________________________________________________
Model Fit
Model Deviance Based on Imputed Dataset 1:
Number of Parameters in the Model:
AIC Random Coefficients Model
AIC Null Model
BIC (level-1 n) Random Coefficients Model:
BIC (level-1 n) Null Model
BIC (level-2 n) Random Coefficients Model:
BIC (level-2 n) Null Model

14945.45
21
14987.45
16424.70
15109.91
16442.19
15042.37
16432.55

*** Test statistics significant at overall α = 0.05 after applying the Benjamini-Hochberg procedure to
control the false discovery rate.
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Table 9
Variance/Covariance Matrix with Standard Errors for the Intercept and Slope Components of the Two-Level Random Coefficients
Model with Composite Posttest Outcome
___________________________________________________________________________________________________________
Intercept
Gender Slope
Ability Slope
Nomination Slope
Achievement Slope
___________________________________________________________________________________________________________
47.90 (7.66)
-1.99 (3.00)

2.07 (1.84)

-0.23 (0.17)

0.06 (0.07)

0.008 (0.006)

-0.74 (3.73)

-0.27 (1.73)

-0.05 (0.11)

2.04 (3.37)

-3.65 (2.48)

-1.26 (1.12)

-0.04 (0.07)

0.29 (1.56)

2.29 (1.35)

____________________________________________________________________________________________________________
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intercept variance and adjustments was made to the level-2 model accordingly. None of the
modeled between-class covariances was significant based on Wald tests. The variance and
covariance matrix for the posttest random coefficients model is shown in Table 9. The
proportional reduction in variance in the posttest outcome with the addition of the student-level
predictors was 0.55.
The random coefficients model using the difference score as an outcome indicated an
average student gain of 21.96 points from pretest to posttest. The difference between girls and
boys on the difference score was not statistically significant, after controlling for the other level1 variables. However, a student who scored one point higher than classmates on the CogAT was
predicted to gain 0.08 points more than a student at the class average CogAT score, holding
gender, nomination status, and prior achievement constant. In contrast, students who were not
nominated as high potential learners had a significantly higher difference score (1.4 points) than
nominated students, after controlling for gender, quantitative ability, and prior achievement.
Prior achievement did not significantly predict students’ difference scores.
Difference scores did vary across classrooms in the study, but none of the slopes between
student-level predictors and difference scores varied significantly, after controlling for the other
predictors. Table 10 summarizes the fixed effects and variance components estimates for the
difference score random coefficients model. None of the between-classroom covariances was
significant based on Wald tests. The variance and covariance matrix for the difference score
random coefficients model is shown in Table 11. The proportional reduction in the level-1
variance in difference scores was 0.25 with the addition of the student-level predictors. Although
the AIC fit statistic indicates that the random coefficients model has better fit than the fully
unconditional model, both of the BIC indices favor the model with no predictors. As with the
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Table 10
Results of the Two-Level Random Coefficients Model With Student-Level Predictors (Composite
Difference Score)
_____________________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
_____________________________________________________________________________________
Model for composite posttest intercept (β0)
Intercept (γ00)
21.96 (0.64)
34.19 (100)
<0.001 ***
Model for gender slopes
Gender slope (γ10)
-0.12 (0.34)
-0.37 (100)
0.71
Model for ability slopes
Ability slope (γ20)
0.08 (0.02)
4.45 (100)
<0.001 ***
Model for nomination slopes
Nomination slope (γ30) -1.42 (0.46)
-3.08 (100)
0.003 ***
Model for standardized achievement slopes
Achievement slope (γ40) 0.35 (0.29)
1.22 (100)
0.23
_____________________________________________________________________________________
_____________________________________________________________________________________
Random Effects
Variance (SE)
df
Chi-square
p
_____________________________________________________________________________________
Intercept (τ00)
35.85 (5.83)
91
652.09
<0.001 ***
Gender slope (τ11)
1.27 (1.51)
91
110.56
0.08
Ability (τ22)
0.06 (0.004)
91
94.88
0.37
Nomination (τ33)
1.08 (2.68)
91
84.41
>0.50
Achievement (τ44)
1.15 (1.07)
91
109.14
0.10
Within-class (σ2)
43.80 (1.68)
_____________________________________________________________________________________
Model Fit
Model Deviance Based on Imputed Dataset 1:
Number of Parameters in the Model:
AIC Random Coefficients Model
AIC Null Model
BIC (level-1 n) Random Coefficients Model:
BIC (level-1 n) Null Model
BIC (level-2 n) Random Coefficients Model:
BIC (level-2 n) Null Model

14653.82
21
14695.82
14740.00
14818.28
14757.49
14750.74
14747.85

*** Test statistics significant at overall α = 0.05 after applying the Benjamini-Hochberg procedure to
control the false discovery rate.
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Table11
Variance/Covariance Matrix with Standard Errors for the Intercept and Slope Components of the Two-Level Random Coefficients
Model With Composite Difference Score Outcome
___________________________________________________________________________________________________________
Intercept
Gender Slope
Ability Slope
Nomination Slope
Achievement Slope
___________________________________________________________________________________________________________
35.85 (5.83)
-1.80 (2.29)

1.62 (1.51)

-0.03 (0.12)

0.004 (0.06)

0.004 (0.004)

-1.57 (3.02)

0.47 (1.48)

0.05 (0.08)

1.17 (2.68)

-0.64 (2.01)
-0.38 (0.88)
-0.02 (0.05)
0.03 (1.27)
1.32 (1.07)
____________________________________________________________________________________________________________
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other random coefficients models, the lack of statistical significance of the between-class slope
variance components suggests they should be eliminated from the full contextual model.

Two-Level Full Contextual Models
The next set of models included the cluster-level variables as predictors of variance that
remained unexplained in the outcomes after the addition of the student-level predictors. With the
elimination of the non-significant random slope effects for the pretest outcome, the full
contextual level-2 model was:
β0j = γ00 + γ01(ACH_ZSC0j) + γ02(T_ENJj) + γ03(Q_ABIL_Mj) + γ04(FRL_SQRTj) + u0j
β1j = γ10 + γ11(ACH_ZSC0j) + γ12(T_ENJj) + γ13(Q_ABIL_Mj) + γ14(FRL_SQRTj)
β2j = γ20 + γ21(ACH_ZSC0j) + γ22(T_ENJj) + γ23(Q_ABIL_Mj) + γ24(FRL_SQRTj)
β3j = γ30 + γ31(ACH_ZSC0j) + γ32(T_ENJj) + γ33(Q_ABIL_Mj) + γ34(FRL_SQRTj) + u3j
β4j = γ40 + γ41(ACH_ZSC0j) + γ42(T_ENJj) + γ43(Q_ABIL_Mj) + γ44(FRL_SQRTj)
The level-1 predictors were grand mean centered for these models due to the substantive focus of
interest in the level-2 predictors (Enders & Tofighi, 2007).
Several residual analyses were performed to verify that no major violations of
assumptions or misspecifications had occurred. For the full contextual model with the composite
pretest outcome, The level-1 residuals were very close to normally distributed across the entire
sample. Figures 18 and 19 illustrate this distribution and its correspondence to the expected
proportional distribution of a normal variable. Additionally, the level-1 residuals were examined
for each of the classrooms in the analysis. A majority of the classroom residual distributions
were fairly normal, such as an example classroom depicted in Figure 20. However, some
classrooms’ residuals distributions were non-normal and idiosyncratic, such as the example
classrooms presented in Figure 21. A boxplot, presented in
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Figure 18. Histogram of level one residuals for the full contextual pretest model.
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Figure 19. P-P plot of the level-1 residuals for the full contextual pretest model.
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Figure 20. Example classroom with level-1 residual distribution close to normal for the full
contextual pretest model.
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Figure 21. Several classrooms with non-normal level one residual distributions for the full
contextual pretest outcome.
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Figure 22, of the residual values indicated several students whose residual values were outliers.
Bivariate correlations between the level-1 residuals and the two continuous predictors also
confirmed no relationship between them.
Residual analyses for the level-2 variables also indicated no major violations of the
assumptions for the 2-level pretest model. One classroom had an unusually high level-2 residual
for the intercept, but this distribution was otherwise fairly normal. A plot of the expected
proportional chi-square distribution versus the Mahalanobis distance (Figure 23) indicated this
classroom’s residual status as an outlier was not substantial and should not adversely influence
the regression estimates. Histograms of the level-2 residual distributions are presented in Figure
24. Bivariate correlations showed that the level-2 predictors had zero correlation to the slope and
intercept residuals. The results of the residual analyses for both level-1 and level-2 components
indicated that the assumptions of the multilevel regression on the pretest outcome are adequately
met.
For the posttest outcome, the distribution of level-1 residuals showed two students whose
actual scores were significantly lower than their model-predicted scores (Figure 25), but the
remainder of the distribution was quite normal. This is also shown in Figure 26 with a P-P plot.
The classrooms’ individual distributions of residuals varied much more widely, with many
classrooms approximating a normal distribution (Figure 27) and others with significant departure
from normality (Figure 28), especially when the cluster size was relatively small. The boxplot in
Figure 29 shows students whose residual values were unusually high or low, displayed by
classroom clusters. The posttest level-1 residuals were uncorrelated with the level-1 predictors.
For the level-2 component of the posttest model, a plot of the chi-square distribution versus the
Mahalanobis distance revealed no major outlier classrooms (Figure 30). The level-2 residuals
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Figure 22. Boxplot of level-1 residual distributions by classroom clusters for the full contextual pretest model.
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Figure 23. Plot to examine multivariate outlier status of classroom-level residuals for the full
contextual pretest model.
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Figure 24. Distributions of level-2 residuals for the pretest intercept and nomination slope.
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Figure 25. Histogram of level-1 residuals for the full contextual posttest model.
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Figure 26. P-P plot of the level one residuals for the full contextual posttest model.
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Figure 27. Example classroom with normally distributed level-1 residuals for the posttest
outcome.
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Figure 28. Example classrooms with non-normal level-1 residual distributions for the posttest
outcome.
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Figure 29. Boxplot of level-1 residual distributions by classroom clusters for the full contextual posttest model.
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Figure 30. Plot to examine multivariate outlier status of classroom-level residuals for the full
contextual posttest model.
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were found to be uncorrelated with the level-2 predictors, and the distribution of intercept
residual values was fairly normal. Figure 31 illustrates this distribution.
Residual analyses for the difference score outcome did not detect any alarming violations
of assumptions or misspecification, either. A histogram of the level-1 residuals in Figure 32
illustrates the degree to which these residuals do indeed appear to be highly normal, although
there was one student whose actual score was unusually lower than his predicted score. Another
way to depict this normality is shown in Figure 33. A boxplot, shown in Figure 34, examined the
residual variance across the classrooms in the study. One classroom, 97, appeared to have
substantially more residual variance than the other classrooms. Ten students also had unusually
high or low residual values compared with their classmates. However, this number was fairly
low in comparison to the entire sample size. The level-1 residuals were uncorrelated with the
level-1 predictors, and this was also established for the level-2 residuals and level-2 predictors. A
plot of multivariate normality against a predicted chi-square distribution in Figure 35 did reveal
five classrooms with moderate departure from expected residual values. This was also apparent
in Figure 36, which shows the distribution of level-2 residual values. These classrooms were
identified to determine whether any obvious connection may have been responsible for their
large residuals (e.g., if they were all classrooms with high levels of imputed data, etc.) However,
they did not have anything apparent in common. Although these outliers were not severe, the
results of the analyses were interpreted with the awareness of these data issues. In sum, residual
analyses revealed no serious violations of distributions assumptions, correlational
misspecifications, outliers, or heteroscedasticity.
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Figure 31. Distributions of level-2 residuals for the posttest intercept.
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Figure 32. Histogram of level-1 residuals for the full contextual difference score model.
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Figure 33. P-P plot of the level-1 residuals for the full contextual difference score model.
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Figure 34. Boxplot of level-1 residual distributions by classroom clusters for the full contextual difference score model.
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Figure 35. Plot to examine multivariate outlier status of classroom-level residuals for the full
contextual difference score model.
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Figure 36. Distributions of level-2 residuals for the difference score intercept.

143

Having established that the data were amenable to the proposed multilevel regression analyses,
the results for the full contextual model with the pretest outcome are presented in Table 12. The
non-significant slope variances in the random coefficients model were constrained to not vary in
these models, which rendered the level-2 predictors of that variance non-significant as well.
However, their estimates are presented for purposes of consistency with the originally proposed
models, and to provide the answer (albeit negative) to research question seven.
Intercept estimates for the pretest full contextual model were very similar to those for the
random coefficients model. However, given different centering (CGM rather than CWC), the
interpretations of the estimates are different for the relevant parameters. The overall adjusted
cluster-mean score on the pretest was predicted to be 25.50. Boys did slightly but not
significantly worse than girls on the pretest, after controlling for quantitative ability, prior
achievement, and nomination status. A female student with a CogAT score one point above the
grand mean was predicted to score 0.2 points higher on the composite pretest measure, after
controlling for nomination status and prior achievement. Nominated students were predicted to
score 3.9 points higher on the pretest than their un-nominated peers, after controlling for gender,
quantitative ability, and prior achievement. Students who scored one standard deviation above
the grand mean on the standardized achievement test were predicted to score 4.11 points higher
on the composite pretest, after controlling for gender, quantitative ability, and nomination status.
After controlling for inflated Type I error, none of the cross-level interactions were significant
for the pretest outcome. However, several of these were relatively strong predictors and
interesting to note. Both classroom-mean quantitative ability and proportion of students eligible
for free and reduced-priced meals appeared to predict the variance in the nomination-pretest
relationship
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Table 12
Results of the Two-Level Full Contextual Model for the Composite Pretest Outcome
______________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
______________________________________________________________________________
Model for composite pretest intercept (β0)
Intercept (γ00)
25.50 (0.49) 51.82 (96)
<0.001 ***
Mean Achievement (γ01)
-3.55 (2.06) -1.73 (96)
0.09
Teacher Enjoyment (γ02)
-1.01 (0.67) -1.51 (96)
0.14
Mean Ability (γ03)
0.27 (0.15)
1.83 (96)
0.07
Free Lunch Eligibility (γ04) -0.38 (0.31) -1.22 (96)
0.22
Model for gender slopes
Intercept (γ10)
-0.6 (0.33)
-1.9 (433)
0.06
Mean Achievement (γ11)
1.92 (1.34)
1.43 (624)
0.15
Teacher Enjoyment (γ12)
-0.02 (0.42) -0.04 (829) 0.97
Mean Ability (γ13)
-0.03 (0.1)
-0.28 (937) 0.78
Free Lunch Eligibility (γ14) 0. 25 (0.20) 1.26 (367)
0.21
Model for ability slopes
Intercept (γ20)
0.20 (0.02)
10.76 (96)
<0.001 ***
Mean Achievement (γ21)
0.02 (0.08)
0.28 (84)
0.78
Teacher Enjoyment (γ22)
-0.01(0.02) -0.35 (267) 0.73
Mean Ability (γ23)
-0.004 (0.005) -0.74 (101) 0.46
Free Lunch Eligibility (γ24) 0.003 (0.01) 0.24 (101)
0.81
Model for nomination slopes
Intercept (γ30)
3.87 (0.52)
7.48 (96)
<0.001 ***
Mean Achievement (γ31)
-2.79 (2.16) -1.29 (96)
0.20
Teacher Enjoyment (γ32)
-0.23(0.02) 0.72 (96)
0.75
Mean Ability (γ33)
0.33 (0.16)
2.10 (96)
0.04
Free Lunch Eligibility (γ34) 0.69 (0.32)
2.12 (96)
0.04
Model for standardized achievement slopes
Intercept (γ40)
4.12 (0.27)
15.14 (120) <0.001 ***
Mean Achievement (γ41)
1.10 (1.11)
0.98 (169)
0.33
Teacher Enjoyment (γ42)
0.09 (0.34)
0.27 (298)
0.79
Mean Ability (γ43)
-0.04 (0.08) -0.55 (329) 0.58
Free Lunch Eligibility (γ44) -0.09 (0.15) -0.62 (557) 0.53
______________________________________________________________________________
*** Test statistics significant at overall α = 0.05 after applying the Benjamini-Hochberg
procedure to control the false discovery rate.

145

Table 12 (continued)
Results of the Two-Level Full Contextual Model for the Composite Pretest Outcome
______________________________________________________________________________
Random Effects
Variance (SE)
df
Chi-square
p
______________________________________________________________________________
Intercept (τ00)
17.86 (3.00)
87
669.49
<0.001 ***
Nomination (τ33)
5.03 (3.02)
87
128.33
0.003 ***
2
Within-class (σ )
44.05 (1.64)
______________________________________________________________________________
Model Fit
Model Deviance Based on Imputed Dataset 1:
Number of Parameters in the Model:
AIC Full Contextual Model
AIC Random Coefficients Model
AIC Null Model
BIC (level-1 n) Full Contextual Model
BIC (level-1 n) Random Coefficients Model:
BIC (level-1 n) Null Model
BIC (level-2 n) Full Contextual Model
BIC (level-2 n) Random Coefficients Model:
BIC (level-2 n) Null Model

14513.67
29
14571.67
14695.82
14740.00
14740.79
14818.28
14757.49
14647.51
14750.74
14747.85

______________________________________________________________________________
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somewhat despite being non-significant after applying the Benjamini-Hochberg procedure.
Statistically significant between-classroom variance remained in the nomination slope after the
level-2 predictors were added, but all measures of model fit indicated the more complex model
yielded better fit to the data. The proportional reduction in level-2 intercept variance compared
with the random coefficients model was 0.50, and the proportion reduction in the variance of the
nomination slope compared with the random coefficients model was 0.34.
The results for the posttest outcome full contextual model are summarized in Table 13.
The predicted cluster-adjusted mean score was estimated to be 47.74. As with the composite
pretest, girls were predicted to perform slightly but not significantly better than boys. A student
with quantitative ability one scale score point above the grand mean was predicted to score 0.27
points higher than a student at the grand mean on the posttest, which was significant. Although
being nominated as a high potential learner significantly predicted posttest scores (controlling for
the other student-level variables), this differential was not a large as it was for the pretest
measure. Students with prior achievement one standard deviation above the grand mean were
predicted to score 4.35 points higher on the posttest than students at the grand mean, after
controlling for gender, quantitative ability, and nomination status.
Classroom mean quantitative ability significantly predicted the between-classroom
variance in the posttest score. Prior achievement was also a relatively strong predictor of the
intercept variance, although this was not significant after controlling for the false discovery rate.
None of the additional cross-level interactions was significant, although – as with the pretest
outcome – all of the level-2 variables other than teacher enjoyment did appear to have some
relationship with the variance in the nomination-outcome slope. Between-class variance in the
intercept remained significant after the addition of the level-2 variables, indicating other
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Table 13
Results of the Two-Level Full Contextual Model for the Composite Posttest Outcome
______________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
______________________________________________________________________________
Model for composite pretest intercept (β0)
Intercept (γ00)
47.74 (0.53) 89.30 (96)
<0.001 ***
Mean Achievement (γ01)
-4.92 (2.24) -2.20 (96)
0.03
Teacher Enjoyment (γ02)
1.09 (0.73)
1.50 (96)
0.14
Mean Ability (γ03)
0.47 (0.16)
2.86 (96)
0.005 ***
Free Lunch Eligibility (γ04) -0.37 (0.34) -1.09 (96)
0.28
Model for gender slopes
Intercept (γ10)
-0.67 (0.35) -1.9 (274)
0.06
Mean Achievement (γ11)
1.16 (1.48)
0.79 (383)
0.43
Teacher Enjoyment (γ12)
0.50 (0.48)
1.05 (240)
0.30
Mean Ability (γ13)
-0.10 (0.11) -0.94 (319) 0.35
Free Lunch Eligibility (γ14) -0.06 (0.22) -0.26 (232) 0.80
Model for ability slopes
Intercept (γ20)
0.28 (0.02)
13.18 (57)
<0.001 ***
Mean Achievement (γ21)
0.11 (0.09)
1.24 (81)
0.22
Teacher Enjoyment (γ22)
0.01(0.03)
0.53 (100)
0.60
Mean Ability (γ23)
-0.01 (0.01)
-1.67 (44)
0.10
Free Lunch Eligibility (γ24) 0.01 (0.01)
0.62 (95)
0.54
Model for nomination slopes
Intercept (γ30)
2.70 (0.49)
5.50 (1540) <0.001 ***
Mean Achievement (γ31)
-4.15 (2.07) -2.00 (1660) 0.05
Teacher Enjoyment (γ32)
-0.37(0.77) -0.50 (141) 0.63
Mean Ability (γ33)
0.34 (0.15)
2.22 (356)
0.03
Free Lunch Eligibility (γ34) 0.64 (0.32)
2.00 (315)
0.05
Model for standardized achievement slopes
Intercept (γ40)
4.35 (0.31)
14.08 (74)
<0.001 ***
Mean Achievement (γ41)
-0.36 (1.25) 1.25 (104)
0.78
Teacher Enjoyment (γ42)
0.06 (0.37)
0.16 (376)
0.87
Mean Ability (γ43)
-0.07 (1.00) -0.68 (64)
0.50
Free Lunch Eligibility (γ44) -0.23 (0.18) -1.29 (150) 0.20
______________________________________________________________________________
*** Test statistics significant at overall α = 0.05 after applying the Benjamini-Hochberg
procedure to control the false discovery rate.
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Table 13 (continued)
Results of the Two-Level Full Contextual Model for the Composite Posttest Outcome
______________________________________________________________________________
Random Effects
Variance (SE)
df
Chi-square
p
______________________________________________________________________________
Intercept (τ00)
21.01 (3.40)
96
982.63
<0.001 ***
2
Within-class (σ )
51.72 (1.77)
______________________________________________________________________________
Model Fit
Model Deviance Based on Imputed Dataset 1:
Number of Parameters in the Model:
AIC Full Contextual Model
AIC Random Coefficients Model
AIC Null Model
BIC (level-1 n) Full Contextual Model
BIC (level-1 n) Random Coefficients Model:
BIC (level-1 n) Null Model
BIC (level-2 n) Full Contextual Model
BIC (level-2 n) Random Coefficients Model:
BIC (level-2 n) Null Model
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14884.64
27
14938.64
14987.45
16424.70
15096.09
15109.91
16442.19
15009.25
15042.37
16432.55

un-modeled factors were at play. The AIC and both BIC goodness-of-fit statistics favored the
full contextual model over the model without the level-2 predictors, although this improvement
in model fit was fairly modest. The proportional reduction in between-class intercept variance
compared with the random coefficients model was 0.56
For the difference score outcome, the classroom adjusted mean gain on the unit tests was
22.27. Significant predictors of the variance in gains, after controlling for the other student-level
predictors were quantitative ability and nomination status. Teacher enjoyment of the units
predicted the between-class intercept variance, but it remained significant after the introduction
of the level-2 predictors. Interestingly, the AIC measure of model fit favored the more complex
model of the difference score, while both BIC measures preferred the more parsimonious model.
The proportional reduction in level-2 intercept variance compared with the random coefficients
model was 0.17. Table 14 summarizes the results of the full contextual model using the
difference score as an outcome.
In sum, the introduction of the level-2 predictors of between-classroom variance in the
full contextual models improved model fit for the pretest and the posttest outcomes. For the
difference score measure, it was ambiguous whether the additional predictors improved overall
fit compared with the random coefficients model. Aggregate quantitative ability and prior
achievement did significantly predict between-classroom variance in the posttest intercept, and
several other level-2 predictors of slope variance may have been significant but for the large
number of hypotheses tested and the high inter-correlation of some of the variables. All of the
two-level models adopted the “standard HLM” covariance structure, which may not have been
the most appropriate option. The next models will investigate appropriate covariance structures
using individual subtests as level-1 units.
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Table 14
Results of the Two-Level Full Contextual Model for the Composite Difference Score Outcome
______________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
______________________________________________________________________________
Model for composite pretest intercept (β0)
Intercept (γ00)
22.27 (0.61) 36.68 (96)
<0.001 ***
Mean Achievement (γ01)
-1.26 (2.52) -0.50 (96)
0.62
Teacher Enjoyment (γ02)
2.09 (0.73)
0.82 (96)
0.01***
Mean Ability (γ03)
0.19 (0.18)
1.02 (96)
0.31
Free Lunch Eligibility (γ04) 0.001 (0.38) 0.002 (96)
0.99
Model for gender slopes
Intercept (γ10)
-0.08 (0.31) -0.27 (824) 0.79
Mean Achievement (γ11)
-0.79 (1.30) -0.61 (2038) 0.55
Teacher Enjoyment (γ12)
0.48 (0.45)
1.08 (254)
0.28
Mean Ability (γ13)
-0.07 (0.10) -0.72 (554) 0.47
Free Lunch Eligibility (γ14) -0.29 (0.20) -1.45 (383) 0.15
Model for ability slopes
Intercept (γ20)
0.08 (0.02)
4.84 (220)
<0.001 ***
Mean Achievement (γ21)
0.08 (0.09)
0.97 (45)
0.34
Teacher Enjoyment (γ22)
0.02(0.03)
0.82 (101)
0.42
Mean Ability (γ23)
-0.01 (0.01)
-1.07 (44)
0.29
Free Lunch Eligibility (γ24) 0.01 (0.01)
0.57 (249)
0.57
Model for nomination slopes
Intercept (γ30)
-1.15 (0.46) -2.50 (1592) 0.01***
Mean Achievement (γ31)
-1.60 (2.00) -0.80 (539) 0.42
Teacher Enjoyment (γ32)
-0.19 (0.71) -0.27 (172) 0.79
Mean Ability (γ33)
0.01 (0.15)
0.08 (167)
0.94
Free Lunch Eligibility (γ34) -0.02 (0.29) -0.09 (580) 0.93
Model for standardized achievement slopes
Intercept (γ40)
0.22 (0.26)
0.83 (218)
0.41
Mean Achievement (γ41)
-1.59 (1.25) -1.28 (64)
0.21
Teacher Enjoyment (γ42)
-0.05 (0.35) -0.14 (335) 0.89
Mean Ability (γ43)
-0.01 (0.09) -0.14 (73)
0.89
Free Lunch Eligibility (γ44) -0.13 (0.16) -0.82 (405) 0.41
______________________________________________________________________________
*** Test statistics significant at overall α = 0.05 after applying the Benjamini-Hochberg
procedure to control the false discovery rate.

Table 14 (continued)
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Results of the Two-Level Full Contextual Model for the Composite Posttest Outcome
______________________________________________________________________________
Random Effects
Variance (SE)
df
Chi-square
p
______________________________________________________________________________
Intercept (τ00)
29.74 (4.61)
96
1496.79
<0.001 ***
Within-class (σ2)
45.12 (1.57)
______________________________________________________________________________
Model Fit
Model Deviance Based on Imputed Dataset 1:
Number of Parameters in the Model:
AIC Full Contextual Model
AIC Random Coefficients Model
AIC Null Model
BIC (level-1 n) Full Contextual Model
BIC (level-1 n) Random Coefficients Model:
BIC (level-1 n) Null Model
BIC (level-2 n) Full Contextual Model
BIC (level-2 n) Random Coefficients Model:
BIC (level-2 n) Null Model
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14626.86
27
14680.86
14695.82
14740.00
14838.31
14818.28
14757.49
14751.47
14750.74
14747.85

Three-Level Hierarchical Multivariate Linear Models With Measurement Models at Level
One
To model the individual unit tests as subscales of the composite tests, several data
preparation steps were taken. Each of the unit tests had a different potential range of raw scores:
25 for the Awesome Algebra tests, 30.5 for the Geometry and Measurement for All Shapes and
Sizes tests, and 15 for the Greening Up With Graphing tests. To make these scores more
interpretable as subscores of a composite test, the raw scores from each of the subscales were
converted to a standardized score by subtracting the mean and dividing by the standard
deviation. Next, the data files were restructured with the standardized pretest and posttest
subscale scores aggregated by case rather than as separate variables. Three indicator dummy
variables were created corresponding with each of the subtest scores. This use of indicator
variables was necessary for the HLM 7 software to access the appropriate subscale values from
the level-2 (student) units. Finally, two additional dummy variables were created whereby
parameter estimates could be generated to determine differences in means and variances among
the three standardized unit scores.
HLM 7 software does not permit using multiply imputed datasets in the estimation of
three level hierarchical multivariate linear models, so one of the imputed datasets (dataset 2) was
randomly chosen for the analyses. The estimates were generated with full information maximum
likelihood estimation. The fully unconditional models for pretest measures and posttest measures
with measurement at level-1 were specified in accordance with the procedures developed by
Kamata, Bauer, and Miyazaki (2008). The three specified covariance structures were
unrestricted, heterogeneous, and homogeneous as described in Chapter Three. Results for the
pretest three-level unconditional means model are summarized in Tables 15 through 17. As
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expected because of standardizing the scores, none of the subtest intercepts was significantly
different from zero, nor were they significantly different from one another. The negligible nonzero values of the estimates are attributable to rounding errors when standardizing the subscale
scores. The unrestricted model estimated the three within-student variance components to be
0.769 (SE = 0.024) for the algebra subtest, 0.862 (SE = 0.019) for the geometry/measurement
subtest, and 0.798 (SE = 0.025) for the graphing/data analysis subtest. Standardized scores on the
algebra and geometry/measurement pretests were correlated 0.33; the correlation between the
algebra and graphing/data analysis pretest scores was 0.41, and the correlation between the
geometry/measurement and graphing/data analysis pretest scores was 0.38. The between-class
variance (intraclass correlation) using this model was estimated to be 0.19, smaller as a
proportion of total variance than the estimated ICC in the two-level homogeneous variance
model. The heterogeneous model estimated the three subtests’ variance components to be 0.777,
0.886, and 0.770, respectively. The estimated covariance was 0.304. Finally, the homogeneous
variance model estimated the variance to be 0.810 and the covariance to be 0.302.
A chi-square difference test of the three models indicated that the model with
heterogeneous variances fit significantly better than the homogeneous variance model (p
<0.001). The unrestricted model fit significantly better than the heterogeneous model using the
chi-square difference test, as well (p = 0.36). Interestingly, the AIC favored the unrestricted
model, the BIC calculated with level-1 units favored the homogeneous model, the BIC using
level-2 units favored the heterogeneous model, and the BIC calculated using level-three units
favored the unrestricted model. Therefore, no unambiguously preferable fit was found among
these different covariance structures. The goodness-of-fit statistics are summarized in Table 18.
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Table 15
Variance and Covariance Parameter Estimates for the Unrestricted Covariance Model of the
Pretest Outcome
_____________________________________________________________________________
a. Fixed Effects
Estimate
Standard error
t-ratio
df
p-value
_____________________________________________________________________________
γ000

0.02

0.05

0.52

100

0.60

γ100

-0.005

0.02

-0.20

2158

0.84

γ200
-0.002
0.02
-0.09
2158 0.93
_____________________________________________________________________________
b. Variance and Covariance Components
Estimate
Standard error
_____________________________________________________________________________
Level 1& 2
Var(e0jk)

0.769

0.024

Var(e1jk)

0.862

0.019

Var(e2jk)

0.798

0.025

Cov(e0jk, e1jk)

0.271

0.019

Cov(e0jk, e2jk)

0.323

0.027

Cov(e1jk, e2jk)

0.312

0.019

0.190

0.030

Level 3
τβ
c. Summary
Deviance
Number of Parameters Estimated
______________________________________________________________________________
16404.35
10
______________________________________________________________________________
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Table 16
Variance and Covariance Parameter Estimates for the Heterogeneous Covariance Model of the
Pretest Outcome
_____________________________________________________________________________
a. Fixed Effects
Estimate
Standard error
t-ratio
df
p-value
_____________________________________________________________________________
γ000

0.03

0.05

0.54

100

0.59

γ100

-0.005

0.02

-0.21

2158

0.84

γ200
-0.002
0.02
-0.09
2158 0.93
_____________________________________________________________________________
b. Variance and Covariance Components
Estimate
Standard error
_____________________________________________________________________________
Level 1
σ1 2

0.473

0.019

σ2 2

0.058

0.022

σ3 2

0.466

0.029

0.304

0.015

0.193

0.030

Level 2
τπ
Level 3
τβ
c. Summary
Deviance
Number of Parameters Estimated
______________________________________________________________________________
16410.93
8
______________________________________________________________________________
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Table 17
Variance and Covariance Parameter Estimates for the Homogeneous Covariance Model of the
Pretest Outcome
_____________________________________________________________________________
a. Fixed Effects
Estimate
Standard error
t-ratio
df
p-value
_____________________________________________________________________________
γ000

0.02

0.05

0.51

100

0.61

γ100

-0.005

0.02

-0.21

2158

0.84

γ200
-0.002
0.02
-0.08
2158 0.93
_____________________________________________________________________________
b. Variance and Covariance Components
Estimate
Standard error
_____________________________________________________________________________
Level 1
σ2

0.508

0.011

0.302

0.015

0.189

0.030

Level 2
τπ
Level 3
τβ
c. Summary
Deviance
Number of Parameters Estimated
______________________________________________________________________________
16427.81
6
______________________________________________________________________________
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Table 18
Summary of the Three Alternative Covariance Structures for the Pretest Unconditional Model
______________________________________________________________________________
Parameters estimated
Deviance
______________________________________________________________________________
1. Unrestricted model

10

16404.35

2. Heterogeneous level-1 variance model

8

16410.93

3. Homogeneous level-1 variance model

6

16427.81

______________________________________________________________________________
Goodness-of-fit statistics
______________________________________________________________________________
Statistic (df, p-value)
Preferred Model

Chi-square difference
Unrestricted vs. Homogeneous
Unrestricted vs. Heterogeneous
Homogeneous vs. Heterogeneous

Unrestricted
23.46 (4, <0.001)
6.58 (2, 0.036)
16.88 (2, <0.001)

AIC
Unrestricted
Heterogeneous
Homogeneous
BIC (level-1 units)
Unrestricted
Heterogeneous
Homogeneous
BIC (level-2 units)
Unrestricted
Heterogeneous
Homogeneous
BIC (level-3 units)
Unrestricted
Heterogeneous
Homogeneous

Unrestricted
16424.40
16426.93
16439.81
Homogeneous
16492.16
16481.13
16480.46
Heterogeneous
16482.72
16473.58
16474.80
Unrestricted
16378.25
16390.01
16412.12
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Results for the posttest three level unconditional means model are summarized in Table 19
through 21. When testing the unrestricted model, the three within-student variance components
were 0.785 (SE = 0.024) for the algebra subtest, 0.741 (SE = 0.019) for the
geometry/measurement subtest, and 0.756 (SE = 0.024) for the graphing/data analysis subtest.
Standardized scores on the algebra and geometry/measurement pretests were correlated 0.53; the
correlation between the algebra and graphing/data analysis pretest scores was 0.54, and the
correlation between the geometry/measurement and graphing/data analysis pretest scores was
0.49. The between-class variance (intraclass correlation) using this model was estimated to be
0.23. The heterogeneous model estimated the three subtests’ variance components to be 0.749,
0.762, and 0.773, while the estimated covariance for this model was 0.401. The homogeneous
variance model estimated the variance as 0.761 and the covariance as 0.400.
A chi-square difference test of the three models indicated that the model with
heterogeneous variances did not fit significantly better than the homogeneous variance model (p
>0.50). However, the unrestricted model fit significantly better than the homogeneous model (p
= 0.02) and better than the heterogeneous model (p = 0.006). As was the case for the pretest
models, different fit indicators provided different results regarding the posttest models. The AIC
and the BIC with level-3 units favored the unrestricted model, while the BIC with level-1 and
level-2 units favored the homogeneous model. These goodness-of-fit statistics are summarized in
Table 22.
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Table 19
Variance and Covariance Parameter Estimates for the Unrestricted Covariance Model of the
Posttest Outcome
_____________________________________________________________________________
a. Fixed Effects
Estimate
Standard error
t-ratio
df
p-value
_____________________________________________________________________________
γ000

0.04

0.05

0.79

100

0.43

γ100

0.0005

0.02

0.03

2158

0.98

γ200
0.003
0.02
0.02
2158 0.99
_____________________________________________________________________________
b. Variance and Covariance Components
Estimate
Standard error
_____________________________________________________________________________
Level 1& 2
Var(e0jk)

0.785

0.024

Var(e1jk)

0.741

0.019

Var(e2jk)

0.756

0.024

Cov(e0jk, e1jk)

0.414

0.019

Cov(e0jk, e2jk)

0.418

0.023

Cov(e1jk, e2jk)

0.369

0.018

0.230

0.036

Level 3
τβ
c. Summary
Deviance
Number of Parameters Estimated
______________________________________________________________________________
15158.96
10
______________________________________________________________________________
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Table 20
Variance and Covariance Parameter Estimates for the Heterogeneous Covariance Model of the
Posttest Outcome
_____________________________________________________________________________
a. Fixed Effects
Estimate
Standard error
t-ratio
df
p-value
_____________________________________________________________________________
γ000

0.04

0.05

0.78

100

0.44

γ100

0.0005

0.02

0.03

2158

0.98

γ200
0.0003
0.02
0.02
2158 0.99
_____________________________________________________________________________
b. Variance and Covariance Components
Estimate
Standard error
_____________________________________________________________________________
Level 1
σ1 2

0.348

0.015

σ2 2

0.360

0.015

σ3 2

0.372

0.015

0.401

0.016

0.227

0.036

Level 2
τπ
Level 3
τβ
c. Summary
Deviance
Number of Parameters Estimated
______________________________________________________________________________
15169.14
8
______________________________________________________________________________
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Table 21
Variance and Covariance Parameter Estimates for the Homogeneous Covariance Model of the
Posttest Outcome
_____________________________________________________________________________
a. Fixed Effects
Estimate
Standard error
t-ratio
df
p-value
_____________________________________________________________________________
γ000

0.04

0.05

0.78

100

0.43

γ100

0.0005

0.02

0.28

2158

0.98

γ200
0.0003
0.02
0.02
2158 0.99
_____________________________________________________________________________
b. Variance and Covariance Components
Estimate
Standard error
_____________________________________________________________________________
Level 1
σ2

0.360

0.008

0.400

0.016

0.228

0.036

Level 2
τπ
Level 3
τβ
c. Summary
Deviance
Number of Parameters Estimated
______________________________________________________________________________
15170.28
6
______________________________________________________________________________

162

Table 22
Summary of the Three Alternative Covariance Structures for the Posttest Unconditional Model
______________________________________________________________________________
Parameters estimated
Deviance
______________________________________________________________________________
1. Unrestricted model

10

15158.96

2. Heterogeneous level-1 variance model

8

15169.14

3. Homogeneous level-1 variance model

6

15170.28

______________________________________________________________________________
Goodness-of-fit statistics
______________________________________________________________________________
Statistic (df, p-value)
Preferred Model

Chi-square difference
Unrestricted vs. Homogeneous
Unrestricted vs. Heterogeneous
Homogeneous vs. Heterogeneous

Unrestricted
11.32 (4, 0.02)
10.18 (2, 0.006)
1.14 (2, >0.5)

AIC
Unrestricted
Heterogeneous
Homogeneous
BIC (level-1 units)
Unrestricted
Heterogeneous
Homogeneous
BIC (level-2 units)
Unrestricted
Heterogeneous
Homogeneous
BIC (level-3 units)
Unrestricted
Heterogeneous
Homogeneous

Unrestricted
15178.96
15185.28
15182.28
Homogeneous
15246.72
15239.48
15222.93
Homogeneous
15237.28
15231.93
15217.27
Unrestricted
15132.81
15148.36
15154.59
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Given the lack of an unambiguously preferable covariance structure for the unconditional
means model, all three covariance structures were compared for differences in estimated
parameters and overall model fit after the addition of student-level predictors. Also, the
significance of the student-level predictors on each of the subscale scores, rather than just the
composite scores overall was determined. The estimated fixed effects for the HMLM models
with the pretest outcome are presented in Table 23. Although extremely slight fluctuations in the
fixed effects estimates and standard errors occurred between the models, these were so negligible
that only the estimates from the unrestricted model are presented (when rounded to the largest
non-zero digit, none of the effects or standard errors differed between models). Quantitative
ability, nomination status, and prior achievement were all significant predictors of the algebra
pretest score, after controlling for the other variables, but prior achievement was the only
significant predictor of the geometry/measurement and graphing/data analysis pretest scores. The
impact of prior achievement on the latter two pretest subscale scores was negative, such that
students with higher levels of prior achievement actually performed significantly worse on those
two pretests than their lower achieving peers, after controlling for the other predictors. The
variance and covariance components for the three-level pretest models with student-level
predictors are shown in Table 24 and the goodness-of-fit indicator results are summarized in
Table 25. All but one of the fit indicators suggested the heterogeneous variance structure was the
best-fitting.
The fixed effects of the three-level models with student-level predictors of the posttest
scores are provided in Table 26. All of the student-level variables significantly predicted the
variance in the algebra posttest scores, after controlling for the other three student-level
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Table 23
Fixed Effects for the Pretest Three-Level HMLM with Student-Level Predictors (Unrestricted
Model Estimates)
______________________________________________________________________________
Parameter Estimate (SE, p-value)
______________________________________________________________________________
For the algebra subscale π0
γ000 (Intercept)

-0.004 (0.06, 0.95)

γ010 (Gender slope)

-0.04 (0.03, 0.14)

γ020 (Ability slope)

0.01 (0.001, <0.001)***

γ030 (Nomination slope)

0.29 (0.04, <0.001)***

γ040 (Achievement slope)

0.36 (0.02, <0.001)***

For the geometry/measurement
subscale π1
γ100 (Intercept)

-0.04 (0.07, 0.52)

γ110 (Gender slope)

0.008 (0.04, 0.84)

γ120 (Ability slope)

0.003 (0.002, 0.12)

γ130 (Nomination slope)

0.02 (0.05, 0.72)

γ140 (Achievement slope)

-0.09 (0.03, 0.002)***

For the graphing/data analysis
subscale π2
γ200 (Intercept)

0.02 (0.06, 0.80)

γ210 (Gender slope)

-0.03 (0.04, 0.38)

γ220 (Ability slope)

0.003 (0.002, 0.14)

γ230 (Nomination slope)

0.04 (0.05, 0.38)

γ240 (Achievement slope)
-0.07 (0.03, 0.01)***
____________________________________________________________________________
*** Significant fixed effects after applying the Benjamini-Hochberg procedure.
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Table 24
Variance and Covariance Component Estimates and Model Fit Indicators for the Three-Level
Pretest HMLM Model with Student-Level Predictors
______________________________________________________________________________
Model
Variance/Covariance Component
Standard Error
______________________________________________________________________________
Unrestricted Level 1& 2 Var(e0jk)
0.427
0.013
Var(e1jk)
0.540
0.010
Var(e2jk)
0.480
0.015
Cov(e0jk, e1jk) 0.122
0.011
Cov(e0jk, e2jk) 0.133
0.017
Cov(e1jk, e2jk) 0.138
0.012
Level 3
τ(β00)
0.328
0.049
τ(β10)
0.354
0.038
τ(β20)
0.298
0.046
Cov(β00, β10) -0.209
0.043
Cov(β00, β20) -0.158
0.055
Cov(β10, β20) 0.177
0.040
Heterogeneous
Level 1
σ1 2
0.300
0.012
2
σ2
0.411
0.015
σ3 2
0.344
0.013
Level 2
τπ
0.131
0.008
Level 3
τ(β00)
0.328
0.049
τ(β10)
0.354
0.038
τ(β20)
0.298
0.046
Cov(β00, β10) -0.209
0.043
Cov(β00, β20) -0.158
0.055
Cov(β10, β20) 0.177
0.040
Homogeneous
Level 1
Level 2
Level 3

σ2
τπ
τ(β00)
τ(β10)
τ(β20)
Cov(β00, β10)
Cov(β00, β20)
Cov(β10, β20)

0.351
0.131
0.326
0.356
0.295
-0.207
-0.155
0.174

0.008
0.008
0.049
0.038
0.046
0.043
0.055
0.040

______________________________________________________________________________
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Table 25
Goodness-of-Fit Indicators for the Pretest Unrestricted, Heterogeneous and Homogeneous
Models With Student-Level Predictors
______________________________________________________________________________
Parameters estimated
Deviance
______________________________________________________________________________
1. Unrestricted model

27

13950.60

2. Heterogeneous level-1 variance model

25

13952.34

3. Homogeneous level-1 variance model

23

13985.49

______________________________________________________________________________
Goodness-of-fit statistics
______________________________________________________________________________
Statistic (df, p-value)
Preferred Model

Chi-square difference
Unrestricted vs. Homogeneous
Unrestricted vs. Heterogeneous
Homogeneous vs. Heterogeneous

Heterogeneous
34.89 (4, <0.001)
1.74 (2, >0.50)
33.15 (2, <0.001)

AIC

Heterogeneous
Unrestricted
14004.60
Heterogeneous
14002.34
Homogeneous
14031.49
BIC (level-1 units)
Heterogeneous
Unrestricted
14187.54
Heterogeneous
14171.73
Homogeneous
14187.33
BIC (level-2 units)
Heterogeneous
Unrestricted
14162.05
Heterogeneous
14148.13
Homogeneous
14165.62
BIC (level-3 units)
Unrestricted
Unrestricted
13879.99
Heterogeneous
13886.96
Homogeneous
13925.34
______________________________________________________________________________
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predictors in the model. Gender and prior achievement both predicted scores on the
geometry/measurement posttest after controlling for the other predictors. Interestingly, boys
performed significantly better than girls on the geometry/measurement posttest, which was in
contrast to their slightly worse performance on both of the composite measures and on the
algebra and graphing/data analysis posttests. Only prior achievement significantly predicted the
graphing/data analysis subscale scores, after controlling for gender, quantitative ability, and
nomination status. Table 27 shows the variance and covariance components estimated under the
three specified structures for the posttest scores. Finally, the goodness-of-fit statistics for the
different covariance models with the addition of the student-level predictors to the posttest threelevel model is summarized in Table 28. Other than the BIC with level-3 units, all fit indicators
prefer the simplest homogeneous covariance structure once the student-level predictors are
included in the model. Therefore, the standard HLM assumptions appear to be adequate to
appropriately model the structure of the data when predicting posttest outcomes based on
student-level variables.
The category six models had to be modified slightly from those anticipated in Chapter
Three due to HLM 7 Student software’s limitations on the number of possible parameters to be
estimated. Because teacher enjoyment of the curricular units had been non-predictive of pretest
and posttest measures in the 2-level models, this predictor was eliminated from the model.
Additionally, the high correlation (0.85) between classroom mean ability and classroom mean
achievement indicated that perhaps only one of these variables should be retained as well.
Therefore, the classroom mean ability variable was retained and the classroom mean
achievement variable was eliminated.
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Table 26
Fixed Effects for the Posttest Three-Level HMLM with Student-Level Predictors (Unrestricted
Model Estimates)
______________________________________________________________________________
Parameter Estimate (SE, p-value)
______________________________________________________________________________
For the algebra subscale π0
γ000 (Intercept)

0.03 (0.06, 0.54)

γ010 (Gender slope)

-0.07 (0.03, 0.02)***

γ020 (Ability slope)

0.02 (0.002, <0.001)***

γ030 (Nomination slope)

0.18 (0.04, <0.001)***

γ040 (Achievement slope)

0.35 (0.02, <0.001)***

For the geometry/measurement
subscale π1
γ100 (Intercept)

-0.04 (0.04, 0.40)

γ110 (Gender slope)

0.09 (0.03, 0.01)***

γ120 (Ability slope)

0.002 (0.002, 0.87)

γ130 (Nomination slope)

0.03 (0.05, 0.48)

γ140 (Achievement slope)

-0.06 (0.03, 0.01)***

For the graphing/data analysis
subscale π2
γ200 (Intercept)

0.02 (0.05, 0.68)

γ210 (Gender slope)

-0.05 (0.03, 0.15)

γ220 (Ability slope)

0.008 (0.002, 0.64)

γ230 (Nomination slope)

0.07 (0.03, 0.15)

γ240 (Achievement slope)
-0.09 (0.03, <0.001)***
______________________________________________________________________________
*** Significant fixed effects after applying the Benjamini-Hochberg procedure
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Table 27
Variance and Covariance Component Estimates for the Three-Level Posttest HMLM Model with
Student-Level Predictors
______________________________________________________________________________
Model
Variance/Covariance Component
Standard Error
______________________________________________________________________________
Unrestricted Level 1& 2 Var(e0jk)
0.439
0.014
Var(e1jk)
0.440
0.011
Var(e2jk)
0.465
0.015
Cov(e0jk, e1jk) 0.159
0.010
Cov(e0jk, e2jk) 0.177
0.014
Cov(e1jk, e2jk) 0.163
0.011
Level 3
τ(β00)
0.259
0.039
τ(β10)
0.136
0.024
τ(β20)
0.158
0.026
Cov(β00, β10) -0.049
0.022
Cov(β00, β20) -0.058
0.023
Cov(β10, β20) 0.055
0.019
Heterogeneous
Level 1
σ1 2
0.271
0.011
2
σ2
0.281
0.011
σ3 2
0.293
0.012
Level 2
τπ
0.166
0.008
Level 3
τ(β00)
0.259
0.039
τ(β10)
0.136
0.024
τ(β20)
0.158
0.026
Cov(β00, β10) -0.049
0.022
Cov(β00, β20) -0.058
0.023
Cov(β10, β20) 0.055
0.019
Homogeneous
Level 1
Level 2
Level 3

σ2
τπ
τ(β00)
τ(β10)
τ(β20)
Cov(β00, β10)
Cov(β00, β20)
Cov(β10, β20)

0.282
0.166
0.258
0.136
0.157
-0.049
-0.057
0.054

0.006
0.008
0.039
0.024
0.026
0.022
0.023
0.019

______________________________________________________________________________
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Table 28
Goodness-of-Fit Indicators for the Posttest Unrestricted, Heterogeneous and Homogeneous
Three-Level Models With Student-Level Predictors
______________________________________________________________________________
Parameters estimated
Deviance
______________________________________________________________________________
1. Unrestricted model

27

13060.31

2. Heterogeneous level-1 variance model

25

13062.97

3. Homogeneous level-1 variance model

23

13064.89

______________________________________________________________________________
Goodness-of-fit statistics
______________________________________________________________________________
Statistic (df, p-value)
Preferred Model

Chi-square difference
Unrestricted vs. Homogeneous
Unrestricted vs. Heterogeneous
Homogeneous vs. Heterogeneous

Homogeneous
4.56 (4, 0.333)
2.66 (2, 0.263)
1.91 (2, >0.5)

AIC

Homogeneous
Unrestricted
13114.31
Heterogeneous
13112.97
Homogeneous
13110.89
BIC (level-1 units)
Homogeneous
Unrestricted
13297.25
Heterogeneous
13282.36
Homogeneous
13266.73
BIC (level-2 units)
Homogeneous
Unrestricted
13271.76
Heterogeneous
13258.76
Homogeneous
13245.02
BIC (level-3 units)
Unrestricted
Unrestricted
12989.70
Heterogeneous
12997.59
Homogeneous
13004.74
______________________________________________________________________________
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The fixed effects for the full contextual pretest model are presented in Table 29. As with the
pretest model with student-level predictors, the heterogeneous covariance structure appeared to
be the best fitting. Thus, the heterogeneous model’s results are presented Table 29In the full
contextual three-level model, quantitative ability, nomination status, and prior achievement each
were independently significant predictors for the algebra pretest subscale. For the geometry
/measurement pretest, only prior achievement significantly predicted scores after controlling for
the other variables; however, this relationship was negative as it was in the models with only
student-level predictors. For the graphing/data analysis pretest, school percent free lunch
eligibility and prior achievement both were significant predictors. As the square root of each
student’s school’s free lunch eligibility percent increased one unit, that student’s predicted score
on the graphing/data analysis pretest was predicted to increase by 0.11 standard deviations, after
controlling for the student-level predictors and classroom mean ability. Similar to the result from
the geometry/measurement pretest, prior achievement actually resulted in a significantly lower
predicted score on the graphing/data analysis pretest, after controlling for the other student-level
predictors, free lunch eligibility, and classroom mean ability.
Table 30 shows the variance and covariance components for the three specified
covariance structures of the full contextual three-level pretest model. Table 31 summarizes the
goodness-of-fit indicators for the full contextual 3-level model of the pretest subscales. As noted
above, the heterogeneous model was preferred by all fit indicators other than the BIC with level3 units.
The full contextual three-level posttest model was the final model tested. As for the full
contextual pretest model, only the classroom mean ability and free lunch eligibility level-three
variables predicting the subscale intercepts were included the level-three model due to the model
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Table 29
Fixed Effects for the Three-Level Full Contextual Model for the Pretest Subscales
(Heterogeneous Covariance Model Presented)
______________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
______________________________________________________________________________
For the algebra subscale π0
γ000 (Intercept)
-0.015 (0.05)
-0.29 (98)
0.77
γ001 (Mean ability)
0.005 (0.009)
0.54 (98)
0.59
γ002 (Free lunch percent)
-0.06 (0.03)
-2.13 (98)
0.03
γ010 (Gender slope)
-0.04 (0.03)
-1.52 (2154)
0.13
γ020 (Ability slope)
0.01 (0.001)
8.04 (2154)
<0.001 ***
γ030 (Nomination slope)
0.28 (0.04)
6.76 (2154)
<0.001 ***
γ040 (Achievement slope)
0.36 (0.02)
16.22 (2154)
<0.001 ***
For the geometry/measurement
subscale π1
γ100 (Intercept)
γ101 (Mean ability)
γ102 (Free lunch percent)
γ110 (Gender slope)
γ120 (Ability slope)
γ130 (Nomination slope)
γ140 (Achievement slope)

-0.04 (0.06)
0.003 (0.01)
0.08 (0.04)
0.009 (0.04)
0.003 (0.002)
0.02 (0.03)
-0.09 (0.03)

-0.66 (98)
0.25 (98)
2.18 (98)
0.24 (6456)
1.63 (6456)
0.28 (6456)
-3.13 (6456)

0.51
0.81
0.03
0.81
0.10
0.78
0.002 ***

For the graphing/data analysis
subscale π2
γ200 (Intercept)
0.01 (0.05)
0.26 (98)
0.80
γ201 (Mean ability)
0.02 (0.01)
1.67 (98)
0.10
γ202 (Free lunch percent)
0.11 (0.03)
3.30 (98)
0.001 ***
γ210 (Gender slope)
-0.03 (0.04)
-0.83 (6456)
0.41
γ220 (Ability slope)
0.003 (0.002)
1.62 (6456)
0.10
γ230 (Nomination slope)
0.04 (0.05)
0.78 (6456)
0.43
γ240 (Achievement slope)
-0.07 (0.03)
-2.55 (6456)
0.01 ***
______________________________________________________________________________
*** Significant fixed effects after applying the Benjamini-Hochberg procedure.
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Table 30
Variance and Covariance Component Estimates for the Full Contextual Three-Level Pretest
HMLM Model
______________________________________________________________________________
Model
Variance/Covariance Component
Standard Error
______________________________________________________________________________
Unrestricted Level 1& 2 Var(e0jk)
0.428
0.013
Var(e1jk)
0.540
0.010
Var(e2jk)
0.480
0.015
Cov(e0jk, e1jk) 0.121
0.010
Cov(e0jk, e2jk) 0.133
0.017
Cov(e1jk, e2jk) 0.138
0.012
Level 3
τ(β00)
0.218
0.034
τ(β10)
0.329
0.030
τ(β20)
0.263
0.041
Cov(β00, β10) -0.171
0.035
Cov(β00, β20) -0.131
0.051
Cov(β10, β20) 0.149
0.036
Heterogeneous
Level 1
σ1 2
0.300
0.012
2
σ2
0.411
0.015
σ3 2
0.344
0.013
Level 2
τπ
0.131
0.008
Level 3
τ(β00)
0.218
0.034
τ(β10)
0.330
0.030
τ(β20)
0.263
0.041
Cov(β00, β10) -0.171
0.035
Cov(β00, β20) -0.131
0.051
Cov(β10, β20) 0.150
0.036
Homogeneous
Level 1
Level 2
Level 3

σ2
τπ
τ(β00)
τ(β10)
τ(β20)
Cov(β00, β10)
Cov(β00, β20)
Cov(β10, β20)

0.351
0.131
0.215
0.330
0.260
-0.168
-0.128
0.147

0.008
0.008
0.034
0.030
0.041
0.035
0.051
0.036

______________________________________________________________________________
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Table 31
Goodness-of-Fit Indicators for the Full Contextual Three Level Pretest Unrestricted,
Heterogeneous and Homogeneous Models
______________________________________________________________________________
Parameters estimated
Deviance
______________________________________________________________________________
1. Unrestricted model

33

13890.13

2. Heterogeneous level-1 variance model

29

13924.96

3. Homogeneous level-1 variance model
31
13891.87
______________________________________________________________________________
Goodness-of-fit statistics
______________________________________________________________________________
Statistic (df, p-value)
Preferred Model

Chi-square difference
Unrestricted vs. Homogeneous
Unrestricted vs. Heterogeneous
Homogeneous vs. Heterogeneous

Heterogeneous
34.83 (4, <0.001)
1.74 (2, >0.50)
33.09 (2, <0.001)

AIC

Heterogeneous

Unrestricted
13956.13
Heterogeneous
13953.88
Homogeneous
13982.96
BIC (level-1 units)
Heterogeneous
Unrestricted
14179.72
Heterogeneous
14163.92
Homogeneous
14179.45
BIC (level-2 units)
Heterogeneous
Unrestricted
14148.57
Heterogeneous
14134.66
Homogeneous
14152.08
BIC (level-3 units)
Unrestricted
Unrestricted
13803.83
Heterogeneous
13810.81
Homogeneous
13849.12
______________________________________________________________________________

175

Table 32
Fixed Effects for the Three-Level Full Contextual Model for the Posttest Subscales
(Homogeneous Covariance Model Presented)
______________________________________________________________________________
Fixed Effects
Coefficient (SE)
t (df)
Unadjusted p
______________________________________________________________________________
For the algebra subscale π0
γ000 (Intercept)
0.019 (0.04)
0.43 (98)
0.66
γ001 (Mean ability)
0.004 (0.008)
0.48 (98)
0.64
γ002 (Free lunch percent)
-0.04 (0.03)
-1.39 (98)
0.17
γ010 (Gender slope)
-0.07 (0.03)
-2.35 (2154)
0.02
γ020 (Ability slope)
0.02 (0.002)
13.05 (2154)
<0.001 ***
γ030 (Nomination slope)
0.17 (0.04)
4.00 (2154)
<0.001 ***
γ040 (Achievement slope)
0.35 (0.02)
15.54 (2154)
<0.001 ***
For the geometry/measurement
subscale π1
γ100 (Intercept)
γ101 (Mean ability)
γ102 (Free lunch percent)
γ110 (Gender slope)
γ120 (Ability slope)
γ130 (Nomination slope)
γ140 (Achievement slope)

-0.04 (0.04)
0.02 (0.01)
0.05 (0.02)
0.09 (0.03)
0.001 (0.002)
0.03 (0.05)
-0.07 (0.03)

-0.84 (98)
2.08 (98)
1.90 (98)
2.65 (6456)
0.38 (6456)
0.67 (6456)
-2.79 (6456)

0.40
0.04
0.06
0.008
0.70
0.51
0.006 ***

For the graphing/data analysis
subscale π2
γ200 (Intercept)
0.02 (0.05)
0.45 (98)
0.65
γ201 (Mean ability)
0.02 (0.01)
2.10 (98)
0.04
γ202 (Free lunch percent)
0.07 (0.03)
2.52 (98)
0.01 ***
γ210 (Gender slope)
-0.05 (0.03)
-1.38 (6456)
0.17
γ220 (Ability slope)
0.001 (0.002)
-0.33 (6456)
0.74
γ230 (Nomination slope)
0.06 (0.05)
1.36 (6456)
0.18
γ240 (Achievement slope)
-0.09 (0.03)
-3.50 (6456)
<0.001 ***
______________________________________________________________________________
*** Significant fixed effects after applying the Benjamini-Hochberg procedure.
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size limit of the software being used for the analyses. The results of the fixed effects for this
model are summarized in Table 32. Girls significantly outscored boys (0.07 standard deviations)
on the algebra posttest, after controlling for the other student-level predictors, classroom mean
quantitative ability, and school eligibility for free meals. A student scoring one point higher on
the CogAT was predicted to score higher (0.02 standard deviations) on the algebra posttest, after
controlling for the other predictors. Nominated students were predicted to score 0.17 standard
deviations higher on the algebra posttest, after controlling for quantitative ability, gender, prior
achievement, classroom mean achievement, and school free lunch eligibility. A student scoring
one standard deviation higher on the standardized achievement test was predicted to score 0.35
standard deviations higher on the algebra posttest than a student of average achievement, after
controlling for the other factors. On the geometry/measurement posttest, boys significantly
outperformed girls (by approximately 0.09 standard deviations) holding the other predictors
constant. For both the geometry/measurement posttest and the graphing/data analysis posttest
scores, students with higher standardized achievement were predicted to perform significantly
worse than their peers with average prior achievement. Students in school with higher free lunch
eligibility performed significantly better on the graphing/data analysis posttest than students in
schools with lower levels of eligibility.
The variance and covariance components of the full contextual three-level posttest
models with the three specified covariance structure are presented in Table 33. Table 34
summarizes the goodness-of-fit statistics for these models. The model with the fewest estimated
parameters appears to fit the data as well as the less restrictive structures, indicating that the
standard HLM homogeneous level one variance model provides adequate model fit.
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Table 33
Variance and Covariance Component Estimates for the Full Contextual Three-Level Posttest
HMLM Model
______________________________________________________________________________
Model
Variance/Covariance Component
Standard Error
______________________________________________________________________________
Unrestricted Level 1& 2 Var(e0jk)
0.439
0.014
Var(e1jk)
0.439
0.011
Var(e2jk)
0.465
0.015
Cov(e0jk, e1jk) 0.159
0.010
Cov(e0jk, e2jk) 0.177
0.014
Cov(e1jk, e2jk) 0.163
0.011
Level 3
τ(β00)
0.150
0.024
τ(β10)
0.128
0.018
τ(β20)
0.146
0.024
Cov(β00, β10) -0.049
0.017
Cov(β00, β20) -0.051
0.022
Cov(β10, β20) 0.045
0.017
Heterogeneous
Level 1
σ1 2
0.271
0.011
2
σ2
0.281
0.011
σ3 2
0.293
0.012
Level 2
τπ
0.166
0.008
Level 3
τ(β00)
0.150
0.024
τ(β10)
0.128
0.018
τ(β20)
0.146
0.024
Cov(β00, β10) -0.050
0.017
Cov(β00, β20) -0.051
0.022
Cov(β10, β20) 0.045
0.017
Homogeneous
Level 1
Level 2
Level 3

σ2
τπ
τ(β00)
τ(β10)
τ(β20)
Cov(β00, β10)
Cov(β00, β20)
Cov(β10, β20)

0.282
0.166
0.149
0.128
0.146
-0.049
-0.050
0.045

0.006
0.008
0.024
0.018
0.024
0.017
0.022
0.017

______________________________________________________________________________
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Table 34
Goodness-of-Fit Indicators for the Full Contextual Three Level Posttest Unrestricted,
Heterogeneous and Homogeneous Models
______________________________________________________________________________
Parameters estimated
Deviance
______________________________________________________________________________
1. Unrestricted model

33

12991.65

2. Heterogeneous level-1 variance model

31

12994.30

3. Homogeneous level-1 variance model
29
12996.22
______________________________________________________________________________
Goodness-of-fit statistics
______________________________________________________________________________
Statistic (df, p-value)
Preferred Model

Chi-square difference
Unrestricted vs. Homogeneous
Unrestricted vs. Heterogeneous
Homogeneous vs. Heterogeneous

Homogeneous
4.56 (4, 0.34)
2.65 (2, 0.27)
1.91 (2, >0.50)

AIC

Homogeneous

Unrestricted
13057.65
Heterogeneous
13056.30
Homogeneous
13054.21
BIC (level-1 units)
Homogeneous
Unrestricted
13281.24
Heterogeneous
13266.34
Homogeneous
13250.70
BIC (level-2 units)
Homogeneous
Unrestricted
13250.09
Heterogeneous
13237.08
Homogeneous
13223.33
BIC (level-3 units)
Unrestricted
Unrestricted
12905.35
Heterogeneous
12913.23
Homogeneous
12920.37
______________________________________________________________________________
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Summary of Results
The results of the two-level and three-level models provided evidence in answering the
study’s research questions. For research question one, three of the student-level predictors –
quantitative ability, nomination status, and prior mathematics achievement – predicted student
scores on the composite pretest measure, after controlling for the other independent variables. As
hypothesized, gender was not significantly predictive of composite pretest scores, after
controlling for quantitative ability, nomination status, and prior achievement. The hypotheses
associated with research question two were also confirmed, indicating that quantitative ability,
nomination status, and prior achievement did predict students’ posttest scores, but gender did
not, after controlling for the other predictors. Contrary to the hypotheses for research question
three, quantitative ability and nomination status were predictive of students’ gains on the
composite measures. However, gender and prior achievement were not independently predictive
of these gains, which indicated support for these hypotheses addressing research question three.
In terms of the variance components, classrooms in the study did vary with respect to
cluster means on all three of the outcomes measures – pretest, posttest, and difference scores –
and confirmed this set of hypotheses for research question four. Only one of the hypothesized
level-2 factors for research question five was found to significantly predict classroom aggregate
gains after controlling for the level-1 factors and the other level-2 factors: teacher enjoyment of
the curricular units. The other three level-2 variables were not predictive of gains. The
hypotheses of research question six were not supported by the data; on the contrary, none of the
relationships between student-level factors and difference scores varied significantly across
classrooms. This was also true for the posttest outcome, although the relationship between
nomination status and outcome of the composite pretest did vary across classrooms. Given the
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lack of variance across the clusters, cross-level interactions were also non-significant and failed
to substantiate the hypotheses for research question seven.
Finally, using individual unit pretest and posttest measures as level-1 units within the
framework of a three-level hierarchical multivariate linear model elucidated the most appropriate
measurement model. For the pretest subscales, the heterogeneous level-1 variance structure
created the best-fitting model, both when student-level predictors were included and also for the
full contextual model. For the posttest subscales, the simplest homogeneous variance structure fit
the data as well as the heterogeneous and unrestricted models, indicating that the standard HLM
assumptions were well met for that outcome. In terms of classical test theory, the pretest
measures met the criteria for essential tau equivalence, and the posttest measures were essentially
parallel (Kamata, Bauer, & Miyazaki, 2008). Although the unit test’s authors did not subject the
tests to extensive validation prior to their use, the posttest in particular appeared to have
appropriate psychometric properties for using standard two-level multilevel regression models in
analysis. Although the sub-item scores for each unit test item were not collected during the
NRC/GT study, if the unit tests were to be used again, additional measurement modeling could
be performed to more fully support the tests as valid measures of grade 3 mathematical
reasoning. Several interesting fixed effects that were not found in two-level analyses using the
composite measures were revealed when the individual subscale intercepts were modeled in the
three-level models.
This chapter began by summarizing the study’s decisions regarding important
considerations for multilevel analyses. The results for the two-level models provide support for
many of the study’s research hypotheses, although the predicted hypotheses for level-2 slope
variances and cross-level interactions were disconfirmed. This was likely partly attributable to
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the moderate to large correlations between several of the predictors in the models. Residual
analyses revealed that no major violations of the assumptions of multilevel linear regression
were present. Last, the measurement aspects of the individual subscale components of the
composite pretest and posttest measures were modeled using three-level HMLM. The final
chapter will discuss the findings of the study, with particular attention to results that were not
consistent with the originally proposed hypotheses.
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CHAPTER FIVE
DISCUSSION, IMPLICATIONS, AND CONCLUSIONS
This study sought to examine student-level and cluster-level factors predictive of
performance on composite outcomes based on the unit tests developed for the 2009-2010
National Research Center on the Gifted and Talented (NRC/GT) mathematics curriculum
intervention. The curricular units developed for the NRC/GT intervention combined elements
drawn from prevalent gifted education models (Kaplan, 2009; Renzulli & Reis, 1997; Tomlinson
& Jarvis, 2009) and prior curriculum interventions (Gavin, et al., 2009) to create predifferentiated and enriched curricular materials that were implemented in mixed ability grade 3
mathematics classrooms. Given the small but emerging body of research documenting the
effectiveness of enriched curricula and differentiated instruction in heterogeneous classrooms
(Reis, et al. 2011), it is important to know whether predictors of student achievement and gains
function to support quality learning opportunities for students across the full spectrum of
abilities, backgrounds, and prior learning experiences.
This study also explored measurement modeling under classical test theory using each of
the three units (Awesome Algebra, Geometry and Measurement for All Shapes and Sizes, and
Greening Up With Graphing: Reduce, Reuse, Recycle) as subscales of the composite measures.
Standardized tests of achievement are often poor tools for measuring students’ abilities to extend
and generalize reasoning, justify their mathematical problem solving, and other higher-order
(Bloom, 1956) skills emphasized in reform mathematics curricula and gifted education models
(Renzulli & Reis, 1994; Schoenfeld, 2006). The lack of a clear main treatment effect using an
Iowa Tests of Basic Skills subscale as an outcome measure for the NRC/GT study was
influenced by several shortcomings (lack of an adequate test ceiling, lack of content alignment)
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for the purposes of determining the effectiveness of the research curriculum (McCoach et al.,
submitted). However, as researchers develop their own measures to address these issues, they are
presented with a lack of time and resources to do extensive validation prior to the instruments’
use. Retrospective analyses seeking to understand the measurement aspects of such
“homegrown” assessments may expedite the development of measures for future interventions
focused on promoting similar mathematical skills.
Discussion
Both the significant and the non-significant results of this study’s analyses provided
evidence to further an understanding of the factors that influenced performance on the NRC/GT
experimental mathematics curricula unit tests, and which may influence future interventions with
similar emphases. The hypothesized non-zero effects of quantitative ability and prior
mathematics achievement on the pretest and posttest composite unit scores were unremarkable.
The finding that higher levels of quantitative reasoning are associated with higher cross-sectional
measures of mathematics content learning supports the assertion: “The relationship between [IQ]
test scores and school performance seems to be ubiquitous. Wherever it has been studied,
children with high scores on tests of intelligence tend to learn more of what is taught in school
than their lower-scoring peers” (Neisser et al., 1996, p. 82).
The content and item formats of the nationally-normed standardized mathematics
achievement tests (Iowa Tests of Basic Skills, TerraNova, Measures of Academic Progress, and
Stanford Achievement Tests) completed prior to the curriculum intervention were notably
dissimilar to those of the unit tests. Nonetheless, the constructs measured on the well-validated
tests apparently overlapped considerably with the less-validated unit tests. As unsurprising as
these results were, they provide preliminary evidence that could be useful in developing a
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nomological net (Cronbach & Meehl, 1955) to enhance the construct validity of measures of
higher-order mathematical thinking skills for young students.

Students who had been nominated as having high learning potential by their second grade
teachers scored higher on the unit pretest and posttest composites, even after accounting for their
quantitative ability and prior mathematics achievement. From the perspective of identifying
students for talent development opportunities, this result corroborates the argument made many
years ago (Renzulli & Delcourt, 1986) that teacher nominations provide valuable information
above and beyond IQ scores and achievement regarding which students are likely to succeed
when provided with extended learning opportunities and challenging curricula. The constructs
measured by the SRBCSS other than learning ability— namely, creativity and motivation— may
be predictive of school success after controlling for intelligence. It is also possible that other
influences, such as students’ compliance, personalities, or a myriad of other factors affected the
nomination process in the NRC/GT study. Regardless of the inability to fully understand why the
students in the NRC/GT sample were nominated, these students apparently possessed some
quality recognized by their grade 2 teachers that independently predicted their success on the
pretest and posttests beyond quantitative ability and prior mathematics achievement.
From a more global educational psychology perspective, this result also provides
evidence from elementary school-age children for the growing body of work that examines
psychosocial factors distinct from intelligence associated with academic and life success. Traits
such as self-discipline (Duckworth & Seligman, 2005), conscientiousness (O’Connor &
Panounen, 2007), and positive attributional style (Leeson, Ciarrochi, & Heaven, 2008) have been
shown to predict academic success in adolescents and young adults, but less is known about the
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psychosocial factors that predict academic success in elementary-aged students. Some evidence
indicates emotional regulation (Graziano et al., 2007) or the umbrella of executive functions
(Neuenschwander et al., 2013) may be among the most influential factors beyond traditionally
measured intelligence predicting academic success for young children. This area will continue to
be an active and exciting line of research with many implications for serving young children in
the educational system.
The relationship between gender and mathematics achievement in the United States
continues to present mixed evidence. Although a recent meta-analysis (Linberg et al., 2010)
reported no meaningful gender differences in mathematics achievement means or variances, a 9point scale score difference was found between grade 4 U. S. boys and girls in the most recent
administration of the TIMSS mathematics assessment (NCES, 2013). Perhaps more alarmingly,
15-year-old U. S. boys outperformed their female counterparts by 20 points on the mathematics
portion of the 2009 PISA, a gap that had increased from 6 points in 2003 (NCES, 2011). The
mixed evidence found for students of all ability levels also pertains to students at the highest
levels of performance. While males participating in out-of-level mathematics tests for a talent
search were overrepresented at the highest level of performance (Olszewski-Kubilius & Lee,
2011), no gender differences were found after controlling for other relevant variables between
students participating in either accelerated or enrichment mathematics courses during a summer
talent program (Young, Worrell, & Gabelko, 2011).
Some of the contradictory results surrounding gender and mathematics achievement may
relate to the particular content and tasks presented in the assessments used to measure
achievement. Hyde and Linn (2006) reported that elementary and middle school-age girls
outperformed boys on computation tasks, high school boys outperformed girls on complex

186

problem solving, and no gender differences were apparent for any age groups on problems that
tapped deeper conceptual understanding. Although an emphasis on the process of mathematical
communication has been advocated as a priority in American classrooms for over a decade
(NCTM, 2000), many assessments do not attempt to measure students’ abilities to explain and
justify their mathematical reasoning. This skill, in addition to other higher-order skills, was
highly emphasized in the curricular units developed for the NRC/GT study and in their
corresponding unit tests. As hypothesized, there were no significant gender differences on the
composite pretest and posttest measures or on student gains from pretest to posttest. Taken as
composites, the types of skills measured by the unit tests did not favor one gender or the other.
Interestingly, girls scored higher on the posttest algebra subscale, while boys scored
higher on the geometry and measurement posttest subscale, potentially supporting the taskdependent gender/mathematics achievement relationships found in other studies. One recent
differential item functioning (DIF) study (Taylor & Lee, 2012) using data from a state
assessment with a mixed-item format found that bias was present in many items, favoring girls
for constructed response items and boys for multiple choice items. They also found content area
differential item functioning favoring girls for statistical interpretations, multistep problems and
mathematical reasoning, while boys were favored on items measuring geometry, probability and
algebra. While the present study did not attempt to investigate differential item functioning of the
items on the unit tests, it would be interesting to determine if this was present given the gender
differences present on the algebra and geometry subscales.
Using simple difference scores as an outcome, students with higher initial quantitative
ability gained more from pretest to posttest than students with lower quantitative ability after
controlling for gender, prior achievement, and nomination status, indicative of a potential
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“Matthew effect” (Stanovich, 1986). The NRC/GT curricular units were designed based on
previous research on what works in gifted education; therefore, it is not surprising that students
of higher ability may have benefitted more from the units. Unusually, nominated students had
smaller gains from pretest to posttest after controlling for ability, prior achievement, and gender
than their peers who were not nominated, and there was no indication from the data that this
resulted from a ceiling effect on the composite tests.
Teachers who participated in the NRC/GT intervention who rated enjoying the curricular
units more had higher cluster-adjusted classroom mean gains than teachers who enjoyed the units
less, after controlling for the student-level variables, mean achievement and ability, and school
percent eligibility for free and reduced-priced meals. While neither the gain scores nor the
teacher enjoyment indicator used in the present analyses were well-validated measures, this
finding is interesting and hopefully would be replicable in additional studies. Often,
administrators are recruited to have their schools, teachers, and students participate in
educational research studies, yet the day-to-day work of implementing a new curriculum falls
largely on the classroom teacher. The extent to which treatment teachers “buy in” to an
intervention likely affects how successful it will be and how fully their students will benefit. This
finding provides preliminary support for the premise that greater teacher satisfaction with new
curricula can actually impact students’ learning gains.
Prior studies have estimated classroom clustering effects in two-level models to be
approximately 0.20 (IES, 2010; Stockford, 2009). This study found somewhat larger clustering
effects, with intraclass correlations of 0.29 for the composite pretest measure, 0.30 for the
composite posttest measure, and 0.41 for the composite difference score measure. Students in
the NRC/GT analytic sample using the ITBS measure as an outcome had an ICC of only 17% for
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a two-level model with classrooms as the level-2 units. This higher-than-expected ICC indicated
that the scoring of the unit tests by the treatment teachers may have introduced an additional
source of non-independence into the scores of students within their classrooms. Although
teachers in the study received professional development in scoring the unit tests, these would
ideally be scored by additional graders. Most large-scale educational studies using multilevel
models use well-validated nationally-normed measures, yet it is interesting to note how using
researcher-developed, teacher-scored measures impact the dependencies among the scores in the
sample.
The lack of between-classroom variance in the relationships between gender, quantitative
ability, prior achievement and the three outcome variables disconfirmed the study’s hypotheses
regarding these variance components. The only significant random slope effect was that of
nomination status on the composite pretest score. This random effect may have been attributable
to differences in interpretations by the second grade teachers about the task of selecting students
for whom to complete the SRBCSS items. Another potential cause of this finding may have
resulted from student mobility. If substantial numbers of students in a given grade 3 classroom in
the analytic sample had not attended the same school the prior year, then they would have been
coded as “un-nominated” for purposes of this study even if they were a student who would have
received a nomination if he/she had been there to receive it the previous year.
Because of the lack of significant random slope effects, the level-2 predictors of the slope
variances were also non-significant in the two-level models. For the composite posttest, mean
classroom quantitative ability significantly predicted the between-class variance in the intercept.
Classrooms with higher aggregate ability had higher adjusted classroom means on the composite
posttest after controlling for the student-level factors, teacher enjoyment of the curricula,
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aggregate achievement, and free and reduced lunch eligibility. Qualitative research from the
NRC/GT treatment teachers suggested that teachers of lower ability classrooms struggled to
make the curricula accessible to their students, thus it is not unexpected that these classrooms
may have been at a disadvantage in covering all of the material in the units. If some of the unit
content was left untaught, then lower classroom mean scores on the unit posttests would seem
understandable. This finding may support the results of research on cluster grouping (Brulles,
Peters, & Saunders, 2012; Brulles, Saunders, & Cohn, 2010; Gentry & Owen, 1999), which
enables small groups of similar-ability students to be instructed together rather than requiring
teachers to address the full spectrum of learner ability variance at all times.
Several unexpected findings emerged from the three-level models with the individual
subscales. For both the pretest and the posttest administrations, students with lower prior scores
on the standardized mathematics achievement test actually scored higher on the
geometry/measurement and graphing/data analysis subtests, after controlling for the other
student-level predictors in the model. These results could have occurred for a variety of reasons.
First, given that the unit tests were perceived by many students in the study as being quite
challenging (particularly at the pretest administration prior to instruction), some teachers may
have given lower-achieving students partial credit for any responses, even if they did not meet
the criteria of the rubric, to avoid presenting those students with a score so low as to create
negative emotional response. Teachers’ focus group notes indicated several of the students in the
study were frustrated to tears by the challenge of the unit pretests. Second, the relatively high
overall level of prior mathematics achievement in the sample coupled with the low test ceiling of
the standardized tests led to a z-score distribution that was somewhat left-skewed. The lack of
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transforming this variable prior to analysis may also have contributed to the odd findings
regarding the relationship between prior achievement and the latter two unit test subscales.
In addition, students from schools with higher aggregate levels of free and reduced lunch
status eligibility were predicted to score higher on the graphing and data analysis subscale than
students from more affluent schools. Although this result is puzzling, the vast majority of
students in the sample came from schools with relatively low levels of eligibility. Therefore it is
possible that the few classrooms with high levels of eligibility happened to perform very well on
this subtest, but that this result would not persist with a larger proportion of schools with high
levels of eligibility.

Implications
Although several of the present study’s findings were unsurprising, others presented
potential implications for a range of stakeholders in the education system. This section addresses
what lessons might be learned from the study for teachers, curriculum developers, educational
researchers, policymakers, and measurement professionals. All of these implications are
discussed within the context of the multiple limitations inherent in the study, which are
enumerated in the subsequent section.
Implications for Teachers
Teachers in mixed-ability elementary mathematics classrooms confront an overwhelming
diversity of student backgrounds, prior knowledge, abilities, and interests. Some have argued this
diversity in U.S. public schools is greater than ever:
Students in today’s schools are becoming more academically diverse. There are more
students identified for more exceptionalities in special education, more students for
whom English in not their first language, and more students struggling to read. There is a
need to ensure challenge for advanced learners when accountability pressures focus on
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basic competencies, and a growing economic gap exists between segments of the student
population. (Tomlinson, Brimijoin, & Narvaez, 2008, p. 1)

Despite this increasing variance in learning needs, most teachers (Farkas & Duffett, 2008;
Hertberg-Davis, 2010) and teacher educators (Farkas & Duffett, 2010) believe that effectively
differentiating instruction is not a realistic goal for every teacher of a regular mixed-ability
classroom without considerable additional investment in training and other resources. Critics of
differentiated instruction (Schmoker, 2010, p. 22) lambaste the lack of “solid research or school
evidence” to support the effectiveness of differentiated instruction. This is also troublingly
apparent in the mixed results from many of the larger-scale studies on these practices.
Should teachers just ignore learner variance and teach to the central tendency of student
readiness, interest, and learning preference? Should the teacher’s task be to teach a specified set
of knowledge and skills to all students, or to guide each student through his or her own zone of
proximal development (Vygotsky, 1978) where real learning is believed to occur? With support,
teachers can help students across a wide spectrum of abilities comprehend the “big ideas” of
mathematics by taking a conceptual approach that fosters flexible problem solving and effective
mathematical communication, discourse, and justification of reasoning. In the present study,
only 11 students in the analytic sample prior to data imputation had a zero or negative composite
difference score from pretest to posttest. While it is impossible to determine whether control
students might have also made similar gains on the unit test measures during this time period, the
substantial gains made by nearly every treatment student in the study indicate that higher-order
conceptual mathematical thinking is indeed accessible for students of most abilities. With
appropriate curricula, teaching all students the “21st century skills” (Partnership for 21st Century

192

Skills, 2011) of critical thinking, communication, collaboration, and creativity may indeed be a
reasonable goal.
Students of higher quantitative ability in the sample not only scored higher on the unit
tests cross-sectionally, but also made larger gains from pretest to posttest on the composite unit
test measures. This may indicate that the challenging, abstract nature of the units may have been
particularly effective for high ability students, who have received little policy attention over the
past decade and may have languished under instruction focused on narrower basic skill
acquisition (Loveless, 2008). The larger gains on the unit tests made by students with high
quantitative ability may also indicate that lower-ability students need additional scaffolding to
perform well on complex assessment tasks that require extended writing and reasoning, a
considerably different assessment approach than is often used to measure elementary students’
mathematics achievement. An increased classroom emphasis on cross-curricular connections,
such as requiring written explanations of mathematical reasoning, may help lower-ability
students become more familiar and comfortable with assessment tasks that combine skills from
multiple traditional subject-areas.
Implications for teachers regarding the use of conceptually-focused mathematics
curricula and performance assessments are highly relevant given the nascent adoption of the
Common Core Standards by states involved in the Smarter Balanced Assessment Consortium
(SBAC) and the Partnership for Assessment of Readiness for College and Careers (PARCC).
Like the units developed for the NRC/GT study, the Common Core emphasizes teaching all
students a few coherent conceptual understandings rather than the multitude of fragmented skills
and procedures that proliferated under the state standards of the previous decade. The
assessments developed by the two consortia contain complex performance tasks that require
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similar demands to those in the NRC/GT unit tests. For example, the Smarter Balanced
Assessment Consortium (SBAC) lists only four claims as inferences to be drawn from the results
of their mathematics assessments:
Claim #1 – Concepts and Procedures: Students can explain and apply mathematical
concepts and interpret and carry out mathematical procedures with precision and fluency.
Claim #2 – Problem Solving: Students can solve a range of complex well-posed problems
in pure and applied mathematics, making productive use of knowledge and problem
solving strategies.
Claim #3 – Communicating Reasoning: Students can clearly and precisely construct
viable arguments to support their own reasoning and to critique the reasoning of others.
Claim #4 – Modeling and Data Analysis: Students can analyze complex, real-world
scenarios and can construct and use mathematical models to interpret and solve problems.
(SBAC, 2012)
The items to measure the constructs that verify these claims require students not only to
memorize and apply algorithms, but to identify and use information embedded in problems, as
well as justifying their reasoning in clear, written explanations. Therefore, to instruct all students
for success under Common Core standards may require tiered levels of scaffolding, with levels
of support for lower-ability students perhaps even more supportive than that provided in the
tiered materials developed for the NRC/GT study.
Teachers also have important knowledge about which students will succeed with
challenging curricula beyond what is measured by ability and achievement tests. In this study,
grade two teachers’ nomination of students as possessing high learning potential predicted higher
composite scores on both the composite pretest and the posttest after controlling for prior
achievement, quantitative ability, and gender. As educational researchers continue to learn more
about the non-cognitive factors that account for the additional 75% of variance in school
achievement not attributable to traditionally measured intelligence (Neisser, et al., 1996),
teachers should reflect on their own views of what makes a student academically successful
beyond intelligence, such as self-regulation skills, persistence, task commitment, passion, or
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other constructs, to improve our understanding of which characteristics of children may be
influenced to result in demonstrable achievement across the developmental trajectory. Looking
into the black box of the je ne sais qua that distinguishes successful students from their less
successful counterparts requires teachers to articulate how they arrive at such judgments.
Implications for Curriculum Developers
Classrooms in the study in which teachers rated their enjoyment of the curriculum
intervention higher had larger average student gains from pretest to posttest than teachers who
rated their enjoyment lower. Teachers of K-12 students often have little input into curriculum
decisions and may not feel personally engaged with the materials they instruct. While quality of
instruction and fidelity of implementation should clearly be considered in the mathematics
curriculum-achievement relationship, many larger educational studies on mathematics curricula
neglect the role of the teacher in enacting curricular materials: “Most recent studies only focus
on the effects of curricula on student achievement without taking into account the major factor
mediating the effects of curricula on student learning: teacher instruction” (Stein & Kaufman,
2010, p. 665). To the extent that curricular materials can improve teachers’ instruction, they can
impact student achievement both directly and through indirect effects on teacher improvement
(Ball & Cohen, 1996).
One theory of the ideal act of learning (Renzulli & Reis, 1997) posits three attributes of
the teacher that contribute to optimal learning: knowledge of the discipline, instructional
techniques, and romance with the discipline. The former two of these attributes have also been
conceptualized as content knowledge and pedagogical content knowledge (Shulman, 1986).
They are described as “the amount and organization of knowledge per se in the mind of the
teacher” and a “particular form of content knowledge that embodies the aspects of content most
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germane to teachability” (Shulman, 1986, p. 9). Considerable research evidence has accrued to
document the importance and interaction of these cognitive aspects of high-quality mathematics
teaching on student learning.
In contrast, much less interest has been devoted to studying how teacher affective factors
such as enjoyment and engagement while implementing various curricula might function in the
complex and dynamic student-teacher-curriculum interaction. This omission seems unwarranted
given the inherently emotional nature of the teaching profession:
Good teaching is charged with positive emotion. It is not just a matter of knowing one’s
subject, being efficient, having the correct competences, or learning all the right
techniques. Good teachers are not just well-oiled machines. They are emotional,
passionate beings who connect with their students and fill their work and their classes
with pleasure, creativity, challenge and joy. (Hargreaves, 1998, p. 835)
No published studies could be located that attempt to determine how teachers’ enjoyment of
implementing curriculum impacts student outcomes. However, several exploratory qualitative
studies (Frykholm, 2004, 2005) investigated teacher affective discomfort when implementing
reform mathematics curricula. The level of this discomfort was theorized to have an optimal
level sufficient to engender teacher learning but not so high as to frustrate teachers to the point of
disengaging with the curricular materials. Another qualitative study (Frid & Sparrow, 2009)
suggested that new teachers attempting to implement non-traditional inquiry-based mathematics
pedagogy worked to make mathematics content “fun” (p. 45) for their students, but did not
investigate whether the teachers themselves found this form of teaching enjoyable or engaging.
Apart from these small case studies, it would appear that extremely little is known about
teachers’ emotional responses to mathematics curricula and curriculum reforms, and whether this
could impact how effectively they present curricular content to students.
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Given the sparse research on how teachers’ affective factors impact their instruction and
students’ learning, it would be premature to make sweeping statement about how curriculum
developers might influence this relationship by creating curricular materials that are more
enjoyable for teachers to work with. If the preliminary findings of the present study could be
replicated and extended, and teachers’ enjoyment of enacting curriculum does indeed influence
student outcomes, then it could become an additional means along with supporting content
knowledge and pedagogical content knowledge that curriculum developers could use to
indirectly create improvements in students’ learning.
Implications for Educational Researchers
The previously noted implications for teachers and curriculum developers point to areas
where future studies may confirm or disconfirm this study’s substantive findings regarding
teacher nomination, gender, prior achievement, quantitative ability, and teacher enjoyment of
curricular materials in predicting student outcomes and gains across time. To the extent possible,
future studies would be enhanced by collecting three waves of outcome data, enabling more
rigorous types of analyses when attempting to study student achievement growth. The present
study was limited to operationalizing student learning changes with simple difference scores,
which possess a number of limitations from a measurement perspective.
As multilevel modeling has become widely used in educational research with clustered
data, it is also interesting to study what sorts of factors influence differences in estimated
intraclass correlations between studies. For example, Hedges and Hedford (2007) illustrated how
analyses that include pretest or demographic covariates result in intraclass correlations
approximately half the size of the ICCs apparent in the unconditional models, and how ICCs
differ across grade levels. Prior studies (Stockford, 2009) that have attempted to find average
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intraclass correlations for two-level designs with classroom clusters have used externally scored
standardized tests as outcomes, with an average ICC of 0.22. Schochet (2008) estimated these
ICC values as even slightly lower (0.10 to 0.20) when suggesting appropriate values to enter into
power analyses for multilevel designs.
Although most large-scale educational studies must use such well-validated standardized
achievement measures due to grant requirements, researchers may also administer additional
measures they have developed specifically for the intervention. If these measures are used in
subsequent analyses, the impact of different scoring methods may lead to greater nonindependence in the outcome data. Using mixed-item measures that were scored by the treatment
teachers in the NRC/GT study, the present study’s two-level models with classrooms as clusters
found ICCs of 0.29 for the composite pretest measure, 0.30 for the composite posttest measure,
and 0.41 for the composite difference score measure. In this sense, the combined nonindependence of students clustered in classrooms and test scores clustered within a single
evaluator (the teacher) may have been the reason why these estimates were larger than what is
generally expected. It would be interesting to determine whether the magnitude of these ICCs
would change if external raters had scored the unit test measures rather than the classroom
teachers.
Implication for Policymakers
Although students do not enter schools with equivalent academic skills, it would seem an
equitable goal for all to make comparable achievement strides relative to their own starting
points. Initial federal educational accountability policies focused on raising the achievement of
students below proficiency standards without requiring corresponding growth for higherachievers (Loveless, 2008). However, in the longer term, educational interventions and policies
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that result in “Matthew effects” (Stanovich, 1986) or their inverse “compensatory effects”
(Baumert, Nagy, & Lehmann, 2012) may become indefensible for contributing to a zero-sum
game between students with initially high or low levels of achievement. The emergence of
various states’ growth models for purposes of federal accountability (Brockmann & Auty, 2012)
recognize that “status only” measures inappropriately “focus more on what students bring to
school than on how they change while there” (p. 4). Despite this, many state assessments have
not been able to adequately measure “growth” of students at the highest levels of proficiency due
to ceiling effects and the lack of out-of-level testing (CEC-TAG, 2009). As the consortia
receiving Race to the Top funds develop their new assessments, these technical issues will need
to be answered with sound policy to prevent an accountability system that neglects the nation’s
most able young people.
Students in the present study in classrooms with higher mean ability had higher scores on
the composite unit posttest after controlling for student-level factors. Data were not collected
regarding how treatment students in the NRC/GT study were actually placed in the multiple
flexible within-class groups suggested by the curriculum guides, but it appears that higher mean
ability classrooms were better able to take on the challenge of learning the abstract, conceptual
mathematical ideas contained in the curricular units. Considerable prior research (Lou et
al.,1996; Slavin, 1987, 1990) has persuasively shown that within-class small grouping based on
achievement can be advantageous for students of all achievement levels, given that substantive
curricular and instructional changes are made to accommodate differences among the small
groups. Similarly, whole grade cluster grouping (e.g., Gentry & Owen, 1999) has also shown
promise to increase achievement by reducing the achievement variance teachers must
accommodate compared to fully mixed-ability classrooms. While attending to equity concerns
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regarding the structure and grouping of public school classrooms, policymakers must also attend
to the demonstrated achievement consequences of the grouping practices enacted.
Implications for Measurement Professionals
In heterogeneous grade 3 classrooms, many students still struggle with the demands of
extended written responses, so to combine this with demonstrating mathematical understanding
may have resulted in construct-irrelevant variance in the unit test measures used on the present
study. However, if written mathematical communication is the actual construct of interest for
measurement, then traditional multiple choice items may not possess sufficient construct
validity. Both the Partnership for Assessment of Readiness for College and Careers (PARCC,
2012) and the Smarter Balanced Assessment Consortia (SBAC) have developed constructed
response items in their grade 3 mathematics prototype items, some of which must be hand-scored
according to rubrics similar to those developed for the unit tests in the NRC/GT study. As
educational policy endeavors to promote higher-order thinking and process skills in students, the
measurement community has responded with more complex measurement models based on such
approaches as evidence-centered design (Mislevy & Haertel, 2006). This trend will undoubtedly
continue and be amplified as the consortia work toward creating assessments for purposes of
accountability that affordably and validly measure complex performance outcomes.
As prior studies have indicated (Taylor & Lee, 2012), measurement professionals must
also continue to determine how mixed-item formats impact potential biases between students of
different gender, races, socioeconomic statuses, or other groups of concern for equity issues. The
present study did not find gender differences overall for the composite measures, but did find
gender differences on specific subscales of the composite test, indicating possible patterns of
bias. This study did not use differential item functioning to detect biased items because it did not
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investigate an item-level measurement model; therefore it was not possible to determine if the
gender differences in scores were attributable to item bias, to differences in actual latent trait
levels between boys and girls, or if relatively high levels of measurement error might have
contributed to the apparent differences. In settings in which educational assessments are used for
high-stake inferences, such as K-12 accountability programs, psychometricians must consistently
check for these forms of bias based on item content and structure even when this task is
challenging due to complex test design.

Limitations
The present study possessed a number of significant limitations that warrant caution in
the interpretation and generalizability of its results. Although many attempts were made to
recruit a diverse and representative sample for the NRC/GT study, as with most educational
interventions, the recruited sample of schools, classrooms, and students was not a representative
sample of U. S. grade 3 students. In the current educational policy context, it may appear too
risky for many schools to take on the challenge of implementing experimental curricula without
knowing how their state test scores would be affected. Results of teachers’ focus groups for the
NRC/GT study frequently cited concerns about having enough time to fully implement the
research curriculum while also preparing students for state tests. Under conditions of punitive
accountability policies, administrators at schools where making adequate yearly progress (AYP)
is a certainty or where there is no chance of making AYP may be the only sites amenable to
experimental research curricula. The resulting sample for the overall NRC/GT study was of
considerably higher ability, achievement, and socioeconomic status, as well as lower ethnic
diversity than the overall population of students in the United States. Although the present study
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only used a subset of the overall NRC/GT sample for its analytic sample, even the more
inclusive sample could not yield completely generalizable inferences to the population of U. S.
grade 3 students.
The scores on the unit tests used as outcome variables for the present study were only
collected from treatment students; therefore, it was not possible to address questions attempting
to draw causal inferences about the overall effect of the curriculum intervention using the unit
measures as outcomes. The study’s questions were correlational types of inquiry that sought to
determine which factors predicted higher or lower scores on the outcomes, what variance
components existed at multiple levels of analysis, and how the three unit subscales functioned as
components of the composite measures. To address these questions prior to confirming a
significant overall treatment effect of the specific curriculum intervention may appear to be
“putting the cart before the horse,” but may be of interest from the perspective of a more general
line of research on non-traditional mathematics curricula or pre-differentiated and enriched
curricular materials.
The study used outcome measures that had not been previously validated, leading to
several reliability and validity concerns. First, treatment teachers in the study were responsible
for grading the unit pretests and posttests administered to their students. While all treatment
teachers received training on scoring the unit tests according to the developed rubric, the
complexity of the item formats and correct responses made this task somewhat open to
interpretation. With only a single rater for the unit test items, the calculation of inter-rater
reliability was not supported. The relatively high intraclass correlations found in the fully
unconditional two-level models may have been a result of the classroom teachers grading their
own students’ unit tests.
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Internal consistencies of the individual unit tests were relatively low due to the small
number of items in each. To increase this form of reliability, composite measures were formed to
yield adequate student-level internal consistencies (0.79 at pretest and 0.85 at posttest). Within
the multilevel context, the reliability of these measures was not fully captured by the single
student-level coefficient alpha (Raudenbush, Rowan, & Kang, 1991). Additionally, the study
sought not only to understand the predictors’ impact on the pretest and posttest scores crosssectionally, but also on students’ gains or growth across the intervention. A more rigorous latent
growth model would have been possible with the collection of an additional wave of unit test
data; however, with measurement at two time points, only gains could be modeled. The
composite pretest and posttest were not strictly parallel as assumed by some critiques of gain
scores (Cronbach & Furby, 1970) and were more amenable to the relaxed assumptions presented
by others (Collins, 1996; Sharma & Gupta, 1985; Zimmerman & Williams, 1982a), but they
were nonetheless of ambiguous reliability. The results based on models with these outcomes
should be viewed with even stronger caution than for the composite pretest and posttest models.
Several other measurement issues were present in the data and may have influenced the
results of the study. The variable attempting to measure teachers’ enjoyment of the curricular
units was not validated prior to its use in the study. Only the face validity of this measure was
known, and the 5-point Likert rating scale may have functioned more as an ordinal scale than a
continuous one. The distribution of values for this measure was non-normal, leading to an
ambiguous interpretation of the one significant fixed effect associated with it. The free and
reduced priced lunch eligibility variable was also non-normally distributed. Although this
variable was transformed to better approximate normality, it was nonetheless still not perfectly
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normal. Finally, the prior achievement measure was left-skewed due to an overall high-ability
sample and a test ceiling effect.
Several limitations in the analyses resulted from the choice to prepare the data using
SPSS software and run the multilevel analyses in HLM 7 student version. The missing data for
the variables in the study other than gender were imputed using the MCMC multiple imputation
procedures available using SPSS 21.0 software. This increased the analytic sample size and
enhanced the power to detect significant effects. However, other software packages such as
MPLUS that allow for missing data imputation based on maximum likelihood (EM algorithm)
within the context of multilevel models may have produced superior estimates.
Model fit statistics for the two-level models were obtained using only one imputed
dataset due to the lack of a “pooled” model deviance output when using multiply imputed data in
HLM 7. Also, the three-level models with level-1 subscale measurement were produced based on
a single imputed data set because HLM 7 software cannot produce pooled estimates across
multiple datasets for that type of model. Finally, although nearly all the random slope effects
were found to be non-significant in the two-level models, the originally intended three-level
contextual models could not be fully specified in HLM 7 student version due to the limitations
on the number of parameter estimates allowed. Overall, it would have been more theoretically
justifiable and empirically preferable to have considered more parsimonious full contextual
models initially.
Future Research
Suggestions for promising future research efforts pertain to differentiated instruction and
enrichment curriculum interventions in general, and to the specific findings from the present
study. Despite some promising recent results (Reis et al., 2010, Tomlinson et al., 2008), greater
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theoretical clarity and empirical evidence are necessary to provide continued support for
widespread implementation of enrichment learning and differentiated instruction—the legacy of
gifted education models—in mixed-ability U. S. classrooms. At the conceptual level, the most
visible champion of differentiated instruction made the following caveat over a decade ago:
“Differentiated instruction is NOT the ‘individualized instruction’ of the 1970s . . . [but] more
reminiscent of the one-room-schoolhouse. . .” (Tomlinson, 2001, p. 2). Despite this strong
statement, the subject search terms listed on major educational databases (i.e., ERIC) for
research articles on differentiated instruction are frequently labeled as “individualized
instruction” or simply lumped under the general subject of “teaching methods.” Even with the
growing popularity of differentiated instruction practices, it remains difficult and confusing for
interested parties to even locate the relevant literature to provide evidence of its effectiveness in
causing desired student outcomes.
Similarly, enrichment learning can be operationalized in various ways in studies: as
activities not found in traditional school curricula; as activities which students may self-select
based on interests; or as activities that are focused on higher-order conceptual learning rather
than basic skill acquisition or memorization. While enrichment learning has been supported as a
practice for meeting the needs of identified gifted students (Hattie, 2009; Renzulli & Reis, 1994),
to show that it is effective for all students will require knowing with some precision what it looks
like in practice to measure fidelity of implementation. As with other systemic changes suggested
for U. S. public schools, differentiated instruction and enrichment learning have often been
implemented incompletely, emphasizing pedagogical techniques (“micro-differentation”
[Tomlinson, 2001, p. 3]) like creating multiple assignment options based on differences in
students’ learning styles (Dunn et al., 1995) without creating fundamental shifts in school
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culture. One broad area for future research, then, will be to continually refine ideas and measures
for fidelity of fully implementing educational practices related to differentiated instruction and
enrichment learning.
Another interesting area for future research related to fidelity of curriculum
implementation would be to investigate how teachers choose to group students using tiered
assignments, and whether these grouping strategies influence students’ achievement. Treatment
teachers in the NRC/GT study were provided with grouping guides to determine which of the
three tiered assignment levels might be appropriate to each student’s mathematical readiness as
evidenced by the unit pretest score. Because most teachers did not provide information about
how they actually did group students for instruction using the units, it was not possible to
determine whether the suggested groupings and tiered assignments were implemented as
intended, or if so, whether they led to improved achievement on the unit tests or on the ITBS
outcome measure used for the larger study. Some evidence (Richards & Omdal, 2007) suggests
that grouping students and providing tiered assignments does enhance student outcomes;
however, more qualitative and quantitative studies could bolster this emerging line of research.
A corollary to the issue of studying non-superficial educational change arises from its
lengthy and incremental nature. Unfortunately, when research studies only have sufficient
resources to implement interventions for relatively short periods of time, they cannot measure the
“delayed effects” (Shadish, Cook, & Campbell, 2002, p. 173) that may result after teachers have
sufficient time and training to implement deeper changes in their daily craft. Another clear need,
then, is to conduct longitudinal studies that investigate delayed and long-term impacts from
implementing differentiated instruction and enrichment learning in mixed-ability classrooms.
These types of studies will also provide more rigorous analyses (i.e., latent growth modeling) of
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students’ learning trajectories to examine important issues like Matthew effects and
compensatory effects under different learning conditions. Because a small subset of teachers
participated in the NRC/GT study during both years of the intervention, it would be possible to
determine if their student cohort during the second year had better outcomes than in the first
year, controlling for student differences between cohorts. Once evidence of clear effects emerges
in smaller studies over multiple years, more support for scaling up such interventions will be
possible.
In addition to the general need for additional rigorous and long-term studies to
demonstrate the effectiveness of applying gifted education curriculum and instruction models to
heterogeneous classrooms, the preliminary findings of this study provide a number of interesting
areas for additional research. The predictive effect of students’ nomination status as being a high
potential learner on the composite pretest and posttest measures, after controlling for prior
achievement and quantitative ability creates impetus for further investigation. Qualitative
analyses of teacher think-aloud protocols while providing ratings on such teacher scales as
SRBCSS (Renzulli et al., 2008) and the Gifted Rating Scales (Pfeiffer & Jaresowich, 2003) may
extend our understanding of which non-cognitive, “co-cognitive” (Renzulli, 2002), or selfregulation characteristics teachers recognize in students beyond IQ and achievement that enable
them to be successful at learning challenging material.
The teacher logs developed for the NRC/GT study, which were used to provide a
measure of teacher enjoyment of implementing the curricula for the present study, were not
subject to substantial validation prior to their use. In addition to the items on enjoyment, the
teacher logs contained an amalgam of questions addressing teachers’ perceptions of the impact
of the NRC/GT curriculum on their students and their own instructional practices, as well as the
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quality and utility of the curricular materials provided. Factor analytic research methods could
yield more information about the underlying structure of teachers’ responses to the items in the
logs. Although the teacher log items used in the present study to presumably measure teachers’
enjoyment of the units appeared to be positively predictive of their classrooms’ gains from
pretest to posttest, after controlling for student and other classroom characteristics, a better
validated measure of teacher enjoyment would be necessary to provide additional support for this
finding. Future studies could then provide answers regarding how teachers’ affective responses
to curricula impact their students’ outcomes.
From a methodological perspective, little prior research has investigated predictors of the
magnitude of intraclass correlations when classrooms are the level-2 unit of analysis. Although
several heuristics have been suggested (IES, 2010; Schochet, 2008) for researchers who must
select a reasonable intraclass correlation prior to data collection for conducting power analyses,
factors such as scoring methods, item types, etc., may influence the degree of non-independence
among responses in a classroom cluster, particularly when using measurement instruments other
than those developed by large-scale testing companies. Like the NRC/GT unit measures, teacher
grades (i.e., report card subject scores, GPAs) of students are subject to an additional source of
non-independence because of being clustered within a single rater. Partitioning these facets of
variance with generalizability theory may lead to a richer understanding of measurement
properties when using these types of assessments. Multilevel structural equation modeling could
also provide interesting information regarding the impact of teaching scoring or other impacts on
the proportion of within-cluster versus between-cluster variance in outcome measures.
The HMLM analyses investigated in the present study modeled each of the three unit
tests comprising the composite measures as a subscale to understand the best-fitting covariance
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structure. These models were also used to estimate whether the significance of different
predictors varied across the three subscales. The complex mixed-item formats of the unit test
measures did not make them amenable to straightforward latent trait scaling procedures.
However, polytomous item response theory models or mixed-item format models (e.g.,
Samejima, 1988; Sykes & Yen, 2000) could potentially accommodate the item format of the unit
tests and provide item and student parameters estimates for these assessments. It is likely that
such models would need to account for multidimensionality inherent in the constructed response
items that required written explanations, pictorial representations, and other such complex
performance tasks.
In summary, the effectiveness of applying gifted education curricular and instructional
practices such as enrichment learning and differentiated instruction to heterogeneous
mathematics classrooms could be better ascertained through longitudinal studies that provide
high quality information on fidelity of implementation, including qualitative evidence of how
teachers use the provided materials. Future studies should also investigate how teachers’ learning
over time influences their ability to fully implement curricula as intended. Several of the present
study’s significant findings could be addressed in future curriculum interventions using bettervalidated measures to determine whether they would be replicable. Additional studies of
outcome measure-related factors that influence the degree of within-cluster variance in
educational studies would also be an interesting and fruitful line of research.
Conclusions
The task of predicting what the political, economic, and social landscape in the United
States will look like in 20 or 40 years, and then preparing young people to survive and succeed in
it, seems Herculean at best and quixotic at worst. U. S. students’ persistent unfavorable academic
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performance—even for students at the highest levels of proficiency—relative to other nations
creates legitimate concern for their future. If the quality of the nation’s human capital is weak
compared with global competitors, young people may face a world with fewer opportunities and
a lower quality of life than their parents and grandparents enjoyed. These worries, however, are
not a pressing concern for the third grader who arrives at school thinking about whether he
remembered to put on clean socks and if the cafeteria’s pizza will be cold again at lunch. He is
not just a cog in the machinery of the K -12 education system as a producer of college and career
readiness, but an individual with interests and abilities to be nurtured through genuine
engagement with learning tasks. Movement away from a one-size-fits-all approach to educating
children requires not only effort on the part of teachers and administrators, but a wholesale
philosophical change in how we do school. Those who promote this shift must show evidence
that increasing efforts to respond to learner variance are met with corresponding sustainable
improvements in students’ achievement, engagement, and other intended outcomes.
Most states’ recent adoption of the Common Core Standards and their participation in the
SBAC and PARCC consortia for purposes of federal accountability have the potential to change
what and how children in U. S. public schools are taught. While it would be unfair to claim total
“psychometric hegemony” (Cizek, 1993, p. 10) over what knowledge, understandings, skills, and
processes teachers choose to emphasize in their classrooms, U. S. teachers have felt great
pressure during the NCLB era to tailor their choice of topics to those anticipated on state tests of
accountability (Common Core, 2012). The increased emphasis on constructed response and
complex performance items on the SBAC and PARCC assessments, and their provision of
formative information to target student readiness levels, hold promise for accountability
incentives that promote students learning the “big ideas” of academic disciplines at levels
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consistent with their prior mastery. The next 10 years in K-12 education may thus have better
tools and accountability incentives to realize the broad goals of enrichment learning and
differentiated instruction than existed previously under the past decade’s policies.
When data from the SBAC and PARCC assessments become available, it will be
interesting to determine what student- and cluster-level variables influence performance and
growth on the constructed response and complex performance tasks developed to measure
constructs similar to those on the NRC/GT unit tests. This study investigated a small number of
student-level and classroom-level predictors that were associated with students’ pretest, posttest,
and simple difference scores on the unit tests developed for the NRC/GT curriculum
intervention. Other relevant student-level predictors of achievement on these assessments (e. g.,
race/ethnicity and student-level SES) and classroom-level factors might further explain the
within-classroom and between-classroom variance in students’ outcomes during the intervention.
While the student-level predictors in the models generally accounted for a large proportion of the
within-class variance, the lack of between-class slope variances revealed that the hypothesized
variance components (and their classroom-level predictors) were not in fact significant, and that
a more parsimonious model may have been adequate. The composite posttest appeared to meet
the classical test theory assumptions of homogeneous level-1 variance across the three unit
subtests, indicating that the “standard HLM” covariance structure used in the two-level models
was reasonable. However, the pretest measurement model appeared to favor a more complex
covariance structure, which showed interesting differences in the relationships between the
predictors and the three subscale outcomes compared with the overall composite pretest score
used in the two-level model.
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The study’s preliminary findings should be interpreted with recognition of the various
limitations on its causal claims, the lack of extensive validation of some of its measures, the
potential biases inherent in incomplete datasets, and the capabilities of the software packages
chosen for analysis. Anatole France was quoted as saying “An education isn’t how much you
have committed to memory, or even how much you know. It’s being able to differentiate
between what you know and what you don’t.” (ThinkExist, 2013). There is still much, much to
be learned; yet the findings presented here may be built upon to provide stakeholders in the K-12
education system and academia with pertinent information in their future endeavors to
implement and research successful curricular and instructional practices. The appropriateness of
such educational goals as nurturing manifest talent, seeking and inspiring latent talent, and
respecting each child’s individuality as a learner cannot be empirically tested. However,
interventions that aim to accomplish those goals must be supported with sustained and rigorous
evidence to convincingly advocate for their widespread acceptance and implementation.
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