ABSTRACT. For certain conservative, ergodic, infinite measure preserving transformations T we identify increasing functions A, for which lim sup _(1 ) tic Tk = r Id/-l a.e.
O. INTRODUCTION We study the asymptotic behaviour of Sn = l:Z=1 !(x k ) where (Xk)~1 denotes the forward orbit of some point x under an ergodic measure preserving transformation T of a a-finite, nonatomic measure space (X,!B, Il) (that is posItIve mtegra on . In case the measure space is finite, the asymptotic behaviour of Sn is given by the Birkhoff ergodic theorem [11] , lim n -+ oo ~Sn = Ix! dill Il(X) for Il-a.e.
x EX, and so we restrict attention to infinite measure spaces. We make the additional assumption that Sn --+ 00 for Il-a.e. x E X and for every such!, i.e. that T is conservative. In this case the Hopf ergodic theorem [11] states that lim l:Z=1 !(xk) _ Ix! dll n-+oo l:Z=1 g(x k ) -Ix gdll a.e.
whenever ! and g are nonnegative functions on X with positive integrals (denoted by !, g E L~(Il)).
Owing to the infinity of the measure space, it is never possible to replace the denominators l:Z=1 g(x k ) by constants [3] , and, indeed if b(n) i, b(n)1 ! 0 then liminfSnlb(n) = 0,00 a.e. We search for sequences A(n) > 0 such that (1) limsupSnIA(n) = f !dll a.e.
n-+oo
J x
for some and hence all ! E L~(Il).
There are transformations for which no such sequences exist [2, §2] . In this paper we give results identifying, for a natural class of transformations, sequences A(n) satisfying (1) . Using these, we find upper and lower class functions for the sums of nonnegative, cf. mixing (see §5) stationary random variables which are in the domain of attraction of a positive stable law.
This class of transformations includes all recurrent Markov shifts with regularly varying return sequences (see below), and the "number theoretical" transformations of [24] , of which perhaps the simplest is the transformation of G. Boole: x I--t x -l/x, preserving Lebesgue measure on R (see [6 and 18] ).
Next, we proceed to define our class of transformations, after introducing some relevant notation. Let T be a conservative, ergodic, measure preserving transformation (c.e.m.p.t.) of the infinite, a-finite, nonatomic measure space (X , !P , f1). The operator f -+ f 0 T on L 00 (f1) has a dual which preserves L 1 (f1). We denote the restriction of this dual operator to L 1 (f1) by T. Clearly, See [1] for a further discussion of return sequences. In this paper we restrict attention to transformations, whose return sequences are regularly varying with index 0 < a < 1, that is an(T) = nOh(n) , where, by Karamata's theorem [23] , h(t) = exp(,,(t) + it e(S)/SdS) , where c 2:: 1, ,,(t) -+ "0 E Rand e(t) -+ 0 as t -+ 00. Since (2) depends only on the asymptotic growth rate of the return sequence for T, there is no loss of generality in assuming that " == "0' c = 0, e(s) = 0 for 0 < S < 1
and that le(s)1 S tJ S a/4 for all S 2:: 1. We shall always assume the existence of a Darling-Kac set of which the return time process (sequence of interarrival times) has one of the mixing properties defined in § 1. These mixing properties are satisfied, if, for example, the return time process is 'II-mixing. Our class of transformations includes important examples from probability and dynamics.
If T is a null recurrent Markov shift with discrete state state space, and A is the event of a visit to a fixed state at a fixed time, then the return time process to A is independent. It also follows [9] that A is a D-K set for T. In particular, if T is the Markov shift of a centered random walk on the integers with finite jump variance (i and the invariant measure is normalized, so that the events of visits to fixed states at fixed times have unit measure, then, by the local limit theorem,
na If T is a transformation satisfying the assumptions of M. Thaler [24] then [4, Theorem 3] T has D-K sets, whose return time processes are mixing in the above sense. This is shown in the proof of Theorem 3 in [4] . The return sequence can also be calculated by this theorem. In particular, if T is Boole's transformation x 1-+ 1 -1/ x preserving Lebesgue measure on R, then .j21 For transformations T of the class defined above, we identify increasing sequences A (n) satisfying (1) (Theorem 4), and this identification only depends on the return sequence for T. In particular,
n-+oo a n 2 n 2 n k=1 J X for any f E L~(j1.), where an(T) ~ a(n) = nllh(n) , h slowly varying, and where K = "r(l+~l ,,' Here and throughout L(x) = LI (x) = loge x and
. These results hold simultaneously for similar transformations [1] (see the example at the end of §4). Theorem 4 seems to be the first of its kind for transformations arising in dynamics, while the probabilistic examples have been considered before. This theorem was proved by K. L. Chung and G. A. Hunt [8] for T being the Markov shift of the simple random walk on the integers, by M. Lipschutz [19] and N. Jain and W. Pruitt [14] for Markov shifts of more general random walks, the latter using an invariance principle and the other law of the iterated logarithm for stable processes [10, 17] .
We apply the results of §4 to obtain results (Theorem 5 and Corollary 3) on upper and lower class functions for the sums of positive, stationary cf. mixing random variables which are in the domain of attraction of a stable law of fractional index. This is done in §5. Let 
. It is known (see [4] and references therein) that I:Z=I Xd b (n) tends in distribution to a positive stable law of index 0:. We show in Theorem 5(c) that
The paper of M. Lipschutz [20] contains Corollary 3 in the independent case, however under severe additional assumptions on the slowly varying function h and the paper of M. Wichura [25] contains a result implying Theorem 5(c) in the independent case.
To conclude this introduction, we explain our plan of attack. To this end let T be a transformation of our class, A be a suitable Darling-Kac set for T and Sn = I:Z=I 1 A 0 Tk . To prove our results, we shall use a new Borel-Cantelli lemma for sets of the form An {Sn 2: t}, and an estimation of the measure of these sets.
The Borel-Cantelli lemma is proved in § 1 (Theorem 1). Its proof uses heavily the structure of the set {Sn 2: t} and needs only the mixing structure of the return time process to A. It is different from the corresponding result of K. L. Chung and P. Erdos [7] , which is used in [20] .
The estimations of f.l(A n {Sn 2: t}) (Theorem 3) are carried out in §2 and §3.
The method of proof relies on sharp estimations of fA S~ d f.l (Theorem 2) for moderate p 's, which are obtained using the dual operator T.
BOREL-CANTELLI LEMMAS
Let (X, g; , f.l, T) be a conservative, ergodic measure preserving transformation, A E g; and f.l(A) = 1 . (If 0 < f.l(A) < 00 , then the measure f.l can be renormalized so that f.l(A) = 1, and the sequences A(n) in (1) renormalized accordingly.) Let rp be the first return time function to A of points in A:
T A : A -+ A be the transformation induced by T on A [16] :
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use qJn(x) be the time of the nth return of x to A under T:
the number of returns to A up to time n. Clearly,
In this section, we prove Borel-Cantelli lemmas for events of the form An {SK ~ an} where Kn = [yn], y > 1 and an > 0, under certain conditions .
• The probabilities of these events will be estimated in the sequel, whence the identification of upper bound sequences. 
Suppose also that the return time process on
We must show that fl(DN) = 0 for all N;::: 1.
Step 1. We show that 2::: 1 
where we used that 
Step 2. We show finally that for every N ~ I P, (DN 
and E: I p,(B~N)) = 00 . 
Under assumption (b), writing Pv
. Choose e = e(y) > 0 such that e::; 2:::1 +1 k-I ::; e-I ("In 2: 1). Thus
Since limn->oo Kn+1K;; I = y, we have that
Now fix y> 1 and let a(n) = b(Kn(Y)) . The assumptions of Theorem 1 are satisfied, and so
n->oo a n
hmsup -( n) 2: y n->oo a n
n->oo n n->oo a n 
Suppose that A E!B is a Darling-Kac set for T with peA) = 1. If 0 < peA) < 00 we can renormalize the measure p and the return sequence an(T) and the sequences A(n) in (1), so that peA) = 1. Let Sn = EZ=I lA 0 Tk . In this section we estimate the pth moments of Sn from above and below.
Theorem 2. For every p > 1 there exists np E N sitch that for all integers n ~ np and np
iA Sndp
=O(n,P)ao.e(l-a)P n h(njp)
where
we have
we have that
A a e Proof. The proof uses a sequence of lemmas, one of which (Lemma 2.8) is the crucial one. When Lemmas 2.10, 2.11 and 2.12 are established, Theorem 2 follows immediately, using Stirling's formula. 0 Define a(p, n):
Proof. A direct computation shows
This is done by changing the order of summation in
where 2:: extends over 1 ~ kl < k2 < ... < kp ~ n. The formula then follows by induction. 0
Let a(p, n) = IAa(p, n)dp, uk = ILl aso:
Proof. By Karamata's theorem, an(T) '" 2::Z=1 Uk as n ~ 00. Thus, there are and n n
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
The lemma now follows by integrating these inequalities on A. 0
Note 
= 11Pj(t-s)a(t-st-Ih(t-S)Aj(P,S)dS (i=0,±1).
Proof. By Lemma 2.2 for all n, p ~ 1
Lemma 2.3 follows by induction on p. 0 Clearly (by induction)
It follows that Mj(O, t) == 1 and
Clearly M_I (p, t) ~ Mo(p, t) ~ MI (p , t) .
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Proof. Assume p ~ 0 and that there is some constant M(p) < 00 such that
where the constant C is chosen to satisfy
Since MI (0, t) == 1 , it follows by induction that 
where K ~ 2 will be specified in the sequel, so that the following estimations work.
where A is as before. Consequently, for t ~ K P + I r ,
where the constant C satisfies
and hence, by induction,for p ~ 0 and
The last two lemmas are crude bounds of Mj(p, t), which are needed for the finer estimations in the proofs of the following two lemmas. Let m be given and choose Po so large that for p ~ Po
We shall now prove the lemma by induction over p ~ PO" Since h(t)/h(t/p) ::; pt5 , the lemma holds for p = Po by Lemma 2.4" Assume now it holds for p ~ Po and let t > 0" Then, writing we have
The integral on the right-hand side will be split into the sum of five integrals: 
Each of them will be estimated separately using For the remaining integrals we apply the induction hypothesis to values of u such that <>p(ut) :::; <>p+I (t). We denote
and obtain for the second integral '2:::
where p-a :::; ACp(a) as before.
Since <> < a/4, we have for u::: 
since for p ~ 2m, (1 -mj(p + l))-P :::; e 2m .
Finally, 
it follows that 
We estimate this latter integral by splitting it into the sum of two integrals
(l = 1 , 2) , where
and
We use 
Now we set
and, by the induction hypothesis,
Similarly,
Consequently,
In order to compare the estimation with Cp(a) observe that 
)P-q h(n/q)q =M(pr(l+a)n h(n/p)) Lr(l+aq) pr(l+a)na h(n/pl' q=1 Now h((n/q)q:s (p/q)qOh(n/p)q:s eO(P-q)h(n/p)q, whence iS~d/1:SM(pr(1+a)nah(n/p))P fp (pn a r(1:oa)h(n/p))' D Lemma 2.12. There exists a constant M such that for all p and y
I' ( ) < p! M MpOy J p Y -r(1 + ap) e Proof.
!Po (y) .
Since fq ( Remark. In case T is a Markov shift, and A is the event of being in a fixed state at a fixed time, the interarrival times to A are Li.d. random variables.
This can be used to give a direct proof of theorem 3 by the method of Chernoff. See Lemma 3.1 of [25] .
We first note that Theorem 2 is true for real p, by monotonicity of (JAS~dp,)I/P in p for fixed n. In this section we make use of the following notations:
By the properties of h, the function tl-ah(n/t) increases as t increases, so that the interval defining C(n, s, t) is not empty for s < t. Lemma 
For every P > 1 there exist no such that for all no
~ t ~ L 2 (n)2 , O~p~t. { S~ dp, ~ (r(1 ! a) nO.
h(n/t) tl-a)P e(-(I-a)I/P) .

JA(n,/)
a Remark. Lemma 3.1 provides, in case p = 0, the upper estimation in Theorem 3.
Proof. Let no be as in Theorem 2 for /(1-0.) , where P = (1 -c;)-I. Using Markov's inequality and Theorem 2, we obtain { S~ dp, ~ (r(1 ! a) nO. h(n/t) tl-a)P-I ( S~ dp, S~ dp, ~ 11 ( S~ dp,
Proof. For 0 < r < 1 we have 1 -f + log f < O. Choose Po > 1 such that 1 -p~r + log f < 0, and then choose PI> 1 such that 1 -p~r + log f + log p~ < 0 .
This means that a = (p~e/r)(I-a)re-(1-a)P;J < 1. By Theorem 2 and Lemma 
3.1, there exists No such that for all No
~ p ~ t ~ L 2 (n)2 , we have { S~ dp, ~ (r(1 ! a) nO.
h(n/t) tl-a)P e -(I-a)l/po JA(n,t)
JC(n,xt,zt) JA
Proof. There exists p > 1 such that
Then a = exp(xtp-I)(p2ezr-l)r < 1.
By Theorem 2 and Lemma 3. 
JC(n,xt,zt) r hCn) JA
Since h is slowly varying, there exists NI ~ No such that for NI ::; t ::; L 2 (n)2 ,
By the choice of p, a < 1 , whence there exists N ~ NI such that for every where PI = HI +log(f)). 0
ASYMPTOTIC BEHAVIOUR OF ERGODIC SUMS
In this section we suppose T has a Darling-Kac set (as mentioned before, there is no loss of generality in assuming that it has measure 1), whose return time process is uniformly-or strongly mixing from below, and an(T) ~ n"'h(n) where h(t) = C exp [J~ e(s)js ds] where 
The proof of this theorem will be given at the end of the section.
Proposition 1. Suppose in addition to the above that
If ¢(n) i and ¢(n)jn 1 as n i 00, then:
a.e. for every f E L+ . Remark. For every p > 1, M < 00, there is an
for some eE[-I, 1].
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Proof. The proof of the proposition is a minor modification of the proof of Theorem 4, in view of the above remark. 0 Corollary 2. Suppose that
t~s~tL2(t) h(t)
If ¢(n) i and ¢(n)/n! as n i 00, then: Proof. This follows from Proposition 1, as for every p > 1 and M < 00 there is an N such that for every
For the proof of the theorem we need two lemmas which we show first. Let A be a Darling-Kac set for T such that ~(A) = 1 . 
and 
where the sum I: extends over all n such that ¢( n) ::; 2r -"2 L2 (n). 0 License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Jor all r < 1.
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Proof. From the assumptions on h, we have that n"'h(n) i as n i, and, setting
The lemma follows now from these two statements via a condensation argument. 0 
ProoJ oj Theorem
a.e. on A for every y > 1 since hen) is slowly varying and ¢(n)jn ! as n i. 
This implies limsuPn--+ooSn/(n"h(n!¢(n))¢(n)l-a)
= Ka a.e. on A and, as before, by ergodicity and the Hopf ergodic theorem lim sup 
where c = limn-+oo an(S)/an(T) . Thus, if an(T) is regularly varying with index Q E (0, 1), then T satisfies the conclusion of Theorem 4.
THE OTHER LAW OF THE ITERATED LOGARITHM
In this section we prove the other law of the iterated logarithm for nonnegative continued fraction mixing processes in the domain of attraction of positive stable laws of fractional index. This includes the independent case. Other examples can be found in [5] .
Definition. Let (Xk):d be a stationary process defined on the probability space Given a continued fraction mixing processes taking values in the natural numbers we construct a conservative, ergodic, measure preserving transformation, which has the given process as a return time process on a Darling-Kac set.
We may assume that A is a sequence space equipped with the m-preserving 
t~s<S.tL2(t) h(t)
If ¢(n) i and ¢(n)/n! as n i 00, then: '" h(n) . In the case of independent, identically distributed random variables, and for certain slowly varying functions the corollary follows from a result obtained by M. Lipschutz [20] . However, it does not follow from [20] , e.g. in case h(t) = exp«logt)") for y E (0,1).
As mentioned above, there is no loss of generality in assuming that A is a Darling-Kac set for the c.e.m.p.t. T on the a-finite measure space (X,!B, Ii) and that the return time process to A is given by (Xk)~" = (qJ 0 T;-I )~" ' and that an(T) = a(n). Let ¢ be as in the statement of the theorem. Define B(n) = K(~I/nb(n/¢(n))¢(n).
Clearly, B(n) increases with n and we denote by A the inverse of B.
We first show that B satisfies the assumptions of Lemma 5.1, that is B(n)/n increases with n and lim sUPn--->oo B(nx)/ B(n) -+ 1 as xli.
We have
n/¢(n)
as n i since ¢(n)/n 1 as n i
Also, for x > 1 ,
B(nx) b(nx/¢(nx))¢(nx) b(nx/¢(n)) 1+1/"
--= < x -+ x as n -+ 00 .
B(n) b(n/¢(n))¢(n) -b(n/¢(n))
Thus B satisfies the assumptions of Lemma 5.1.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use We prove the first statement, using a condensation argument. The second one has a similar proof. Set k n = B(2n We are now in a position to prove the statements. Since (c) follows immediately from (a) and (b), which themselves have similar proofs, we only prove Corollary 3 follows easily from Theorem 5. 0
