ABSTRACT In this paper, the problem of stability analysis for linear continuous-time systems with constant discrete and distributed delays is investigated. First, an improved reciprocally convex lemma is presented, which is a generalization of the existing reciprocally convex inequalities and can be directly applied in the case that of the delay interval is divided into N ≥ 2 subintervals. Second, combining this with the auxiliary functions-based integral inequalities and the delay partition approach, a novel stability criterion of delay systems is given in terms of linear matrix inequalities. Finally, three numerical examples are given and their results are compared with the existing results. The comparison shows that the stability criterion proposed in this paper can provide larger upper bounds of delay than the other ones.
I. INTRODUCTION
Due to time delays being frequently encountered in a variety of dynamic systems and often resulting in poor performance and/or instability, many efforts have been made to establish the stability criteria of time-delay systems, such as [1] - [25] . Generally, the stability criteria of time-delay systems are classified as delay-independent conditions or delay-dependent ones. Since the delay-dependent stability conditions contain the information of time-delay, the delay-dependent conditions are less conservative than delay-independent ones.
As is well known, constructing the delay-dependent Lyapunov-Krasovskii functionals (LKFs) is a foundation for stability analysis of delay systems. Additionally, utilizing the appropriate enlargement technique to estimate the upper bound of the derivative of LKF is a key step in reducing the conservativeness of stability criteria. To date, a series of effective approaches to estimating the derivative of LKF have been proposed, such as using matrix inequalities [3] , [7] , [10] , [15] , free-weighting matrices [5] , the reciprocally convex approach [9] , [11] , [20] , [22] - [27] and the delay partition approach ( [17] , [28] - [30] ). Actually, a combination of several approaches is used in most stability analysis results.
Note that the integral quadratic terms are usually produced by computing the derivative of LKF. To address these integral quadratic terms, the reciprocally convex approach is usually employed by combining it with integral inequalities and the delay partition approach. First, by applying the delay partition approach, the delay interval is divided into two subintervals. Then, the integral inequalities (Jensen's inequality, Wirtinger inequality, or Bessel-Legendre inequality) are used to estimate these two integral quadratic terms. Finally, based on the reciprocally convex combination method [9] , [11] , [20] , [22] - [27] , the less conservative upper bound of these integral quadratic terms can be obtained. This is the most popular approach to estimating these integral quadratic terms, and then less conservative stability criteria are derived. However, it is worth stressing that these reciprocally convex inequalities (RCIs) [9] , [11] , [20] , [22] - [27] are only in the case in which the delay interval is divided into only two subintervals. Applying the delay partition approach to address the stability analysis of delay systems, the delay interval need to be divided into N subintervals (N > 2), the existing RCIs cannot be applied directly. Therefore, it is necessary and more challenging to extend the classical reciprocally convex method to address the case of N > 2 subintervals in the delay interval, which is the main motivation of this paper.
In this paper, we will propose a novel stability criterion for time-delay systems by using the general reciprocally convex combination approach and the delay partition technique, and we will also seek to improve upon the existing works. First, an improved RCI is derived (see Lemma 1 below), which is a generalization of the existing reciprocally convex combination inequalities. Second, by combining the improved RCI with the auxiliary functions-based integral inequalities (see Lemma 2 below), the delay partition approach and the improved RCI, a new stability criterion for time-delay systems is proposed, which is less conservative than the existing results. Finally, three numerical examples are given to demonstrate that the proposed stability criterion is less conservative than the existing ones.
Compared with the existing results, the main contributions of this work are as follows: (1) The proposed improved RCI generalizes the existing reciprocally convex combination methods, that is, when the parameters of RCIs are selected as several special values, the existing results are special cases of Lemma 1. (2) To overcome the main obstacle, the improved RCIs is presented and applied to address the case of more than two subintervals in the delay interval, which is useful when utilizing the delay partition approach.
The organization of the rest of this article is as follows: An improved reciprocally convex combination lemma is introduced in Section II. In Section III, the novel stability analysis result is presented and elaborated. Three numerical examples are provided in Section IV; and finally, we conclude this paper in Section V.
Notation: Throughout this paper, the set of real numbers will be denoted by R. Let R n×m represent the set of all n × m matrices over R, and denote R n = R n×1 . If A and B are symmetric matrices, by A > B and A ≥ B we means that A − B is real symmetric positive and semi-positive definite, respectively. A T denotes the transpose of matrix A. For a square matrix, sym(X ) means the sum of X and its transpose matrix X T . * in a matrix represents the elements below the main diagonal of a symmetric matrix. l = {1, 2, . . . , l} for any positive integer l.
II. PRELIMINARIES
First, we will provide an improved result on the basis of the reciprocally convex inequality, which will be helpful in the stability analysis.
Lemma 1: For given scalars α i ∈ R satisfying α i > 0 and m i=1 α i = 1, symmetric matrices R i > 0 and M i > 0, and any matrices W i , i ∈ m , if the following matrix inequalities are satisfied
then the following inequality holds:
where
and m is defined in (3) , as shown at the top of the next page.
Proof: According to inequalities (1), it is not difficult to obtain
where R i ∈ R n i ×n i , i ∈ m , and
From (4), it follows that
then, we have
This, together with m − m = m , completes the proof. 
Lemma 2: [15] For given a real symmetric positive definite matrix R ∈ R n×n , and an integral function ω : [a, b] → R n , the following inequalities hold:
wherē
Remark 2: Compared with [7] , [32] , the integral inequalities (8) and (9) in Lemma 2 give much tighter lower bounds than the Jensen's inequalities do.
III. STABILITY ANALYSIS OF TIME-DELAY SYSTEMS
Discrete and distributed time-delays exist widely in the fields of chemistry, physics, biology, population dynamics, and so on. They also exist in the systems of network control, communication and other control systems [33] . Discrete and distributed time-delays are widely applied in biological systems for describing biology dynamical behaviors.
In this paper, we consider the following linear system with the discrete and distributed delays:
where 
The problem of this paper is to establish a novel stability criterion for a time-delay system (10) by applying the improved reciprocally convex inequality given in Lemma 1 and the delay partition approach.
Remark 3: Note that combining the reciprocally convex inequality with the integral inequalities and the delay partition approach is a popular method for reducing the conservativeness of delay-dependent stability criteria. However, the existing reciprocally convex methods in [9] , [11] , [20] , and [22] - [27] are only applicable to the case in which the delay interval is divided into two subintervals. For the other cases, the above RCIs cannot be directly applied. To overcome this difficulty, the improved RCIs are proposed, which can be applied when the number of subintervals in the delay interval is more than two.
For convenience, the interval
Before introducing the main results, the following notations are denoted:
Here, it is obvious to see that
. Based on the previous preparation, a new stability criterion for the timedelay system (10) is proposed as follows.
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Theorem 1: For given scalars 0 = h 0 < h 1 < h 2 < · · · < h r < h r+1 = h, the time-delay system (10) is asymptotically stable if there exist real symmetric positive definite matrices P ∈ R (3r+4)n×(3r+4)n , Q 1 ∈ R n×n , Q 2 ∈ R 2n×2n and Q 3 ∈ R n×n , appropriately dimensioned symmetric matrices M i , N i , i ∈ r + 1 and T i , i ∈ r , and appropriately dimensioned matrices X ij , Y ij , i, j ∈ r and Z ij , i, j ∈ r − 1 , such that the following LMIs hold: 
Proof: For the linear time-delay system (10), we define the Lyapunov-Krasovskii functional candidate as follows: (16) where P > 0 and Q i > 0(i = 1, 2, 3) are taken from the feasible solutions to (12)- (15). Then, the time derivative of V (x t ) along the trajectories of system (10) can be easily obtained as follows:
Also, by using the inequalities (8) and (9) given in Lemma 2, we have
Then we can obtain
, where
This, together with Lemma 1 and (12)- (14), implies that
Moreover, the combination of (17)- (22) yieldṡ
Then, it follows from (15), thatV (t, x t ) < 0, and hence the time-delay system (10) is asymptotically stable. The proof is completed.
Remark 4:
In this paper, the interval [0, h] is divided into r + 1 subintervals, [h i−1 , h i ], i ∈ r + 1 , whose lengths need not be the same. Note that the new LKF (16) is constructed, which depends on all these subintervals. Then, the improved RCIs and delay partition approach are introduced to estimate the derivative of the LKF. As a result, a less conservative stability criterion in the form of LMIs is yielded, which will be illustrated by three examples in the next Section.
Remark 5: It is worth stressing that the total number of scalar decision variables is increasing with the number r, which should be helpful in reducing the conservatism of the resulting stability criterion at the price of increasing the computational burden. By specially choosing the matrices in Theorem 1, for example diagonal matrices, the number of decision variables can be decreased and the similar results can be obtained (see Example 1 and 2).
IV. NUMERICAL EXAMPLES
In this section, three numerical examples are provided to demonstrate the effectiveness of theory results in this paper.
Example 1: Consider system (10) with:
This example is a well-known example that is frequently used to check the conservatism of delay-dependent stability criteria. The maximum allowable delay bound of this system is h max = 6.1725, which is obtained from a so-called eigenvalue analysis method. For r = 1 and r = 2, the upper bounds of h are obtained by applying Theorem 1 and other methods in [1] , [4] , [6] , [10] , [12] , [16] , [18] , [21] , and [34] .
The comparison results are listed in Table 1 . The results of Example 1 state that, when the number r increases, the allowable delay-varying range increases (i.e., the conservativeness is reduced by increasing the number r). In the case of r = 1, the maximum allowable delay bound is h max = 6.1719. And in the case of r = 2, the maximum allowable delay bound is h max = 6.1724. However, it is noted that the reduction of conservativeness of the stability criterion is at the price of increasing the number of scalar decision variables. When r = 1, the number of decision variables is 107.5n 2 + 13.5n. And when r = 2, the number of decision variables is 247n 2 + 20n. The number of decision variables in the case of r = 1 is more than the one in [21] , which has the same result with Theorem 1.
In order to decrease the number of decision variables, the matrices in Theorem 1 can be specially selected. when N 2 and X be diagonal matrices, the maximum allowable delay bound is h max = 6.1717 which is slightly smaller than 6.1719 in [21] , and the number of decision variables is 28.5n 2 + 29.5n, which is close to 29n 2 + 3n in [21] ; when r = 2, 12 , T 1 and T 2 be diagonal matrices, the maximum allowable delay bound is h max = 6.1724, which is approach to the precise value 6.1725.
It is clear that the results of Theorem 1 are very close to the theoretical value and larger than the ones in the literature, which shows the lower conservatism of Theorem 1.
Remark 6: Many researcher engage in gaining the more less conservativeness of the stability criteria for time-delay systems by using different approaches. By improving the integral inequalities, the less conservativeness of the stability criteria with smaller computational complexity is obtained in [18] . Although the computational complexity of our approach is bigger than the ones of [18] , our method can be applied to a more larger range. For example, when the delay partition approach is employed to address the stability analysis of delay systems, it is possible that the delay interval need to be divided into N subintervals (N > 2). In this case, the existing reciprocally convex inequalities cannot be applied directly. In this paper, we aim to solve the problem and extend the classical reciprocally convex method to address the case of N > 2.
Example 2: Consider system (10) with: When h = 0, we know that this system is unstable, since Re(eig(A + A d )) = 0.05 > 0. Based on Jensen's inequality, classical Lyapunov-Krasovskii approaches cannot provide the stable delay range [11] . The results obtained by Theorem 1 and some existing results are listed in Table 3 .
From Table 3 , it shows that for both r = 1 and r = 2 the results obtained by Theorem 1 are very close to the theoretical value.
V. CONCLUSIONS
In this study, we have studied the stability problem for linear systems with constant discrete and distributed time-delays. First, a novel reciprocally convex lemma has been introduced, which is a generalization of the existing reciprocally convex approaches. Second, a new delay-dependent LKF has been constructed to establish stability analysis, and the improved RCIs and delay partition technique have been employed to estimate the derivative of LKF. Third, a less-conservative stability criterion has been derived. Finally, three numerical examples have been provided to illustrate the advantage of the proposed results. Our future work will focus on finding the new methods or integral inequalities to reduce the conservativeness of the stability criteria for time-delay systems.
