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MEAN CURVATURE FLOW OF ENTIRE GRAPHS IN A
HALF-SPACE WITH A FREE BOUNDARY
VALENTINA MIRA WHEELER
Abstract. We study the mean curvature flow of graphs with prescribed con-
tact angle on a fixed, smooth hyperplane in Euclidean space. We obtain long
time existence and convergence to a self similar solution of mean curvature
flow orthogonal to the fixed hyperplane.
1. Introduction
There has been much work on the mean curvature flow problem for immersions
and graphs with or without boundary conditions. The study of entire graphs over
Rn by Ecker–Huisken [4, 5] provides a detailed exposition including a long time ex-
istence theorem for Lipschitz initial data. The non-parametric mean curvature flow
of graphs with either a ninety degree contact angle or Dirichlet boundary condition
on cylindrical domains has been studied by Huisken [9] and provides a long time
existence and convergence to minimal surfaces theorem. In this direction we also
mention the work of Altschuler–Wu [1] which allows arbitrary contact angle at the
boundary for graphs over R2 and the generalisation to arbitrary intrinsic dimension
by Guan [6]. A natural next step in this line of research is to study the mean cur-
vature flow of graphs with a free boundary on a fixed hypersurface in Rn+1. This
began with a series of results on the mean curvature flow of immersions with free
boundary, where a restriction on the angle of contact with a fixed hypersurface in
Euclidean space is imposed. In [13] Stahl proves that the immersions either exist
for all time or develop a curvature singularity. Also in the special case of convex
initial hypersurfaces and umbilic, convex contact hypersurfaces he proves finite time
blow up of curvature with the rescaled solution asymptotic to a hemisphere. Buck-
land [2], using a localized reflection in a neighbourhood of the boundary, proves
the analogous monotonicity formula for mean curvature flow with a free boundary.
He also provides us (again in the case of umbilic, convex contact hypersurfaces)
with a classification of Type I singularities on the boundary. Regularity theory for
this problem has been developed by Koeller [10] using the reflection construction of
Buckland and the local boundary estimates of Stahl. He obtains the analogous re-
sults of regularity theory for compact mean curvature flow, see [3], in the boundary
case.
In this paper we consider the mean curvature flow of graphs with a free boundary
on a hyperplane in Rn+1. In particular, suppose Σ is an n-hyperplane in Rn+1 with
n ≥ 2 defined by
〈νΣ, en+1〉 = 0.(1)
2000 Mathematics Subject Classification. 53C44 and 58J35.
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Define the two half spaces generated by Σ in Rn+1 as Rn+1+ and R
n+1
− . Suppose M
n
is a smooth, orientable n-dimensional Riemaniann manifold with smooth bound-
ary ∂Mn and set M0 := F0(M
n) ⊂ Rn+1+ where F0 : Mn → Rn+1 is a smooth
embedding satisfying
∂M0 ≡ F0(∂Mn) = M0 ∩ Σ,
〈νM0 , νΣ ◦ F0〉 (p) = 0 for all p ∈ ∂Mn,
where we have denoted by νM0 the outer unit normal vector field on M0 and we
have taken the convention that νΣ points away from M0.
Let Ft = F (·, t) : Mn → Rn+1, t ∈ [0, T ) be a one-parameter family of smooth
embeddings. The family of hypersurfaces (Mt)t∈[0,T ), where Mt = Ft(M
n), is said




(p, t) = − H(p, t)νMt , for all (p, t) ∈Mn × [0, T ),(2)
F (·, 0) = F0,
F (p, t) ⊂ Σ, for all (p, t) ∈ ∂Mn × [0, T ),
〈νMt , νΣ ◦ F 〉 (p, t) = 0, for all (p, t) ∈ ∂NMn × [0, T ),
where we have denoted by νMt the unit normal to Mt and by H the mean curvature
of Mt. We assume that the initial hypersurface M0 is a graph in all points, that is
〈νM0 , en+1〉 ≥ Cs > 0,(3)
where Cs is a constant. Our goal is to preserve this condition for all times and use
this to prove long time existence of the problem (2).
In [4], the maximum principle is combined with the evolution equations of various
quantities and uniform bounds on height, gradient, curvature and derivatives of
curvature are obtained. These are used to prove long time existence and convergence
results. We apply the same arguments in the case of the boundary problem (2). The
main difficulties encountered are in treating the boundary terms which appear. We
notice that in the particular case of a hyperplane for the contact hypersurface, we
are able to control all the important quantities on the boundary, such as the height,
gradient, curvature and first derivatives of curvature. This is done by exploiting the
Neumann boundary condition and making an appropriate choice of coordinates. A
natural application of the maximum principle and Hopf Lemma allows us to obtain
results analogous to those in [4] for the boundary case. We use these to prove
long time existence by applying standard parabolic theory. We also discuss the
sharpness of the convergence results.
Theorem 1.1 (Long time existence). Let Σ be a hyperplane in Rn+1 with n ≥ 2
and 〈νΣ, en+1〉 = 0. Suppose Ft satisfies (2) and M0 satisfies (3). Then there exists
a smooth solution of (2) for all times t ≥ 0.
The following result classifies the asymptotic behaviour. For this purpose we





where the new time variable r is given by r = 12 log(2t+ 1), 0 ≤ r <∞.
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Theorem 1.2 (Convergence). Let Σ be a hyperplane in Rn+1 with n ≥ 2 and
〈νΣ, en+1〉 = 0. Suppose Ft satisfies (2) and M0 satisfies (3). If |u(·, 0)| ≤ Cu
for some global constant Cu < ∞ then the hypersurfaces Mt converge as t → ∞





1 + |F |2
)1−δ
,(5)
for some constants Cf < ∞, δ > 0, then the rescaled solution M̃r = F̃ (·, r)(Mn)
converges for r →∞ to a limiting hypersurface M̃∞ satisfying the equation
(6) F̃⊥ = −H̃ν̃.
Remark. The condition 0 ∈ Σ is just a formality since it can be obtained for
arbitrary Σ by translation, and (2) is invariant under translations.
The paper is organized as follows. In Section 2 we briefly discuss some max-
imum principle and Hopf Lemma tools. We omit these proofs since they can be
easily adapted to our setting from the existing literature. Section 3 is concerned
with obtaining the uniform estimates used in the proof of long time existence and
the convergence discussion. These estimates include a height, gradient, curvature,
derivatives of curvature estimates and also a decay of curvature in time. In Section
4 we give the proof of the long time existence Theorem 1.1 followed in Section 5 by
the discussion of the asymptotic behaviour and proof of Theorem 1.2. In Section 6
we show that the convergence result is optimal.
2. Maximum principles
In this section we present a collection of maximum principles for the mean cur-
vature flow of immersions with boundary. We follow the results of the compact case
found in [3] and modify the conditions to suit our boundary problem. We omit the
proofs and note that the necessary modifications for the free boundary case can be
found in [14].
Theorem 2.1 (Weak maximum principle for mean curvature flow with bound-
aries). Let (Mt)t∈(t0,t1) be a solution of mean curvature flow consisting of hyper-
surfaces Mt = Ft(M
n) where F (·, t) = Ft : Mn → Rn+1 and Mn has a smooth
boundary ∂Mn. Suppose h :
⋃
t∈[t0,t1)









h ≤ a · ∇h(7)











for all t ∈ [t0, t1]. For the vector a :
⋃
t∈[t0,t1)
Mt × {t} → Rn+1 we only require that
it is well-defined and bounded in a neighbourhood of all maxima of h.
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Following Huisken [8] we state a comparison principle for two solutions of mean
curvature flow with free Neumann boundaries on a fixed hypersurface Σ. In the
proof the only required modification is the one dealing with possible contact of the
evolving hypersurfaces on the boundary.
Theorem 2.2 (Comparison principle for mean curvature flow with boundaries).
Let M1 and M2 be two smooth solutions of mean curvature flow (2) for an arbitrary
smooth hypersurface Σ for time 0 ≤ t ≤ t1. If M1 and M2 are disjoint at time t = 0
then they remain disjoint for the whole interval 0 ≤ t ≤ t1.
Finally we add a Hopf Lemma to our collection of maximum principles for hy-
persurfaces moving by mean curvature flow.
Lemma 2.3 (Hopf Lemma for mean curvature flow). Let (Mt)t∈(t0,t1) be a smooth
solution of mean curvature flow consisting of hypersurfaces Mt = Ft(M
n) where
F (·, t) = Ft : Mn → Rn+1 and Mn has a smooth boundary ∂Mn. Suppose h :⋃
t∈[t0,t1)




and satisfies an inequality of the form (7). Take p∗ ∈ ∂Mn and a time t∗ such that




where ν∂Mt is the normal to the boundary ∂Mt. In case X
∗ is a point where h
attains a first minimum then the sign of the inequality changes.
Remark. The smoothness of Mt together with the assumption that we work only
at a first maximum or minimum allows us to obtain the above result in space time
domains with corners, as in [12].
3. Uniform bounds
In this section we present how one can obtain the uniform estimates and decay
behaviour required for the long time existence and convergence results.
Following [4] we define the inverse of the gradient of the associated graph function
to Mt as s : Mt → R and the height function u : Mt → R as
s(F ) = 〈νMt , en+1〉 , and u(F ) = 〈F, en+1〉 .
The following lemma contains the evolution equations of various quantities along
the mean curvature flow. Detailed proofs can be found in [4, 7].
Lemma 3.1 (Evolution equations). Let (Mt)t∈[0,T ) be a solution of mean curvature
flow consisting of hypersurfaces Mt = Ft(M
n) where F (·, t) = Ft : Mn → Rn+1,
















|∇A|2 = −2|∇2A|2 + C|A|2|∇A|2,(11)
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where C is an absolute constant and we denoted by |A|2 the square of the induced
norm of the second fundamental form of Mt.
Here and henceforth we denote by hij and h
Σ
ij the components of the second
fundamental forms of Mt and Σ respectively. Due to the Neumann boundary
condition, in an orthonormal frame on the boundary ∂Mt ⊂ Σ, we may choose
the n-th index to correspond to νΣ for the second fundamental form of Mt and to
νMt for the second fundamental form of Σ.
To treat the boundary terms in the following we use a special choice of coordi-
nates.
Lemma 3.2 (Fermi coordinates on the boundary). Let Ft satisfy (2) for a general
hypersurface Σ ⊂ Rn+1. Given a point X = F (p, t) ∈ ∂Mt ⊂ Σ, we can intro-




(p, t), i = 1, . . . , n − 1, τn := ∂F∂pn (p, t) = νΣ(X) = ν∂Mt(X) and
τn+1 = νMt(X) are orthonormal at X. Here we have denoted by ν∂Mt the outer
unit normal to the boundary ∂Mt. In these coordinates we have 〈τn, τi〉 (F (p, t)) = 0
and 〈∇τnτk, τs〉 (F (p, t)) = hΣks(F (p, t)) for all p ∈ Up ∩ ∂Mn and for each i, k, s =
1, . . . , n− 1.
Proof. The choice of local coordinates is done in the following way. We have that
∂Mt = Ft(∂M
n) and let X = F (p, t), p ∈ ∂Mn be a boundary point. Choose
normal local coordinates p1, . . . , pn−1 in a neighbourhood Wp ⊂ ∂Mn of the point
p on the boundary such that τi :=
∂F
∂pi
form a basis of Tp∂Mt for all points in Wp.
Note that only at X = F (p, t) can we choose it to be orthonormal.
Let γ(pn) be a geodesic leaving from (p1, . . . , pn−1) in the direction orthogonal
to ∂Mn and parametrised by arc length. The coordinates p1, . . . , pn are called the
Fermi coordinates at p in the neighbounhood Up ⊂ Mn containing Wp ⊂ ∂Mn.
In these coordinates on the boundary neighbourhood Wp the metric is given by a
block matrix where gin = 0 for each i = 1, . . . , n− 1. One can also see that, due to
the Neumann boundary condition, νΣ =
∂F
∂pn
at every point inWp on the boundary.
In these coordinates we have

















= 〈∇τkτn, τs〉 (F (p, t)) = 〈∇τkνΣ, τs〉 (F (p, t))
= hΣks(F (p, t)),
for any k, s = 1, . . . , n− 1. 
This relates the formalism of orthonormal moving frames and local coordinate
systems. Note that if Σ is a hyperplane this implies 〈∇τnτk, τs〉 = hΣks = 0 for any
s, k = 1, . . . , n− 1.
The following proposition from [13] relates the curvatures of an umbilic hyper-
surface Σ and those of the moving hypersurfaces Mt. If Σ is umbilic then there
exists a function α : Σ→ R such that hΣij(X) = αgΣij(X) for any point X ∈ Σ.
Proposition 3.3 (Stahl [13]). Let Σ ⊂ Rn+1 be umbilic and Ft satisfy (2). Suppose
X ∈ ∂Mt ⊂ Σ is a boundary point and choose local coordinates around X as in
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Lemma 3.2. Then the following relations hold:
hin = −hΣin = 0,
∇nhij = α( −hij + hnnδij),
∇nhnn = α(2H − n hnn),
∇nH = αH,
for any i, j = 1, . . . , n− 1 and where δij are the Krönecker symbols.
Notice that, since α ≡ 0 when Σ is a hyperplane, the above proposition implies
that all the quantities vanish on the boundary. In the following we prove that some
of the second derivatives of curvatures also vanish.
Proposition 3.4 (Boundary derivatives of curvature). Let Σ be a hyperplane and
Ft satisfy (2). Suppose X ∈ ∂Mt ⊂ Σ is a boundary point and choose local coordi-
nates around X as in Lemma 3.2. Then the following relations hold:
∇k∇nhij = 0
∇k∇nhnn = 0,
for any i, j, k = 1, . . . , n− 1.
Proof. For Σ a hyperplane, Proposition 3.3 implies
∇nhij = 0, and
∇nhnn = 0,
everywhere on ∂Mt. We can therefore differentiate these relations in any directions
tangential to ∂Mt to obtain











∇lhij 〈∇τkτn, τl〉 − 2
n∑
l=1
∇nhil 〈∇τkτj , τl〉 = 0,







∇lhnn 〈∇τkτn, τl〉 = 0,
for any k = 1, . . . , n − 1, where we have used the Codazzi equations in the first
equalities. Here we have also denoted by D the covariant derivative in Rn+1. To
see that the first order terms vanish we used the fact that Σ is a hyperplane for
which 〈∇τkτn, τl〉 = −〈∇τkτl, τn〉 = hΣkl = 0 and 〈∇τkτn, τn〉 = 〈DτkνΣ, νΣ〉 = 0 for
a choice of coordinates as in Lemma 3.2 and for any k, l = 1, . . . , n − 1 and also
applied Proposition 3.3. 
We now turn our attention to height bounds.
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Proposition 3.5 (Uniform height bounds). Let Σ be a hyperplane in Rn+1 with
n ≥ 2 and 〈νΣ, en+1〉 = 0. Let Ft satisfy (2) with F0 satisfying the initial graph






for all times t ∈ [0, T ).
Proof. From the parabolic evolution of the height function (8) we obtain that the




u2 = −2|∇u|2 ≤ 0.












To exclude a maximum of the square of the height function on the Neumann bound-
ary we will make use of (1). Suppose there exists a point X∗ = X∗(p∗, t∗) ∈ ∂Mt∗
such that the function u2 attains a boundary maximum at X∗. Then by the Hopf
Lemma, using the parabolic evolution of u2, we obtain a sign on the derivative of





X∗) = 2u 〈∇u, νΣ〉
(
X∗)(13)
where we have chosen ν∂Mt = νΣ. Note that the boundary condition ensures that
we are always allowed to do this. With a choice of orthonormal frame {τi}i=1,n of





〈τi, en+1〉 〈τi, νΣ〉 = 〈νΣ, en+1〉 = 0
from (1). This contradicts (13) and thus there is no maximum of the height squared
on the Neumann boundary at any time. In view of (12) we are finished. 
Observe that
√
1 + |Dw|2 = 1s up to tangential diffeomorphisms, where we have
denoted by w the associated graph function of Mt. So bounding s from below is
equivalent to bounding the gradient of the associated graph function from above.
With this in mind, we present the following uniform gradient estimate.
Proposition 3.6 (Uniform gradient bound). Let Σ be a hyperplane in Rn+1 with
n ≥ 2 and 〈νΣ, en+1〉 = 0. Let Ft satisfy (2) with F0 satisfying the initial graph






for all times t ∈ [0, T ).
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Suppose that there exists a point X∗ = F (p∗, t∗) ∈ ∂Mt∗ such that s attains
a minimum value at X∗. Then by applying the Hopf Lemma with a choice of
orthonormal frame as in Lemma 3.2 we have at X∗
0 > ∇νΣs = ∇νΣ 〈νMt , en+1〉 =
n−1∑
i=1




hin 〈τi, en+1〉 ,
where we have used the definition of the second fundamental form and, in the last
equality, the fact that Σ is a hyperplane with en+1 ∈ TΣ. Using Proposition 3.3
we have for Σ hyperplane
hin = − hΣin = 0,
for all i = 1, . . . , n− 1. This transforms the previous inequality to
0 > ∇νΣs = 0,
and contradicts the existence of a first minimum of s on the Neumann boundary. 
Proposition 3.7 (Uniform curvature bounds). Let Σ be a hyperplane in Rn+1 with
n ≥ 2 and 〈νΣ, en+1〉 = 0. Let Ft satisfy (2) with F0 satisfying the initial graph










for all times t ∈ [0, T ).
Proof. The proof is based again on the application of the maximum principle. Fol-
lowing [4] we see from (9) and (10) that |A|
2











Notice that s is bounded uniformly away from zero by Proposition 3.6 and |∇s| <∞
at any point where |A|2 <∞. Therefore applying the maximum principle with the
bounded vector field a = 2∇ss , we see that so long as we exclude maxima of the
above quantity on the boundary we obtain the desired uniform estimate. Consider
the orthonormal frame constructed in Lemma 3.2 and suppose that there exists a
point X∗ = F (p∗, t∗) ∈ ∂Mt∗ such that |A|
2
s2 attains a boundary maximum value at











The definition of |A|2 in the choice of orthonormal basis and Proposition 3.3 X∗
implies:
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Above we have used the Codazzi equations and the fact that Σ is a hyperplane, for
which hin = −hΣin = 0, ∇ihkn = 0 and ∇nhnn = 0 for i, k = 1, . . . , n − 1. Also
due to the fact that Σ is a hyperplane, with the special choice of local coordinates
as in Lemma 3.2 at X∗ we can prove that 〈∇τnτk, τs〉 = hΣks = 0 for each k, s =
1, . . . , n− 1. We obtain
∇νΣ |A|2 = 0
The second term in (14) also vanishes by a similar discussion as in the proof of the





Thus there does not exist a maximum of |A|
2
s2 on the Neumann boundary and we
obtain the desired bound. 
Note that a similar bound on H can be easily obtained from the above result by
using the well known inequality H2 ≤ n|A|2.
Remark. Note that the above proposition together with the preservation of the
initial graph condition (3) implies that we have a uniform bound on |A|2.
We can also prove that the second fundamental form and its first derivatives
decay in time.
Proposition 3.8 (Decay of curvature). Let Σ be a hyperplane in Rn+1 with n ≥ 2
and 〈νΣ, en+1〉 = 0. Let Ft satisfy (2) with F0 satisfying the initial graph condition
(3) everywhere on M0. Then we have
2t|A|2 ≤ C−2s − 1,
t2|∇A|2 ≤ Cd,
for all times t ∈ [0, T ). Here Cd = Cd(|A|2, n) = Cd(M0, n).





s2 using the proof of Proposition 3.7 and exclude interior maxima.
The boundary terms are treated in the same way.
For the first derivative one can establish an interior evolution depending on |A|2









where the constants k1 and k2 depend only on Cs and n.
From the maximum principle it follows that if we can exclude boundary maxima
of t2|∇A|2 +k1t|A|2 +k2 1s2 the second decay result is proved. On the boundary the
directional derivatives in the direction normal to the boundary of the second and
third terms vanish, as we have seen in Proposition 3.6 and Proposition 3.7.
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We proceed by computing the directional derivative of the first term using an
orthonormal frame as in Lemma 3.2









(∇khij)(∇mhij) 〈∇τnτk, τm〉 ,
where we have use Codazzi equations to shorten the notation. As above we make
use of our choice of frame from Lemma 3.2 for which we have 〈∇τnτk, τm〉 = hΣkm = 0
for any k,m = 1 . . . , n− 1. Hence the above directional derivative simplifies to




From Proposition 3.3 we have ∇nhij = 0 for any i, j = 1, . . . , n− 1, so in the triple
sum above only some of the terms do not vanish







We have again used the Codazzi equations. We wish to make use of the properties
of the second derivatives of the second fundamental form, proved in Proposition
3.4. For this we interchange the covariant derivatives in the above second order





















































where we used the fact that we can express the components Rijkl of the Riemann
tensor in terms of the second fundamental form, the choice of orthonormal frame
and also Proposition 3.3. In the same way the second term can also be shown to













We therefore conclude that
∇νΣ |∇A|2 = 0,
and as discussed before this provides us with the second decay estimate on |∇A|2
by the use of Hopf Lemma. 
Having obtained decay estimates in t we are able to prove, as in [4], that an
initial spatial decay behaviour is maintained. This will be used in Section 6 to
show that the condition (5) is optimal.
Proposition 3.9 (Spatial decay). Let Σ be a hyperplane in Rn+1 with n ≥ 2,
〈νΣ, en+1〉 = 0 and 0 ∈ Σ. Let Ft satisfy (2) with F0 satisfying the initial graph
condition (3) everywhere on M0. If in addition F0 satisfies
|∇mA|2 ≤ C̃m
(
1 + |F |2
)−m−1
, for m = 0, 1,(15)










where β = β(Cs) > 0, Cm = Cm(n,m,Cs, C̃0, C̃1) and m = 0, 1.
Proof. Once again we follow Ecker–Huisken [4] and supply additional arguments
required to deal with the boundary. To prove the inequality for m = 0 one defines




s2 with µ(F (p, t), t) = 1 + (
√
|F |2 + 2nt −
√
βt)2 where
L > 0 and β > 0 are constants to be suitably chosen. We obtain the following




g ≤ b · ∇g − 1
µ
(g − k),
where b = −2(−∇ss +
∇µ










(g − k)2 ≤ b · ∇(g − k)2.
This implies that if we can exclude boundary maxima of (g − k)2, we obtain the
result for m = 0.
To compute the directional derivative of (g− k)2 we first choose an orthonormal
frame as in Lemma 3.2. With this choice we compute
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Above we used the fact that ∇νΣs = ∇νΣ |A|2 = 0 (cf. Propositions 3.6 and 3.7).
The remaining term also vanishes as follows
∇νΣµ = 2
(√
|F |2 + 2nt−
√
βt
) 〈∇νΣF, F 〉√
|F |2 + 2nt
= 2
(√
|F |2 + 2nt−
√
βt
) 〈νΣ, F 〉√
|F |2 + 2nt
= 0,
where we have used that 〈νΣ, F 〉 = 0 due to our assumption 0 ∈ Σ. Thus by the
Hopf Lemma we exclude boundary maxima of (g− k)2 and obtain the estimate for
m = 0.








with a suitable choice of constants L,K > 0. In the same way as in the above
mentioned proposition the boundary directional derivative vanishes and the result
for m = 1 follows again from an application of the maximum principle and the Hopf
Lemma. 
4. Proof of Theorem 1.1
We present now the proof of the long time existence theorem. The problem (2) is
equivalent to a scalar graph evolution over the initial hypersurface, on a half space
with an oblique derivative boundary condition. Notice here that one does not have
a height bound for arbitrary scalar graphs evolving over a fixed half space in Rn.
Nevertheless we can apply the general parabolic theory for a graph over the initial
surface to obtain a long time existence result as follows. We use results found in
[11, Chapter 4] and obtain a unique solution for the associated linearised problem
with smooth coefficients. The same fixed point arguments as for example in [12,
Chapter 8], can then be applied to obtain a short time solution of the quasilinear
scalar graph evolution in a half space with oblique derivative boundary condition.
Following [11] we denote by H1 the space of differentiable functions with continuous
derivative and by H1+α the space of differentiable functions with Hölder continuous
derivative with exponent α ∈ (0, 1).
If we have an initial height bound then for any time t ≥ 0 we have H1 uniform
estimates on the solution, which together with the uniform estimate of the time
derivative for the scalar graph function, given by the bound on the mean curvature,
imply uniform H1+α bounds (where α ∈ (0, 1)), as in [11, Chapter 6 Thm. 2.1].
The H1+α uniform estimates for all times t ≥ 0 imply long time existence by a
standard application of the Arzelá-Ascoli theorem as in [12, Cor. 8.10].
If an initial height bound is not available we obtain long time existence regardless.
The difference here is that the limit solution may not formally exist (as it does
above). Suppose that the graphs over the initial hypersurface only exist for a finite
time T < ∞. Since the gradient and the curvature estimates are uniform in time
this implies that at time T we have a smooth (at least H1) hypersurface which
allows us to reapply the short time existence theorem for a graph evolving over the
hypersurface MT and contradict the maximality of T . Hence we have a solution of
(2) for all time.
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5. Asymptotic behaviour
In this Section we include the proof of the convergence result.
Proof of Theorem 1.2. If we have a height bound the result follows using Proposi-











This, together with (3) implies that H → 0 as t→∞. Note that for this to be valid
we require a formal limiting solution, as obtained above from the application of the
Arzelá-Ascoli theorem. The same argument for the decay of second fundamental
form tells us that the limit minimal surface is actually a hyperplane.
If we do not have an initial height bound, which is the case if we do not have the
extra condition s(F ) → 1 as |F | → ∞, then the result of Proposition 3.8 does not
give us enough information to be able to state a convergence to hyperplane result.
As noticed by Ecker–Huisken [4], the hypersurfaces can move out to infinity with
speed proportional to t−
1
2 . The global shape of the solution can be obtained for the
rescaled flow (4) under the extra initial condition (5). The proof follows [4] with
additional arguments to deal with the boundary.
The normalized equation for the rescaled flow (4) becomes
dF̃
dr
= −H̃ν̃ − F̃ ,(16)
and one can easily see that the following estimates for the inverse gradient function
s and the second fundamental form hold for the rescaled flow
s̃ ≤ Cs,
|Ã|2 ≤ Ca,
where Cs and Ca depend only on the initial surface M0. The convergence result










1 + α|F̃ |2
)1−ε ≤ exp−βr sup
M0
(




1 + α|F |2
)1−ε ,(17)
which we prove below holds for all 0 < ε < δ and some constants α > 0, β > 0
depending only on ε, n, Cs and Ca. 
We now show that this estimate holds also in our boundary setting. The next
lemma is the boundary analog of that found in [4].
Lemma 5.1. Let Σ be a hyperplane in Rn+1 with n ≥ 2, 〈νΣ, en+1〉 = 0 and
0 ∈ Σ. Suppose Ft satisfies (2) and F0 satisfies the initial graph condition (3) and





1 + |F̃ |2
)1−δ
,
for all r > 0 with the constant C(r) depending only on r and Ca.
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Proof. Since the constant in the desired estimate is time dependent we can easily
carry out the proof for the initial flow and it holds also for the rescaled one. Let
f = 〈F, νMt〉 and consider the test function ρ = µδ−11 with µ1 = 1 + |F |2 + 2nt. We









where C is just another constant depending on Ca. From now on we denote all
constants depending on Ca and t by C. As stated in [4] this evolution implies for
the boundaryless case that f2ρ grows at most exponentially in time.
We reconstruct this part of the proof since we need to treat the boundary be-





Assume that g is initially negative. Then by the maximum principle this is true
for all times, modulo bad behaviour on the boundary. That is we need to exclude
boundary maxima of g = f2ρ+1−eCt. Assume that there exists a boundary point
F (p, t) ∈ ∂Mt ⊂ Σ such that g has a maximum. Choose an orthonormal frame
{τi}i=1,n of TMt such that τi|∂Mt ∈ T∂Mt for all i = 1, . . . , n− 1 and τn|∂Mt = νΣ
as in Lemma 3.2. Then from the evolution of g ≤ 0 up to the time t of the maximum,
and the Hopf Lemma, we get the following sign on the directional derivative:
0 < ∇νΣg = 2fρ∇νΣf + f2∇νΣρ.
We can compute the two derivatives separately as follows. First,
∇νΣf = ∇νΣ 〈F, νMt〉 = 〈νΣ, νMt〉+
n−1∑
i=1
hin 〈F, τi〉+ hnn 〈F, νΣ〉 = 0,
where we have used the boundary condition 〈νMt , νΣ〉 = 0, Proposition 3.3, and
the fact that since 0 ∈ Σ we also have 〈F, νΣ〉 = 0. The directional derivative of ρ
can be computed in the same way
∇νΣρ = (δ − 1)µδ−21 ∇νΣµ1 = 2(δ − 1)µ
δ−2
1 〈∇νΣF, F 〉
= 2(δ − 1)µδ−21 〈νΣ, F 〉 = 0,
again by using 0 ∈ Σ.
The last two computations imply ∇νΣg = 0, which is a contradiction with the
strict sign given by the Hopf Lemma. Therefore there is no maximum of g on the
boundary and our proof is complete. 
The following lemma can be found in [4].
Lemma 5.2 (Ecker–Huisken [4]). Let Ft be a solution of mean curvature flow.





















We are now ready to prove inequality (17).
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βr where µα = 1+α|F̃ |2, with 0 < ε < δ and α, β are small positive constants
to be determined. As in [4] one can use Lemma 5.2 and choose the constants such




g ≤ a · ∇M̃rg,
for a a bounded vector field on M̃r.
Lemma 5.1 ensures that g vanishes at infinity which enables us to apply the
maximum principle to conclude that, if the boundary behaviour is controlled, g is
uniformly bounded by its initial data.
On the boundary we are able to exclude maxima of g by the same usage of the
Hopf Lemma as in Lemma 5.1 and since the scaling is only in time we can also
compute the directional derivative of g on the unscaled manifold. That is,
0 < ∇νΣg = 2fρ∇νΣf + f2ρ∇νΣρ.(18)



















hnn 〈F, νΣ〉 = 0,
where we have used ∇νΣs = 0 as in Proposition 3.6, the boundary condition
〈νMt , νΣ〉 = 0, Proposition 3.3 for α ≡ 0, the choice of frame and the fact that
since 0 ∈ Σ then we also have 〈F, νΣ〉 = 0. For the directional derivative of ρ we
may ignore only dependent upon time exponential and compute
∇νΣµα = 2α 〈∇νΣF, F 〉 = 2α 〈νΣ, F 〉 = 0,
again using 0 ∈ Σ. The last two equations contradict (18) and thus there is no
boundary maximum for g. This completes the proof of Theorem 1.2. 
As in [4] we are able to prove that the only contracting self similar solutions of
(2) are hyperplanes. The essential point is that the boundary integrals resulting
from integration by parts all vanish.
Proposition 5.3. Let Σ be a hyperplane in Rn+1 with n ≥ 2, 〈νΣ, en+1〉 = 0. If
M is a solution of (2) satisfying (3) and the equation
H = 〈F, νM 〉 ,(19)
then M is a hyperplane.
Proof. From (19) we can compute ∇iH = 〈F, τj〉hij with a choice of orthonormal




∇is 〈F, τi〉 .
Noting that in a choice of orthonormal frame such that τn|∂M = νΣ we have ∇νΣs =
0 ( cf. Proposition 3.6) we multiply this equation by the test function ρ = e−
|F |2
2
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and integrate by parts to obtain∫
M
|A|2sρdµ = 0,
which implies the result. 
6. Optimality of convergence
In this section we show that the result of Theorem 1.2 is optimal. That is, for an
initial surface which slowly oscillates at infinity, violating condition (5), one does
not expect asymptotic convergence as described in the above section. This is an
adaptation of [4, Section 6] to our situation.
Lemma 6.1. Suppose that M0 and Ft satisfy the assumptions of Proposition 3.9
and suppose there exists a sequence of points pk ∈ Mn such that |F (pk, 0)| → ∞
and 〈F (pk, 0), νM0〉
2
= γ|F (pk, 0)|2 for some γ > 0. Then there exists a sequence






does not converge to zero.
The proof does not require any boundary estimates and it is thus identical to the
one found in [4]. It is based on the results of spatial decay of curvature obtained in
Proposition 3.9.
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Germany, 1994.
[14] V.M. Vulcanov. Mean curvature flow of graphs with free boundaries. PhD thesis, Freie Uni-
versität, Fachbereich Mathematik und Informatik, Berlin, Germany, 2010.
Valentina Mira Wheeler, Fachbereich Mathematik und Informatik, Freie Univer-
sität, Arnimallee 3, 14195 Berlin Germany, email: vulcanov@zedat.fu-berlin.de
