Introduction
Satellite observations are becoming more and more important for our understanding and monitoring of the world oceans. A serious drawback of this kind of observations is the fact that they measure only at the surface of the ocean. Satellite infrared images measure the skin temperature, while optical sensors can reach depths of about 50 m in clear-water conditions. So these measurements contain only information of the mixed layer and the air-sea interaction.
Satellite altimeters and also synthetic apperture radar (SAR) images contain information on the shape of the water surface, so they measure an integrated quantity. This is the reason why altimetry, in particular, has been used to study mesoscale ocean dynamics. A serious problem with altimetry is that the shape of '•i• ocean surface as dictated by gravity is not known with high accuracy. So although the measurements themselves have an accuracy of 2 to 5 cm, it is impossible to distinguish the geoid from the time-mean circulation signal [Chelton, 1988; Nerern et al., 1990; Fu et al., 1996] . Of course, the geoid is to a large extent All of the methods given above lack a very valuable piece of information: the dynamics of the water. Obviously, the time-mean and the time-varying parts of the ocean circulation are dynamically coupled. Recently, Feron et al., [1998] used this dynamical coupling.
Time averaging of the potential vorticity equation for the upper ocean layer, in which stretching was shown to be negligible, results in a differential equation for the averaged relative vorticity in which the mean divergence of the eddy vorticity fluxes acts as a source or sink. The essential part is that these eddy fluxes can be determined from the altimeter observations. Consequently, no parameterizations appear in the averaged vorticity equation. From the average vorticity field surface geostrophic velocities and related mean dynamic sea surface topography can then be simply derived. The utility of the method is established using 'perfect' data, namely numerical output from the U.K. Fine-Resolution Antarctic Model. The method appears applicable to areas of the ocean with strong enough mesoscale variability such as the major western boundary currents and their extensions and frontal regions of the Antarctic Circumpolar Current. Quite realistic results were reported for active regions of the world ocean, using comparisons with hydrographic observations. Also, an error estimate could be attached to the new time-mean circulation, so it can be used for quantitative studies.
Feron et al., [1998] showed that the repeated shedding of large rings can now be synoptically reconstructed as a continuous process, by combining the new time-mean signal with the time-varying altimeter signal.
In the present paper this inversion technique is developed further by using the time-mean circulation as the unknown in a data assimilation experiment. By using a so-called smoother, the time-mean circulation can be also found in data sparse regions or in regions with low variability, which is not possible in the averaging technique of Feron et al., [1998] . [Gordon, 1982] was added to TOPEX/-POSEIDON gridded altimeter fields, and this combination was assimilated in a two-layer quasi-geostrophic model.
In the ensemble smoother a Bayesian view is taken in which the prior probability density of the model and the probability density of the data are combined to form a posterior density. The mean and the covariance of this density give the optimal model evolution and its errors. The advantage of this smoother over all others is that no adjoint equations need to be integrated and error estimates are easily obtained. This paper is organized as follows. First, the data assimilation method is described in some detail. Then the data treatment is explained and the model is outlined. In section 4, results from the inversion are given and a comparison is made with infrared satellite images. A summary with conclusions closes the paper.
The Ensemble Smoother
The determination of the generalized inverse can be considered as the estimation of the unknown true model variables •, given the data and the model estimates, with information about their prior error statistics. Intuitively, it is clear that the probability density of the model and the probability density of the data contain all information needed to calculate the inverse estimate.
Using Bayesian statisticsi, one can consider the probability density of the model forecast as prior information, which is 'updated' by the data. This results in a new probability density of the model, given the data. The procedure is described in detail by Van Leeuwen, [1998] .
In the context of time-independent problems this idea has been used by Tarantola, [1987] (but slightly modified) and Lorenc, [1988] .
The unknown state vector • is viewed as the value of a random variable •, and the probability density of the data d is interpreted as the conditional probability density f(d[O) of __d assuming • -•. The model with its error estimates is regarded as a priori information, and it is used to assign a density f(O) to the random variable •. The new probability density of •, given the data, is given by
To use this concept, the probability density of the data f(dlO ) has to be determined. Usually, it is assumed to be known, for instance, a Gaussian.
More problematic is the prior probability density f(•) of the model evolution. In general, the probability density for the model state has a huge number of variables, so it is not feasible computationally to determine its evolution for real oceanographic or meteorological applications. One alternative is to determine it from an ensemble calculation, but to construct the density from the ensemble members is again infeasible. However, one is not generally interested in f(•l d) as a whole, only in its first few moments e.g., a best estimator of the truth and its error variance. In that case, ensemble or Monte Carlo experiments can be extremely useful.
The estimates can be obtained in a number of ways.
The optimal estimator is the maximum-likelihood estimator. To make use of it, the exact shape of the joint probability density of model evolution and data has to be known. In simulated annealing and related methods this probability density is approximately generated. However, these methods require an unreason- 
The probability density of the a priori model integration is partly determined by its mean and its covariance. For linear dynamics, assuming Gaussian statistics, these two completely determine the density, and the variance minimizing solution is easily found. For nonlinear dynamics the probability density may be separated in a Gaussian part ('(7'), with the mean and covariance of the whole density, and a non-Gaussian part ('N'), describing the deviation from a Gaussian density. Thus the prior model density distribution becomes f(½): fG(½)fN(½). 
The representers r, which are the model field-measurement covariances, are given by The African continent is extended to the 100 m depth contour to lessen the influence of coastal shelf dynamics, which are not described well by quasi-geøstrøphic dynamics. The derivative of the stream function along the boundary is kept zero (free slip) by applying the modified capacitance matrix method as described by Milniff, [1990] . The influence of the bottom topography is reduced by a factor 0.2 to compensate for the fact that rise to this order of magnitude. Clearly, this is not true for relatively quiet areas, so a position-dependent initial error will be a better description of the error field. However, there is no way to determine beforehand how the major current and the eddies will move. Hence I assumed position-independent errors. It is difficult to generate an ensemble with a known probability density of time-mean states. This is due to the fact that each ensemble member will evolve differently over time, leading to a different mean (i.e., time averaged) state that cannot be anticipated beforehand.
So starting off with a Gaussian distribution of the initial field does not mean that the distribution in mean fields will stay Gaussian during the ensemble run. Note that data do not play a role yet; we are just trying to obtain a Gaussian ensemble for the mean fields. I dealt with this problem by using the different scales of eddy field and mean field. In each ensemble member the Gordon time-mean field plus the random field is taken as the time-mean field of that •nember. It turned out to be a very good guess; the time-averaged field after 100 days was not really different from the time-mean field we wanted to put in. The rms differences were less then 1% of the prior error covariances. Again, I think this is due to the difference in spatial scales between the eddy fields and the mean field. To test the degree to which the prior distribution was Gaussian in shape, the skewness was calculated as l0 -4, which is indeed a low 
Assimilation Statistics
The size of the ensemble was 500. Increasing this size to 600 did not change the model results significantly (rms changes less than 1% of the variance) , so it was concluded that 500 members was enough in this case.
The penalty function reduces from about 1,000,000 to 957. The number of measurements was 738, but the number of independent measurements determined from conditioning of the representer matrix was 163. [see Van Leeuwen, 1998 ]. This points to a bias in the rpod..•l, while the data, assimilation scheme assumes that no bias is present. This is an ingredient of all data assimilation methods, and it clearly needs more attention.
Summary and Discussion
The The basic idea in the ensemble smoother is to combine the probability densities of the model and the data in a Bayesian way to obtain the probability density of the model, given the data. The probability density of the time-mean model state, the prior distribution, is described by the time-averaged fields of an ensemble of possible model evolutions. Only 500 members are needed in this experiment. The density is assumed to be Gaussian, and inspection of higher-order moments showed that this was indeed the case. The probability density of the data is taken to be Gaussian, too. In the particular experiment described here the error reduction is about a factor of 3 overall. The penalty function Note that one only has to store the ensemble at one time level, so the storage requirements are relatively mild. Clearly, this computation is embarrassingly parallel!
