ABSTRACT. By augmenting a bivariate data set with one point, the correlation coefficient and/or the slope of the regression line can be changed to any prescribed values. For the target value of the correlation coefficient or the slope, the coordinates of the new point are found as a function of certain statistics of the original data. The location of this new point with respect to the original data is investigated.
INTRODUCTION.
The correlation coefficient and slope of a least squares regression line are known to be sensitive to a few outliers in the data. For this reason, these estimators are called nonrobust or nonresistant. It is not unexpected that changing one data point or introducing a new data point will greatly perturb the regression line and various statistics associated with it. Actually, we can judiciously introduce a new data point and create a line of our choosing. The effect of adding one new data point is the subject of this paper.
In situations where we have a choice, this addition of a point is a way to lie with statistics. For example, a fit of payroll data, which we fear could reveal our bias, might be changed in this manner by appropriately hiring one more employee. Or, more benignly, in composing an example for a classroom exercise or a made-up case study, we may want to produce certain outcomes. These might be obtained with the introduction of just one additional point.
The idea of adding one special point in order to force a regression line through the origin was studied by Casella [1] . The location of the point was shown to be related to various statistics for the line.
The robustness of an estimator is in part gauged by the influence function. The influence curve or function for a given estimator is defined pointwise as a limit as a vanishing weight is placed on the data point. These curves are derivatives and measure infinitesimal asymptotic (large sample) influence on the given estimator. The earliest work on this concept was by Hampel [2] and [3] . Also, see Belsley et al. [4] , Cook and Weisberg [5] , and Huber [6] . Representative solution curves are shown in Figure 1 for utilizing all the data is analysed as the diagnostic measure. The unstandardized differences divided by l/n, are the sample influence curves discussed in the Introduction. Second, the point (u, v) could be outlying with respect to the !/-value. A diagnostic statistic for measuring whether (xi, yi) is a V-outlying point is the externally studentized residual dT, which is a standardized vertical distance at xi between the point (xi,yi) and the regression line created without (Xi,l/i). Eah d is t-distributed with df n-3. Using the prediction limits for a new point (xi, yi) based on the other n-1 data's regression line as the criteria for designating a point as outlying is equivalent to using d, as shown in Neter et al. [7] Figure 3 . For purposes of scaling of d, the hyperbolic 95% prediction band is displayed as well.
