A monoenergetic proton source has been characterized and a modeling tool developed for proton radiography experiments at the OMEGA [T. R. Boehly et al., Opt. Comm. 133, 495 (1997)] laser facility. Multiple diagnostics were fielded to measure global isotropy levels in proton fluence and images of the proton source itself provided information on local uniformity relevant to proton radiography experiments. Global fluence uniformity was assessed by multiple yield diagnostics and deviations were calculated to be ∼16 % and ∼26 % of the mean for DD and D 3 He fusion protons respectively. From individual fluence images, it was found that angular frequencies of 50 rad −1 contributed less than a few percent to local nonuniformity levels. A model was constructed using the Geant4 [S. Agostinelli et al., Nuc. Inst. Meth. A 506, 250 (2003)] framework to simulate proton radiography experiments. The simulation implements realistic source parameters and various target geometries. The model was benchmarked with radiographs of cold-matter targets to within experimental accuracy. To validate the use of this code, the cold-matter approximation for scattering of fusion protons in plasma is discussed using a typical laser-foil experiment as an example case. It is shown that an analytic cold-matter approximation is accurate to within 10 % of the analytic plasma model in the example scenario.
I. INTRODUCTION
Monoenergetic proton radiography has been used to infer path-integrated electric and magnetic field strengths in many high energy density physics experiments. [1] [2] [3] [4] [5] This unique diagnostic technique provides a method to experimentally probe plasmas for electric and magnetic fields in regimes where other traditional methods (Langmuir probes, B-dot probes, Faraday rotation, etc.) do not work or are impractical. Imaging protons are deflected by electromagnetic fields in the plasma through the Lorentz force, but do not otherwise perturb the overall plasma evolution. In this way, path-integrated field strength information becomes encoded within modulations observed in proton fluence images. Therefore, it is important to understand the local fluence uniformity characteristics of the backlighter source to be able to accurately deduce quantitative information about the plasma subject.
Fusion protons are generated through irradiation of an 'exploding-pusher' shock-driven capsule. This unique backlighting source emits monoenergetic protons quasiisotropically providing the ability to perform multiple experiments on a single shot. Capsules are filled with D 3 He gas to produce the following fusion reactions:
D+
3 He ⇒ α(3.6MeV)+p(14.7MeV) ,
D + D ⇒ T(1.01MeV) + p(3.02MeV) .
Furthermore, because the backlighter source is monoenergetic (∆E/E∼3 %) in nature, there is a one-to-one mapping of deflection angle to path-integrated field strength. Radiographs are recorded on CR-39 nuclear track detectors [6] [7] [8] [9] where absolute location and track characteristics are stored for incident charged particles. Typically, two pieces of CR-39 are fielded, each one filtered to register either DD or D 3 He protons whereby individual images of absolute proton fluence are easily generated for each species.
This technique is in strong contrast to a complementary method of generating ∼MeV protons for radiography using a short-pulse, high-intensity laser and the Target Normal Sheath Acceleration (TNSA) mechanism. [10] [11] [12] Both methods provide high energy protons useful for probing high energy density plasmas. The TNSA method provides higher spatial and temporal resolution than the exploding-pusher capsule. Images are typically recorded on a filtered stack of radiochromic film, where each film has a dominant proton energy window to which it is sensitive. 12 However, there can be a degeneracy in energy between the source continuum and energy loss in dense plasmas, depending on the configuration and field structure under observation, due to the exponential proton distribution. 13 Contrarily, the exploding-pusher backlighter generates an isotropic monoenergetic proton source. In conjunction with a filter-matched detector array that counts individual proton tracks, the complete diagnostic system provides a unique approach to accurately measuring electric and magnetic fields that were otherwise unmeasurable.
While protons are sensitive to field structures in the plasma, they also interact with ions and electrons through Coulomb collisions. Energy-loss and scatter- ing due to Coulomb interactions are inherently statistical processes and may be accounted for using a Monte Carlo 14 approach. A simulation has been constructed using the Geant4 15,16 framework to accurately model these effects on the spatial and spectral resolution of proton radiographs. Because Geant4 is open-source code, proton trajectories may be tracked through arbitrarily defined three dimensional electromagnetic field geometries and mass distributions. Together with a thorough understanding of the backlighter source, this modeling tool provides the capabilities to simulate many proton radiography experiments and generate synthetic radiographs for direct comparison with experimental data. This paper is organized as follows. Section II provides an overview of the OMEGA laser system and its capabilities. The experimental methodology used to determine backlighter isotropy is discussed in Section III along with a brief overview of experiments performed to benchmark proton radiography simulations. Section IV describes the monoenergetic proton source and its characteristics with a detailed discussion on proton fluence isotropy. Modeling of the proton radiographic system using the Geant4 toolkit is presented in Section V along with a validation of the cold matter approximation and benchmark experiments. This paper concludes with a summary of the results from this work in Section VI.
II. OMEGA LASER SYSTEM
The OMEGA laser 17 system provides a unique ability to study fusion with fusion. It is composed of 60 individual beams that are frequency tripled upon entrance to the vacuum chamber, to a wavelength of λ∼0.351 µm. Each laser beam has a nominal maximum energy of 500 J (for a total of 30 kJ in all beams) which can be pointed to any location within 1 cm of target chamber center (TCC). Beams enter the spherical target chamber in a truncated icosahedron ('soccer ball') pattern and may be split into three different 'legs' of 20 beams each. Two separate drivers can be used to allow two different pulse shapes with independent timings to drive individual targets. An Aitoff projection of the target chamber layout is shown in Figure 1 for orientation of beam legs and diagnostic ports. A typical beam configuration is illustrated where Legs 1 & 3 may be used to drive a target using different types of pulse shapes at various intensities and Leg 2 is used to drive the fusion-proton backlighter. Independent laser drives and the range of pointing capabilities on OMEGA provide the unique ability to create a plasma with one set of beams and drive a monoenergetic proton backlighter to radiograph the plasma with another.
III. EXPERIMENTAL METHODS
Experiments were performed to examine proton backlighter isotropy by fielding multiple proton yield diagnostics. The OMEGA port map shown in Figure 1 indicates backlighter isotropy diagnostics (green). Four diagnostics measured D 3 He-proton yield and three measured DD-proton yield, providing data on the global isotropy of both proton species. Diagnostic ports TIM2 and TIM3 were configured to radiograph the backlighter source itself to study local uniformity on a scale specifically relevant to proton radiography.
Validation experiments were also performed to benchmark Geant4 simulations of scattering in cold matter. In these experiments, non-irradiated subjects were radiographed so that the mass distributions were well known. The first benchmark discussed in Section V B is a CH capsule where protons sampled various areal densities throughout the shell. Both DD and D 3 He proton radiographs were taken and fluence images were compared to synthetic data. The second benchmark was concerned with scattering at various frequencies in different thicknesses of CH. In these experiments, D 3 He proton fluence radiographs were analyzed using a Fourier analysis technique to compare synthetic and experimental data.
In all diagnostics, backlighter protons were incident on 1.5 mm thick sheets of CR-39, a plastic nuclear track detector. 6 After proton exposure, pieces were etched in a 6 N NaOH solution for 1−6 hours, depending on fluence level, to reveal tracks created by charged particles. Etched CR-39 samples were scanned using an automated optical microscope system whereby track locations, diameters, eccentricities, and contrast levels (relative to the background) are recorded and stored for later analysis. Using detailed track information, proton fluence images were generated, and because of the known relationship between particle energy and track diameter 7, 8 , an image of relative proton energy may also be produced. 18 without smoothing by spectral dispersion (SSD) or distributed phase plates (DPPs) for a total of ∼9 kJ on target in a 1 ns square pulse as shown in Figure 2b . Fusion proton spectra are broadened (∼9% and ∼4% FWHM for DD and D 3 He, respectively) by thermal effects and by time-varying E fields around the implosion capsule when nuclear production occurs during the laser pulse. 6, 19 The E fields are caused by a net positive charge on the capsule during laser irradiation and this charging effect produces an energy upshift of ∼300-600 keV in fusion protons. In exploding pushers of the specified dimensions, nuclear production always takes place during the 1 ns drive.
The proton temporal diagnostic (PTD) 20 was used to measure peak fusion production (bang time) for D 3 He protons. Previous experiments using 17, 20 or 30 beams on the backlighter, but still filled with 18 atm of D 3 He, were examined. It was found that measured bang times fit a normal distribution well with a mean of 486±5 ps after laser onset and a standard deviation of 35±4 ps. When the on-target energy was increased by a factor of ∼2, no systematic change in bang time was observed. This result indicates that increasing on-target energy above ∼7700 J does not appreciably increase the shock transit time in these exploding pusher capsules.
Timing of the proton source with respect to other laser beams is essential for radiography experiments. Without dedicating extra experiments to tuning timing fiducials, PTD has an absolute uncertainty of ±50 ps, dominating the timing error. However, based on many experiments, 95% of proton backlighters will have a bang time of 486±70 ps; though it should still be measured by PTD for each shot when possible. Also, the typical burn duration for these types of capsules was found to have a FWHM of ∼150 ps, which sets the temporal resolution of the radiography system. The fusion burn region has an approximately Gaussian radial profile with a FWHM of ∼45 µm 1 that emits protons in a quasi-isotropic fashion. DD and D 3 He proton data has been obtained to quantify the isotropy of this backlighting technique.
B. Proton Emission Isotropy
Multiple diagnostics were fielded as indicated in Figure 1 to measure large and small scale proton fluence uniformity. The charged-particle spectrometer (CPS2) 21, 22 momentum analyzed charged particles passing through an aperture and energy spectra were recorded on CR-39 detectors. A filtered stack of 10 cm × 10 cm sheets of CR-39 was fielded in TIM2 to image the backlighter's DD and D 3 He protons. TIM3 held a single 7 cm round sheet of CR-39 that was filtered for DD protons only. To measure proton bang time and D 3 He yield, PTD was fielded in TIM5 . Lastly, an aluminum wedge range filter (WRF) 6 in KO1 measured the time-integrated D 3 He-proton energy spectrum. Radiographs of the backlighter in TIM2 (squares) and TIM3 (circles) provided short scale-length information on single sheets of CR-39, whereas long scalelength fluctuations were measured using the port-to-port variation in the inferred yield.
These diagnostics provided four measurements of D 3 He protons and three measurements of DD protons at different port locations. The results of multiple experiments to investigate backlighter isotropy are shown in Figure 3 . Measurements of DD and D 3 He yields into 4π are shown for multiple angles in Figure 3a -b. Each yield measurement is represented by a different symbol and the statistical mean is denoted by ×. Error bars in these plots are calculated as the standard deviation (variance) of the yield measurements and are plotted against the average DD and D 3 He yields in Figure 3c -d. A slight increase in global variance with average yield may be inferred from these data, but this is inconclusive within the scatter. The global variance for DD and D 3 He protons can be accurately characterized by a simple mean and deviation as Σ DD ≈16±7 % and Σ D 3 He ≈26±10 %, respectively. The measured global variance for D 3 He protons in these 20 beam exploding-pusher capsules is slightly higher than those quoted by Séguin et al. 23 for 60 beam implosions of 20 µm thick CH shells. However, capsules in those experiments were thicker and larger than the exploding-pushers such that peak fusion production occurred >500 ps after the laser pulse.
Local variation in proton fluence was assessed through 'blank' radiographs, shown in Figure 3g -h. CR-39 sheets were fielded in TIM2 and TIM3 to image the backlighter without a subject in the field of view. These images provided proton fluence distributions over different solid angles. The 10 cm square CR-39 fielded in TIM2 was placed 27.18 cm from the backlighter covering ∼0.13 sr and 7 cm round CR-39 fielded in TIM3 were 21.88 cm away covering ∼0.08 sr. Because detectors are fielded at different distances, and fluence fluctuations due to the backlighter itself are of particular interest, numerical statistics are removed from local fluence variation σ by:
where σ Γ−meas is the measured statistical deviation of protons per steradian, Γ meas is the statistical mean proton fluence used to normalize the variation across different experiments, and σ Γ−stat is the numeric statistical variation per steradian ∼ Γ meas . Figure 3e -f show the results of statistically corrected local variance measurements as a function of mean fluence over multiple experiments. The variance in DD-proton fluence was observed to increase slightly with the mean as shown in Figure 3e despite the two outliers. However, no trend is observed within the scatter of a single detector (in TIM2 or TIM3), this trend is only significant when combining the results from TIM2 and TIM3. This could be simply explained by a higher local variance in the TIM3 direction than in the TIM2 direction; no trend is not observed in D 3 He measurements from TIM2 within the scatter. As in the case for global variance, the local variance of D 3 He protons (σ D 3 He ) is measured to be slightly higher than that of the DD protons (σ DD ). The absolute magnitude of the standard deviations for D 3 He proton fluence are smaller than those of DD protons, but due to lower average fluences the relative percent-variations for D 3 He protons are measured higher. Proton fluence fluctuations in 'blank' radiographs were characterized using a discrete Fourier transform (DFT) technique.
Sample proton radiographs and corresponding average mode spectra are shown in Figure 3g -h. Lineouts of proton fluence were taken at multiple angles and processed using a one dimensional DFT technique with a Hann windowing function to reduce power leakage. 24 The absolute sinusoidal amplitude α abs corresponding to a power density P f at a given nonzero frequency is α abs ∝ 2P f , where the proportionality constant is dependent on the normalization of the power spectra. However, the important metric here is the perturbation amplitude relative to the average (zero frequency) fluence α 0 ∝ √ P 0 . The normalized amplitude is defined as α = 2P f /P 0 . Furthermore, because α is the amplitude of a sinusoid, the normalized RMS amplitude at a given nonzero frequency is simply α RM S = P f /P 0 . Because spherical symmetry is assumed, DFTs over all angles are averaged to obtain an overall sense of mode structure in proton fluence.
Spatial frequencies in the detector plane were converted to angular frequencies (f θ = 1/θ) for comparison of mode structure measurements at different distances from the backlighter; results are shown in Figure 3g -h. These amplitude spectra are not corrected for statistics, and it is clear that more proton fluence reduces the relative amplitude of high mode perturbations, as expected. The sample spectra shown clearly indicate that low mode perturbations dominate the local variance observed in Figure 3e -f. RMS amplitudes calculated for angular frequencies 50 rad −1 are less than a few percent relative to the average proton fluence. These data indicate that when taking lineouts through proton fluence radiographs, local nonuniformities due to the backlighter are quite small for angles less than ∼0.02 radians (∼1.1
• ). Local and global variance of fusion protons discussed here is larger than other similar measurements 23 , but much of this variation may be attributed to lower illumination uniformity and bang time occurring during the laser pulse. Long scale-length variation 50% across a single CR-39 sample may be expected and must be considered when quantitatively analyzing proton fluence over large solid angles and when comparing to synthetic data.
V. MODELING USING GEANT4
To model proton radiography experiments, a Monte Carlo code was written using the Geant4 toolkit.
15,16
The geometry and tracking code is an open source library of functions written in C++. The experimental system was constructed within the Geant4 framework (version 4.9.4.p01) through proper geometry, material, and physics package 25 implementation. To this end, a simulation has been developed employing a spatially finite Gaussian proton source for DD and D 3 He protons of finite spectral width to create synthetic proton radiographs of various subject types.
Accurate modeling is necessary for quantitative interpretation of proton fluence modulations in some radiography experiments. Tracking of protons through electromagnetic fields is performed in Geant4 using a Cash-Karp algorithm (step size set to ≤1 nm). Because Geant4 is open source, the user may define an electromagnetic field of arbitrary complexity and choose from a number of different solvers for the equations of motion. Currently, the simulation implements simple fields due to spherical shells of charge, cylindrical shells of charge or current, or sinusoidal E or B fields of varying spatial dimension.
Modeling of the Lorentz force is relatively straight forward; its effect does not change whether particles are traversing a plasma of spatially varying parameters, or standard cold matter. However, the interaction of protons with matter is a collisional process and dependent on the local properties of the material at any given point.
A. The Cold Matter Approximation
Coulomb collision physics models currently implemented in Geant4 do not account for plasma environments, and assume 'cold matter' (CM) conditions in solids or gases. The user may define a material of arbitrary atomic composition and density, but separate ion and electron distributions may not be defined. Nonetheless, Coulomb collisions involving high energy ions ( MeV) are standard binary Rutherford interactions 26 between two charged particles and the caveats of the state of matter may be addressed after a basic review of the two body problem.
In the center-of-mass (CoM) reference frame, the angular differential cross section for this Rutherford scattering process is given by 26 :
where θ is the exit angle of the particles after the collision in the CoM. The so-called 90
• impact parameter 27 b 90 is dependent upon the interacting particle properties by
where Z 1 and Z 2 are the charges of the interacting particles, m µ is the reduced mass of the system, and v rel is the relative speed between the particles. Coulomb collisions are clearly dominated by small angle scattering due to the ∼1/θ 4 proportionality in Equation 4 and diverges as θ→0. To contend with this singularity, physical limits are put on the exit angle (θ min to θ max ) when integrating, such that the total cross section is expressed as σ C ≈ πb 2 90 /θ 2 min . The upper bound θ max has been neglected here because the cross section is proportional to ∼1/θ 2 . The expression for θ min represents the largest impact parameter (smallest deflection angle) relevant to the situation and is set as the maximum of the classical or quantum limits as described by Jackson 26 (see Table I ). In the case where a test particle is incident onto many field particles, as in proton radiography, many successive small angle collisions will occur. Scattering of test protons is caused by momentum exchange with the field particles, therefore similar mass particles (field ions not electrons) will dominate this process. The test proton travels a distance L through the field particles and the probability distribution of exit angles approximates a Gaussian with a mean square scattering angle of 
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1.E+00 where Λ ≡ θ max /θ min is the argument of the Coulomb logarithm. The result in Equation 6 was formulated for two interacting charged particles irrespective of the material. However, a simple change of the integration limits is sufficient to estimate the variation of mean scattering angle between plasma and CM.
28
Table I provides θ integration limits for both CM and plasma conditions. The maximum scattering angle θ max is set by the quantum limit for the smallest impact parameter R, the nuclear radius, and is approximated 26 as R ≈ 1.4A 1/3 f fm, where A f is the mass number of the field particle. The maximum scattering angle limit does not change when looking at interactions in a plasma. However, the minimum scattering angle limit θ min represents the maximum impact parameter in the classical or quantum limit and the shielding scale length will change from CM to a plasma. In CM, this shielding distance is set to the atomic radius a and can be approximated 26 as a ≈ 1.
, where a 0 is the classical Bohr radius. In a plasma, electric shielding is set by the local Debye length
where k B is Boltzmann's constant, T e is the local electron temperature, and n e the local electron number density. When calculating the ratio of plasma scattering to CM scattering for a specified plasma, the only remaining term is the Coulomb logarithm.
A trajectory through a sample laser-foil interaction is shown in Figure 4a -b. As a test case, these plasma conditions are used to contrast the CM approximation for stopping power and scattering. The plasma parameters were calculated using the DRACO radiationhydrodynamic code 29, 30 to simulate a 0.351 µm laser of intensity ∼4×10 14 W/cm 2 incident onto a 21 µm CH foil. It is important to note that most energy loss and scattering takes place in the high-density, low-temperature domain when looking along this path due to the much higher mean free path in this regime.
Contours of the plasma-to-CM scattering ratio are shown in Figure 4c for 3 and 15 MeV protons in T-ρ space. It is shown that at low temperatures and high densities, there is little difference between scattering in plasma and scattering in CM. To estimate the accuracy of the CM approximation, the sample trajectory shown in Figure 4c was path-integrated for both plasma and CM scattering cases through T-ρ space,
This calculation indicated that the effective CM scattering would be ∼5% lower than that of plasma for both 3 and 15 MeV protons along this trajectory. Because the ratio of scattering angles results in a ratio of Coulomb logarithms, the difference between 3 and 15 MeV protons is negligible as illustrated by the overlaid dotted and dashed curves, but this is not the case when looking at stopping power. The amount of energy-loss caused by Coulomb collisions can depend on the state of the material. The standard model for energy loss of ions traversing cold matter is the Bethe-Bloch formulation [31] [32] [33] where the dominant loss mechanism is due to collisions with electrons in the material. For protons with MeV energies, Geant4 uses a Bethe-Bloch model. However, ions traversing a plasma may also lose energy to the excitation of plasma waves, and at high enough temperatures and densities stopping by plasma ions (not electrons) may dominate. 34 This contribution has been analytically formulated by Li and Petrasso 34 for plasmas with a Coulomb logarithm ln Λ 2.
The Bethe-Bloch model for ions in CM was compared with the Li-Petrasso stopping power in plasmas.
Contours of the plasma-to-CM stopping power ratio are shown in Figure 4d for 3 and 15 MeV protons in T-ρ space. At low temperature and low density, plasma stopping power strongly deviates from the CM value for these high energy protons. As temperature increases for a constant density, a temperature threshold is reached when the electron speed in the plasma is approximately the test proton speed, and the plasma stopping becomes weaker than that in cold matter of the same density. This threshold is clearly reached at a lower temperature for 3 MeV protons than 15 MeV protons, as expected. Plasma stopping is also weaker than CM at low temperatures and high densities because ln Λ decreases with increasing density. Again, to estimate the accuracy of the CM approximation, the sample trajectory is pathintegrated on the surface in T-ρ space,
It was found that 15 MeV protons would have ∼9% higher stopping power in the plasma, whereas 3 MeV protons would have a lower stopping power by ∼8%. In these calculations, the absolute energy loss was assumed negligible and is sufficient for estimation purposes here.
The cold matter approximation has been shown to be accurate to 5% for proton scattering and to 10% for energy loss in typical proton radiography experiments of laser-foil interactions. However, every experiment is different, and in some cases the CM approximation is insufficient and a more complicated plasma model will need to be used. Furthermore, the plasma stopping power model implemented here assumes a fully ionized plasma and represents an upper bound on the error of the CM approximation. Nevertheless, for experiments discussed here and in many laser-foil experiments, the CM approximation is adequate and within the uncertainty of the presented analytical models. For these reasons the collision physics currently implemented in Geant4 can be used to model trajectories in proton radiography experiments. 
B. Geant4 Validation
Proton radiographs of non-irradiated targets were used to benchmark Geant4 simulations and validate the collision-physics package implementation. These 'cold' targets were characterized and modeled in the Geant4 framework. Monoenergetic backlighter protons lost energy and were scattered in the targets due to Coulomb collisions. A 24 µm thick undriven CH shell was radiographed using 3 and 15 MeV protons. CR-39 detectors and the capsule target were aligned to be 25 cm and 1 cm, respectively from the proton backlighter. The capsule target provided a useful benchmark for proton scattering through variable path lengths of material. Figure 5b -c show the comparison between synthetic and experimental radiographs for 3 and 15 MeV protons, respectively. Radial lineouts produced from synthetic Geant4 radiographs (dashed line) agreed very well with experimental data (solid line). In the D 3 He proton fluence image, a ∼10% discrepancy between simulation and experiment is observed away from the capsule around r∼800 µm. However, the angular separation from the capsule shell to the edge of the plot is ∼2.3
• which is larger than the soft limit quoted in Section IV B of ∼1.1
• . Therefore, a 10% discrepancy across ∼2.3
• may be tolerated. Experimen- tal radiographs were aligned with synthetic radiographs for both energies and reproduced the observed data to within the accuracy of the experiment. Proton fluence amplitude modulation was benchmarked using a variable frequency nickel mesh and CH foils of different thicknesses. The 35 µm thick nickel mesh was electroformed with hole spacings of λ∼230, 150, 90 µm; in this geometry, these spacings correspond to f θ ∼110, 170, 290 rad −1 respectively. The mesh splits the quasi-isotropic proton flux into 'beamlets' at variable spatial frequencies as schematically shown in Figure 6a . The RMS amplitude modulation (α RMS ), using no additional CH, is shown to increase with hole spacing in Figure 6b , as expected. A separate experiment had beamlets incident onto 25, 50, 75, and 100 µm thick CH foils. Lineouts taken of the resultant proton radiograph are shown in Figure 6c for the λ∼230 µm wavelength. Proton fluence was normalized for comparison of different CH thicknesses and amplitude modulation is shown to decrease with increased CH foil thickness as expected. The RMS amplitude modulation was calculated and plotted as a function of CH thickness for λ∼230 µm (•) in Figure 6d . Proton beamlets of λ∼150 µm were only observed through the 25 µm thick foil, whereas λ∼230 µm was measured through CH thicknesses up to 100 µm. However, beamlets of λ∼90 µm were not resolvable through any of the CH thicknesses due to blurring caused by Coulomb scattering in the foil in addition to source size effects. Simulations of these experiments were found to track measured data reasonably well, thereby verifying the modeling capabilities for proton radiography in the Geant4 framework when the cold-matter approximation is sufficient to describe the Coulomb interactions.
Geant4 provides the user with the ability to simultaneously model particle interactions in a target and the subsequent detector physics in arbitrary geometries. This capability can be extremely useful for detectors with complex response functions, such as magnet-based spectrometers, detector systems which rely on nuclear reactions, or stacks of film. This capability has been exploited in Geant4 to determine the response function 35 for magnet-based diagnostics, specifically the magneticrecoil-spectrometer (MRS) 36, 37 . Furthermore, the complex detector response of an exponential proton spectrum incident onto a filtered stack of radiochromic film, as in short-pulse proton radiography, may be self-consistently modeled in the Geant4 framework to deduce quantitative information from the images. In the work described here, monoenergetic 3 and 15 MeV protons were modeled through a target and then the detector stack for a comprehensive simulation of the experiment, from source to detector.
VI. SUMMARY
Monoenergetic proton radiography has been used in many experiments to measure path-integrated electromagnetic fields in high energy density plasmas where other methods prove ineffective.
Proton emittance isotropy of these exploding-pusher backlighter capsules has been characterized on a global and local scale. Multiple yield diagnostics were fielded to quantify the global deviation of both proton species and were measured to be Σ DD ≈16±7 % and Σ D 3 He ≈26±10 %. Local variation was measured on single sheets of CR-39 using 'blank' radiographs of the backlighter source. It was shown that local fluence variation was dominated by low angular frequency modes f θ 50 rad −1 and that variations of a few percent should be expected on smaller spatial scales.
The exploding-pusher proton source discussed here has been recently used in many experiments and is in strong contrast to the TNSA-generated proton source used pre-TABLE II. Comparison of proton source parameters for exploding-pusher-and TNSA-generated MeV protons. Quantities given for the TNSA proton source are nominal and in many cases, as in pulse duration, peak energy, and source size, the values are dependent on the laser and target parameters. Additionally, CR-39 could be used as a detecting medium for TNSA-generated protons, though due to high fluences, saturation can be a problem. viously. A summary of characteristics for the two proton sources is given in Table II using typical parameters from OMEGA-EP 38 , though other facilities will have slightly different source characteristics. TNSA-generated protons typically have a smaller source size, shorter pulse duration, and higher peak energy than the explodingpusher-generated protons. However, TNSA protons are produced in an exponential spectrum, where energy-loss in the target can create a degeneracy not present when using the monoenergetic source. The exploding-pusher source generates protons isotropically and can be utilized in multiple experiments in a single shot. Contrarily, the TNSA source protons are forwardly directed, but can provide radiographs of the target at multiple times in a single shot due to the difference in proton time-of-flight.
Typical media for detecting protons also differ between the exploding-pusher and TNSA proton sources. The ability to count individual tracks and directly measure relative proton fluence using CR-39 removes the necessary deconvolution when using RC film. Using a mesh in an experiment, may remove the necessity of knowing the relative fluence to make a quantitative measurement at a cost of further energy degeneracy (in the case of TNSA) and at a cost to spatial resolution. These two complimentary diagnostic tools differ substantially in source characteristics and both come with a unique set of challenges. However, regardless of the proton source, Coulomb collisions in the target will cause energy-loss and scattering and these effects have been modeled and benchmarked for the monoenergetic, exploding-pusher source.
A new simulation tool has been developed to model monoenergetic proton radiography experiments using the Geant4 open-source framework. Realistic spectral source profiles, exact detector geometries, arbitrary electromagnetic field maps, and generic target mass distributions have been implemented. The physics packages currently used address Coulomb interactions in the cold-matter approximation and do not account for plasma effects. Due to the minimal amount of energy-loss and scattering experienced by MeV protons under plasma conditions discussed herein, the cold-matter approximation was shown to accurately approximate the collisional behavior to 10 % which is within the uncertainty of the analytic formulations used. Geant4 modeling was benchmarked against multiple experimental radiographs of non-irradiated targets. This simulation tool is used to generate synthetic radiographs for quantitative comparisons with experimental data as well as to aid in experimental design.
