A Tikhonov-type method for solving a multidimensional inverse heat source problem in an unbounded domain  by Xiong, Xiangtuan & Wang, Junxia
Journal of Computational and Applied Mathematics 236 (2012) 1766–1774
Contents lists available at SciVerse ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
A Tikhonov-type method for solving a multidimensional inverse heat
source problem in an unbounded domain
Xiangtuan Xiong ∗, Junxia Wang
Department of Mathematics, Northwest Normal University, Lanzhou, Gansu, 730070, People’s Republic of China
a r t i c l e i n f o
Article history:
Received 14 January 2011
Received in revised form 9 October 2011
Keywords:
Inverse problems
Ill-posed problems
Generalized Tikhonov regularization
Stability estimate
Error estimate
a b s t r a c t
In this study we prove a stability estimate for an inverse heat source problem in the
n-dimensional case. We present a revised generalized Tikhonov regularization and obtain
an error estimate. Numerical experiments for the one-dimensional and two-dimensional
cases show that the revised generalized Tikhonov regularization works well.
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1. Introduction
In many engineering contexts, there are many inverse heat source problems involving heat equations. Problems of this
kind arise in many important applications in practice, e.g. in finding a pollution source intensity and also for designing the
final state in melting and freezing processes. The problem is ill-posed and any small change in the input data may result in
a dramatic change in the solution.
In this article, we consider the following problem [1]:ut(x, t)−∆nu = f (x), x ∈ Rn, 0 < t < 1,
u(x, 0) = 0, x ∈ Rn,
u(x, 1) = g(x), x ∈ Rn,
(1.1)
where∆n is the n-dimensional Laplace operator. We want to determine the source term f (x) from the data g(x). Since the
data g(x) aremeasured, theremust exist measurement errors, andwe actually have themeasured data function gδ ∈ L2(Rn)
which satisfies
‖g(·)− gδ(·)‖ ≤ δ, (1.2)
where ‖ · ‖ denotes the L2(Rn)-norm, and the constant δ > 0 represents the noise level.
Let
fˆ (ξ) = 1
(
√
2π)n/2
∫
Rn
f (x)e−iξ ·xdx (1.3)
be the n-dimensional Fourier transform of the function f (x) ∈ L2(Rn). The corresponding inverse Fourier transform of the
function fˆ (ξ) is
f (x) = 1
(
√
2π)n/2
∫
Rn
fˆ (ξ)eiξ ·xdξ . (1.4)
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The solution of Problem (1.1) in the frequency domain can be given as
fˆ (ξ) = |ξ |
2
1− e−|ξ |2 gˆ(ξ), (1.5)
where |ξ |2 = ξ 21 + ξ 22 + · · · + ξ 2n .
From (1.5), we can formulate the problem as an operator equation:
Aˆfˆ (ξ) = gˆ(ξ), (1.6)
where Aˆ = 1−e−|ξ |2|ξ |2 : L2(Rn)→ L2(Rn) is a self-adjoint multiplication operator.
Since the factor |ξ |
2
1−e−|ξ |2 →+∞ in (1.5) as |ξ |
2 →+∞, it is easy to see the ill-posedness of Problem (1.1).
Although there exists a large body of literature on inverse source problems for the heat equation, most of them are
devoted to the one-dimensional case, e.g. [2–7]. A few of them studied three important issues, namely existence, uniqueness
and stability, for this ill-posed problem.
In the recently published papers [1,8], the authors gave some regularization methods and estimate errors; the result on
the stability estimate of this problem is not clear.
In this article, we establish a stability estimate and give a revised generalized Tikhonov regularization method.
The paper is organized as follows: in Section 2, a conditional stability estimate for Problem (1.1) is proved; in Section 3,
the error estimate for a revised generalized Tikhonov regularization method is given; and in Section 4, some numerical
results are reported in order to show that the generalized Tikhonov regularization is suitable for solving this problem in
one-dimensional and two-dimensional cases.
2. A conditional stability estimate
A conditional stability estimate for ill-posed problems tells us howmuch any two solutions differ from each other when
some error exists. Since Problem (1.1) is linear, stability estimates can be derived by estimating the size of solutions to the
corresponding homogeneous problem.
For Problem (1.1), we assume that there exists an a priori bound:
‖f (·)‖p ≤ E, (2.1)
where ‖ · ‖p denotes the norm of the Sobolev space Hp(Rn)with p > 0, and E is a positive constant.
Thus, we can establish the stability estimate for Problem (1.1).
Theorem 2.1. Suppose that f (x) is the solution of Problem (1.1), and that (2.1) is satisfied; then the following estimate holds:
‖f (·)‖ ≤ (1.56) pp+2 ‖f (·)‖
2
p+2
p (‖g(·)‖)
p
p+2 . (2.2)
Proof. According to (1.5), fˆ (ξ) = |ξ |2
1−e−|ξ |2 gˆ(ξ), and by the Parseval identity we have
‖f (·)‖2 = ‖fˆ (·)‖2 =
∫
|ξ |2≤1
 |ξ |2
1− e−|ξ |2
2
|gˆ(ξ)|2dξ +
∫
|ξ |2≥1
|fˆ (ξ)|2dξ := B1 + B2.
We note the inequality
|ξ |2
1− e−|ξ |2 =
|ξ |2e|ξ |2
e|ξ |2 − 1 ≤ e
|ξ |2 .
Hence,
B1 ≤ e2‖g(·)‖2.
Now for B2, we have
B2 =
∫
|ξ |2≥1
|fˆ (ξ)|2dξ
=
∫
|ξ |2≥1
[(1+ |ξ |2)p|fˆ (ξ)|2] 2p+2 [(1+ |ξ |2)−2|fˆ (ξ)|2] pp+2 dξ
≤
∫
|ξ |2≥1
(1+ |ξ |2)p|fˆ (ξ)|2dξ
 2
p+2 ·
∫
|ξ |≥1
(1+ |ξ |2)−2|fˆ (ξ)|2dξ
 p
p+2
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≤ ‖f (·)‖
4
p+2
p ·
∫
|ξ |≥1
(1+ |ξ |2)−2
 |ξ |21− e−|ξ |2 gˆ(ξ)
2 dξ
 p
p+2
≤ ‖f (·)‖
4
p+2
p ·

sup
|ξ |2≥1
|ξ |4
(1+ |ξ |2)2
1
(1− e−|ξ |2)2
 p
p+2 ∫ +∞
−∞
|gˆ(ξ)|2dξ
 p
p+2
≤ ‖f (·)‖
4
p+2
p ·

1
1− e−1 ‖g(·)‖
 2p
p+2 ≈ (1.56) 2pp+2 ‖f (·)‖
4
p+2
p (‖g(·)‖)
2p
p+2 ,
where the Hölder inequality has been applied.
Therefore, we get
‖f (·)‖ = B1 + B2 ≤ B1 +B2 = (1.56) pp+2 ‖f (·)‖ 2p+2p (‖g(·)‖) pp+2 .  (2.3)
Remark 2.1. For two given functions g1(·) and g2(·), let f1(·) and f2(·) be the corresponding solutions, respectively; then
‖f1(·)− f2(·)‖ ≤ 1.56
p
p+2 (‖f1(·)− f2(·)‖p)
2
p+2 ‖g1(·)− g2(·)‖
p
p+2 . (2.4)
3. Generalized Tikhonov regularization and the error estimate
Now we focus on the regularization problem. Assume that the noisy data gδ(·) satisfy
‖g(·)− gδ(·)‖ ≤ δ, (3.1)
where δ > 0 is the noise level.
Here we use the Tikhonov regularization method [9]. The method consists of looking for the solution for Problem (1.1),
and minimizes the quadratic functional
‖Af (·)− gδ(·)‖2 + α‖f (·)‖2p, (3.2)
where α is the regularization parameter and A is the forward operator. By Parseval’s identity and (1.5) applied to g(·), the
variational problem becomes1− e−|ξ |
2
|ξ |2 fˆ (·)− gδ(·)

2
+ α‖(1+ |ξ |2)p/2 fˆ (·)‖2. (3.3)
Let fˆ αδ (·) be the solution of above problem; then it satisfies the Euler equation1− e−|ξ |2|ξ |2
2
+ α(1+ |ξ |2)p
 fˆ αδ (ξ) = 1− e−|ξ |2|ξ |2 gˆδ(ξ). (3.4)
The generalized Tikhonov regularization solutionf αδ (·) in the frequency domain can be given by
fˆ αδ (ξ) =
|ξ |2
1−e−|ξ |2
1+ α(1+ |ξ |2)p

|ξ |2
1−e−|ξ |2
2 gˆδ(ξ). (3.5)
Now we derive the estimate of the error between the regularization solution and the exact solution. In order to get the
error estimate, we use the filter 1
1+α(1+|ξ |2)2+p to replace the original filter
1
1+α(1+|ξ |2)p

|ξ |2
1−e−|ξ |2
2 . Thuswe get a revised vision
of (3.5), i.e.,
fˆ αδ (ξ) =
|ξ |2
1−e−|ξ |2
1+ α(1+ |ξ |2)p+2 gˆδ(ξ). (3.6)
Firstly we get the stability of the regularization solution (3.6).
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Theorem 3.1. Suppose that f αδ (x) is the regularization solution for Problem (1.1) with noisy data gδ(x), (3.6) is the revised
generalized Tikhonov regularization solution with exact data g(x), (1.2) holds and we let 0 < α < 1p+1 ; then we have
‖f αδ (·)− f α(·)‖ ≤ eδ +
2(p+ 1)
p+ 2

1
p+ 1
 1
p+2
α
− 1p+2 δ. (3.7)
Proof. Via Parseval’s equality in Fourier analysis, we have
‖fˆ αδ (·)− fˆ α(·)‖ =
∫ ∞
−∞

|ξ |2
1−e−|ξ |2
1+ α(1+ |ξ |2)p+2 gˆδ(ξ)−
|ξ |2
1−e−|ξ |2
1+ α(1+ |ξ |2)p+2 gˆ(ξ)

2
dξ

1/2
≤ sup
ξ∈Rn
|ξ |2
1−e−|ξ |2
1+ α(1+ |ξ |2)p+2 ‖gˆ
δ − gˆ‖ ≤ sup
ξ∈Rn
|ξ |2
1−e−|ξ |2
1+ α(1+ |ξ |2)p+2 δ.
Let z = |ξ |2, and define a function
η(z) :=
z
1−e−z
1+ α(1+ z)p+2 . (3.8)
We need to estimate the function η(·) in two cases.
(I) z ≥ 1. Obviously, 11−e−z ≤ 11−e−1 < 2. Hence, η(z) < 2z1+α(1+z)p+2 < 2z1+αzp+2 . Set
θ(z) := z
1+ αzp+2 ; (3.9)
then
dθ(z)
dz
= 1− α(p+ 1)z
p+2
(1+ αzp+2)2 . (3.10)
It is easy to find z∗ =

1
α(p+1)
 1
p+2 ≥ 1 such that dθ(z)dz (z∗) = 0. If z > z∗, then dθ(z)dz < 0; if z < z∗, then dθ(z)dz > 0, and hence
θ(z) attains its maximum at z∗, i.e., θ(z) ≤ θ(z∗) = p+1p+2

1
p+1
 1
p+2
α
− 1p+2 . Finally,
η(z) ≤ 2p+ 1
p+ 2

1
p+ 1
 1
p+2
α
− 1p+2 . (3.11)
(II) 0 < z < 1. In this case,
z
1− e−z =
zez
ez − 1 ≤ e
z < e.
Therefore,
η(z) < e. (3.12)
Combining (I) and (II), we have
‖f αδ (·)− f α(·)‖ ≤ max

e,
2(p+ 1)
p+ 2

1
p+ 1
 1
p+2
α
− 1p+2

δ ≤ eδ + 2(p+ 1)
p+ 2

1
p+ 1
 1
p+2
α
− 1p+2 δ.  (3.13)
Now we derive the convergence of the regularization solution.
Theorem 3.2. Suppose that f α(x) is the regularization solution (3.6) for Problem (1.1) with exact data g(x), f (x) is the exact
solution with exact data g(x), (2.1) holds and we let 0 < α < 1; then we have
‖f α(·)− f (·)‖ ≤ p
2p+ 4

p
p+ 4
− p+42p+4
α
p
2p+4 E. (3.14)
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Proof. Via Parseval’s identity in Fourier analysis, we have
‖fˆα(·)− fˆ (·)‖ =
∫ ∞
−∞

|ξ |2
1−e−|ξ |2
1+ α(1+ |ξ |2)p+2 gˆ(ξ)−
|ξ |2
1− e−|ξ |2 gˆ(ξ)

2
dξ

1/2
=
∫ ∞
−∞
 α(1+ |ξ |2)p+21+ α(1+ |ξ |2)p+2 fˆ
2 dξ
1/2
=
∫ ∞
−∞
 α(1+ |ξ |2)p/2+21+ α(1+ |ξ |2)p+2 · (1+ |ξ |2)p/2 fˆ
2 dξ
1/2
≤ α sup
ξ∈Rn
(1+ |ξ |2)p/2+2
1+ α(1+ |ξ |2)p+2 ‖fˆ (·)‖p ≤ α supξ∈Rn
(1+ |ξ |2)p/2+2
1+ α(1+ |ξ |2)p+2 E.
Let z = 1+ |ξ |2, and define a function
Θ(z) := z
2+ p2
1+ αzp+2 . (3.15)
We need to estimate the functionΘ(·).
dΘ(z)
dz
= z
1+p/2 (2+ p/2)− αp2 zp+2
(1+ αzp+2)2 . (3.16)
It is easy to find z∗ =

p+4
αp
 1
p+2 ≥ 1 such that dΘ(z)dz (z∗) = 0. If z > z∗, then dΘ(z)dz < 0; if z < z∗, then dΘ(z)dz > 0, and hence
Θ(z) attains its maximum at z∗, i.e.,Θ(z) ≤ Θ(z∗) = p2p+4

p
p+4
− p+42p+4
α
− p+42p+4 . Finally,
‖f α(·)− f (·)‖ ≤ p
2p+ 4

p
p+ 4
− p+42p+4
αα
− p+42p+4 E ≤ p
2p+ 4

p
p+ 4
− p+42p+4
α
p
2p+4 E.  (3.17)
Now we summarize what we have:
Theorem 3.3. Suppose that f αδ (x) is the regularization solution (3.6) for Problem (1.1) with noisy data gδ(x), f (x) is the exact
solution with exact data g(x), (1.2) and (2.1) hold and we let 0 < α = δ2
E2
< 1p+1 ; then we have for δ→ 0
‖f αδ (·)− f (·)‖ ≤

2(p+ 1)
p+ 2

1
p+ 1
 1
p+2 + p
2p+ 4

p
p+ 4
− p+42p+4
δ
p
p+2 E
2
p+2 (1+ o(1)). (3.18)
Remark 3.1. The coefficient function in (3.18) H(p) :=

2(p+1)
p+2

1
p+1
 1
p+2 + p2p+4

p
p+4
− p+42p+4
is plotted in Fig. 1.
4. Some numerical tests
In this section we give four examples to verify the effectiveness of the proposed methods. Numerical implementation is
completed byMatlab in IEEE double precisionwith unit round-off 1.1·10−16. The regularized solutionswere computed using
the discrete fast Fourier transform and the inverse discrete fast Fourier transform according to formula (3.6) in Section 3.
The regularization parameter α is chosen by applying Theorem 3.3.
Example 1. The pair of functions [1]
u(x, t) = x
(t + 1)3/2 exp

− x
2
4(t + 1)

− x exp

−x
2
4

,
f (x) =

x3
4
− 3x
2

exp

−x
2
4
 (4.1)
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Fig. 1. The function H(p).
Fig. 2. p = 2, δ = 0.1 (a) classical Tikhonov regularization with RE(fTK) = 12.3% (b) revised Tikhonov regularization with RE(fRTK) = 11.7%.
is the exact solution of Problem (1.1) with data
g(x) = x
23/2
exp

−x
2
8

− x exp

−x
2
4

. (4.2)
Like [1], we will do the numerical tests in the interval x ∈ [−10, 10]; the noise level δ is computed in the same way. The
computed errors are defined by
l2 norm error: E(f ) =
1
n
n−
i=1
(f (xi)− fr(xi))2. (4.3)
relative error: ER(f ) =
1
n
n−
i=1
(f (xi)− fr(xi))2
1
n
n−
i=1
(f (xi))2, (4.4)
where xi, i = 1, 2, . . . , n, are the test points. The l2-norm can be defined for the n-dimensional case similarly.
In this example, we take n = 128; fr(·) denotes the regularization solution. According to [1], ‖f ‖2 = 4.45.
Throughout this section, fTK and fRTK represent the classical Tikhonov regularization method and the revised
Tikhonov regularization method, respectively. In numerical tests, the regularization parameters α for these two Tikhonov
regularization methods are selected using α = δ2
E2
.
From Figs. 2 and 3, we can conclude that the approximation effects of classical Tikhonov regularization and the revised
Tikhonov regularization are comparable.
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Fig. 3. p = 2, δ = 0.3 (a) classical Tikhonov regularization with RE(fTK) = 29.3% (b) revised Tikhonov regularization with RE(fRTK) = 28.6%.
Fig. 4. δ = 0.02, α = 4 ∗ 10−4, p = 0.1 (a) regularized solution (b) exact solution.
Example 2. The pair of functions
u(x, y, t) = (1− e−π2t) sin
√
2
2
πx

sin
√
2
2
πy

,
f (x, y) = π2 sin
√
2
2
πx

sin
√
2
2
πy
 (4.5)
is the exact solution of Problem (1.1) with data
g(x, y) = (1− e−π2) sin
√
2
2
πx

sin
√
2
2
πy

. (4.6)
For this example, the value of E is not easy for one to obtain. In practice, it is hard for one to obtain the value of E without
having an exact solution. Thus we try taking E = 1 for choosing the regularization parameter α, i.e., α = δ2. From (3.18), we
can conclude that p has some regularization effect. Selecting p is a challenge because we do not know the relation between
p andM explicitly. Fig. 4 shows the approximation effect for the generalized Tikhonov regularization method with the test
interval (x, y) ∈ [0, π] × [0, π].
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Fig. 5. δ = 0.001, α = 4 ∗ 10−8, p = 0.01 (a) regularized solution (b) exact solution.
Fig. 6. δ = 0.001, α = 4 ∗ 10−8, p = 0.01 (a) regularized solution (b) exact solution.
Example 3. Consider a non-smooth heat source
f (x, y) =

1, 0.1 ≤ x ≤ 0.2, 0.3 ≤ y ≤ 0.4
2, 0.3 ≤ x ≤ 0.4, 0.3 ≤ y ≤ 0.4
3, 0.5 ≤ x ≤ 0.6, 0.5 ≤ y ≤ 0.6
4, 0.7 ≤ x ≤ 0.8, 0.7 ≤ y ≤ 0.8
5, 0.8 ≤ x ≤ 0.9, 0.8 ≤ y ≤ 0.9
0, else.
(4.7)
The numerical results are shown in Fig. 5. We can see that the revised Tikhonov method also works well.
Example 4. Consider the point-like source
f (x, y) = 1
a
√
π
exp{−[(x− 0.5)5 + (y− 0.5)2]/a2} + 1
a
√
π
exp{−[(x− 0.3)2 + (y− 0.7)2]/a2}, (4.8)
where a = 1/18. The numerical results are shown in Fig. 6. These results are also satisfactory.
5. Concluding remark
The issue of conditional stability for inverse ill-posed problems is very important. In this paper, we give an ‘optimal’
stability estimate. The estimate of the error between the Tikhonov regularization solution and the exact solution can be
derived. The method in this article can be applied to the other ill-posed problems [10,11].
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