Decision rules are one of the most expressive and interpretable models for machine learning. In this article, we present Adaptive Model Rules (AMRules), the first stream rule learning algorithm for regression problems. In AMRules, the antecedent of a rule is a conjunction of conditions on the attribute values, and the consequent is a linear combination of the attributes. In order to maintain a regression model compatible with the most recent state of the process generating data, each rule uses a Page-Hinkley test to detect changes in this process and react to changes by pruning the rule set. Online learning might be strongly affected by outliers. AMRules is also equipped with outliers detection mechanisms to avoid model adaption using anomalous examples. In the experimental section, we report the results of AMRules on benchmark regression problems, and compare the performance of our system with other streaming regression algorithms.
INTRODUCTION
Regression analysis is a technique for estimating a functional relationship between a dependent variable and a set of independent variables. It has been widely studied in statistics, pattern recognition, machine learning, and data mining. The most expressive data mining models for regression are model trees [Quinlan 1992 ] and regression rules [Quinlan 1993a ]. In Ould-Ahmed-Vall et al. [2007] , a large comparative study between several regression algorithms is presented. Model trees and model rules are among the best performing ones. Trees and rules perform automatic feature selection, being robust to outliers and irrelevant features; exhibit high degree of interpretability; and structural invariance to monotonic transformation of the independent variables.
One important aspect of rules, and the main advantage over trees, is modularity: each rule can be interpreted individually [Fürnkranz et al. 2012] .
Regression problems are one the most frequent learning tasks. The usual batch approaches require that the whole training data are available before learning. Batch algorithms assume that examples are generated at random accordingly to some stationary probability distributions and learn a static model by processing the data multiple times [Gama 2010 ]. Some regression algorithms, such as the Perceptron algorithm, are incremental by nature. However, turning regression trees and rule-based algorithms incremental require substantial changes. Moreover, these algorithms do not have the capacity to adapt if the target concept evolves over time.
Data streaming learning algorithms face several important challenges. In the data stream computational model, examples are generated sequentially from time-evolving distributions. Data stream learning models need not only to learn with new data, but also forget outdated and no longer relevant data. Therefore, in order to adapt to the most recent state of the nature, data stream algorithms must have mechanisms to increment new examples and decrement old ones. These algorithms should have the capability to learn with high-speed streams since in many applications, such as sensor networks, telecommunication, clickstreams, and financial transactions, examples arrive at extremely high rates. Also, many of these applications require real-time learning and predicting capabilities. Another challenge with streaming data is that a stream is theoretically infinite. However, the memory space and computational capabilities are limited. For this reason, streaming learning algorithms should adapt to the available resources.
In this article, we present the Adaptive Model Rules (AMRules) algorithm, the first one-pass algorithm for learning regression rule sets from time-evolving streams. The work described here is a large extension of the work presented in Almeida et al. [2013a] . The algorithm has been written from scratch and the experimental evaluation has been largely extended. The current version is available in Massive Online Analysis (MOA) [Bifet et al. 2010] , which is an open source framework for data stream mining. Another contribution of this article is Random AMRules, an ensemble of adaptive model rules, which is inspired by the Random forests ensemble method [Breiman 2001 ].
The proposed algorithm can learn ordered or unordered rule sets. The antecedent of a rule is a set of literals (conditions based on the attribute values), and the consequent is a function that minimizes the mean square error of the target attribute computed from the set of examples covered by rule. This function might be either a constant, the mean of the target attribute, or a linear combination of the attributes. Each rule is equipped with online change and anomaly detectors. The change detector monitors the mean square error using the Page-Hinkley (PH) test, providing information about the dynamics of the process generating data. For detecting anomalies, we propose a new method that searches for unlikely input values in particular regions of the instance space. AMRules addresses all the previously referred data streaming challenges. It supports the increment of new examples by continuously growing each rule, and the decrement of non-relevant examples by pruning the rules in which change is detected. Thus, AMRules adapts to time-evolving data. It allows the user to adjust the tradeoff between memory/time costs and accuracy by using an extended binary search tree structure with limited (and parameterized) depth. This structure is used to store summaries of the data needed for learning. Also, since each rule can be learned in parallel, the algorithm can be easily implemented in any distributed real-time stream processing engine.
The article is organized as follows. The next Section presents the related work in learning regression trees and rules from data focusing on streaming algorithms. Section 3 describes, in detail, the AMRules algorithm. Section 4 presents the experimental evaluation using stationary and time-evolving streams. AMRules is compared against other regression systems including batch learners and streaming regression models. The last section presents the lessons learned.
RELATED WORK
In the field of machine learning, one of the most popular, and competitive, regression model is system M5, presented by Quinlan [1992] . It builds multivariate trees using linear models at the leaves. In the pruning phase for each leaf, a linear model is built. Later, a rational reconstruction of Quinlan's M5 algorithm, M5 , was proposed [Frank et al. 1998 ]. M5 first constructs a regression tree by recursively splitting the instance space using tests on single attributes that maximally reduce variance in the target variable. After the tree has been grown, a linear multiple regression model is built for every inner node, using the data associated with that node and all the attributes that participate in tests in the subtree rooted at that node. The linear regression models are then simplified by dropping attributes if this results in a lower expected error on future data (more specifically, if the decrease in the number of parameters outweighs the increase in the observed training error). After this has been done, every subtree is considered for pruning. Pruning occurs if the estimated error for the linear model at the root of a subtree is smaller than or equal to the expected error for the subtree. After pruning terminates, M5 applies a smoothing process that combines the model at a leaf with the models on the path to the root to form the final model that is placed at the leaf.
A widely used strategy consists of building rules from decision (or regression) trees [Quinlan 1993b ]. Any tree can be easily transformed into a collection of rules. Each rule corresponds to the path from the root to a leaf, and there are as many rules as leaves. This process generates a set of rules with the same complexity as the decision tree. However, as pointed out by Wang et al. [2003] , a drawback of decision trees is that even a slight drift of the target function may trigger several changes in the model and severely compromise learning efficiency. Cubist [Quinlan 1993a ] is a rule-based model that is an extension of Quinlan's M5 model tree. A tree is grown where the terminal leaves contain linear regression models. These models are based on the predictors used in previous splits. Also, there are intermediate linear models at each level of the tree. A prediction is made using the linear regression model at the leaf of the tree, but it is smoothed by taking into account the prediction from the linear models in the previous nodes in the path, from the root to a leaf, followed by the test example. The tree is reduced to a set of rules, which initially are paths from the top of the tree to the bottom. Rules are eliminated via pruning of redundant conditions or conditions that do not decrease the error.
Rule Learning from Streaming Data
For classification problems, few rule learning systems from data streams exists in the literature. One of the first classifiers is the system Facil [Ferrer-Troyano et al. 2005] . Facil uses a multi-strategy approach. The decision model is a set of rules plus a set of training examples. Each decision rules stores a reduced set of positive and negative examples. When classifying a test example, Facil find all rules that cover the example. Each rule classifies the example using the nearest-neighbor method using the set of examples stored with that rule. The final classification is obtained using weighted vote. Facil uses a forgetting mechanism that can be either explicit or implicit. Explicit forgetting takes places when the examples are older than a user defined threshold. Implicit forgetting is performed by removing examples that are no longer relevant as they do not enforce any concept description boundary.
Rule learning classifiers directly related to the work presented here has been published in Kosina and Gama [2012] . The Hoeffding bound was used to estimate the number of examples required to expand a rule. The main difference is that AMRules, the system described here deals with regression problems.
Regression Algorithms for Streaming Data
Many methods can be found in the literature for solving classification tasks on streams, but only few exists for regression tasks. To the best of our knowledge, we note only two papers for online learning of regression and model trees. One of the first incremental model trees, was presented by Potts and Sammut [2005] . The authors present an incremental algorithm that scales linearly with the number of examples. They present an incremental node splitting rule, together with incremental methods for stopping the growth of the tree and pruning. The leaves contain linear models, trained using the Recursive Least-Square (RLS)algorithm.
FIMTDD [Ikonomovska et al. 2011 ] is an incremental algorithm for any-time model trees learning from evolving data streams with drift detection. It is based on the Hoeffding tree algorithm [Domingos and Hulten 2000] , but implements a different splitting criterion, using a standard deviation reduction-based measure more appropriate to regression problems. The FIMTDD algorithm is able to incrementally induce model trees by processing each example only once, in the order of their arrival. Splitting decisions are made using only a small sample of the data stream observed at each node, following the idea of Hoeffding trees. FIMTDD is able to detect and adapt to evolving dynamics. Change detection in the FIMTDD is carried out using the PH change detection test [Mouss et al. 2004] . Adaptation in FIMTDD involves growing an alternate subtree from the node in which change was detected. When the performance of the alternate subtree improves over the original subtree, the latter is replaced by the former.
IBLStreams (Instance-Based Learner on Streams) is an extension of MOA that consists of an instance-based learning algorithm for classification and regression problems on data streams by Shaker and Hüllermeier [2012] . IBLStreams optimizes the composition and size of the case base autonomously. When a new example (x 0 , y 0 ) is available, the example is added to the case base. The algorithm checks whether other examples might be removed, either because they have become redundant or they are outliers. To this end, a set C of examples within a neighborhood of x 0 are considered as candidates. This neighborhood is given by the k cand nearest neighbors of x 0 , accordingly with a distance function D. The most recent examples are not removed due to the difficulty to distinguish potentially noisy data from the beginning of a concept change.
Random Rules for Classification Using Data Streams
Random forests [Breiman 2001 ] consists of a collection or ensemble of simple tree predictors, each capable of producing a response when presented with a set of predictor values. To determine the class of an instance, the method combines the result of various decision trees using a voting mechanism. The classifier is based on the Bagging method [Breiman 1996 ]. Random forests increase diversity among the classification trees by resampling the data with replacement and by randomly changing the predictive variable sets over the different tree induction processes. Each classification tree is grown using another bootstrap subset X i of the original dataset X and the nodes are split using the best split predictive variable among a subset of m randomly selected predictive variables [Liaw and Wiener 2002] . This is in contrast with the standard classification tree building, where each node is split using the best split among all predictive variables.
To the best of our knowledge, there have been no publications about random rules for regression until now. However, there are works about random rules for classification. Random Rules [Almeida et al. 2013b] generates an ensemble of rule sets, each one associated with a set of N att attributes, maintaining all properties required when learning from stationary data streams: online and any-time classification, processing each example once.
Anomaly Detection
The literature in anomaly and outlier detection is huge. Two recent overviews, with excellent references are Hodge and Austin [2004] and Chandola et al. [2009] . Most of the works refer to offline approaches. Two types of anomalies should be considered in anomaly detection [Chandola et al. 2009 ].
-Point Anomalies: if an individual data instance can be considered as anomalous with respect to the rest of the data, then the instance is termed as a point anomaly. This is the simplest type of anomaly and is the focus of the majority of research on anomaly detection. -Contextual Anomalies: if a data instance is anomalous in a specific context. In this case, it is convenient to define: -Contextual attributes: the contextual attributes are used to determine the context for that instance. -Behavioral attributes: the attributes with abnormal values in the contexts defined by the contextual attributes.
A relevant aspect is that an observation might be an anomaly in a given context, but an identical data instance (in terms of behavioral attributes) could be considered normal in a different context [Chandola et al. 2009 ]. This property is a key characteristic in identifying contextual and behavioral attributes for a contextual anomaly detection technique.
THE AMRULES ALGORITHM
In this section, we present an incremental algorithm for learning model rules, named Adaptive Model Rules from High-Speed Data Streams (AMRules). AMRules starts with a default rule that is used to progressively grow a rule set. Rules also gradually grow by adding literals to its antecedents. AMRules uses an adaptive window over the most recent examples to make decisions: when to expand a rule. Each rule stores sufficient statistics from a specific landmark window. When a decision is taken, that is, the rule is expanded, the landmark window is reset. The algorithm adapts to concept drifts by monitoring the error of each rule. A rule is removed from the rule set if its online error significantly increases. The stability of the model to concept drifts is guaranteed by the default rule, which is always prepared to make predictions. AMRules is parallelizable since each rule can be learned individually. Therefore, AMRules can be easily implemented in a distributed system. The pseudo-code of the algorithm is given in Algorithm 1.
Learning a Rule Set
The algorithm begins with an empty rule set (RS), and a default rule {} → L. Every time when a new training example is available the algorithm verifies if the example is covered by any rule in the rule set (RS), by checking if all the literals are true for the example. Also, change and anomaly detection tests are performed. If a change is detected the rule is removed from the rule set (RS). If an anomaly is detected the example is not considered for learning. We use the PH change detection test to monitor the online error of each rule. Otherwise, the example is used in the rule's learning process. This process consists of updating the sufficient statistics needed for predicting the output value for a new example and expanding the rule. Examples of these statistics are the number of instances covered by the rule, the linear and squared sums of the predicting errors, and information required to decide the best split while expanding a rule. The expansion of the rule is considered only after a certain period (N min number of examples). Algorithm 2 describes the expansion of a rule.
The set of rules (RS) is learned in parallel, as described in Algorithm 1. We consider two cases: learning ordered or unordered set of rules. In the former, every example updates statistics of the first rule that covers it. In the latter, every example updates statistics of all the rules that covers it. If an example is not covered by any rule, the default rule is updated.
Expansion of a Rule
Before discussing how rules are expanded, we will first discuss the evaluation measure used in the attribute selection process. We define the variance ratio (VR) measure of a Let X a be the attribute with greater variance ratio (VR)) Let X b be the attribute with second greater VR
Extend r with a new condition based on the best attribute Release sufficient statistics of L r r ← r ∪ {X a } end return r end split h A as:
where E represents the set of examples seen by the rule since its last expansion, E L and E R correspond to the subset of E containing the examples whose attribute values are, respectively, less or equal and greater than the value defined in h A , and | · | is the number of elements in a set. VR can be efficiently computed in an incremental way. To make the actual decision regarding a split, the VR measurements for the best two potential splits are compared, dividing the second-best value by the best one to generate a ratio r in the range 0 to 1. Having a predefined range for the values of the random variables, R, the Hoeffding probability bound ( ) [Hoeffding 1963 ] can be used to obtain high confidence intervals for the true average of the sequence of random variables. The value of is calculated using the formula:
The process to expand a rule by adding a new condition works as follows. For each attribute X i , the value of the VR is computed for each attribute value v j . If the upper bound (r + =r + ) of the sample average is below 1, then the true mean is also below 1. Therefore, with confidence 1 − δ, the best attribute over a portion of the data is really the best attribute. In this case, the rule is expanded with condition X a ≤ v j or X a > v j . However, often two splits are extremely similar or even identical, in terms of their VR values, and despite the intervals shrinking considerably as more examples are seen, it is still impossible to choose one split over the other. In these cases, a threshold (τ ) on the error is used. If falls below this threshold and the splitting criterion is still not met, the split is made on the one with a higher VR value and the rule is expanded. The pseudo-code for expanding a rule is presented in Algorithm 2.
The extended binary search tree structure (E-BST) [Ikonomovska et al. 2011] may be used to maintain all possible split points for the numeric attributes. E-BST stores the sufficient statistics for computing VR. We use a modified version of the E-BST structure that limits the maximum number of splitting points to a predefined value (50 by default). This modification reduces memory consumption and speeds up the split selection procedure while having low impact on the error of the learning algorithm.
Prediction Strategies
The set of rules learned by AMRules can be ordered or unordered. They employ different prediction strategies to achieve "optimal" prediction. In the former, only the first rule that covers an example is used to predict the target example. In the latter, all rules covering the example are used for prediction and the final prediction is decided by aggregating predictions using the mean.
Each rule in AMRules implements three prediction strategies: (i) the mean of the target attribute computed from the examples covered by the rule; (ii) a linear combination of the independent attributes; and (iii) an adaptive strategy, that chooses between the first two strategies, the one with the lower mean absolute error (MAE) in the previous examples. In this case, the MAE is computed following a fading factor strategy. In order to do so, two values are monitored: the total sum of absolute deviations T and the number of the examples used for learning N. When a new example (x, y) arrives for training, T and N are updated as follows: T ← αT + |ŷ − y| and N ← α N + 1, whereŷ is the value predicted by the rule and 0 < α < 1 is a parameter that controls the importance of the oldest/newest examples.
Each rule in AMRules contains a linear model, trained using an incremental gradient descent method, from the examples covered by the rule. Initially, the weights are set to small random numbers in the range −1-1. When a new example arrives, it is standardized considering the mean and standard deviation of the attributes of the examples seen so far. Next, the output is computed using the current weights. Each weight is then updated using the Delta rule: w i ← w i + η(ŷ − y)x i , where η is the learning rate. The prediction is computed as the "denormalized" value ofŷ.
Change Detection
We use the PH [Page 1954 ] change detection test to monitor the online error of each rule. Whenever a rule covers a labeled example, the rule makes a prediction and computes the loss function (MAE). The PH test is used to monitor the evolution of the loss function. If the PH test signals a significant increase of the loss function, the rule is removed from the rule set (RS).
The PH test is a sequential analysis technique typically used for online change detection. It is designed to detect a change in the average of a Gaussian signal [Mouss et al. 2004] . This test considers a cumulative variable m T , defined as the accumulated difference between the observed values and their mean until the current moment:
wherex T = 1/T T t=1 x t and ϕ corresponds to the magnitude of changes that are allowed.
The minimum value of this variable is also computed: M T = min(m t , t = 1 . . . T ). The test monitors the difference between M T and m T : PH T = m T − M T . When this difference is greater than a given threshold (λ), we signal a change in the process generating examples. The threshold λ depends on the admissible false alarm rate. Increasing λ will entail fewer false alarms, but might miss or delay change detection.
Detecting Contextual Anomalies
Detection of outliers and rare events are critical tasks in online learning. Blind learning from these examples might impact the performance of the whole system.
AMRules detects contextual anomalies. Contextual anomalies are characterized by a context that refers to the region of the instance space where the anomaly was detected, and behavioral attributes with anomalous values. One example of the type of anomalies we detect is:
Case: 14,571 Rule: x7 <= 1156 and x8 <= 66 → y : 7.75 x3 = 2 (1.00 ± 0.03) Prob = 0.002% x4 = 5 (4.00 ± 0.03) Prob = 0.002% x5 = 10 (2052.14 ± 144.55) Prob = 0.009% x6 = 100 (2064.88 ± 374.56) Prob = 0.070%. The 14,571th example is signaled as an anomaly. It is interpreted as follows. The context of the anomaly is given by the conditional part of the rule: x7 <= 1156 and x8 <= 66. The attributes with suspicious values are x3 = 2, x4 = 5, x5 = 10, and x6 = 100, with probabilities 0.002%, 0.002%, 0.009%, and 0.070%, respectively. In the set of examples covered by the rule, the mean value of x3 is 1.00 ± 0.03, the mean value of x4 is 4.00 ± 0.03, the mean value of x5 is 2052.14 ± 144.55, and the mean value of x6 is 2064.88 ± 374.56.
Different kinds of rule systems are commonly used in multivariate anomaly detection. The use of AMRules in online detection is one of the advantages the system provides. It can detect possible anomalies during the learning process. The detection process works as follows. When the system reads a new example, the rule set is checked to find the rules that cover the example. The probability P(X i = v|L r ) is computed for each value v regarding an attribute X i given the conditions of a rule r. These probabilities are computed from the consequent of the rule, L r , that maintains the sufficient statistics required to expand the rule. Low values of these probabilities suggest that the example is an uncommon case in the context of the rule, and it is reported as an anomaly.
A new measure is proposed to perform anomaly detection. It consists of computing the ratio
for all attributes. When a value v for an attribute X i is likely (P(X i = v|L r ) > 0.5), the ratio gives a positive value. If P(X i = v|L r ) < 0.5, the ratio gives a negative value. The anomaliness may be assessed by averaging over all ratios, as presented in Equation (1). Logarithms of the ratios are used to avoid numerical instabilities.
An example is considered to be an anomaly if Ascore < t, where t is a user-defined parameter. Usually t is defined to be 0 or a negative value close to 0. For continuous attributes, the statistics stored in L r include the mean and standard deviation of each attribute given the class. Remember that these statistics are computed from the examples covered by the rule. Using these statistics, we can compute P(X i = v|L r ) using different strategies, including Normal distribution, Z-scores, etc. From a set of experiments not described here, we selected a variation of the Cantelli's inequality [Bhattacharyya 1987 ] to estimate P(X i = v)|L r ):
where X i is the mean value of the i th attribute according to L r . A relatively new rule, which is a rule that has not been trained with enough examples, would more often tend to report a training example as anomalous. To prevent this situation, only rules that were trained with more than m min examples are used in the anomaly detection.
Ensembles of Adaptive Model Rules
Ensemble methods have been used as a general method to boost the performance of learning algorithms. In an ensemble, a set of base predictors collaborate in order to solve a task. The machine learning literature about ensembles is huge. Authors converge on at least two points: the ensemble must be diverse and the members of an ensemble must be uncorrelated. A useful analysis to understand why and how an ensemble works is the bias-variance decomposition of the error. The bias-variance profile of an algorithm can be very useful in designing strategies to increase diversity during learning. Regression models with a high-variance profile are affected by perturbing the set of training examples, while low-variance models are affected by perturbing the set of attributes used to train the model.
The profile of AMRules in terms of bias-variance decomposition of the error is low variance. On the basis of this observation, we designed an ensemble of rules model that follows the Random Forests idea: we combine bagging with choosing a random subset of the features for learning the split point for each rule. Note that after the expansion of a rule, a new subset of features is selected at random. We call this ensemble method Random AMRules (RAMRules).
EXPERIMENTAL EVALUATION
The main goal of this experimental evaluation is to study the behavior of the proposed algorithm in terms of performance and learning times. We are interested in studying the following scenarios.
-How to grow the rule set? What are the advantages and disadvantages of unordered rule sets over ordered rule sets? -What is the impact of linear models in rules? -Which is the impact of change detection ? -What is the impact of anomaly removal in the performance? -How does AMRules compare against others Streaming Algorithms? -How does AMRules compare against others State-of-the-art Regression Algorithms? -How does AMRules learned models evolve in time?
Experimental Setup
All our algorithms were implemented in java using the MOA data stream software suite [Bifet et al. 2010] . The performance of the algorithms is measured using the standard metrics for regression problems: MAE and Root Mean Squared Error (RMSE) [Willmott and Matsuura 2005] . The experimental datasets include both artificial and real data, as well sets with continuous attributes. We use ten regression datasets from the UCI Machine Learning Repository [Bache and Lichman 2013] and other sources. The datasets used in our experimental work are briefly described here. 2dplanes this is an artificial dataset described in Breiman et al. [1984] . Ailerons this dataset addresses a control problem, namely flying a F16 aircraft. Bank8FM a family of datasets synthetically generated from a simulation of how bank-customers choose their banks. CalHousing datasets is composed of eight attributes that describe all the block groups in California from the 1990's Census. The target value is the median house value. Elevators this dataset was obtained from the task of controlling a F16 aircraft. Fried is an artificial dataset used in Friedman (1991) and also described in Breiman et al. [1984] . House8L and House16H datasets were collected as part of the 1990 US census and are concerned with predicting the median price of the house based on demographic and state of housing market information. Kin8nm dataset is concerned with the forward kinematics of an eight link robot arm. MV is an artificial dataset with dependences between the attribute values. Pol this is a commercial application described in Weiss and Indurkhya [1995] . The data describe a telecommunication problem. Puma8NH and Puma32H is a family of datasets synthetically generated from a realistic simulation of the dynamics of a Unimation Puma 560 robot arm. FriedD is composed of 256,000 examples generated similarly to the Fried dataset, but contains a drift that starts in the 128,001st instance. WaveformD is an artificial dataset containing 256,000 examples generated as described in Breiman et al. [1984] , also containing a drift that starts in the 128,001st instance. The dataset consists of three classes of waves labeled, and the examples are characterized by 21 attributes that include some noise plus 19 attributes that are all noise. Airline uses the data from the 2009 Data Expo competition. The dataset consists of a huge amount of records, containing flight arrival and departure details for all the commercial flights within the USA, from October 1987 to April 2008. This is a large dataset with nearly 115-million records [Ikonomovska et al. 2011] . Table I summarizes the number of instances and the number of attributes of each dataset.
This method evaluates a model on a stream by testing then training with each example in the stream. AMRules has three main groups of parameters: rule expansion, change detection, and anomaly detection. For the first two groups, we used values usually mentioned in the literature. For all the experiments, we set the parameters regarding the rule expansion to N min = 200, τ = 0.05 and δ = 0.0000001, and the PH test parameters to λ = 35 and ϕ = 0.005. For anomaly detection, the reference value for the threshold parameter t is 0 or a negative value close to 0. We were conservative and defined t = −0.75. The minimum number of examples that the rule needs to see before performing anomaly detection, m min , was set to 30.
We used two evaluation methods. When no concept drift is assumed, the evaluation method we employ uses the traditional sampling scenario using tenfold crossvalidation. All algorithms learn from the same training set and the errors are estimated from the same test set. All the results in the tables are averages from tenfold crossvalidation [Kohavi 1995] , except for the Airline and Waveform datasets. As pointed out in , in scenarios with concept drift, the appropriate methodology to estimate performance is the prequential error estimate. Also, the fading factor for the MAE computation in the adaptive prediction strategy was defined to α = 0.99.
We use the Wilcoxon test to study the significance of the differences in the mean of the evaluation metrics: MAE and RMSE. In all the tables reporting results, the symbol (or ) indicate when the performance of the algorithm indicated in the column is significantly worst (or better) at a significance level of 95% than the performance of the reference algorithm.
The set of rules learned by AMRules can be ordered or unordered. As they use different learning strategies, they must employ different prediction strategies to achieve optimal prediction. In the former, only the first rule that covers an example is used to predict the example target. In the latter, all rules covering the example are used for prediction and the final target value is decided by a weighted vote.
In regression, the target attribute is numerical, and the loss function is typically measured in terms of the absolute or squared difference between the predicted value and the true output. Corresponding prediction problems can be solved in three ways. In the first method, the target value can be estimated by the weighted mean of the target values of the examples covered by the rule. The second method generates predictions that are the output of the linear models associated with each rule. The third strategy is a combination of these two strategies. When a sample arrives, the absolute or squared difference between predicted and true output is computed using these two strategies, then the one with best results is chosen.
Experimental Results
In this section, we empirically evaluate the adaptive model rules algorithm. The results come in four parts.
(1) Which is the best strategy to grow rule sets? In the first set of experiments, we compare the AMRules variants. (2) How do AMRules compare against others streaming algorithms? (3) How do AMRules compare against others state-of-the-art regression algorithms? (4) What is the impact of change and anomaly detection in time-evolving data streams? 4.2.1. Comparison between AMRules Variants: Ordered versus Unordered Rule Sets. In this section, we focus on two strategies that we found potentially interesting: use only the first rule that covers an example both for training and predicting; and update the set of rules that covers an example while training and the same set to obtain the prediction using a weighted vote. The former strategy implies using ordered rules (AMRules o ), and the latter using an unordered rule set (AMRules u ). The weights of the votes w r ∈ [0, 1] for AMRules u are inversely proportional to the estimated MAE e r of each rule r. Let CR be the set of rules that covers a given test example. The weighted prediction of 
where is a small positive number used to prevent numerical instabilities. Ordered rule sets specialize one rule at time. As a result they often produce fewer rules than the unordered strategy. Ordered rules need to consider the previous rules and remaining combinations, which might not be easy to interpret in more complex sets. Unordered rule sets are more modular, because they can be interpreted independently. Table II summarizes the MAE and the RMSE of these variants, and the corresponding variances. The results for the first 13 datasets were obtained using the standard method of tenfold cross-validation, using the same folds for all the experiments included in the study. For the remaining three datasets, which are time-evolving data streams, we present the average prequential error computed over a sliding window of 10,000 instances using a sampling frequency of the same size. in all the remaining datasets, but in three of these, the difference was not statistically significant.
Comparison with others Streaming Algorithms.
We compare the performance of our algorithm with three others streaming algorithms, FIMTDD, IBLStreams, and Perceptron. FIMTDD is an incremental algorithm for learning model trees, described in Ikonomovska et al. [2011] . IBLStreams is an extension of MOA that consists of an instance-based learning algorithm for classification and regression problems on data streams by Shaker and Hüllermeier [2012] . Perceptron is the linear model used by AMRules. The RMSE evaluation for these algorithms is given in Table IV . The AMRules o produces better overall results since it has the lowest average rank. Considering the 10-fold cross-validation evaluation, AMRules o was significantly better than FIMTDD, Fig. 1 . Evolution of the prequential MAE of streaming algorithms using the dataset FriedD. Fig. 2 . Evolution of the prequential MAE of streaming algorithms using the dataset WaveformD.
IBLStreams, and Perceptron in one, nine, and eight datasets, respectively, while being significantly worst only in two, three, and zero datasets, respectively. Figures 1-3 show the evolution of the prequential MAE for the streaming algorithms with time-evolving data streams. Figure 1 depicts the prequential MAE curves using the dataset FriedD, and also illustrates the change point, i.e., the moment the drift begins. It is expected that the MAE of the learning algorithms start high for the first examples, then decrease and stabilize, increased again when the drift occurs, and finally, decrease and stabilize. The AMRules o and IBLStreams followed this behavior, but not the FIMTDD algorithm which had a huge peak in MAE around the 190,000 examples. In terms of the average MAE, the FIMTDD and IBLStreams performed better than AMRules o since the average prequential MAE were 1.723, 1.725, and 1.862, respectively. Figure 2 shows the prequential MAE curves for the WaveformD, which also contains a drift starting in the 128,001st example. In this dataset, the performance of AMRules o and FIMTDD is clearly superior to the performance of IBLStreams. The MAE increased in both AMRules o and FIMTDD after the drift, but the magnitude was clearly smaller in the case of AMRules o . FIMTDD also presents an unexpected peak Fig. 3 . Evolution of the prequential MAE of streaming algorithms using the dataset Airline. around the 20,000 examples, which may point out some instabilities in the algorithm. Figure 3 presents the MAE curves for the Airline dataset (first 1.5-million examples), which is a real-world problem as described before. The MAE curves have a lot of peaks, which means that the stream is changing over time. As can be seen, in this dataset AMRules o outperforms the other algorithms since its curve is almost always below the other algorithms' curves and the magnitude of the MAE peaks is also smaller.
Comparison with Others
State-of-the-art Regression Algorithms. We compared AMRules with other non-incremental regression algorithms from WEKA [Hall et al. 2009 ]: M5Rules, Multilayer Perceptron (MLP), and Linear Regression (OLS). The summary of the RMSE results is presented in Table V .
The analysis of these results show that AMRules has, in general, higher RMSE than M5Rules and MLP and higher performance than OLS. Despite not achieving the best average rank, AMRules o is competitive with batch regression algorithms, being significantly better than OLS in 8 out of 13 datasets. These results were somewhat expected, even in these small datasets, due to the generalization ability of model rules. expected, the number of alarms for the smaller datasets is very small as these datasets are not time-evolving data streams. As result, the differences between AMRules o and AMRules PH in terms of RMSE have no statistically significance. Regarding the timeevolving datasets, the results for the FriedD and Airline datasets were better without using change detection. This indicates that, in these cases, that have only one drift, the rule set adapted to the change faster than pruning the rule set and start learning new rules from scratch. Note that in AMRules, several alarms may (and should) occur for the same drift, as each rule has its own change detector.
Anomaly Detection
We evaluate the anomaly detection algorithm embedded in AMRules o on a set of regression problems. The results are presented in Table VII , showing the number of anomalies detected, and the prequential RMSE setting on/off the ability to detect anomalies. In these datasets, no anomalies were detected except for the CalHousing, House8L and Airline datasets. The number of anomalies was very small compared to the size of the dataset and, consequently, the average RMSE values were similar.
Two examples of anomalies detected in the Airline dataset are presented below.
Case: 29256 Anomaly Score: −1.93 Rule: x7 <= 1156 and x8 <= 66 and x5 <= 1840 → y : 5.69 x3 = 3 (2.01 ± 0.09) Prob = 0.018% x4 = 6 (5.01 ± 0.03) Prob = 0.018% x5 = 45 (1680.67 ± 179.83) Prob = 0.023% x6 = 12 (1762.60 ± 186.58) Prob = 0.022%.
Case: 541603 Anomaly Score: −3.33 Rule: x4 > 4 and x6 <= 1610 → y : 5.05 x5 = 1755 (1456.6 ± 33.2) Prob = 0.024% x6 = 554 (1566.5 ± 27.5) Prob = 0.001% x8 = 483 (79.23 ± 11.8) Prob = 0.002% x9 = 4243 (390.7 ± 91.7) Prob = 0.001%. 
Ensembles of AMRules
We compared the performance of single and ensemble rule sets produced using adaptive model rules. The size of the subset of attributes defined for our experiments was 63.2% of the total number of attributes. The results in Tables VIII and IX report learners individually. For the time-evolving data streams, Random AMRules outperformed AMRules in all datasets excepting Airlines using unordered rule sets.
Model Complexity in Terms of Number of Rules
Table X presents the model complexity of the variants of AMRules and RAMRules. By comparing the number of rules of the ordered and unordered rule sets, it can be seen that the number of rules of unordered rule sets tend to be higher than the number of rules of ordered ones, especially in the larger datasets. The AMRules version without change detection usually has more rules than the one equipped with change detection, which is expected since when change is detected the rule is eliminated from the rule set. The complexity of AMRules using the adaptive model and the target mean approaches is similar. Only the Ailerons and Elevators datasets have significant differences (in proportion) in the number of rules. The number of rules of the ensemble methods is clearly higher than the number of rules of AMRules, both using the ordered and unordered sets. This is expected as each ensemble is composed of 50 base learners. o performed considerably faster. Being one-pass algorithms, both versions of AMRules are much faster than M5 Rules and MLP. The faster algorithms were the simpler ones, OLS and Perceptron, and the slower ones were the ensembles methods and IBLStreams. Surprisingly, Random AMRules had inferior learning times than IBLStreams in some smaller datasets, despite consisting of ensembles with 50 base learners.
Learning Times
The throughput of AMRules depends on the characteristics of the data stream, mainly on the number of attributes, and the number of rules. In this set of experiences, AMRules processes, on average, around 5k examples per second. Airline is the largest dataset, in terms of the number of examples. AMRules processes more than 8K examples per second in this dataset. Pol is the dataset with largest number of attributes and its throughput is around 3K examples per second. Note that the algorithm was implemented using MOA framework that is designed to run algorithms in a single machine, and the experiments were run in a desktop personal computer (Intel Core i7-4770 CPU, 16-GB RAM). Since AMRules is highly parallelizable (each rule can be learned individually), it could be easily scaled up into multiple machines using a distributed streaming processing engine.
CONCLUSIONS
Regression rules are expressive representations of generalizations from examples. Learning regression rules from data streams is an interesting research line that has not been widely explored by the stream mining community. To the best of our knowledge, in the literature there is no method that addresses this issue. In this article, we present a new regression model rules algorithm for streaming and evolving data. The AMRules algorithm is a one-pass algorithm, able to adapt the current rule set to changes in the process generating examples. It is able to induce ordered and unordered rule sets, where the consequent of a rule contains a linear model trained with the perceptron rule.
