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Introduction
Information and communication technology has been developed significantly in recent years. The technology eliminates the wall of distance and connects people more closely than ever. The technology also supports many businesses to gain competitive advantages. Owing to this technology, large numbers of organizations are able to operate their business at lower costs and with a higher competitive advantage. As a result, many organizations attempt to acquire this on-time and accurate information. One of the most powerful tools in business is email, which is a fundamental and indispensable communication channel for every organization in the modern age.
In recent decades, the number of startup companies has increased dramatically. Two of the authors have participated in three start-up companies related to the import/export sector. These new start-ups established their own businesses by separating themselves from their former companies. After the initial study, it was found that startup companies needed to manage a large number of daily documents/emails because startup businesses contacted their customers and employees primarily via email. The employees also used these emails, which were stored in the mail server, as a database. For example, when employees wanted to find specific data, emails were the first place for seeking information.
In the first stage of starting their businesses, the number of emails was not large. However, when the scale of business expanded, the number of emails increased. The business owners needed applications to manage their company activities, a problem that could be solved primarily by software applications, such as the workflow management system. However, the cost of this software is rather high, and may not be appropriate for startup companies, so that alternative approaches to solve the problem were needed.
For the initial investigation, 12,465 of emails were selected from the three startup companies because they were written in English. As the employees in the selected companies wrote emails in two languages, namely English and Thai, only emails that were written in English were taken into consideration as the sentences in English are easier to separate into words than corresponding emails in Thai. By investigating some of these emails, some keywords specified the type of work, such as sales, transportation, billing, or shipping, which can be used as initial guidelines to conduct the classification models.
The purpose of this paper is to define the categories of email and extract business data for a workflow management system. The remainder of the paper is as follows. Section 2 provides a literature review, Section 3 describes the materials and methods, Section 4 presents the data analysis, Section 5 illustrates the results and discussion, and Section 6 provides some concluding comments.
Literature Review
There is much research that mentions the clustering and classification of email content, and many objectives to conduct research for email classification problem, such as: distinguishing between personal and machine-generated email [1] ; classifying emails for contact centers [2] ; classifying emails for automated service handling [3] ; and classifying emails for social network analysis [4] . As regards classification techniques, there are also many methods applied to email classification, such as mining-based approaches [5] , supervised learning algorithms [6] , co-training technique [7, 8] , cotraining with a Single Natural Feature Set [9] , and regression-based approaches [10] .
One of the interesting topics is by Alsmadia and Alhamib [11] . The authors illustrate that the best algorithm to perform email clustering and classification is NGram. Their sets of emails were in the form of a large text collection, which fits with the NGram algorithm, and the algorithm best fits the bi-language text. They conducted an experiment based on emails in both English and Arabic. The major challenge of their future work was that email servers or applications should include different types of pre-defined folders. The general pre-defined folders could be mailbox, sent, or trash, among others. Moreover, email servers or applications could allow users to add new folders for specific purposes, based on their NGram algorithm.
Further research on email classification is by Katakis, Tsoumakas, and Vlahavas [12] . They state that Machine Learning and Data Mining could be used as tools to automate email managing tasks, which could be far superior to other conventional solutions. They discuss the particularity of email content, and what special treatment it requires. In addition, there are some interesting email mining applications, like mail categorization, summarization, automatic answering, and spam filtering. In their experiments, they created an application to classify email based on several techniques, such as the Naïve Bayes Classifier and Support Vector Machines.
Ayodele, Khusainov, and Ndzi [13] present the design and implementation of a system to group, and summarize email messages. Their system considers the subject and content of email messages to classify emails based on user activities, and produces summaries of each incoming message with an unsupervised learning approach. They claim that their framework could solve the problems of email overload, congestion, difficulties in prioritizing, and difficulties in finding previously archived messages in the email server.
Another interesting topic is email grouping and summarization. Ayodele, Zhou, and Khusainov [14] present the design and implementation of an application to categorize and summarize email content.
Their system extracts the subject and content of email messages for classification based on user activities to auto-generate a summary of each incoming message. They state that their framework could solve problems such as email overload, difficulties in prioritizing, and email congestion. Their framework also performs successful processing of new incoming messages.
Another interesting concept is automated email activity management, as in Kushmerick and Lau [15] , who develop email applications that provide high-level support for structured activities in ecommerce. They define formal activities as finite-state automata, which correspond to the status of the process, and where transitions represent messages sent between participants. They propose several unsupervised machine learning algorithms, and evaluate a collection of e-commerce emails.
Schuff, Turetken, D'Arcy, and Croson [16] also discuss email classification. They implement effective e-mail management tools, which treat messages as useful information. This tool could economize on scarce cognitive resources at the expense of relatively cheap additional CPU power, disk capacity, and network bandwidth. In addition, they claim that their application provides automatic filtering, clustering, and a new user interface. Their system employs a large number of emails as an effective knowledge management tool, rather than as a source of information overload.
Email classification is discussed in Prexawantprasut and Chaipornkaew [17] . The research classifies email into four categories, namely sales, shipping, billing, and transportation. Two parameters are applied for the classification system, namely the number of words in a database compared with the sample emails, and an acceptable percentage to classify emails. The accuracy of classification is determined to be approximately 73.6%.
Chaipornkaew, Prexawanprasut, and McAleer [18] discuss email extraction for workflow management system. In order to extract data, there are four criteria which are applied. Fifteen cases of alternative criteria to extract data are analyzed. The results show that when criteria numbers 2 and 4 are considered, email extraction accuracy is at the highest level. However, when the highest accuracy level occurs, the number of blanks fields is also high. According to user requirements, the number of blank fields should be at a low level. Therefore, the paper suggests that all four criteria should be considered to provide both an acceptable percentage of blank fields and also accuracy level.
Materials and Methods
The paper is planned in two phases, as shown in Figure 1 . First, 1260 emails are selected randomly from the server to be used as training data for the system. These emails are then classified manually by employees into seven categories, namely (1) Sales, (2) Agent, (3) Shipping, (4) Customs, (5) Billing, (6) Packing and Moving, and (7) Insurance. The sentences in emails are separated into words, which are counted, as shown in Figure 2 . These results are stored in the database, which is applied for email classification rules.
In order to test the defining rules, a further 12,465 emails are selected from the server. When these rules are accepted, the rest of the emails in the server are processed by the program. After the classification is processed, all emails are assigned to suitable categories, and then all the data are prepared for the second phase of the email classification system.
The second phase is to extract the classified emails, which are processed from the first phase. As in investigating the selected emails, there are key characteristics which can be represented as relationships. For example, the document number could be a key characteristic to define the relationships among the email messages. The program first reorders emails based on time in each category, then extracts data based on their characteristics. The final stage is to create a workflow management system from the extracted data.
Data Analysis
The first stage is to export all emails from the email server and format them in a text file, which is then imported to the program. The program first separates words in a text file. As the selected emails are in English, the algorithm to separate the words is the use of spaces. The words from the separation process are counted and stored in a database. The database stores all results which are all words, and their frequencies as shown in Table 1 .
The research classifies 12,465 emails into seven categories, namely (1) Sales, (2) Agent, (3) Shipping, (4) Customs, (5) Billing, (6) Packing and Moving, and (7) Insurance. The mechanism is implemented based on the words found in emails compared with the words in the database for each category. Two parameters are considered in this experiment. The first parameter is the number of words in the database. For example, in order to gain greater accuracy in the classification, we need to determine whether the first 3 or 5 words in the database should be considered. The second parameter is the number of matching words that provides the highest accuracy to determine the category of email.
According to the data in Table 2 , some email could not be classified because the number of matching words is less than the specified criteria. In this case, the second criterion is the first 5 words in a database. In order to obtain better results, these two criteria may need to be refined. As shown in Table 3 , the first 10 words in a database are considered instead of the first 5 words.
The number of matching words is set at 5 in Table 2 , and set at 4 in Table 3 . As a result, only two groups of output in Tables 2 and 3 are the same. The first difference is the No. 2 group of emails. In Table 3 . The second difference is the No. 3 group of emails, which could not be grouped in Table 2 , but could be defined as Agent in Table 3 . The third difference is the No. 5 group of emails, which is defined as Insurance group in Table 2 , while in Table 3 it is concluded to be Shipping. Tables 2 and 3 demonstrate that are two main factors that affect the grouping results. The first factor is the number of words in the database to be considered, while the second factor is the number of matching words. Therefore, another 12,465 emails are collected to test the program by changing the criteria for these two factors, with the empirical results shown in Figure   3 .
The empirical data from both

Results and Discussion
The results shown in Figure 3 illustrate that the accuracy levels change when the number of words in the database and the number of matching words change. The purpose of the paper is to discover suitable parameter values, namely: (1) the number of words in the database to be considered; and (2) the number of matching words. The number of words in a database to be considered is adjusted from 5 to 20, while the number of matching words are adjusted from 1 to 20.
According to the results in Figure 3 , the highest accuracy level of email classification occurs when the number of words in a database is 11 and the number of matching words is 7. Therefore, these criteria are applied in the program. The program then classified the other 12,465 emails into seven groups, namely: (1) Sales, (2) Agent, (3) Shipping, (4) Customs, (5) Billing, (6) Packing and Moving, and (7) Insurance, as shown in Table 4 .
According to Table 4 , the program could not categorize all the emails because some emails do not meet the acceptable criteria. The program is able to define only 9,972 emails from a total of 12,465 emails, which represents 80% of the total. There are 2,493 emails which could not be categorized in the experiment. In order to improve the program efficiency, other factors could be concerned. One possible factor could be the importance level of each word (the weight of each word) in a database.
For example, words that are found most frequently in emails should be placed at a higher level of importance than those that are found less frequently.
When the first phase is completed, all emails are already classified into groups (Sales, Agent, Shipping, Customs, Billing, Packing and Moving, and Insurance). The next phase is to analyze the characteristics of the emails. Key characteristics are defined by employees. The program collects these characteristics, which are applied for data extraction. The program reorders the events based on time in each category, as shown in Figure 4 .
The last stage is to extract the specified data based on their characteristics. As the characteristics of data are in many forms, the extracted data can vary substantially. One example of data which are extracted based on Document Number (FWO0018) is shown in Figure 5 . According to the results, all the details concerned with Document Number (FWO0018) are well summarized. The data that are extracted will be stored in a database, which will be implemented for a workflow management system.
Conclusion
According to the experiments, the accuracy level of email classification depends on two factors, namely the number of words to be considered in a database, and the number of matching words.
After testing the program with different values for these two factors, the results show that the optimal value for the number of words in a database is 11, while the number of matching words is 7. The results also illustrate that high accuracy levels fall in the range of the number of words lying between 11 and 13, while the range of the number of matching words lies between 6 and 8.
As mentioned earlier, the experiments select all emails in English, so some words need to be neglected. Examples of words which should not be considered are 'and', 'not', 'thanks', 'regards', and 'please'. As these words could be found in most emails, they should not be included in the program. As these words could not be used as criteria to classify email, a more sophisticated program should be developed to ignore these words before processing the email classifications.
In investigating email content, there are specific words that should not be used as criteria in email classification. Examples of these words are FREIGHTLINKS, STARSHIP, and HERMESINT'L. As these words are actual customer names, they should be defined as customer names in the database, and are excluded from the criteria for email classification in the first phase. However, these specific data are the key characteristics for the second phase of the research. The data with their characteristics are applied to extract data, which are used for the workflow management system.
The generalized email classification system for workflow analysis has been shown to work well in the experiments, with a high degree of accuracy. 
