Abstract:Strong consistency of the quasi-maximum likelihood estimator are given for a general class of multidimensional causal processes based on asymetric laplacian innovation.
Introduction
Since 1970 the statistical modeling changed direction, it just that the statistician comunity no longer uses structural models of Keynesian inspiration, rather stochastic models which have subsequently found a wide application in different stages of disciplines. But despite the usefulness of these processes do not cover all the phenomena and they are all (ARMA 1970 ,VAR 1980 , ARCH 1982 ,....) built under the hypothesis of normality is not definitely checked and which directly affects the Likelihood function used for parameter estimation. We give in this paper, for the first time, asymptotic properties, namely strong consistency and asymptotic normality (respectively, SC and AN for short), of the QMLE for many multivariate models with Asymmetric Laplace errors. To establish results in a unified way, we consider almost everywhere (a.e.) solutions X = (X t , t ∈ Z) of equations of the type X t = M θ 0 (X t−1 , X t−2 , ...)ζ t + f θ 0 (X t−1 , X t−2 , ...)t ∈ Z.
(1.1)
Here, θ 0 is the parameter of interest, M θ 0 (X t−1 , X t−2 , ...) is a (s × p) random matrix having a.e. full rank s, f θ 0 (X t−1 , X t−2 , ..121.) is a R s random vector, the R p random vectors ζ = (ζ (k) t ) 1≤k≤p are independent and identically distributed satisfying standard assumptions E[ζ
In this study we suppose that ζ = (ζ (k) t ) 1≤k≤p are are distributed according to an Asymetric Laplacian law. Hence, it has the density function g given
with m = 0 and the standard conditions defined above are checked, this function becomes :
and K v (u) is the modified Bessel function of the third kind
4s ds, u ≻ 0 Since Our sample is made up of the first n terms of an IID sequence of Laplacian random variables. The probability density function of the vector ζ = (ζ i ) 1≤i≤n is :
Through a change of variable X t = Mζ t + f , we find the probability density
and the log likelihood function is
(1.5)
1.1 Definition of the parameter sets Θ(r) and Θ(r)
In proposition 1 below we provide the existence of a stationary solution of the general model (1.1). Two conditions of different types are used: the first one is a Lipschitz condition on the functions f and M in (1.1), the second one is a restriction on the set of the parameters.
Let us assume that for any
We can define the set
This set depends on the distribution of ξ 0 via the moments E ξ 0 r . But thanks to the fact that E ξ
Proposition 1 If θ 0 ∈ Θ(r) for some r ≥ 1 there exists a unique causal (X t is independent of (ξ i ) i>t for t ∈ Z) solution X to the equation (1.1) which is stationary and ergodic and satisfies E X 0 r < ∞.
Uniform assumptions on Θ
Fix some compact subset Θ of R d . For any sequences x, y of (R m ) ∞ , the functions θ → f θ (x) and θ → M θ (x) are assumed to be continuous on Θ.
Assume that f θ (0) Θ < ∞ and M θ (0) Θ < ∞. To settle the assumptions in a short way, let us introduce the generic symbol Ψ for any of the functions f , M or H.
Moreover assume that there exist two integrable sequences α
The last assumption on the derivatives is just needed for the asymptotic normality of the QMLE.
Identifiability and variance conditions
We assume the same identifiability condition as in Jeantheau [7] :
(Var) One of the families (∂f
/∂θ i ) 1≤i≤d is a.e. linearly independent, where:
The condition (Var) is needed for ensuring finiteness of the asymptotic variance in the result on asymptotic normality.
Proposition 2 Let be k v (u)the bessel function of third kind. For all real x,y there exist A,B constants which satisfies :
proof : (i) We have :
+ 1) g ′′ (u) = 0 ⇒ u = ± −2t(v + 1) * a simple study of g ′ shows that it is bounded and so g is lipchetzian which implies that |g(y) − g(x)| ≤ c|y − x|
or : 
then the QMLE θ n defined in (1.5) is SC; that is, θ n → θ 0 a.s.
Lemma 1
Assume that θ 0 ∈ Θ(r) for r ≥ 2 and X is the stationary solution of (1) . Let Θ be a compact set of R d :
and there exists C > 0 not depandig on t such that
f or all t ∈ N * ;
Moreover, under any of the two last conditions and with (D(Θ)), H t θ is an invertible matrix and ( H
t θ ) −1 Θ ≤ H −1/m .
Proof of Lemma1. See Lemma1 of Bardet and Weitenberger ([1]).
Proof of Theorem1. The proof of the theorem is divided into two parts. In (i), a uniform (in θ) law of large numbers on ( q t ) t∈N * [defined in (1.3)] is established. In (ii), it is proved that L(θ) := E(q 0 (θ)) has a unique maximum in θ 0 . Those two conditions lead to the consistency of θ n . (i) Using Proposition 1, with q t = G(X t , X t−1 , ...), one deduces that (q t ) t∈Z [defined in (3) ] is a stationary ergodic sequence. From Straumann and Mikosch [8] , we know that, if (v t ) t∈Z is a stationary ergodic sequence of random elements with values in C(Θ, R m ), then the uniform (in θ ∈ Θ) law of large numbers is implied byE||v 0 || Θ ≤ ∞.As a consequence, X = (q t , t ∈ Z) satisfies a uniform (inθ ∈ Θ) strong law of large numbers as soon as E[sup θ |q t (θ)|] ≺ ∞. But, from the inequality log(x) ≤ x, for all x ∈]0, ∞[ and Lemma 1, for all t ∈ Z, Lemma 1) . As a consequence, the right-hand side of (1.8) has a finite first moment .Therefore to proof that q t have a finite first order moment, we have to proof that E sup θ∈Θ log K v 2(
By the result of Proposition 2 we have sup θ∈Θ |k v (u)| < Au
whence :
and, therefore,
The uniform strong law of large numbers for (q t (θ)) follows; hence,
Now, one shows that
Indeed, for all θ ∈ Θ and t ∈ N * , Let put
on the one hand we have, (
on the other hand, for invertible matrix A ∈ M m (R) , and H ∈ M m (R),
Following the same approach for A found :
Let ε > 0, and denote A m,n := {|S m − S n | > ε} for m > n. Notice that A = n∈N m > nA m , n. For n ∈ N * , the sequence of sets (A m,n ) m > n is obviously increasing, and, if A n = m > nA m,n , then lim m→∞ P (A m,n ) = P (A n ). Observe that (A n ) n∈N is a decreasing sequence of sets and, thus,
