We present a highly optimized method for the elimination of linear variables from a boolean combination of polynomial equations and inequalities. In contrast to the basic method described earlier, the practical applicability of the present method goes far beyond academic examples. The optimization is achieved by various strategies to prune super uous branches in the elimination tree constructed by the method.
Introduction
Quanti er elimination in real algebra is a fascinating problem that stimulated methods from logic, algebra, real algebraic geometry, analysis, complexity theory and other tools from computer science in an e ort to obtain`e cient' solutions (see (Renegar 1992 , Collins & Hong 1991 and the references given there). Up to quite recently the problems that could be solved by quanti er elimination software were exclusively academic, designed to test the strength and weaknesses of certain algorithms and implementations in comparison to others. Meanwhile some researchers (see e.g. , Liska & Steinberg 1994 , Dorato et al. 1995 ) have pointed out that some highly nontrivial problems in various branches of applied mathematics can be phrased as quanti er elimination problems, that are at the verge of automatic solvability for today's elimination methods.
The present paper deals with a very restricted quanti er elimination problem, viz. the elimination of a block of (existentially quanti ed) variables from a boolean combination this problem as the linear elimination problem. Occasionally we will also consider the elimination of variables with quadratic occurences by the algorithm in (Weispfenning 1996b) .
We consider two types of applications:
1 Simulation of networks of components with piecewise linear (or piecewise quadratic) behaviour, 2 Not necessarily convex parametric linear programming.
We present linear elimination algorithms for these problems that have been optimized and extended from earlier versions in (Weispfenning 1988 , Loos & Weispfenning 1993 , Weispfenning 1996a , Burhenne 1990 , Kappert 1995 to an extent that serious nonacademic application problems can be handled by these methods. In fact, since March 1995, reduce implementations of these methods are employed successfully in a commercial software system for the simulation of complex industrial networks. Our parametric linear programming algorithm has shown to be superior to the basic simplex algorithm in the reduce linear algebra package and vastly superior to the Fourier-Motzkin elimination method in the same package. Of course, the present reduce implementation of our lp algorithm, based on list processing and exact rational arithmetic, is not competitive (for convex non-parametric lp-problems) to commercial lp-software (such as cplex) working with oating-point arithmetic in a di erent programming environment. An implementation of our method in such an environment does , however, pose no serious problems, since our essential use of lists is very restricted. Moreover by its design, the method is very well parallelizable; rst attempts in this direction have been encouraging (Neun & Sturm 1995) .
Major goals of a network simulation are:
the computation of admissible ranges for certain variables, the detection of faulty components from a given output behaviour of the network.
This can be achieved by eliminating all but one of the linear variables in a class of networks (in dependence of parameters describing this class of networks), in order to determine the admissible range of certain variables. Deviations of the actual range from the predicted one can then be used to single out a faulty component. For a background in (parametric) linear programming we refer to (Chv atal 1983 , Dantzig 1966 , Eaves & Rothblum 1989 , Jeroslow 1973a , Jeroslow 1973b , Schrijver 1986 ). The (not necessarily convex) parametric linear programming problems we consider are given by the minimization of a piecewise linear real function q with respect to an and-or combination ' of linear equations and weak linear inequalities, both possibly depending on real parameters. In principle, such a problem can be reduced to a family of convex parametric linear lp-problems by expanding ' into a dnf. The number of these lpproblems may, however, be exponential in the number of given constraints. Our method avoids such an expansion and deals with ' directly. Moreover, it provides -besides the mere elimination of linear variables -also a nite system of candidates for values of the variables representing the coordinates of a minimum point of q w.r.t. '. Some benchmark examples from the netlib library of lp problems show the signi cance of our method even for convex linear programming problems.
Technically the optimization of the present methods over those in (Loos & Weispfenning 1993) and (Weispfenning 1996a ) is achieved by nding smaller elimination sets that result in much smaller elimination trees. A further pruning of branches in the elimination tree is achieved by extensive simpli cation of the intermediate and nal results using (Dolzmann & Sturm 1995) .
Concerning competing elimination methods, we remark that the classical FourierMotzkin linear elimination techniques (compare ( Cernikov 1961 , Chandru 1993 , Dines 1919 , (Eaves & Rothblum 1992 , Eaves & Rothblum 1994 , Fourier 1826 , Imbert 1993 , Motzkin 1936 , Williams 1986 ) are not even competitive to the basic elimination algorithms in (Loos & Weispfenning 1993 ). So in current practice they are useless for linear elimination of say more than 6 variables due to the doubly exponential growth of the boolean systems involved (see (Weispfenning 1996a) ). This concerns even purely conjunctive systems of constraints, let alone and-or combinations that have to be expanded into a dnf with potential exponential growth.
The all-purpose quanti er elimination package qepcad of (Collins & Hong 1991 ) also fails in the larger industrial examples considered here due to lack of storage caused by the large number of variables and parameters that induce a large number of cells to be investigated.
Linear elimination problems
We begin by describing a formal framework for linear elimination problems.
We consider linear constraints of the form t(x; u) = 0 or t(x; u) 0 or t(x; u) > 0, where t(x 1 ; : : : ; x n ; u 1 ; : : : ; u m ) is of the form a 0 (u)+a 1 (u)x 1 +: : :+a n (u)x n and a i (u 1 ; : : : ; u m ) are real functions of u 1 ; : : : ; u m given by a nite symbolic representation.
We refer to these constraints as linear equations, weak linear inequalities and strict linear inequalities, respectively, and to u 1 ; : : : ; u m as the parameters of t, to x 1 ; : : : ; x n as the variables of t, and to t(x; u) as a linear term (w.r.t. x).
We call a linear term t(x; u) parameter-free, if the coe cients a 0 ; : : : a n of t w.r.t. the variables x are rational constants, and we call t(x; u) weakly parametric, if the coe cient of each x i in t is a rational constant (so the parameters enter t only additively in the`absolute term a 0 ). So geometrically speaking, the condition that a term is weakly parametric means that its graph is determined up to a translation only.
We say the constraint t(x; u) = 0 or t(x; u) 0 or t(x; u) > 0 is in normal-form with respect to some variable x = x r (1 r n), if it is written as x = ; ( x ; x > ); where = a r (u);
= (x 1 ; : : : ; x r?1 ; x r+1 ; : : : ; x n ; u) = ?(
Note that for weakly parametric t(x; u), 2 R. In a similar way the constraint can be put into normal-form w.r.t. an additive parameter. The central objects of our study are nite and-or combinations of such constraints. We allow arbitrarily deep nesting of ands and ors in such a combination. We refer to such a combination of constraints as boolean system ' of parametric linear constraints.
For xed real values of the parameters u, such a system describes a set in R n whose closure is a nite union of polyhedrons.
Our goal is to describe a method of practical value to eliminate some or all of the linear variables x from such a system. Here the variables to be eliminated are regarded as existentially quanti ed variables in the sense of logic. In other words we want to determine a nite boolean system of polynomial inequalities in the parameters u that is necessary and su cient for the non-emptyness of the associated set . We refer to this problem as the linear elimination problem and to an algorithm solving the problem as a linear elimination algorithm. Sometimes (e.g. for optimization problems) a little more is required: If the conditions on u for the non-emptyness of the associated set are satis ed (for certain real values of these parameters), we want to get some explicit point in . We refer to this problem as the extended linear elimination problem.
The extended linear elimination problem can be solved by an elimination method of a special type:
Let '(x; u) be a boolean system of (weakly) parametric linear constraints, let x 1 be one of variables x and let x 0 be the remaining variables. Suppose we have (for all real values of x 0 and u) an equivalence Then the explicit occurrence of 1 and of in the right hand side of the equivalence above can be eliminated as described in detail in (Loos & Weispfenning 1993) . The resulting expression is again a boolean system of (weakly) parametric constraints in the variables x 0 and the parameters u. So the elimination of the single variable x 1 can be iterated to yield an elimination of all variables in x. Moreover for xed real values of the parameters u for which the resulting elimination formula (u) is true, the special type of elimination by the test terms t i enables us to nd a point in the associated set by back-substitution from the test terms used in the elimination (compare (Weispfenning 1996a ) and the end of section 3 below).
We refer to such an elimination procedure as a linear elimination algorithm by test terms.
3. Modeling network and linear programming problems Next we show, how the (static) behaviour of certain networks can be modeled by a boolean system of parametric linear constraints.
Suppose we are given some nite network of interconnected components that transform certain variables (e.g. electrical potentials, currents, hydraulical pressure, ow of uid etc.) in a piecewise linear way, depending on some parameters of these components or of the network as a whole (e.g. electrical resistance, viscosity of a uid, etc.). Then we can model such a network as follows: We consider a nite directed graph G with two di erent kinds of nodes: component nodes (corresponding to the given components) and connecting nodes (corresponding to connections between di erent components or to input or output nodes of the network). With every edge of the graph and with every connecting node of the graph we associate a nite (possibly empty) sequence of variables. With every component node of the graph we associate a nite (possibly empty) sequence of parameters. Our assumption is now that the state of the network (at a given point in time) is governed by certain laws (associated with certain subgraphs of G) that can be expressed as boolean systems of parametric linear constraints on the variables associated with the edges and the connecting nodes of G and the parameters associated with the component nodes. Then the state of the whole network will be described by the conjunction of these boolean systems. We illustrate this model by two simple examples: An electric network of wires and resistors and a hydraulic network of pipes and valves, governed by Kircho 's laws and by Bernoulli's laws, respectively.
In the rst case the edges of the graph represent wires, the connecting nodes represent internal wire connections or outside connections of the network, and the component nodes represent resistors. With every directed edge we associate the current through this edge (with appropriate sign), and with every connecting node we associate the electrical potential in this node (relative to some xed outside potential). Then Kirchho 's laws read as follows:
Any two edges coming out of a resistor have the same current (with appropriate sign). The sum of all currents (with appropriate sign) on edges coming out of a xed connecting node is zero. For every linear subgraph consisting of two connecting nodes each connected by an edge to the same resistor, we have that the current through these edges times the resistance of the resistor equals the di erence of the potentials at the two connecting nodes.
So if we regard the resistances as parameters and the currents along edges and the potentials in connecting nodes as variables, then the conjunction of these laws forms a boolean system of weakly parametric linear constraints. Using linear elimination we can solve in this way e.g. the following problem: Given ranges ( nite unions of intervals) for certain potentials and currents, determine the admissible range of some other potential U or current I from the Kirchho laws in dependence of the resistances. It su ces to regard all resistances and the potential U (the current I, respectively) as parameters and to eliminate all remaining variables (compare example 1 below).
In the second case the edges of the graph represent pipes, the connecting nodes represent internal connections between pipes or outside pipe connections of the network, and the component nodes represent valves. With every directed edge we associate the (ideal) ow of a uid through this edge (with appropriate sign), and with every connecting node we associate the static pressure in this node (relative to some xed outside pressure).
Then the laws governing the network (Bernoulli's laws) are analogous to Kirchho 's laws except for the last law:
Any two pipes coming out of a valve have the same ow (with appropriate sign). The sum of all ows (with appropriate sign) through pipes coming out of a xed connecting node is zero. For every linear subgraph consisting of two connecting nodes N 1 ; N 2 each connected by a pipe to the same valve V , we have that the ow F through these pipes is given by the formula F sign(p 2 ? p 1 ) = r jp 2 ? p 1 j R ; where p i is the pressure at node N i , and R is the "resistance" of valve V (depending on the state of the valve and the density and viscosity of the uid). After elimination the square root and the sign-function this reads:
So if we regard the resistances and certain pressures and ows as parameters and the remaining pressures and ows along the pipes as variables, then the conjunction of these laws forms a boolean system of weakly parametric constraints that are linear in the pressures and quadratic in the ows. Using linear elimination we can eliminate the pressure variables. For the elimination of the ow variables we need an extended elimination algorithm such as the quadratic elimination in (Weispfenning 1996b) . If the latter elimination succeeds, we can solve e.g. the following problem: Given ranges ( nite unions of intervals) for certain pressures and ows, determine the admissible range of some other ow F from the Bernoulli laws in dependence of the resistances (compare example 2 below).
Next we model (not necessarily convex) parametric linear programming as an extended linear elimination problem: Such a problem is given by a boolean system ' of parametric linear constraints consisting only of equations and weak inequalities and a linear term q as objective function, both w.r.t. x as variables and u as parameters. The problem is to determine (in dependence of the parameters u), whether q has a minimum w.r.t. the boolean system ' of constraints, and if yes to nd the coordinates of a minimum point of q w.r.t. '.
Of course this problem can in principle always be reduced to several convex parametric linear programming problems by expanding ' into disjunctive normal form W k i=1 ' i and by solving all minimization problems given by the conjunctions ' i of constraints and the objective function q. Since the number k of these problems may, however, be exponential in the number of constraints occuring in the original problem, we want to avoid this approach in favour of a direct solution. Fortunately, the elimination methods described in (Weispfenning 1996a) can be extended directly from conjunctive systems to arbitrary boolean systems.
The rst observation (compare (Weispfenning 1996a) , section 1) is that the given minimization problem reduces to an extended linear elimination problem as follows: Introduce a new parameter z and consider the boolean system = '^(z ? q 0). Suppose we have eliminated all linear variables x. Call the resulting boolean system in z and u 0 ; then for xed real values of the parameters u, 0 determines a nite union M of closed intervals for the parameter z. If M is empty, ' is unsolvable; if M is unbounded from below, q has no minimum w.r.t. '; if m 2 R is the lowest endpoint of M, then m is the minimum value of q w.r.t. ' . Suppose in addition that we have some linear elimination algorithm by test terms for ; then the coordinates of a minimum point for q can be obtained by back-substitution from the test terms used during the elimination (compare (Weispfenning 1996a) for details in the case of a conjunction '). Notice that the solution of this minimization does not require the full knowledge of the set M but only the information about min(M). This remark has an important consequence for the e cient solution of the problem, see section 6 below.
We remark in addition that this approach can be extended in an obvious way to the case, where the objective function is only piecewise linear in the variables x, where the domain of each linear piece is de ned by a system of parametric linear constraints:
Instead of the single inequality z ? q 0 one adds to the given boolean system ' of constraints another system of parametric constraints linear in x and z. This covers all objective functions obtained from linear terms t(x; u) by nested applications of the operators min, max, addition and scalar multiplication with rational constants. The case of a quadratic objective function can be handled similarly by the elimination procedure in (Weispfenning 1996b ) (compare (Weispfenning 1996a) for the case of a conjunctive system of constraints).
Extended linear elimination for weakly parametric boolean systems
In this section we consider boolean systems '(x; u) of weakly parametric linear constraints; so the parameters u occur only in the "absolute terms" of the constraints regarded as conditions on x. The algorithm for linear elimination by test terms presented below may be regarded as a highly re ned version of the algorithms in (Loos & Weispfenning 1993 ) that serve the same purpose. Measured crudely, both the basic version and the present version have worst case time and space complexity exponential in the length of the input system ', di ering only in multiplicative constants. A more detailed analysis reveals greater di erences, e.g. that the present algorithm works in polynomial space for parameter-free input, due to a change from a breadth-rst to a depth-rst search through the elimination tree. The greatest saving is, however, achieved by decreasing the number of test terms in each elimination step by geometrical and logical considerations, and by early detection of super uous branches of the elimination tree due to an e cient simpli cation of the intermediate boolean systems (see (Dolzmann & Sturm 1995) ).
These re nements make all the di erence in serious industrial applications by reducing space and time drastically (as shown by the examples below). Without them these applications would be impossible or useless due to the size of the output.
We will make frequent use of the substitution of a (weakly) parametric linear term s(x; u) for a linear variable x i in a (weakly) parametric linear term t(x; u) or a (weakly) parametric linear constraint (x; u); note that the result of such a substitution is again a (weakly) parametric linear term or a (weakly) parametric constraint, respectively. More generally we allow the substitution of 1 for x i in a (weakly) parametric constraint (x; u) and the substitution of expressions of the form s(x; u) + for x i into (x; u) or more generally into a boolean system '(x; u) of such constraints. These substitutions can be de ned in such a way that the result is again a (weakly) parametric boolean system of linear constraints with the intended semantical meaning (see (Loos & Weispfenning 1993) for details). In the following it is tacitly understood that the result of these substitutions is always considered as a (weakly) parametric boolean system of linear constraints.
Concerning the use of in nitesimals we will have the occasion to use the following principle proved in (Loos & Weispfenning 1993 ) (compare also (Eaves & Rothblum 1992) ). It will allow us to pass freely from "non-standard" solutions of a boolean system of parametric linear constraints to "standard" real solutions.
Linear Tarski Principle Let '(x; u) be a boolean system of parametric linear constraints and let K L be two ordered elds. Fix values of the parameters u in K. Then if '(x; u) has a solution (for the variables x) in L, then '(x; u) has a solution (for the variables x) also in K.
The rough idea of the optimized elimination of a variable x 1 from a boolean system '(x; u) of weakly parametric linear constraints is as follows: Let R be a proper ordered extension eld of R. For xed real values of the parameters u, let M be the set of values of x in V = R n for which '(x; u) holds in R . M is a nite -\-combination of linear half-spaces in V . If M is non-empty then M contains a point on one of the hyperplanes bounding such a half-space or in nitesimally close to such a hyperplane. We want to eliminate x 1 by the linear equation`t(x; u) = 0' associated with such a hyperplane or the`weakened equation'`t(x; u) equals some in nitesimal ' describing the strip of in nitesimal width around this hyperplane, depending on type of inequality for the halfspace. Suppose we know in advance (by a suitable case distinction) that certain of the constraints in ' are passive, i.e. the corresponding hyperplane contains no point in M or in nitesimally close to M, respectively; then this equation or weakened equation need not be considered for the elimination of x 1 . Among the remaining candidate (weakened) equations we may moreover restrict ourselves to those constituting lower bounds or upper bounds, respectively, for the variable x 1 , and select the smaller set of candidates.
In order to formulate the concept of a passive constraint we introduce the following modi ed negation of a (weakly) parametric linear constraint (x; u) of the form t 0, where is one of the relation "=", " ", ">". In all 3 cases, the expression is de ned as t + 6 = 0. In the lemma below the in this expression will refer to an in nitesimal (including 0) in some ordered extension eld of the reals. The assertion that holds for all in nitesimals , strengthens the negation :(t = 0) of the equation t = 0 associated with ; hence the name`modi ed negation'. The modi ed negation of a constraint will be used below to assert that is passive in the given boolean system '.
After these preparations we can now state the main technical lemma underlying the optimized elimination algorithm:
Lemma 4.1. Let '(x; u) be a boolean system of weakly parametric linear constraints, let x 1 be the rst variable of x and denote the remaining variables by x 0 . Assume that all the constraints of ' containing the variable x 1 have been put into normal form x = (x 0 ; u), The lemma suggests the following straightforward algorithm feas1 for the elimination of one variable x 1 from a weakly parametric feasibility problem.
Algorithm feas1
Input: A boolean system '(x 1 ; x 0 ; u) of weakly parametric linear constraints and a list pas of constraints occuring in ' (the passive list).
Output: A list of triplets f (' k ; pas k ; t k ) j k = 0 or j k m g such that (i) Each ' k (x 0 ; u) is a boolean system of weakly parametric linear constraints w.r.t. x 0 (ii) Each pas k is a list of constraints occuring in ' k .
(iii) t 0 = 1 and for each j k m t k (x 0 ; u) is a weakly parametric linear term w.r.t.x 0 or such a term .
The operation of the algorithm feas1 can be described informally as follows:
1 Put each constraint in '(x 1 ; x 0 ; u) into normal form x = (x 0 ; u), ( x (x 0 ; u);
x > (x 0 ; u)) w.r.t. x 1 .
2 Let f i j 1 i m 1 g (f i j m 1 < i m ?1 g) be a (possibly empty) list of all these constraints, where the inequality constraints have positive (negative) .
3 Order these lists in such a way that exactly the rst j 1 ?1 ( Then by construction the lemma holds for the input and output of feas1. We may view the action of the algorithm feas1 as producing from an input node nitely many successors (the triplets in the output list). The application of feas1 may then be repeated w.r.t. to the next variable x 2 on the respective rst two entries of each triplet. Iteration of this procedure produces a nite tree of depth at most n. In order to economize our space requirements, we want to transverse this tree in a depth-rst manner. For this purpose it is convenient to describe the iteration as working on a stack, i.e. a list that is processed in a last-in-rst-out manner. (I am indebted to A. Dolzmann and T. Sturm for suggesting to me this concise description.)
The resulting algorithm feas can be described as follows.
Algorithm feas Input: A boolean system '(x; u) of weakly parametric linear constraints. Output: A list of pairs f (' i ; t i ) j i 2 I g such that (i) Each ' i (u) is a boolean system of equations and inequalities in the parameters.
(ii) Each t i is an n-tuple t i = (t i;n (u); t i;n?1 (u; x n ); : : : ; t i;1 (u; x 2 ; : : : ; x n )), where each t i;j is a weakly parametric linear term or such a term or 1.
The operation of the algorithm feas can be described informally as follows:
In a rst step feas applies feas1 (w.r. It is now easy to verify from the lemma that indeed the input system ' has a real solution x i the disjunction over the rst entries of all triplet in the output of feas holds for the parameters u.
If this is the case for some xed real values of the parameters, then sample points in the set determined by ' can be obtained from the output by selecting a pair (' 0 ; t 0 ) whose rst component ' 0 evaluates to`true' and by performing successive back-substitutions of the variables using the equations x k = t k . (Here care has to be taken to substitute appropriate real values for 1 and for .)
If one wants to get explicit sample points depending on the parameters one has to use the less e cient rst elimination method in (Loos & Weispfenning 1993 ). In the parameter-free case, this method can be applied after a successful n-tuple of test terms has been determined by the present method; the advantage is now that the choice of test terms of the form t 1 ( instead of 1) and of the form (s + t)=2 instead of s + or t ? can be guided by the already determined test points. Thus this second elimination procedure uses only sets of test point of size linear in the number of constraints, whereas in the original procedure these sets were quadratic in the number of constraints.
Remarks. 1. In a practical implementation the algorithm feas is modi ed as follows: Besides the boolean system '(x; u) we admit as input a theory given by a conjunction of polynomial inequalities in the parameters u. Before each application of feas1, the boolean systems in the input of feas1 are simpli ed using the formula simpli er in (Dolzmann & Sturm 1995) that takes into account information that it deduces from the theory . This helps signi cantly to reduce the size of these systems and in particular to detect inconsistent systems. Triplets with inconsistent rst entry are dropped from the working list. Next the algorithm searches for a variable x that may be eliminated using Gauss elimination. This is the case, if the variable x occurs in the rst entry of a triplet in a conjunctive equation with a coe cient that is either a non-zero constant or can be inferred as non-zero from the given theory . If the search is successful, Gauss elimination of x is performed; otherwise the next variable x r to be eliminated in a given triplet is determined by some heuristic criteria e.g. size of the elimination output (compare (Weispfenning 1996a) ).
2. Concerning upper bound for the worst-case complexity of the algorithm feas the arguments in (Weispfenning 1996a ) apply almost unchanged. In particular the number of nodes of the elimination tree is at most ( s 2 +1) n s if the input has s many constraints. The bit-size of the (parametric) coe cients grows only polynomially during the elimination due to the cancellation of systematic factors in the resulting fractions discovered by (Bareiss 1968) for Gauss elimination. If the input is parameter-free, then the algorithm feas can be stopped after the output of the rst triplet with rst entry`true'. As a result this modi ed algorithm requires only polynomial space.
Extended Elimination in the fully parametric Case
In this section we generalize the extended linear elimination of the previous section 3 to boolean systems of linear constraints, where all coe cients may involve the parameters u. The main di erence is that in contrast to the weakly parametric case, we are no longer able to distinguish cases in feas1 according to the signs of coe cients of the variable to be eliminated. As a consequence, the set of test terms that are substituted for the variable x 1 to be eliminated has to be enlarged in such a way as to include all candidates for lower bounds for the variable x 1 or all candidates for upper bounds for the variable x 1 . Candidates for lower bounds are obtained from all equations involving x 1 and from all inequalities, where the coe cient of x 1 is a positive constant or a term in the parameters u that is not automatically derived as non-positive from a given input theory . Candidates for upper bounds are obtained similarly.
Another point is the fact that in contrast to the test terms used previously, the parameters u will now occur in the denominators. So we have to take care to handle these denominators in a correct way not depending on the actual values that may be substituted for the parameters u. This can be achieved, e.g., by the convention that c=0 =: 0, provided the elimination of inverses in the nal output is handled with care (compare (Loos & Weispfenning 1993) ).
Hence we need only to describe the necessary changes in lemma 4.1 and the corresponding algorithm feas1 for the fully parametric case:
The change occurs in the de nition of the lists f i j 1 i m 1 g (f i j m 1 < i m ?1 g). The rst list now contains all constraints i x 1 i i with i one of the relations "=", " ", ">" and i a positive real constant or an expression involving at least one parameter. The second list contains all constraints i x 1 i i with i one of the relations "=", " ", ">" and i a negative real constant or an expression involving at least one parameter.
These lists together with ?1 (with 1) are all possible candidates for lower (upper) bounds for the variable x 1 .
A corresponding change is made in the description of the algorithm feas1. The description of feas remains unchanged except that the call to feas1 refers now to the modi ed algorithm feas1.
The worst{case upper complexity bound for the number of nodes in feas has to be changed from ( s 2 + 1) n s to (s + 1) n s.
A Special Elimination Strategy for Linear Programming
At the end of section 3 we have shown how to model a (not necessarily convex) weakly parametric linear programming problem as a linear elimination problem by introducing a new parameter z. We have also remarked that for the solution of this problem we need to determine only the greatest lower bound for the parameter z in dependence of the remaining parameters u. This fact allows us to determine a di erent set of test terms in Lemma 4.1 and algorithm feas1 that is su cient for the present purpose. This set may sometimes be smaller than the original set of test terms. So in each elimination step we may form both sets, compare their size and choose the smaller one to perform the elimination of one variable. This strategy has proved to be signi cantly more e cient than the one described in section 4 in a number of larger examples (see below).
In the following we are going to describe this alternative set of test terms and prove its correctness.
We consider boolean systems of weakly parametric equations t(x; z; u) = 0 and weak inequalities t(x; z; u) 0 that are linear w.r.t. x and z. Call a constraint of one of these forms essential, if the coe cient of z in t is positive.
Then we have the following counterpart to lemma 4.1:
Lemma 6.1. Let '(x; z; u) be a boolean system of weakly parametric linear constraints as described above. Let f i j 1 i rg) be the list of all essential constraints in ', and assume this list is non-empty. Denote the equation resulting from i by replacing the given relation by an equality by i . Fix real values of u and put Z = inffz 2 R j '(x; z; u) has a real solution xg 2 R f?1g:
Then the following assertions hold:
(i) Z = ?1 i '(x; ?1; u) has a solution x in R.
(ii) Suppose Z 2 R. De ne for 1 i r, ' i (x; z; u) as the boolean system '(x; z; u)^ i ; and put Z i = inffz 2 R j ' i (x; z; u) has a real solution xg 2 R: Then Z = minfZ i j 1 i rg.
This manner of elimination of one variable may be cheaper than that described in feas1 and can be used as an alternative in this case. Moreover it may be combined with the use of`passive lists' in a similar manner as in lemma 4.1. Notice also that the proof of lemma 6.1 does not depend on the fact that the constraints considered are linear in the variables x. So the elimination method of corollary 6.2 can applied similarly to (not necessarily convex) weakly parametric programming problems with linear constraints and a quadratic objective function (compare (Weispfenning 1996a , Weispfenning 1996b ).
Examples
We consider two kinds of examples: First (parametric) boolean systems modelling certain networks, and second some benchmark (non-parametric) convex linear programming problems.
All examples are computed by the reduce{implementation of the algorithms described above due to A. Dolzmann and T. Sturm (Dolzmann & Sturm 1996) , based on an earlier, less e cient, implementation of K.-D. Burhenne, M. Kappert and T. Sturm ((Burhenne 1990 , Kappert 1995 , Sturm 1993 ). All cpu-timings are taken on a sun Example 1 models a simple electric network of resistors (see the diagram below). It has 4 connecting nodes numbered 0 to 3 that form a square. The nodes are connected via wires and resistors along the sides of the square and along the diagonal from node 1 to 2. There are connecting wires from nodes 0 and 3 to the outside. u n denotes the electric potential in node n, i mn and r mn denote the current and the resistance along the wire connecting node m to node n. i 0 = i 3 denote the currents in the wires leading outside. again denotes our hypothesis on the parametric resistances. The result of the quanti er elimination with respect to the theory has 27713 atomic subformulas and was computed in about 42 + 6 minutes. The method uses the linear elimination described above for the elimination of the pressure variables p 1 ; p 2 . The ow variables are eliminated by the quadratic elimination method in (Weispfenning 1996b) . Rather surprisingly the degrees of these ow variables are not raised beyond 2 during the elimination. The large number of atomic subformulas in the output can be attributed to presence of case distinctions in the input and the quadratic occurences of the ow variables.
The next 2 examples are small instances of a commercial model of certain networks arising in automobile industry. Both input systems are weakly parametric. The list at the beginning indicates the (existentially quanti ed) variables to be eliminated.
Example 3 has 20 variables and 6 parameters:
Mo1: {U3,U2,U1,I1,P2,FZ,Q9,Q10,Q8,Q7,P,Q6,Q5,Q4,Q3,Q2,Q1,E0,L1,L} ((q >= 0 and q <= 40) and q1 = q and q2 = q and q3 = q) and (q4 = 0 and q10 = q1) and ((q3 >= 0 and q3 <= 40) and l1 = q3) i1 i1 i1 and (q10 <= ----and q6 = q10 or q10 > ----and q6 = ----) 20 20 20 and (q5 = q4 and l = 1) and ((q7 >= 0 and q7 <= 40) and q7 = q5 + q6 and p = 10*q7 + 805) 10*l1 + td -385 and ((l = 1 and i2 = 0 or l = 0 and i2 = ------------------) 200 -9*td + 20050 and i1 = -----------------) 20 7 7 25*p2 + 20*q8 -87 and (p2 < ---and q9 = 0 or p2 >= ---and q9 = --------------------) 2 2 50 80*i2 + 2*q2 + 293 and p2 = p1 and q8 = --------------------and u3 = u2 and (td = e0 200 2*e0 + 5*p + 2000 and u1 = -------------------and (l = 0 and e0 >= 400
1000
-3*e0 -6*p + 10960 and e0 < 700 and z = -----------------------or l = 0 400 4*e0 -9*p + 10490 and e0 >= 700 and e0 < 990 and z = --------------------600 -3*e0 + 5320 or l = 1 and e0 >= 400 and e0 < 700 and z = ----------------400 2*e0 + 1015 or l = 1 and e0 >= 700 and e0 < 990 and z = -------------300 or l = 1 and e0 = 0 and z = 0)) and u2 = u1 + 8 and ( 380*q7 24 8 n >= --------and (q9 > ----and q9 <= ---9 25 5 1850*q9 + 500*u3 + 150*z -5807 8 and n = ---------------------------------or q9 > ---10 5 44 4805*q9 + 1000*u3 + 500*z -15178 and q9 <= ----and n = - 
and (e0 = n and fz = 0)
The output consisting of 710 constraints requires about 10 pages and is computed in 1.2 seconds. Using the simpli cation algorithms in (Dolzmann & Sturm 1995) , the output can be transformed in a simpli ed dnf consisting only of 164 constraints.
Example 4 has 23 (existentially quanti ed) variables to be eliminated and 4 parameters:
{BRS,BLS,U20,U2,FZ0,FZ,E20,E10,E4,E3,E2,E1,FZ1, TR_2,TR_1,BRS2,FZ2,BLS2,A10,A4,A3,A2,A1} brl1:
(a1 = e1 and kl15 = e2 and a3 = e3 and a4 = e4) and (s = 1 and e1 = 0 or s = 0 and e1 = e2) and ((s = 1 and e4 = e3 or s = 0 and e4 = 0) and fz = 0) and (a2 = e20 and a10 = e10) and ( (brs = bls and fc = 1 or (bls > brs or bls < brs) and fc = 0) and brs2 = brs and bls2 = bls) and (a10 = brs and (a10 >= 0 and a10 <= 40) and (brs >= 0 and brs <= 40)) and ( a2 = bls and (a2 >= 0 and a2 <= 40) and (bls >= 0 and bls <= 40)) and (a1 = e10 and (a1 >= 0 and a1 <= 40) and (e10 >= 0 and e10 <=40)) and (a4 = e20 and (a4 >= 0 and a4 <= 40) and (e20 >= 0 and e20 <= 40)) and (a4 = u2 and (a4 >= 0 and a4 <= 40) and (u2 >= 0 and u2 <= 40)) and ((kl15 >= 0 and kl15 <= 15) and u20 = kl15 and fz0 = 0) and (u20 = a3 and (u20 >= 0 and u20 <= 40) and (a3 >= 0 and a3 <= 40) and fz1 = 0) and (l = u2 and fz2 = 0)
The output consists of 60 constraints and is obtained in 2:9 seconds. Using the simpli cation algorithms in (Dolzmann & Sturm 1995) , this output can be transformed in 0:3 seconds into the following simpli ed dnf consisting only of 18 constraints: Melenk, zib Berlin). The number of columns in the following table corresponds to the number of variables of the problem, the sum of the number of rows and columns represents the number of linear constraints of the problem (since each variable is tacitly assumed to be non-negative). Times are in seconds; T0 refers to the basic simplex algorithm in the reduce linear algebra package, T1 to the optimization algorithm of (Weispfenning 1996a ) (using the device of`passive lists' as in lemma 4.1), and T2 refers to the improved algorithm described in section 5. 
PROBLEM SUMMARY

Conclusions
We have shown that the optimized extended linear elimination algorithms presented here are capable of handling serious problems arising from industrial applications. Comparisons with earlier versions have shown that detailed work on the reduction of the size of intermediate results and the nal output was essential for these applications. This concerns both an e cient formula simpli cation and the selection of a`small' but semantically correct set of test terms for the elimination. The basic problem here is a good balance between the overhead for possible optimization strategies and their success rate for speci c types of application examples. More experimental testing is needed to discover further heuristic strategies that will speed up the performance by being tailored speci cally for a given application.
In the classical area of non-parametric convex linear programming our algorithm is at present non competitive to the highly developed commercial LP solvers working with oating point arithmetic. For parametric and/or non-convex linear optimization problems it may, however, o er a valuable alternative to other methods. Typical problems of this kind are e.g. scheduling problems that can be modeled as optimization problems with a non-conjunctive boolean system of linear constraints and a piecewise linear objective function.
Our present restriction to input formulas that are linear (or at most quadratic) in the variables to be eliminated is not as serious as it may appear at rst glance. In fact an extension of the method to higher degrees has been sketched in (Weispfenning 1996b ) and has been carried out explicitly for the cubic case in (Weispfenning 1994 ). An implementation of this extension in reduce is planned. Our approach to quanti er elimination for linear or quadratic problems can also be combined with the arbitrary degree quanti er elimination method in the qepcad-package, by rst eliminating low degree variables by our method and then eliminating the remaining higher degree variables by qepcad. Such a combination has shown to be successful in some geometrical examples.
