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Bab ini akan membahas mengenai metodologi penelitian pada penelitian ini 
serta Vector Autoregressive, Bayesian Vector Autoregressive (BVAR) serta 
distribusi-distribusi priornya pada penelitian skripsi ini, yaitu prior Litterman-
Minnesota dan prior Normal-Flat.  
 
3.1  Metodologi Penelitian  
Pada penelitian ini dilakukan pemilihan metode peramalan yang sesuai serta 
dibutuhkan dalam meramalkan data makroekonomi khususnya nilai tukar mata 
uang. Salah satu metode peramalan yang umum digunakan pada peramalan data 
makroekonomi adalah Vector Autoregressive (VAR). Namun, Vector 
Autoregressive (VAR) mempunyai kelemahan satu diantaranya yaitu overfitting 
problem (Ruja, 2004). Oleh karena itu, untuk mengatasi kelemahan VAR ini, 
Litterman mengembangkan model Bayesian Vector Autoregressive (BVAR). 
Model Bayesian Vector Autoregressive (BVAR) ini merupakan model VAR dengan 
proses estimasi parameter-parameternya menggunakan metode estimasi Bayesian.  
Adapun, langkah-langkah dalam metodologi penelitian pada skripSi ini 
adalah sebagai berikut:  
1. Studi Literatur tentang konsep dasar peramalan dengan model Bayesian Vector 
Autoregressive (BVAR).  
2. Pengambilan data yang merupakan date sekunder nilai tukar rupee, rupiah, dan 
yuan terhadap dolar Amerika Serikat harian periode 1 September 2018 hingga                   
28 Februari 2019 yang diperoleh dari www.exchangerates.org.uk. 
3. Estimasi Bayesian untuk memperoleh model yang akaN digunakan dalam 
proses peramalan yang terdiri dari beberapa tahap sebagai berikut :  
a. Menentukan distribusi matriks 𝑌, sebagai variable endogen. Selain itu juga 
menentukan  distribusi elemen matriks 𝑌 serta penentuan estimator apa yang 
akan diestimasi dari bentuk umum model Vector Autoregressive (VAR).  
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b. Menentukan fungsi likelihood untuk matriks 𝑌.  
c. Menentukan estimator yang memaksimalkan fungsi likelihood.  
d. Menentukan estimator Bayesian dari dua prior yang berbeda yaitu Prior 
Litterman-Minnesota dan Prior Normal-Flat. Selanjutnya membentuk 
distribusi posterior yang merupakan perkalian distribusi prior dan fungsi 
likelihood. Dalam hal ini akan membentuk distribusi posterior masing-
masing untuk Prior Litterman-Minnesota dan Prior Normal-Flat.  
e. Penentuan fungsi kerugian yang dibutuhkan dalam proses integrasi untuk 
estimasi parameter.  
f. Pembentukan model VAR, serta memperoleh Impulse Response Function 
dan Forcast Error Variance Decomposition.  
4. Peramalan untuk Mendapatkan hasil peramalan, yang kemudian hasil 
peramalan tersebuta akan dianalisis keakuratannya melalui nilai Mean Absolute 
Percentage Error (MAPE).  
 
3.2  Vector Autoregressive (VAR)  
Vector Autoregressive (VAR) adalah bentuk multivariat dari model 
autoregressive, dan meupakan salah satu alat standar dalam penelitian tentang 
makroekomi dan keuangan. Model VAR pertama kali diPERkenalkan pada 
ekonomi empiris oleh (Sims, 1980) yang menunjukkan bahwa model VAR 
menyajikan kerangka kerja (framework) yang fleksibel untuk analisis runtun waktu 
ekonomi. Semua variable pada VAR adalah variable endogen, dengan kata lain 
tidak ada variabel independent dalam model (Chen & Leung, 2003) 
Terdapat asumsi yang harus dipenuhi pada model VAR. Asumsi yang harus 
dipenuhi pada model VAR adalah data haruslah stationer,yang dimaksud dengan 
data stasioner yaitu berarti bahwa tidak terdapat perubahan yang signifikan pada 
data, fluktuasi data berada di sekitar suatu nilai rata-rata yang konstan, tidak 
tergantung waktu dan varians dari fluktuasi tersebut (Makridakis, Wheelwright, & 
Hyndman, 1997). 
Menurut (Gujarati, 2004) kelebihan dari model Vector Autoregressive 
adalah sebagai berikut:  
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1. Metode sederhana; tidak perlu khawatir tentang menentukan variabEle 
mana yang endogen dan mana yang eksogen karena semua variabEle dalam 
VAR bersifat endogen.  
2. Estimasi sederhana; metode OLS biasa pun dapat diterapkan dalam setiap 
persamaan secara terpisah.  
3. Hasil peramalaNh yang diperoleh dalam banyak kasus lebih baik dari pada 
yang diperoleh dari model-model persamaan simultan lain yang lebih 
kompleks.  
 
Namun, dalam model VAR biasanya, jumlah koefisien yang akan 
diperkirakan lebih besar dibandingkan dengan jumlah pengamatan pada variabel. 
Akibatnya, koefisien yang diperkirakan menjelaskan tidak hanya fitur paling 
penting dari data historis, tetapi juga fitur lain dari data historis, fitur seringkali 
hanya mencerminkan hubungan tidak disengaja atau acak yang tidak meningkatkan 
ramalan. Ini dikenal sebagai overfitting problem (Ruja, 2004). 
Bentuk umum model VAR dari variabel 𝑦𝑡 didefinisikan sebagai berikut (Ni 
& Sun, 2005): 
𝑦𝑡 = 𝑐 + ∑ 𝑦′𝑡−𝑖𝐴𝑖
𝐿
𝑖=1 + 𝜀′𝑡    (3.1) 
dimana 𝑡 = 1,… , 𝑇 menyatakan satu waktu tertentu, dan 𝐿 menyatakan panjang lag 
berupa bilangan bulat positif diketahui, 𝑐 adalah matriks konstanta  1 × 𝑝  yang 
tidak diketahui, 𝐴𝑖 adalah matriks parameter 𝑝 × 𝑝 yang tidak diketahui, dan 𝜀′𝑡 
adalah matriks galat (error) 1 × 𝑝, dan p menyatakan banyak pengamatan. 
Jenis distribusi dari 𝜀′𝑡 pada persamaan (3.1) menentukan jenis distribusi 
dari 𝑦𝑡. Asumsi standar pada literatur makroekonomi menyatakan bahwa galat 
(error) berdistribusi normal yang dapat ditulis 𝑁(0, Σ). Karena galat berdistribusi 
normal, dan 𝑦𝑡merupakan kombinasi linear dari matriks galat 𝜀′𝑡 maka 𝑦𝑡 juga 
berdistribusi normal. (Agrippino & Ricco, 2018).  
Misalkan  𝑥′𝑡 = ( 1, 𝑦
′
𝑡−1
, … , 𝑦′
𝑡−𝐿
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maka persamaan (3.1) dapat dinyatakan dalam bentuk sebagai berikut : 
𝑌 = 𝑋Φ +  𝜀     (3.2) 
dimana 𝑥′𝑡 adalah vektor 1 × (1 + 𝐿𝑝) serta 𝑌 dan  𝜀 adalah matriks 𝑇 × 𝑝. X 
adalah matriks observasi 𝑇 × (1 + 𝐿𝑝) dan Φ matriks dari parameter yang tidak 
diketahui (1 + 𝐿𝑝) × 𝑝.   
 
3.2.1 Distribusi 𝒀 pada Model VAR  
Pada subbab ini akan membahas mengenai penentuan jenis distribusi dari 
Y. Matriks galat 𝜺 pada persamaan (3.2) merupakan matriks berdistribusi normal 
multivariat, sedangkan matriks 𝑿 tidak memiliki distribusi tertentu. Berdasarkan 
persamaan (3.2) diketahui bahwa 𝒀 merupakan kombinasi linear dari 𝜺. Menurut 
(Agrippino & Ricco, 2018) jenis distribusi dari 𝜀′𝑡 pada persamaan (3.1) 
menentukan jenis distribusi dari 𝑦𝑡. Dengan demikian dapat dikatakan bahwa Y 
memiliki distribusi yang sama dengan 𝜺, yaitu distribusi normal multivariat. 
Berdasarkan informasi tersebut, mean dan kovarian untuk 𝒀 dapat ditentukan 
sebagai berikut : 
 PENENTUAN MEAN DARI Y 
𝐸(𝑌) = 𝐸(𝑋Φ +  𝜀) 
= 𝐸(𝑋Φ) + 𝐸(𝜀) 
  = 𝑋Φ + 0 
 = 𝑋Φ    (3.3) 
 PENENTUAN VARIAN-KOVARIAN DARI Y 
𝐶𝑜𝑣(𝑌) = 𝐶𝑜𝑣(𝑋Φ + 𝜀) 
 = 𝐶𝑜𝑣(𝑋Φ) + 𝐶𝑜𝑣(𝜀)    
  = 𝐶𝑜𝑣(𝜀) 
 =  Σ    (3.4) 
Berdasarkan uraian di atas, dapat ditunjukan bahwa Y berdistribusi normal 
multivariate dengan mean 𝑋Φ dan matriks Σ, dapat dinotasikan 𝒀~𝑵𝒑(𝑿𝚽,𝚺).   
Seperti yang telah ditunjukan pada paparan sebelumnya bahwa 
𝒀~𝑵𝒑(𝑿𝚽,𝚺). Hal selanjutnya yang menjadi perhatian yaitu bagaimana dengan 
distribusi dari setiap elemen 𝒀. Yang akan dilakukan selanjutnya adalah 
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menentukan distribusi dari elemen matriks 𝒀, dengan mengambil pengamatan 
pertama sebagai contoh. 
 
 Apabila diambil pengamatan pertama,(𝑖 = 1) maka diperoleh :  











𝑐 𝑐 𝑐 ⋯ 𝑐
𝐴11 𝐴12 𝐴13 ⋯ 𝐴1𝑝
𝐴21 𝐴22 𝐴23 ⋯ 𝐴2𝑝
⋯ ⋯ ⋯ ⋱ ⋮
𝐴𝐿1 𝐴𝐿2 𝐴𝐿3 ⋯ 𝐴𝐿𝑝)
 
 
+ (𝜀11, 𝜀12, 𝜀13, … , 𝜀1𝑝)     
(3.5) 

























𝑐 𝐴11 𝐴12 ⋯ 𝐴1𝐿
𝑐 𝐴21 𝐴22 ⋯ 𝐴2𝐿
𝑐 𝐴31 𝐴32 ⋯ 𝐴3𝐿
⋮ ⋮ ⋮ ⋱ ⋮














           
(3.6) 
Hal yang akan dilakukan selanjutnya yaitu menghitung nilai ekspektasi 
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⋮ ⋮ ⋮ ⋱ ⋮
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=  𝜀1 
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Maka, persamaan (3.8) dapat ditulis sebagai :  
𝐸(𝑌1) = 𝐸(Φ
′𝑋1 + 𝜀1) 
= 𝐸(Φ′𝑋1) + 𝐸(𝜀1)       (3.8) 
 
Karena Φ′𝑋1 merupakan konstanta, maka nilai (Φ
′𝑋1) =  Φ′𝑋1 . Kemudian, 
berdasarkan pembahasan 3.2 diketahui bahwa 𝜺  berdistibusi normal multivariate 
dengan 𝐸(𝜺) = 0 , artinya nilai 𝐸(𝜀1) = 0 sehingga :  
 
𝐸(𝑌1) =  Φ′𝑋1     (3.9)  
 
Nilai ekspektasi pada persamaan (3.9) yang diperoleh dari pemaparan 
sebelumnya berlaku untuk setiap pengamatan. Dan dengan demikian, nilai 
ekspektasi dari elemen lain 𝒀 dapat ditulis sebagai :  
 
𝐸(𝑌𝑖) =  Φ
′𝑋𝑖   , 𝑖 = 1,2,… , 𝑇    (3.10) 
 
Setelah diperoleh nilai ekspektasi dari elemen matriks Y yang tersaji pada 
persamaan (3.10), akan ditunjukan varian-kovarian untuk elemen matriks Y. Varian 
kovarian dari matriks Y, seperti yang diketahui dari persamaan 3.4 adalah Σ. Oleh 
karena itu, vector 𝒀𝑖 yang mewakili elemen matriks Y pada pengamatan ke-i. juga 
memiliki matriks varian Σ.  
 Berdasarkan persamaan (3.10) diketahui nilai ekspektasi 𝒀𝒊 adalah Φ
′𝑋𝑖. 
Sedangkan varian dari 𝒀𝒊 adalah Σ. Kesimpulannya,  𝒀𝒊 berdistribusi normal 
multivariate dengan mean Φ′𝑋𝑖 dan varian Σ, dan dapat dinotasikan dengan 
𝑌𝑖~𝑁(Φ
′𝑋𝑖 , Σ).  
 
3.2.3 Fungsi Likelihood Dari Distribusi Matriks Y 
Subbab ini mengulas mengenai fungsi likelihood dari distribusi 𝒀. 
Berdasarkan paparan sebelumnya, telah diketahui bahwa distribusi 𝒀 serta 
distribusi dari elemen 𝒀 adalah distribusi normal multivariat.  
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Akan diasumsikan 𝑌𝑖 mewakili sampel acak yang diambil dari suatu 
populasi 𝒀 dengan 𝑖 = 1,2, … , 𝑇. 𝑌𝑖 merupakan vektor  𝒀 pada pengamatan ke-i 
berukuran 1 × 𝑝, bersifat independen, serta berdistribusi 𝑁𝑝(Φ
′𝑋𝑖 , Σ). Fungsi 
kepadatan peluang bersama dari seluruh pengamatan dapat ditulis (Johnson & 
Wichern, 2007) :  
{
𝐾𝑒𝑝𝑎𝑑𝑎𝑡𝑎𝑛 𝐵𝑒𝑟𝑠𝑎𝑚𝑎 𝑑𝑎𝑟𝑖  









 (𝑌𝑖 − Φ




exp[−∑ (𝑌𝑖 − Φ
′𝑋𝑖)
′ Σ−1𝑇𝑖=1  
(𝑌𝑖 − Φ
′𝑋𝑖)/2]                                     (3.11) 
 
Persamaan (3.11)  merupakan fungsi likelihood untuk matriks 𝒀.  
Selanjutnya, persamaan (3.11) dapat dinyatakan dalam bentuk yang lebih 
sederhana. Bentuk eksponen pada persamaan (3.9) dapat disederhanakan dengan 
menulisnya dalam bentuk matriks trace. Berdasarkan teorema (2.1) bentuk 
eksponen persamaan (3.11) dapat dinyatakan sebagai berikut:   
 














𝑖=1   




𝑖=1 ′)]     
(3.12)  




𝑖=1 ′ pada persamaan (3.10) dapat ditulis dalam 
bentuk matriks dengan :  
 
(𝑌 − 𝑋Φ) = (𝑌1 − Φ
′𝑋1, 𝑌2 − Φ
′𝑋2, … , 𝑌𝑇 − Φ
′𝑋𝑇)   (3.13) 
 
Sehingga persamaan (3.10) dapat dinyatakan dalam bentuk:  
 




𝑖=1 ′)] =  𝑡𝑟[Σ
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Misalkan 𝑁 = (𝑋′𝑋)−1𝑋′𝑌 dan selanjutnya bentuk (𝑌𝑖 − Φ
′𝑋𝑖) pada 
∑ (𝑌𝑖 − Φ
′𝑋𝑖)
𝑇
𝑖=1 (𝑌𝑖 − Φ
′𝑋𝑖)′ dinyatakan sebagai berikut:  
 
(𝑌 − 𝑋Φ)′(𝑌 − 𝑋Φ) =  (𝑌 − 𝑋𝑁 + 𝑋𝑁 − 𝑋Φ)′(𝑌 − 𝑋𝑁 + 𝑋𝑁 − 𝑋Φ) 
= [(𝑌 − 𝑋𝑁) + (𝑋𝑁 − 𝑋Φ)]′[(𝑌 − 𝑋𝑁) + (𝑋𝑁 − 𝑋Φ)] 
= (𝑌 − 𝑋𝑁)′(𝑌 − 𝑋𝑁) + [(𝑋𝑁 − 𝑋Φ)′(𝑋𝑁 − 𝑋Φ)] 
= (𝑌 − 𝑋𝑁)′(𝑌 − 𝑋𝑁) + [(𝑋′(𝑁 − Φ)′)(𝑋(𝑁 − Φ))] 
= (𝑌 − 𝑋𝑁)′(𝑌 − 𝑋𝑁) + [(𝑁 − Φ)′𝑋′𝑋(𝑁 − Φ)]           
(3.15) 
 
Berdasarkan persamaan (3.15) maka fungsi kepadatan peluang bersama 
sampel acak berdistribusi normal multivariat dapat ditulis sebagai berikut:  
 
{
𝐾𝑒𝑝𝑎𝑑𝑎𝑡𝑎𝑛 𝐵𝑒𝑟𝑠𝑎𝑚𝑎 𝑑𝑎𝑟𝑖 






2⁄  × exp{−𝑡𝑟[Σ−1 [(𝑌 − 𝑋𝑁)′  
(𝑌 − 𝑋𝑁) + [(𝑁 − Φ)′𝑋′𝑋(𝑁 − Φ)]/2}  
(3.16) 
 
Kemudian, eksponen pada persamaan (3.11) dapat ditulis sebagai berikut :  
 






 𝑡𝑟[Σ−1 (𝑌 − 𝑋𝑁)′Σ−1 (𝑌 − 𝑋𝑁)] − 
1
2
  𝑡𝑟 [Σ−1 (𝑁 − Φ)′𝑋′𝑋 (𝑁 − Φ)]     
(3.17) 
 
Subtitusikan persamaan trace ke  (3.11) akan diperoleh fungsi likelihood 
yang Dinyatakan sebagai berikut :  












  𝑡𝑟[ 
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    Σ−1(𝑁 − Φ)′𝑋′𝑋(𝑁 − Φ)]]     (3.18) 




 {𝑡𝑟[Σ−1 (𝑌 − 𝑋𝑁)′Σ−1 (𝑌 − 𝑋𝑁)] +   𝑡𝑟 [Σ−1 (𝑁 − Φ)′𝑋′𝑋 (𝑁 −
Φ)]}]        
(3.19) 
 
3.3  Estimator yang Memaksimumkan Fungsi Likelihood  
3.3.1  Estimator 𝚽 yang Memaksimumkan Fungsi Likelihood  
Pada subbab sebelumnya telah diperoleh estimator dari model VAR.  
Setelah mendapatkan estimator dari model VAR. Hal yang akan dilakukan 
selanjutnya adalah menentukan, estimator dari parameter 𝚽 dengan cara 
memaksimalkan fungsi likelihood Seperti telah diuraikan sebelumnya bahwa, 
fungsi likelihood untuk matriks 𝒀 adalah sebagai berikut:  
 










⁄ ]          (3.20) 
 
Seperti pada uraian sebelumnya, bentuk persamaan                                                




𝑖=1 ′ akan ditulis dalam bentuk matriks dengan                               
(𝑌 − 𝑋Φ) = (𝑌1 − Φ
′𝑋1, 𝑌2 − Φ
′𝑋2, … , 𝑌𝑇 − Φ
′𝑋𝑇) dan bentuk eksponennya 
ditulis dengan menggunakan fungsi trace, sehingga diperoleh bentuk fungsi 
likelihood sebagai berikut:  
 






 𝑡𝑟 [Σ−1(𝑌 − 𝑋Φ)′(𝑌 − 𝑋Φ)]}           (3.21) 
 
Estimator parameter 𝚽 dapat ditentukan dengan cara, memaksimumkan 
fungsi likelihood. Oleh karena, fungsi likelihood yang diperoleh merupakan fungsi 
eksponensial, maka untuk memaksimalkan nilai dari fungsi likelihood tersebut 
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Selanjutnya, akan didapatkan nilai minimum untuk eksponen pada fungsi 
likelihood. Karena yang akan dicari adalah estimator  , maka berdasarkan 
persamaan eksponen di persamaan (3.19) , yang akan diperhatikan adalah suku 
kedua yang memuat parameter 𝚽 saja. Berikut adalah suku kedua yang memuat Φ 
pada eksponen fungsi likelihood:  
 
𝑡𝑟[Σ−1(𝑁 − Φ)′𝑋′𝑋(𝑁 − Φ)]                                                                (3.22) 
 
Persamaan 3.22 dapat dikonstruksi sebagai berikut:  
 
𝑡𝑟[𝑋(𝑁 − Φ)Σ−1(𝑁 − Φ)′𝑋′]                                                                (3.23)  
 
Misalkan A = Σ
1
2⁄ (𝑁 − Φ)′𝑋′ , bentuk  𝑋(𝑁 − Φ)Σ−1(𝑁 − Φ)′𝑋′ pada 
persamaan 3.23   dapat ditulis sebagai 𝐴′𝐴. Berdasarkan teorema 2. 𝐴′𝐴 adalah 
matriks non negative sehingga nilai eigennya tidak bernilai negatif. 
 
Berdasarkan teorema 2.1 ,  𝑡𝑟[𝑋(𝑁 − Φ)Σ−1(𝑁 − Φ)′𝑋′] sama dengan nilai eigen 
dari 𝑋(𝑁 − Φ)Σ−1(𝑁 − Φ)′𝑋′. Karena nilai eigen dari bentuk 𝑋(𝑁 − Φ)Σ−1(𝑁 −
Φ)′𝑋′ tidak bernilai negative, maka berdasarkan teorema :   
 
𝑡𝑟[𝑋(𝑁 − Φ)Σ−1(𝑁 − Φ)′𝑋′]  ≥ 0 
 
Artinya, nilai minimum akan didapatkan apabila :  
𝑡𝑟[𝑋(𝑁 − Φ)Σ−1(𝑁 − Φ)′𝑋′] = 0   (3.24) 
Untuk membuat hasil dari trace matriks pada persamaan (3.24) sama dengan 
nol, haruslah Φ = 𝑁. Sehingga didapatkan estimator Φ̂ sebagai  estimator Φ yang 
memaksimumkan fungsi likelihood dengan  
Φ̂ = 𝑁 = (𝑋′𝑋)𝑋′𝑌     (3.25) 
 
3.3.2  Nilai 𝚺 yang Memaksimumkan Fungsi Likelihood   
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Setelah pada subbab sebelumnya didapatkan Φ̂ sebagai  estimator Φ yang 
memaksimumkan fungsi likelihood, pada subbab ini akan didapatkan estimator Σ 
yang memaksimumkan fungsi likelihood. Pada prosses memperoleh estimator  Σ 
akan digunakan teorema (2.2).  
Fungsi likelihood pada persamaan (3.21) akan dimaksimalkan terhadap Σ. 
Pertama-tama akan dimisalkan 𝑏 =
𝑇
2







 𝑡𝑟[Σ−1((𝑌 − 𝑋Φ)′(𝑌 − 𝑋Φ))]}}
≤
1










         (3.26) 
Berdasarkan teorema, maka estimator untuk Σ adalah :  
 






 (𝑌 − 𝑋𝑁)′(𝑌 − 𝑋𝑁) 
 
Karena Φ = 𝑁 , maka estimator matriks kovarian Σ adalah :   






 (𝑌 − 𝑋Φ)′(𝑌 − 𝑋Φ) 
 
3.4  Metode  Bayesian Vector Autoregressive (BVAR)  
3.4.1  Distribusi Prior Litterman Minnesota  
Setelah memperoleh estimator-estimator yang memaksimumkan fungsi 
likelihood, pada subbab ini akan dilakukan pembentukan distribusi posterior yang 
merupakan perkalian dari distribusi prior dengan fungsi likelihoodnya. Prior yang 
digunakan pada skripsi ini adalah prior Litterman-Minnesota dan prior Normal-
Flat. Namun, pada sub bab ini yang akan digunakan adalah prior Litterman-
Minnesota.  
Prior yang biasa digunakan pada  literatur Bayesian VAR adalah yang 
diungkapkan oleh (Litterman, 1984), disebut sebagai Minnesota Prior. Litterman 
mengasumsikan bahwa.  
𝑝(Φ) ∝ 𝑁(Φ̅, Σ̅) 
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Dengan Φ̅  dan Σ̅ masing-masing menotasikan mean dan varian-kovarian dari prior. 
Kemudian, matriks varian-kovarian dari residual (Σ) diasumsikan tetap serta 
diagonal.  
Selanjutnya, distribusi posterior dari prior Litterman-Minnesota dapat ditulis 
sebagai berikut:  
𝑃(Φ, Σ|𝑌) ∝ 𝐿(Φ, Σ|𝑌) 𝑝(Φ)         (3.21) 








 [(Φ − Φ̅)′Σ̅−1(Φ − Φ̅) + (𝑌 − 𝑋Φ)′Σ
−1









[Φ′(𝑋′Σ−1𝑋 + Σ̅−1)Φ − 2(𝑋′Σ−1𝑌 − Σ̅−1Φ̅)′Φ]} 
Sehingga, secara sederhana dapat ditulis sebagai:  





Σ−1(Φ′ − Σ̃Φ̃)]}   (3.22) 
Dengan  
Φ̃ = Σ̃(Σ̅−1Φ + Σ−1𝑋′𝑌) 
Σ̃ = (Σ̅−1 − Σ−1𝑋′𝑋)−1 
Dengan kata lain 𝑃(Φ, Σ|𝑌) = 𝑁(Φ̃, Σ̃) 
 
3.4.2  Distribusi Prior Normal-Flat 
Setelah memperoleh distribusi posterior untuk prior Litterman-Minnesota 
pada subbab sebelumnya, pada subbab ini akan dilakukan pembentukan distribusi 
posterior untuk prior Normal-Flat.  
Distribusi prior normal flat, dapat ditulis dengan:  
 
𝑝(Φ, Σ) ∝ |Σ|−(𝑛+1)/2     (3.23) 
 
Kemudian, distribusi posteriornya, dapat ditulis sebagai berikut: 
 
𝑃(Φ|Σ, 𝑌) = 𝑁(Φ̂, Σ(𝑋′𝑋)−1)   (3.24) 
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3.5  Estimator Terbaik  
Subbab sebelumnya dapat diketahui estimator-estimator yang akan di 
estimasi. Pada subbab ini, akan ditunjukan bahwa estimator yang terpilih 
merupakan estimator terbaik. Harus terlebih dahulu ditunjukan bahwa estimator 
yang akan digunakan memenuhi sifat estimator yang baik, atau biasa disebut BLUE 
(Best Unbiased Linear Distribution). Akan dibuktikan bahwa Φ̂ adalah penaksir 
terbaik untuk Φ.  
 
Dengan 𝑋+ = (𝑋′𝑋)−1𝑋′, akan dibuktikan bahwa Φ̂ adalah linear.  
Φ̂ = 𝑋+𝑌 
  = (𝑋′𝑋)−1𝑋′𝑌 
     = (𝑋′𝑋)−1𝑋′(𝑋Φ + 𝜀) 
= (𝑋′𝑋)−1 𝑋′𝑋Φ + (𝑋′𝑋)−1𝑋′𝜀 
= Φ + (𝑋′𝑋)−1𝑋′ 
= Φ + 𝑋+𝜀                       (3.26) 
    
Dari persamaan di atas, diketahui bahwa Φ̂ merupakan fungsi linear dari Φ 
dan 𝜀.Selanjutnya, akan ditunjukan bahwa Φ̂ adalah estimator tak bias. Φ̂ dikatakan 
penaksir tak bias bagi parameter Φ, jika dipenuhi syarat 𝐸(Φ̂) =  Φ. 
 
𝐸(Φ̂) = 𝐸(Φ + 𝑋+𝜀) 
 = 𝐸(Φ) + 𝐸((𝑋′𝑋)−1𝑋′𝜀) 
 = Φ + (𝑋′𝑋)−1𝑋′𝐸(𝜀) 
 = Φ                                                 (3.27) 
 
Kemudian, akan dibuktikan bahwa penaksir Φ̂ dengan varians minimum.  
𝑉𝑎𝑟(Φ̂) = 𝐸[(Φ̂ − Φ)2] 
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2] 𝐸[(Φ0̂ − Φ0)(Φ1̂ − Φ1)] … 𝐸[(Φ0̂ − Φ0)(Φ?̂? − Φ𝑛)]
𝐸[(Φ1̂ − Φ1)(Φ0̂ − Φ0)] 𝐸[(Φ1̂ − Φ1)
2] … 𝐸[(Φ1̂ − Φ1)(Φ?̂? − Φ𝑛)]
⋮ ⋮ ⋱ ⋮












̂ 𝐶𝑜𝑣(Φ0,̂ Φ1)̂ … 𝐶𝑜𝑣(Φ0,̂ Φ𝑛)̂
𝐶𝑜𝑣(Φ1,̂ Φ0)̂ 𝑉𝑎𝑟(Φ1)̂ … 𝐶𝑜𝑣(Φ1,̂ Φ𝑛)̂
⋮ ⋮ ⋱ ⋮






Matriks di atas, adalah matriks varian – kovarian dari parameter yang 
merupakan matriks simetri dengan varians dari estimator pada diagonal matriks dan 
covarians pada elemen lain. Kemudian, perhatikan 𝑉𝑎𝑟(Φ̂) = 𝐸[(Φ̂ − Φ)(Φ̂ −
Φ)
′
] selanjutnya subtitusi (Φ̂ − Φ) dengan 𝑋+𝜀 , sehingga:  
𝑉𝑎𝑟(Φ̂) = 𝐸[(𝑋+𝜀)(𝑋+𝜀)′] 
 = 𝐸[𝑋+𝜀𝜀′(𝑋+)] 
 = 𝑋+ 𝐸(𝜀𝜀′)(𝑋𝑡)′ 








Di dapat:  
 𝑉𝑎𝑟(Φ̂) = 𝜎𝑛
2(𝑋′𝑋)−1     (3.29)   
Penaksir terbaik dari Φ , didapat apabila Φ̂ = 𝑋+𝑌 mempunyai varians 
terkecil antara variansi yang lain. Selanjutnya akan dibuktikan bahwa varians dari 
Φ̂ lebih dari varians Φ lainnya. 
Misalkan Φ̂ adalah estimator lain dari Φ, dengan  Φ̂ = [𝑋+ + 𝐵]𝑌 dengan B adalah 
matriks konstanta berukuran 𝑘 × 𝑛. Sehingga :  
 Φ̂ = [𝑋+ + 𝐵][𝑋Φ + 𝜀] 
 = (𝑋+)(𝑋Φ + ε) + B(XΦ + ε)                     (3.30)  
 
𝐸 (Φ̂) = 𝐸[(𝑋+(𝑋Φ + ε) + B(XΦ + ε)]   
 = 𝐸(𝑋+𝑋Φ + 𝑋+𝜀 + 𝐵𝑋Φ + 𝐵𝜀) 
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 = Φ + 𝐵𝑋Φ                                              (3.31)  
Telah diasumsikan bahwa Φ̂ linear dan tak bias untuk Φ, maka 𝐸(Φ̂ ) 
haruslah sama dengan Φ yang artinya, matriks 𝐵𝑋Φ adalah matriks nol dan 
diperoleh bahwa 𝐵𝑋 = 0. Berikutnya, akan ditentukan varians untuk Φ̂.  
 
𝑉𝑎𝑟 (Φ̂ ) = 𝐸 [(Φ̂ − Φ)(Φ̂ −  Φ)
′
] 
 = 𝐸[𝑋+ + 𝐵]𝑌 − Φ)([𝑋+ + 𝐵]𝑌 − Φ)′ 
 = 𝐸[([𝑋+ + 𝐵](𝑋Φ + 𝜀) − Φ)([𝑋+ + 𝐵](𝑋Φ + 𝜀) − Φ)′] 
 = 𝐸[(𝑋+𝑋Φ + 𝑋+𝜀 + 𝐵𝑋Φ + 𝐵𝜀 − Φ)(𝑋+𝑋Φ + 𝑋+𝜀 + 𝐵𝑋Φ + 𝐵𝜀 −
Φ)′] 
 = 𝐸[(𝑋+𝑋Φ + 𝑋+𝜀 + 𝐵𝜀 − Φ)(𝑋+𝑋Φ + 𝑋+𝜀 + 𝐵𝜀 − Φ)′] 
 = 𝐸[((𝑋′𝑋)−1𝑋′𝑋Φ + (𝑋′𝑋)−1𝑋′𝜀 + 𝐵𝜀 − Φ)((𝑋′𝑋)−1𝑋′𝑋Φ +
(𝑋′𝑋)−1𝑋′𝜀 + 𝐵𝜀 − Φ)′] 
 = 𝐸[(Φ + (𝑋′𝑋)−1𝑋′𝜀 + 𝐵𝜀 − Φ)(Φ + (𝑋′𝑋)−1𝑋′𝜀 + 𝐵𝜀 − Φ)′] 
 = 𝐸[((𝑋′𝑋)−1𝑋′𝜀 + 𝐵𝜀)((𝑋′𝑋)−1𝑋′𝜀 + 𝐵𝜀)′] 
 = 𝐸[((𝑋′𝑋)−1𝑋′ + 𝐵)𝜀𝜀′((𝑋′𝑋)−1𝑋′ + 𝐵)′] 
 = ((𝑋′𝑋)−1𝑋′ + 𝐵)𝐸(𝜀𝜀′)((𝑋′𝑋)−1𝑋′ + 𝐵)′ 
 = ((𝑋′𝑋)−1𝑋′ + 𝐵)𝜎𝑛
2𝐼((𝑋′𝑋)−1𝑋′ + 𝐵)′ 
 = (𝜎𝑛
2((𝑋′𝑋)−1𝑋′ + 𝐵)((𝑋′𝑋)−1𝑋′ + 𝐵)′ 
 = 𝜎𝑛
2((𝑋′𝑋)−1𝑋′𝑋(𝑋′𝑋)−1) + 𝐵𝑋(𝑋′𝑋)−1 + (𝑋′𝑋)−1𝑋′𝐵′ + 𝐵𝐵′) 
 = 𝜎𝑛
2((𝑋′𝑋)−1 + 𝐵𝐵′) 
 
Diperoleh bahwa  
 
𝑉𝑎𝑟(Φ̂̂) = 𝜎𝑛
2((𝑋′𝑋)−1 + 𝐵𝐵′)                                          (3.32)  
 
Varians dari penaksir alternatif Φ̂ lebih besar dari varians penaksir Φ̂, 
sebesar 𝜎𝑛
2𝐵𝐵′.  Terbukti bahwa, 𝑉𝑎𝑟(Φ̂) adalah varians minimum dan Φ̂ adalah 
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3.6  Proses Integrasi  
Setelah memperoleh distribusi posterior, tahap selanjutnya adalah 
memperoleh nilai estimator. Pada skripsi ini, digunakan program aplikasi Eviews 9 
dalam proses pengolahan data. Subbab ini akan menjelaskan mengenai proses 
integrasi dalam memperoleh nilai estimator.  
EViews melakukan integrasi ini dengan menarik undian (draw) Σ dari 
distribusi posteriornya, dan kemudian menggunakan draw Σ untuk menarik draw Φ 
dari distribusi posterior bersyaratnya, dan, dalam hal peramalan, tarik draw dari 
sebuah kesalahan perkiraan. Undian ini kemudian digunakan untuk menghitung 
dorongan atau perkiraan. Proses ini diulang berkali-kali, dan rata-rata keseluruhan 
dari tanggapan atau perkiraan dihitung (Koop & Korobilis, 2010). 
 
3.7  Impulse Response Function  
Selain memperoleh output berupa persamaan, diperoleh juga Impulse 
Response Function yang akan dibahasapada subbab ini, serta Variance 
Decomposition yang akan dibahasa pada subbab selanjutnya. Karena koefisien 
individual pada model VAR yang diestimasi terkadang sulit untuk 
diinterpretasikan, biasanya pengguna VAR seringkali mengestimasi dengan suatu 
cara yang disebut Impulse Response Function (Gujarati,2004). IRF berguna untuk 
melihat interaksi secara kasar antara variabel pada model VAR. IRF 
menggambarkan dalam grafik reaksi variabel terhadap shock aau guncangan yang 
terjadi pada variabel itu sendiri atau variabel lain dalam persamaan pada setiap 
periode. 
 
3.8  Variance Decomposition  
Ketika IRF menelusuri efek dari guncangan terhadap variabel endogen 
pada variabel lain di model VAR, Variance Decomposition menunjukan berapa 
persenkah pengaruh shock atau guncangan dari setiap variabel pada persamaan 
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3.9  Mean Absolute Percentage Error (MAPE)  
Mean Absolute Percentage Error  (MAPE) adalah nilai rata-rata atau nilai 
rata-rata dari kesalahan mutlak dalam bentuk persentase. Kesalahan mutlak 
didefinisikan sebagai selisih antara nilai aktual atau nilai yang sebenarnya dengan 
nilai perkiraan. MAPE mudah dimengerti karena memberikan kesalahan dalam 
hal persentase. Karena kesalahan persentase yang digunakan ada dalam nilai 
mutlak, MAPE menjadi mudah untuk dipahami. Sehingga, MAPE menjadi ukuran 
yang umum digunakan dalam peramalan. Semakin kecil MAPE, semakin baik 








     (3.33) 
Dengan 𝐴 adalah nilai aktual, 𝑃 adalah nilai hasil peramalan, dan 𝑁 adalah 
banyaknya data hasil peramalan.   
 
