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Abstrat
We onsider a variant of self-repelling random walk on the integer lattie Z where
the self-repellene is dened in terms of the loal time on oriented edges. The long-
time asymptoti saling of this walk is surprisingly dierent from the asymptotis of
the similar proess with self-repellene dened in terms of loal time on unoriented
edges, examined in [10℄. We prove limit theorems for the loal time proess and
for the position of the random walker. The main ingredient is a Ray Knight-type
of approah. At the end of the paper, we also present some omputer simulations
whih show the strange saling behaviour of the walk onsidered.
1 Introdution
The true self-avoiding random walk on Z is a nearest neighbour random walk, whih
is loally pushed in the diretion of the negative gradient of its own loal time (i.e.
oupation time measure). For preise formulation and historial bakground, see [1℄, [8℄,
[7℄, [10℄, the survey papers [12℄, [13℄, and/or further referenes ited there. In [10℄, the
edge version of the problem was onsidered, where the walk is pushed by the negative
gradient of the loal time spent on unoriented edges. There, preise asymptoti limit
theorems were proved for the loal time proess and position of the random walker at
late times, under spae saling proportional to the 2/3-rd power of time. For a survey of
these and related results, see [12℄, [13℄, [9℄. Similar results for the site version have been
obtained reently, [14℄. In the present paper, we onsider a similar problem but with
the walk being pushed by the loal dierenes of oupation time measures on oriented
rather than unoriented edges. The behaviour is phenomenologially surprisingly dierent
from the unoriented ase: we prove limit theorems under square-root-of-time (rather than
time-to-the-
2
3
) spae-saling but the limit laws are not the usual diusive ones. Our model
belongs to the wider lass of self-interating random walks whih attrated attention in
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reent times, see e.g. [5℄, [3℄, [2℄, [15℄, [4℄ for a few other examples. In all these ases
long memory of the random walk or diusion is indued by a self-interation mehanism
dened loally in a natural way in terms of the loal time (or oupation time) proess.
The main hallenge is to understand the asymptoti saling limit (at late times) of the
proess.
Let w be a weight funtion whih is non-dereasing and non-onstant:
w : Z→ R+, w(z + 1) ≥ w(z), lim
z→∞
(
w(z)− w(−z)) > 0. (1)
We will onsider a nearest neighbour random walk X(n), n ∈ Z+ := {0, 1, 2, . . .}, on
the integer lattie Z, starting from X(0) = 0, whih is governed by its loal time proess
through the funtion w in the following way. Denote by ℓ±(n, k), (n, k) ∈ Z+ × Z, the
loal time (that is: its oupation time measure) on oriented edges:
ℓ±(n, k) := #{0 ≤ j ≤ n− 1 : X(j) = k, X(j + 1) = k ± 1},
where #{. . . } denotes ardinality of the set. Note that
ℓ+(n, k)− ℓ−(n, k + 1) =

+1 if 0 ≤ k < X(n),
−1 if X(n) ≤ k < 0,
0 otherwise.
(2)
We will also use the notation
ℓ(n, k) := ℓ+(n, k) + ℓ−(n, k + 1) (3)
for the loal time spent on the unoriented edge 〈k, k + 1〉.
Our random walk is governed by the evolution rules
P
(
X(n+ 1) = X(n)± 1 | Fn
)
=
=
w(∓(ℓ+(n,X(n))− ℓ−(n,X(n))))
w(ℓ+(n,X(n))− ℓ−(n,X(n))) + w(ℓ−(n,X(n))− ℓ+(n,X(n))) , (4)
ℓ±(n+ 1, k) = ℓ±(t, x) + 1 {X(n) = k, X(n+ 1) = k ± 1}.
That is: at eah step, the walk prefers to hoose that oriented edge pointing away from
the atually oupied site whih had been less visited in the past. In this way balaning
or smoothing out the roughness of the oupation time measure. We prove limit theorems
for the loal time proess and for the position of the random walker at large times under
diusive saling, that is: essentially for n−1/2ℓ(n, ⌊n1/2x⌋) and n−1/2X(n), but with limit
laws strikingly dierent from usual diusions. See Theorem 1 and 2 for preise statement.
The paper is further organized as follows. In Setion 2, we formulate the main results.
In Setion 3, we prove Theorem 1 about the onvergene in sup-norm and in probability
of the loal time proess stopped at inverse loal times. As a onsequene, we also prove
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onvergene in probability of the inverse loal times to deterministi values. In Setion
4, we onvert the limit theorems for the inverse loal times to loal limit theorems for
the position of the random walker at independent random stopping times of geometri
distribution with large expetation. Finally, in Setion 5, we present some numerial
simulations of the position and loal time proesses with partiular hoies of the weight
funtion w(k) = exp(βk).
2 The main results
As in [10℄, the key to the proof is a Ray Knight-approah. Let
T±j,r := min{n ≥ 0 : ℓ±(n, j) ≥ r}, j ∈ Z, r ∈ Z+
be the so alled inverse loal times and
Λ±j,r(k) := ℓ(T
±
j,r, k) = ℓ
+(T±j,r, k) + ℓ
−(T±j,r, k + 1), j, k ∈ Z, r ∈ Z+ (5)
the loal time sequene (on unoriented edges) of the walk stopped at the inverse loal
times. We denote by λ±j,r and ρ
±
j,r the leftmost, respetively, the rightmost edges visited
by the walk before the stopping time T±j,r:
λ±j,r := inf{k ∈ Z : Λ±j,r(k) > 0},
ρ±j,r := sup{k ∈ Z : Λ±j,r(k) > 0}.
The next proposition states that the random walk is reurrent in the sense that it
visits innitely often every site and edge of Z.
Proposition 1. Let l ∈ Z and m ∈ Z+ be xed. We have
max
{
T±j,r , ρ
±
j,r − λ±j,r , sup
k
Λ±j,r(k)
}
<∞
almost surely.
Atually, we will see it from the proofs of our theorems that the quantities in Proposi-
tion 1 are nite, and muh stronger results are true for them, so we do not give a separate
proof of this statement.
2.1 Limit theorem for the loal time proess
The main result onerning the loal time proess stopped at inverse loal times is the
following:
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Theorem 1. Let x ∈ R and h ∈ R+ be xed. Then
A−1λ±⌊Ax⌋,⌊Ah⌋
P−→ −|x| − 2h, (6)
A−1ρ±⌊Ax⌋,⌊Ah⌋
P−→ |x|+ 2h, (7)
and
sup
y∈R
∣∣∣A−1Λ±⌊Ax⌋,⌊Ah⌋(⌊Ay⌋)− (|x| − |y|+ 2h)+∣∣∣ P−→ 0 (8)
as A→∞.
Note that
T±j,r =
ρ±j,r∑
k=λ±j,r
Λ±j,r(k).
Hene, it follows immediately from Theorem 1 that
Corollary 1. With the notations of Theorem 1,
A−2T±⌊Ax⌋,⌊Ah⌋
P−→ (|x|+ 2h)2 (9)
as A→∞.
Theorem 1 and Corollary 1 will be proved in Setion 3.
Remark: Note that the loal time proess and the inverse loal times onverge in proba-
bility to deterministi objets rather than onverging weakly in distribution to genuinely
random variables. This makes the present ase somewhat similar to the weakly reinfored
random walks studied in [11℄.
2.2 Limit theorem for the position of the walker
Aording to the arguments in [10℄, [12℄, [13℄, from the limit theorems
A−1/νT±
⌊Ax⌋,⌊A(1−ν)/νh⌋
⇒ Tx,h
valid for any (x, h) ∈ R × R+, one an essentially derive the limit theorem for the one-
dimensional marginals of the position proess:
A−νX(⌊At⌋) ⇒ X (t).
Indeed, the summation arguments, given in detail in the papers quoted above, indiate
that
ϕ(t, x) := 2
∂
∂t
∫ ∞
0
P
(Tx,h < t)h
.
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is the good andidate for the the density of the distribution of X (t), with respet to
Lebesgue-measure. The saling relation
A1/νϕ(At,A1/νx) = ϕ(t, x) (10)
learly holds. In some ases (see e.g. [10℄) it is not trivial to hek that x 7→ ϕ(t, x)
is a bona de probability density of total mass 1. (However, a Fatou-argument easily
shows that its total mass is not more than 1.) But in our present ase, this fat drops
out from expliit formulas. Indeed, the weak limits (9) hold, whih, by straightforward
omputation, imply
ϕ(t, x) =
1
2
√
t
1 {|x| ≤
√
t}.
Atually, in order to prove limit theorem for the position of the random walker, some
smoothening in time is needed, whih is realized through the Laplae-transform. Let
ϕˆ(s, x) := s
∫ ∞
0
e−stϕ(t, x)t
.
=
√
sπ(1− F (
√
2s|x|))
where
F (x) :=
1√
2π
∫ x
−∞
e−y
2/2
y
.
is the standard normal distribution funtion.
We prove the following loal limit theorem for the position of the random walker
stopped at an independent geometrially distributed stopping time of large expetation:
Theorem 2. Let s ∈ R+ be xed and θs/A a random variable with geometri distribution
P
(
θs/A = n
)
= (1− e−s/A)e−sn/A (11)
whih is independent of the random walk X(n). Then, for almost all x ∈ R,
A1/2P
(
X(θs/A) = ⌊A1/2x⌋
)→ ϕˆ(s, x)
as A→∞.
From the above loal limit theorem, the integral limit theorem follows immediately:
lim
A→∞
P
(
A−1/2X(θs/A) < x
)
=
∫ x
−∞
ϕˆ(s, y)y
.
.
From (6) and (7), the tightness of the distributions (A−1/2X(⌊At⌋))A≥1 follows easily.
Theorem 2 yields that if the random walk X(·) has any saling limit, then
A−1/2X(⌊At⌋) =⇒ UNI(−
√
t,
√
t) (12)
as A→∞ holds where UNI(−√t,√t) stands for the uniform distribution on the interval
(−√t,√t).
The proof of Theorem 2 is presented in Setion 4.
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3 Proof of Theorem 1
The proof is organized as follows. We introdue independent auxiliary Markov-hains
assoiated to the verties of Z in suh a way that the value of the loal time at the edges
an be expressed with a sum of suh Markov-hains. It turns out that the auxiliary
Markov-hains onverge exponentially fast to their ommon unique stationary distribu-
tion. It allows us to ouple the loal time proess of the self-repelling random walk with
the sum of i.i.d. random variables. The oupling yields that the law of large numbers for
i.i.d. variables an be applied for the behaviour of the loal time, with high probability.
The oupling argument breaks down when the loal time approahes 0. We show in
Subsetion 3.4, how to handle this ase.
Let
Lj,r(k) := ℓ
+(T+j,r, k). (13)
Mind that due to (2), (3) and (5)∣∣Λ+j,r(k)− 2Lj,r(k)∣∣ ≤ 1. (14)
We give the proof of (6), (7) and
sup
y∈R
∣∣∣∣A−1L⌊Ax⌋,⌊Ah⌋(⌊Ay⌋)− ( |x| − |y|2 + h
)
+
∣∣∣∣ P−→ 0
as A→∞, whih, due to (14), implies (8) for Λ+. The ase of Λ− an be done similarly.
Without loss of generality, we an suppose that x ≤ 0.
3.1 Auxiliary Markov-hains
First we dene the Z-valued Markov-hain l 7→ ξ(l) with the following transition proba-
bilities:
P
(
ξ(l + 1) = x+ 1 | ξ(l) = x) = w(−x)
w(x) + w(−x) =: p(x), (15)
P
(
ξ(l + 1) = x− 1 | ξ(l) = x) = w(x)
w(x) + w(−x) =: q(x). (16)
Let τ±(m), m = 0, 1, 2, . . . be the stopping times of onseutive upwards/downwards
steps of ξ:
τ±(0) := 0, τ±(m+ 1) := min {l > τ±(m) : ξ(l) = ξ(l − 1)± 1} .
Then, learly, the proesses
η+(m) := −ξ(τ+(m)), η−(m) := +ξ(τ−(m))
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are themselves Markov-hains on Z. Due to the± symmetry of the proess ξ, the Markov-
hains η+ and η− have the same law. In the present subsetion, we simply denote them
by η negleting the subsripts ±. The transition probabilities of this proess are
P (x, y) := P
(
η(m+ 1) = y | η(m) = x) = { ∏yz=x p(z)q(y + 1) if y ≥ x− 1,
0 if y < x− 1.
(17)
In the following lemma, we ollet the tehnial ingredients of the forthoming proof
of our limit theorems. We identify the stationary measure of the Markov-hain η, state
exponential tightness of the distributions of
(
η(m)
∣∣ η(0) = 0) uniformly in m and expo-
nentially fast onvergene to stationarity.
Lemma 1. (i) The unique stationary measure of the Markov-hain η is
ρ(x) = Z−1
⌊|2x+1|/2⌋∏
z=1
w(−z)
w(z)
with Z := 2
∞∑
x=0
x∏
z=1
w(−z)
w(z)
. (18)
(ii) There exist onstants C <∞, β > 0 suh that for all m ∈ N and y ∈ Z
Pm(0, y) ≤ Ce−β|y|. (19)
(iii) There exist onstants C <∞ and β > 0 suh that for all m ≥ 0∑
y∈Z
|Pm(0, y)− ρ(y)| < Ce−βm. (20)
Remark on notation: We shall use the generi notation
something ≤ Ce−βY
for exponentially strong bounds. The onstants C <∞ and β > 0 will vary at dierent
ourrenes and they may (and will) depend on various xed parameters but of ourse
not on quantities appearing in the expression Y . There will be no ause for onfusion.
Note that for any hoie of the weight funtion w
+∞∑
x=−∞
xρ(x) = −1
2
. (21)
Proof of Lemma 1. The following proof is reminisent of the proof of Lemmas 1 and 2
from [10℄. It is somewhat streamlined and weaker onditions are assumed.
(i) The irreduibility of the Markov-hain η is straightforward. One an easily rewrite
(17), using (18), as
P (x, y) =
{
1
ρ(x)
(
p(x)
∏y+1
z=x+1 q(z)
)
ρ(y) if y ≥ x− 1,
0 if y < x− 1.
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It yields that ρ is indeed stationary distribution for η, beause∑
x∈Z
ρ(x)P (x, y) =
( ∑
x≤y+1
p(x)
y+1∏
z=x+1
q(z)
)
ρ(y) = ρ(y)
where the last equality holds, beause limz→−∞
∏y+1
u=z q(u) = 0.
(ii) The stationarity of ρ implies that
P n(0, y) ≤ ρ(y)
ρ(0)
=
⌊|2y+1|/2⌋∏
z=1
w(−z)
w(z)
≤ Ce−β|y|. (22)
The exponential bound follows from (1). As a onsequene, we get nite expetations in
the forthoming steps of the proofs below.
(iii) Dene the stopping times
θ+ = min{n ≥ 0 : η(n) ≥ 0},
θ0 = min{n ≥ 0 : η(n) = 0}.
From Theorem 6.14 and Example 5.5(a) of [6℄, we an onlude the exponential
onvergene (20), if for some γ > 0
E
(
exp(γθ0) | η(0) = 0
)
<∞ (23)
holds.
The following deomposition is true, beause the Markov-hain η an jump at most
one step to the left.
E
(
exp(γθ0) | η(0) = 0
)
= eγ
∑
y≥0
P (0, y)E
(
exp(γθ0) | η(0) = y
)
+ eγP (0,−1)
∑
y≥0
E
(
exp(γθ+)1 {η(θ+) = y} | η(0) = −1
)
E
(
exp(γθ0) | η(0) = y
)
.
(24)
One an easily hek that, given η(0) = −1, the random variables θ+ and η(θ+) are
independent, and for y ≥ 0
E
(
exp(γθ+)1 {η(θ+) = y} | η(0) = −1
)
=
P (0, y)
1− P (0,−1)E
(
exp(γθ+) | η(0) = −1
)
.
(25)
Combining (24) and (25) gives us
E
(
exp(γθ0) | η(0) = 0
)
= eγ
∑
y≥0
P (0, y)E
(
exp(γθ0) | η(0) = y
)(
1 +
P (0,−1)
1− P (0,−1)E
(
exp(γθ+) | η(0) = −1
))
.
(26)
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So, in order to get the result, we need to prove that for properly hosen γ > 0
E
(
exp(γθ+) | η(0) = −1
)
<∞ (27)
and
E
(
exp(γθ0) | η(0) = y
) ≤ Ceβ2 y for y ∈ Z+ (28)
where β is the onstant in (19).
In order to make the argument shorter, we make the assumption
w(−1) < w(+1),
or, equivalently,
p(1) =
w(−1)
w(+1) + w(−1) <
1
2
<
w(+1)
w(+1) + w(−1) = q(1).
The proof an be easily extended for the weaker assumption (1), but the argument is
somewhat longer.
First, we prove (27). Let x < 0 and x − 1 ≤ y < 0. Then the following stohasti
domination holds: ∑
z≥y
P (x, z) =
y∏
z=x
p(z) ≥ p(−1)y−x+1 = q(1)y−x+1. (29)
Let ζ(r), r = 1, 2, . . . be i.i.d. random variables with geometri law:
P
(
ζ = z
)
= q(1)z+1p(1), z = −1, 0, 1, 2, . . . ,
and
θ˜ := min
{
t ≥ 0 :
t∑
s=1
ζ(s) ≥ 1}.
Note that E
(
ζ
)
> 0. From the stohasti domination (29), it follows that for any t ≥ 0
P
(
θ+ > t | η(0) = −1
) ≤ P (θ˜ > t),
and hene
E
(
exp(γθ+) | η(0) = −1
) ≤ E ( exp(γθ˜)) <∞
for suiently small γ > 0.
Now, we turn to (28). Let now 0 ≤ x − 1 ≤ y. In this ase, the following stohasti
domination is true: ∑
z≥y
P (x, z) =
y∏
z=x
p(z) ≤ p(1)y−x+1. (30)
Let now ζ(r), r = 1, 2, . . . be i.i.d. random variables with geometri law:
P
(
ζ = z
)
= p(1)z+1q(1), z = −1, 0, 1, 2, . . . ,
9
and for y ≥ 0
θ˜y := min
{
t ≥ 0 :
t∑
s=1
ζ(s) ≤ −y}.
Note that now E
(
ζ
)
< 0. From the stohasti domination (30), it follows now that with
y ≥ 0, for any t ≥ 0
P
(
θ0 > t | η(0) = y
) ≤ P (θ˜y > t),
and hene
E
(
exp(γθ) | η(0) = y) ≤ E ( exp(γθ˜y)) ≤ Ceβ2 y,
for suiently small γ > 0.
3.2 The basi onstrution
For j ∈ Z, denote the inverse loal times (times of jumps leaving site j ∈ Z)
γj(l) := min
{
n : ℓ+(n, j) + ℓ−(n, j) ≥ l} , (31)
and
ξj(l) := ℓ
+(γj(l), j)− ℓ−(γj(l), j), (32)
τj,±(0) := 0, τj,±(m+ 1) := min {l > τj,±(m) : ξj(l) = ξj(l − 1)± 1} , (33)
ηj,+(m) := −ξj(τj,+(m)), ηj,−(m) := +ξj(τj,−(m)). (34)
The following proposition is the key to the Ray Knight-approah.
Proposition 1. (i) The proesses l 7→ ξj(l), j ∈ Z, are independent opies of the
Markov-hain l 7→ ξ(l), dened in Subsetion 3.1, starting with initial onditions
ξj(0) = 0.
(ii) As a onsequene: the proesses k 7→ ηj,±(k), j ∈ Z, are independent opies of the
Markov-hain m 7→ η±(m), starting with initial onditions ηj,±(0) = 0.
The statement is intuitively lear. The mathematial ontent of the driving rules (4)
of the random walk X(n) is exatly this: whenever the walk visits a site j ∈ Z, the
probability of jumping to the left or to the right (i.e. to site j − 1 or to site j + 1),
onditionally on the whole past, will depend only on the dierene of the number of
past jumps from j to j − 1, respetively, from j to j + 1, and independent of what had
happened at other sites. The more lengthy formal proof goes through exatly the same
steps as the orresponding statement in [10℄. We omit here the formal proof.
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Fix now j ∈ Z− and r ∈ N. The denitions (13), (31), (32), (33) and (34) imply that
Lj,r(j) = r (35)
Lj,r(k + 1) = Lj,r(k) + 1 + ηk+1,−(Lj,r(k) + 1), j ≤ k < 0, (36)
Lj,r(k + 1) = Lj,r(k) + ηk+1,−(Lj,r(k)), 0 ≤ k <∞, (37)
Lj,r(k − 1) = Lj,r(k) + ηk,+(Lj,r(k)), −∞ < k ≤ j. (38)
Similar formulas are found for j ∈ Z+ and r ∈ N.
Note that if Lj,r(k0) = 0 for some k0 ≥ 0 (respetively, for some k0 ≤ j) then
Lj,r(k) = 0 for all k ≥ k0 (respetively, for all k ≤ k0).
The idea of the further steps of proof an be summarized in terms of the above setup.
With xed x ∈ R− and h ∈ R+, we hoose j = ⌊Ax⌋ and r = ⌊Ah⌋ with the saling
parameter A → ∞ at the end. We know from Lemma 1 that the Markov-hains ηj,±
onverge exponentially fast to their stationary distribution ρ. This allows us to ouple
eiently the inrements L⌊Ax⌋,⌊Ah⌋(k + 1) − L⌊Ax⌋,⌊Ah⌋(k) with properly hosen i.i.d.
random variables as long as the value of L⌊Ax⌋,⌊Ah⌋(k) > A
1/2+ε
and to use the law of
large numbers. This oupling does not apply when the value of L⌊Ax⌋,⌊Ah⌋(k) < A
1/2+ε
.
We prove that one the value of L⌊Ax⌋,⌊Ah⌋(k) drops below this threshold, L⌊Ax⌋,⌊Ah⌋(k)
hits zero (and stiks there) in o(A) time, with high probability. These steps of the proof
are presented in the next two subsetions.
3.3 Coupling
We are in the ontext of the representation (35), (36), (37), (38) with j = ⌊Ax⌋, r = ⌊Ah⌋.
Due to Lemma 1, we an realize jointly the pairs of oupled proesses(
m 7→ (ηk,−(m), η˜k(m))
)
k>j
,
(
m 7→ (ηk,+(m), η˜k(m))
)
k≤j
(39)
with the following properties.
 The pairs of oupled proesses with dierent k-indies are independent.
 The proesses
(
m 7→ ηk,−(m)
)
k>j
and
(
m 7→ ηk,+(m)
)
k≤j
are those of the previous
subsetion. I.e. they are independent opies of the Markov-hain m 7→ η(m) with
initial onditions ηk,±(0) = 0.
 The proesses
(
m 7→ η˜k(m)
)
k∈Z
are independent opies of the stationary proess m 7→
η(m). I.e. these proesses are initialized independently with P
(
η˜k(0) = x
)
= ρ(x) and
run independently of one another.
 The pairs of oupled proesses m 7→ (ηk,±(m), η˜k(m)) are oalesing. This means the
following: we dene the oalesene time
µk := inf{m ≥ 0 : ηk,±(m) = η˜k(m)}. (40)
11
Then, for m ≥ µk, the two proesses stik together: ηk,±(m) = η˜(m). Mind that the
random variables µk, k ∈ Z are i.i.d.
 The tail of the distribution of the oalesene times deays exponentially fast:
P
(
µk > m
)
< Ce−βm. (41)
We dene the proesses k 7→ L˜j,r(k) similarly to the proesses k 7→ Lj,r(k) in (35),
(36), (37), (38), with the η-s replaed by the η˜-s:
L˜j,r(j) = r
L˜j,r(k + 1) = L˜j,r(k) + 1 + η˜k+1,−(L˜j,r(k) + 1), j ≤ k < 0,
L˜j,r(k + 1) = L˜j,r(k) + η˜k+1,−(L˜j,r(k)), 0 ≤ k <∞,
L˜j,r(k − 1) = L˜j,r(k) + η˜k,+(L˜j,r(k)), −∞ < k ≤ j.
Note that the inrements of this proess are independent with distribution
P
(
L˜j,r(k + 1)− L˜j,r(k) = z
)
= ρ(z − 1), j ≤ k < 0,
P
(
L˜j,r(k + 1)− L˜j,r(k) = z
)
= ρ(z), 0 ≤ k <∞,
P
(
L˜j,r(k − 1)− L˜j,r(k) = z
)
= ρ(z), −∞ < k ≤ j.
Hene, from (21), it follows that for any K <∞
sup
|y|≤K
∣∣∣A−1L˜⌊Ax⌋,⌊Ah⌋(⌊Ay⌋)− ((|x| − |y|)/2 + h)∣∣∣ P−→ 0. (42)
Atually, by Doob's inequality, the following large deviation estimate holds: for any
x ∈ R, h ∈ R+ and K <∞ xed
P
(
sup
|k|≤AK
∣∣∣L˜⌊Ax⌋,⌊Ah⌋(k)− ((A|x| − |k|)/2 + Ah)∣∣∣ > A1/2+ε) < Ce−βA2ε . (43)
(The onstants C < ∞ and β > 0 do depend on the xed parameters x, h and K.)
Denote now
κ+j,r := min{k ≥ j : Lj,r(k) 6= L˜j,r(k)},
κ−j,r := max{k ≤ j : Lj,r(k) 6= L˜j,r(k)}.
iThen, for k ≥ j:
P
(
κ+j,r ≤ k + 1
)−P (κ+j,r ≤ k) =
= P
(
κ+j,r = k + 1, L˜j,r(k) ≤ A1/2+ε
)
+P
(
κ+j,r = k + 1, L˜j,r(k) ≥ A1/2+ε
)
≤ P (L˜j,r(k) ≤ A1/2+ε)+P (κ+j,r = k + 1 | κ+j,r > k, Lj,r(k) = L˜j,r(k) ≥ A1/2+ε).
(44)
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Similarly, for k ≤ j:
P
(
κ−j,r ≥ k − 1
)−P (κ−j,r ≥ k) =
= P
(
κ−j,r = k − 1, L˜j,r(k) ≤ A1/2+ε
)
+P
(
κ−j,r = k − 1, L˜j,r(k) ≥ A1/2+ε
)
≤ P (L˜j,r(k) ≤ A1/2+ε)+P (κ−j,r = k − 1 | κ−j,r < k, Lj,r(k) = L˜j,r(k) ≥ A1/2+ε).
(45)
Now, from (43), it follows that for |k| ≤ A(|x|+ 2h)− 4A1/2+ε
P
(
L˜j,r(k) ≤ A1/2+ε
) ≤ Ce−βA2ε. (46)
On the other hand, from (41),
P
(
κ+j,r = k + 1 | κ+j,r > k, Lj,r(k) = L˜j,r(k) ≥ A1/2+ε
) ≤ Ce−βA1/2+ε, (47)
P
(
κ−j,r = k − 1 | κ−j,r < k, Lj,r(k) = L˜j,r(k) ≥ A1/2+ε
) ≤ Ce−βA1/2+ε (48)
with some onstants C < ∞ and β > 0, whih do depend on all xed parameters and
may vary from formula to formula.
Putting together (44), (46), (47), respetively, (45), (46), (48) and noting thatP
(
κ+j,r =
j
)
= 0, we onlude that
P
(
min
{|k| : L⌊Ax⌋,⌊Ah⌋(k) 6= L˜⌊Ax⌋,⌊Ah⌋(k)} ≤ A(|x|+ 2h)− 4A1/2+ε) ≤ CAe−βA2ε ,
(49)
P
(
L⌊Ax⌋,⌊Ah⌋(±⌊A(|x|+ 2h)− 4A1/2+ε⌋) ≥ 3A1/2+ε
) ≤ Ce−βA2ε . (50)
3.4 Hitting of 0
It follows from Lemma 1 that all moments of the distributions P n(0, ·) onverge to the
orresponding moments of ρ. In partiular, for any δ > 0 there exists nδ <∞, suh that∑
x∈Z
P n(0, x)x ≤ − 1
2 + δ
holds if n ≥ nδ.
Consider now the Markov-hains dened by (37) or (38) (the two are idential in law):
L(k + 1) = L(k) + ηk+1(L(k)), L(0) = r ∈ N,
where m 7→ ηk(m), k = 1, 2, 3, . . . are i.i.d. opies of the Markov-hain m 7→ η(m) with
initial onditions ηk(0) = 0. Dene the stopping times
τx := min{k : L(k) ≤ x}, x = 0, 1, 2, . . . .
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Lemma 2. For any δ > 0 there exists Kδ <∞ suh that for any r ∈ N:
E
(
τ0 | L(0) = r
) ≤ (2 + δ)r +Kδ.
Proof. Clearly,
E
(
τ0 | L(0) = r
) ≤ E (τnδ | L(0) = r)+ max
0≤s≤nδ
E
(
τ0 | L(0) = s
)
.
Now, by optional stopping,
E
(
τnδ | L(0) = r
) ≤ (2 + δ)r,
and obviously,
Kδ := max
0≤s≤nδ
E
(
τ0 | L(0) = s
)
<∞.
In partiular, hoosing δ = 1 and applying Markov's inequality, it follows that
P
(
ρ+⌊Ax⌋,⌊Ax⌋ > A(|x|+ 2h) + A1/2+2ε | L⌊Ax⌋,⌊Ah⌋(⌊A(|x|+ 2h)− 4A1/2+ε⌋) ≤ 3A1/2+ε
)
≤ 9A
1/2+ε +K1
5A1/2+2ε
< 2A−ε,
(51)
and similarly,
P
(
λ+⌊Ax⌋,⌊Ax⌋ < −A(|x| + 2h)−A1/2+2ε | L⌊Ax⌋,⌊Ah⌋(−⌊A(|x| + 2h) + 4A1/2+ε⌋) ≤ 3A1/2+ε
)
≤ 9A
1/2+ε +K1
5A1/2+2ε
< 2A−ε.
(52)
Eventually, Theorem 1 follows from (42), (49), (50), (51) and (52).
4 Proof of the theorem for the position of the random
walker
First, we introdue the following notations. For n ∈ N and k ∈ Z, let
P (n, k) := P
(
X(n) = k
)
be the distribution of the position of the random walker. For s ∈ R+,
R(s, k) := (1− e−s)
∞∑
n=0
e−snP (n, k) (53)
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is the distribution of X(θs) where θs has geometri distribution (11) and it is independent
of X(n).
Also (10) tells us that the proper denition of the resaled distribution is
ϕA(t, x) := A
1/2P (⌊At⌋, ⌊A1/2x⌋),
if t ∈ R+ and x ∈ R. Let
ϕˆA(s, x) := A
1/2R(A−1s, ⌊A1/2x⌋), (54)
whih is asymptotially the Laplae-transform of πA as A→∞.
With these denitions, the statement of Theorem 2 is equivalent to
ϕˆA(s, x)→ ϕˆ(s, x),
whih is proved below.
We will need the Laplae-transform
ρˆ(s, x, h) = sE
(
exp (−s Tx,h)
)
= se−s(|x|+2h)
2
,
for whih
ϕˆ(s, x) = 2
∫ ∞
0
ρˆ(s, |x|, h)h
.
holds.
Proof of Theorem 2. Fix x ≥ 0. We an proeed in the ase x ≤ 0 similarly. We start
with the identity
P (n, k) = P
(
Xn = k
)
=
∞∑
m=0
(
P
(
T+k−1,m = n
)
+P
(
T−k+1,m = n
))
, (55)
whih is easy to hek. From the denitions (53) and (54),
ϕˆA(s, x) =
1− e−s/A
s/A
s
∞∑
m=0
1√
A
e−ns/AP (n, ⌊A1/2x⌋)
=
1− e−s/A
s/A
s
∞∑
m=0
1√
A
(
E
(
e
−s/AT+
⌊A1/2x⌋−1,m
)
+ E
(
e
−s/AT−
⌊A1/2x⌋+1,m
))
,
(56)
where we used (55) in the seond equality. Let
ρˆ±A(s, x, h) = sE
(
exp
(− s
A
T±
⌊A1/2x⌋,⌊A1/2h⌋
))
.
Then (56) an be written as
ϕˆA(s, x) =
1− e−s/A
s/A
∫ ∞
0
(
ρˆ+A(s, x− A−1/2, h) + ρˆ−A(s, x+ A−1/2, h)
)
h
.
. (57)
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Figure 1: The loal time proess of the random walk with w(k) = 2k and w(k) = 10k
It follows from (9) that for all s > 0, x ∈ R and h > 0,
ρˆ±A(s, x, h)→ ρˆ(s, x, h)
as A→∞. Applying Fatou's lemma in (57) yields
lim inf
A→∞
ϕˆA(s, x) ≥ 2
∫ ∞
0
ρˆ(s, x, h)h
.
= ϕˆ(s, x).
If we use Fatou's lemma again, we get
1 =
∫ ∞
−∞
ϕˆ(s, x)x
.
≤
∫ ∞
−∞
lim inf
A→∞
ϕˆA(s, x)x
.
≤ lim inf
A→∞
∫ ∞
−∞
ϕˆA(s, x)x
.
= 1,
whih gives for all s ∈ R that
ϕˆ(s, x) = lim inf
A→∞
ϕˆA(s, x) (58)
holds for almost all x ∈ R. Note that (58) is also true for any subsequene Ak → ∞,
whih implies the assertion of Theorem 2.
5 Computer simulations
We have prepared omputer simulations with exponential weight funtions w(k) = 2k
and w(k) = 10k.
Note that the limit objets in our theorems do not depend on the hoie of the weight
funtion w. Therefore, we expet that the behaviour of the loal time and the trajetories
is qualitatively similar, and we will nd only quantitative dierenes.
Figure 1 shows the loal time proess of the random walk after approximately 106
steps. More preisely, we have plotted the value of Λ+100,800 with w(k) = 2
k
and w(k) = 10k
respetively. One an see that the limits are the same in the two ases  aording to
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Figure 2: The trajetories of the random walk with w(k) = 2k and w(k) = 10k
Theorem 1  but the rate of onvergene does depend on the hoie of w. We an
onlude the empirial rule that the faster the weight funtion grows at innity, the
faster the onvergene of the loal time proess is.
The dierene between the trajetories of random walks generated with various weights
is more onspiuous. On Figure 2, the trajetories of the walks with w(k) = 2k and
w(k) = 10k are illustrated, respetively. The number of steps is random, it is about 106.
The data omes from the same sample as that shown on Figure 1.
The rst thing that we an observe on Figure 2 is that the trajetories draw a sharp
upper and lower hull aording to
√
t and −√t, whih agrees with our expetations after
(12). On the other hand, the trajetories osillate very heavily between their extreme
values, espeially in the ase w(k) = 10k, there are almost but not quite straight rossings
from
√
t to −√t and bak. It shows that there is no ontinuous saling limit of the self-
repelling random walk with direted edges.
The shape of the trajetories are slightly dierent in the ases w(k) = 2k and w(k) =
10k. The latter has heavier osillations, beause it orresponds to a higher rate of growth
of the weight funtion. Note that despite this dierene in the osillation, the large sale
behaviour is the same on the two pitures on Figure 2. The reason for this is that if
the random walk explores a new region, e.g. it exeeds its earlier maximum, then the
probability of the reversal does not depend on w, sine the both outgoing edges have
loal time 0. It an be a heuristi argument, why the upper and lower hulls
√
t and −√t
are universal.
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