A modular particle-continuum numerical method is used to simulate the flow over a 70 deg blunted cone planetary probe geometry under various steady-state hypersonic conditions. The conditions studied correspond to low global Knudsen number flow where hypersonic velocities induce a large range of temporal and spatial scales that must be modeled. The modular particle-continuum algorithm loosely couples direct simulation Monte Carlo and NavierStokes methods, which operate in nonequilibrium and continuum regions, respectively. In addition, particle and continuum regions have different mesh densities and are updated using different sized time steps. Modular particlecontinuum simulations are shown to reproduce the heating rates, velocity slip, and thermal nonequilibrium on the probe surface, as well as the flowfield properties predicted by the direct simulation Monte Carlo method with high accuracy. For the first time, such a hybrid particle-continuum method is shown to achieve high accuracy while achieving an order of magnitude decrease in required computational time and memory compared with pure particle simulation. The modular particle-continuum simulations agree well with Navier-Stokes simulations and experimental measurements in the dense forebody flow. In the rarefied wake of the planetary probe, the modular particle-continuum results are in better agreement with experimental measurements than Navier-Stokes simulations. 
H YPERSONIC vehicles entering a planetary atmosphere generate multiscale gas flows as a result of both large variations in mean-free path and short characteristic length scales. A particular scale of interest that captures the degree of collisional-equilibrium within a gas is the Knudsen number Kn, which is defined as the ratio of the mean-free path to a characteristic length scale of interest l c . At most altitudes, is small and there is an enormous number of molecular collisions occurring over most practical length scales (Kn < 0:01). As a result, for the majority of aerospace flows, the gas behaves as a continuous fluid for which the continuum NavierStokes (NS) equations provide an accurate physical model that can be solved efficiently using techniques from computational fluid dynamics (CFD). However, at high altitudes where may approach the characteristic dimension of a vehicle (Kn > 0:1), the continuum assumption breaks down and a particle or kinetic description of the gas is required. The direct simulation Monte Carlo (DSMC) method [1] is currently the most popular method for high-speed nonequilibrium flows. The DSMC method directly simulates a gas flow by tracking a representative number of simulated particles through a computational mesh, which collide with each other as well as with the vehicle surface. A limitation of the DSMC method is that it becomes computationally expensive in the continuum regime due to correspondingly small molecular spatial and temporal scales, which must be resolved to the order of and the mean collision time c , respectively. Generally, the global Knudsen number Kn g , which uses the freestream value of and an overall dimension of the vehicle for l c , provides a good indication of whether the flow is continuum or nonequilibrium. However, difficulty arises for low Knudsen number flows (Kn g 0:001) where hypersonic velocities induce localized regions of nonequilibrium imbedded within a mostly continuum flow. For example, the DSMC method may be required to accurately model the flow inside shock waves, boundary layers, and wake regions, while remaining computationally expensive in the dense forebody flow. For blunt-body flows, to obtain accurate results in the wake region without resorting to a full DSMC simulation, "zonally decoupled" DSMC-NS simulations have been performed [2] [3] [4] . Here, the dense forebody flow is computed separately using a NS solver, and the exit-plane solution is specified as inflow conditions for a decoupled DSMC simulation of the entire wake region. Although accurate and more efficient than a full DSMC simulation, this approach requires a priori knowledge of a suitable particlecontinuum interface and therefore lacks generality. Various researchers have proposed hybrid numerical methods which adaptively reposition the particle-continuum interfaces during a single hybrid simulation and couple particle and continuum regions by transferring information across this interface [5] [6] [7] [8] [9] [10] . Such hybrid-DSMC-CFD algorithms have been under development for over a decade, and they have yet to clearly show their promise of significant speedup over full DSMC simulation. A more detailed overview of these various methods and comparison with the hybrid numerical algorithm used in this article can be found in [11] .
In this article, a modular particle-continuum (MPC) numerical algorithm [11] is used to simulate low global Knudsen number hypersonic flow over a planetary probe geometry. Such a flow involves large variations in both and c , which enables a hybrid particle-continuum method to be far more computationally efficient than full particle simulation. The MPC algorithm has been shown to reproduce full DSMC simulation results with a high degree of accuracy for 1-D normal shock waves [12] , as well as for 2-D flow over a cylinder [13] . The MPC method loosely couples DSMC and NS solution techniques, which operate on different mesh densities with different time steps in nonequilibrium and continuum regions of the flow, respectively. Such an approach enables both spatial and time-scale decoupling, while lending itself to a modular implementation [14] which uses existing, state-of-the-art DSMC and NS codes (unmodified) within the hybrid code. The purpose of this article is to outline how existing DSMC and NS codes can be combined using the MPC algorithm and to demonstrate that such a loosely coupled approach is able to produce highly accurate results using significantly less computational resources than full DSMC simulation. Researchers studying hypersonic flows involving variations in and c comparable to, or greater than, the variations studied in this article can expect similar computational savings by using a modular particle-continuum algorithm. In Sec. II, the setup of a hybrid simulation will be outlined, including the mesh refinement process between particle and continuum regions. The MPC numerical cycle will also be outlined in Sec. II by tracking the hybrid solution at various times during an MPC simulation. Numerical simulation results are presented in Sec. III for three experimental configurations involving hypersonic flow over a planetary probe geometry. MPC results are compared with full NS and full DSMC simulation results, as well as with experimental data. Section IV details the computational efficiency of the MPC method where, for the first time, a hybrid particle-continuum algorithm is shown to reduce the computational time and memory by an order of magnitude compared with full DSMC simulation with a high level of accuracy. Finally, the conclusions drawn from these simulations are presented in Sec. V.
II. Hybrid Simulation Setup

A. Geometry and Flow Conditions
The planetary probe is a 70 deg blunted cone geometry detailed in Fig. 1 [15] . Only the medium-density (case 2) and high-density (case 3) experimental conditions are analyzed in this study. The low-density (Kn g 0:03) SR3 experiment is found to lie entirely in the rarefied (nonequilibrium) regime and is not a candidate for hybrid particlecontinuum simulation. The precise experimental conditions are summarized in Table 1 . A zonally decoupled approach [2] has been used to simulate the same SR3 cases, where the dense forebody flow is computed separately using a NS solver, and the exit-plane solution is specified as inflow conditions for a decoupled DSMC simulation of the entire wake region. It should be noted that, although the experiments supported the model with a sting, the zonally decoupled simulations did not include the sting. To investigate the size of the wake vortex and allow for direct comparison with the zonally decoupled results, the present study does not include the sting for the high-density run (case 3). However, the present study does include the sting for the medium-density run (case 2) to compare with experimental data. Experiments using the same geometry as detailed in Fig. 1 , but with a larger base diameter (D b 15:24 cm) and different flow conditions, were performed in the Large Energy National Shock (LENS) facility operated by the Calspan-University of Buffalo Research Center. The LENS experiment was also conducted with nitrogen, and conditions for this experiment are summarized in Table 1 . Modular particle-continuum simulations of the three experiments listed in Table 1 will be analyzed in this article.
B. Initialization of a Hybrid Simulation
The MPC method begins with a pure NS solution obtained on a quadrilateral mesh designed for the continuum equations. Although research into triangular (or 3-D tetrahedral) meshes for hypersonic flows is ongoing, quadrilateral (or 3-D hexahedral) meshes are currently required to properly resolve the large gradients found in hypersonic shock waves and boundary layers [16, 17] . The NS equations are solved using the LeMANS code [18] . For the results of this article, it is assumed that rotational and translational energy 10 m at a reference temperature of T ref 273 K. The power law exponent ! is set equal to 0.75, m is the mass of an N 2 molecule, and k is the Boltzmann constant. LeMANS solves the NS equations using a finite volume formulation. The inviscid fluxes between the mesh volumes are discretized using a modified form of the Steger-Warming flux vector splitting [19] , which is less dissipative than the original form. The modified form is thus adequate to calculate boundary layers and the scheme switches back to the original form of the StegerWarming method near shock waves. The viscous terms are calculated using the values of properties at the cell centers and at the nodes. The time integration is performed using a point-implicit method. Finally, no-slip conditions are applied to both velocity and temperature on all surfaces for the results of this article. Specific details of the LeMANS numerical method are contained in [18] .
Using this initial NS solution, a measure of continuum breakdown is calculated in each cell. The parameter used by the MPC method is the gradient-length Knudsen number [20] given by
where the maximum is taken over the flow quantities Q of interest: density , temperature T, and velocity magnitude jVj. In addition, because this parameter does not account for thermal nonequilibrium, a condition of near thermal equilibrium is added to the definition of the continuum breakdown parameter, which then becomes
Thus, the final value of the breakdown parameter accounts for compression thermal nonequilibrium (T ROT < T TRA ) but ignores expansion thermal nonequilibrium (T ROT > T TRA ), because the difference in Eq. (3) is then negative. The local mean-free path is calculated in each cell of the continuum solution as
where is the local density and is the local viscosity. This expression for is consistent with the VHS viscosity model shown in Eq. (1) , and all variables have the same values as previously outlined. In addition to its use in determining continuum breakdown, is also a measure of how much refinement is necessary in the DSMC regions. This cell-centered value of is then compared with the length of each cell face to determine the refinement required in each NS cell. For an accurate DSMC simulation, the refined cell size should be less than the local value of . This restriction is most important in the direction of the flow gradient, however, it is less important in the direction normal to this gradient. The mesh refinement procedure used in this article refines the cell size to in the direction of the gradient and relaxes the cell size in the direction normal to the flow gradient to 4. This is accomplished by setting the refinement for each cell face as
Here, l f is the length of the cell face which is compared to a multiple of the mean-free path . The dot product between the face unit normal vectorn f and the unit gradient vector determines the alignment of the cell face with the direction of the gradient. If the cell face is aligned parallel to the flow gradient (which meansn f is normal to the flow gradient), the dot product in Eq. (5) is zero, and the refinement is scaled to F. Whereas, if the cell face is perpendicular to the flow gradient (meaningn f is parallel to the gradient vector), the refinement is relaxed to 4F. Because the refinement is required because of continuum breakdown, for consistency, the gradient in Eq. (5) is calculated using the same flow quantity (, T, or jVj) which resulted in the maximum value of Kn GL in that cell [Eq. (2)]. Finally, the factor F in Eq. (5) allows scaling of the entire mesh by any fraction (or multiple) of the local mean-free path. The entire expression is rounded to the nearest integer to obtain r f . Because opposite faces in a quadrilateral cell must be refined equally, each NS cell will contain two integers (r 1 and r 2 ) specifying the minimum required refinement in orthogonal directions. The current DSMC module also requires that each cell face border only one neighboring cell. As a result, the refinement cannot be set arbitrarily in each cell but must be consistent with neighboring cells. A simple algorithm is employed which ensures all cells are refined consistently while still meeting the minimum required refinement. This restriction may produce more cells than required in certain regions. More advanced mesh refinement procedures would result in fewer computational cells and increased efficiency of the MPC method. All cells in which Kn GL > 0:05 are labeled as DSMC cells. This cutoff value of 0.05 for continuum breakdown has been recommended [20, 21] and previously validated [12, 13] within the hybrid code for similar flow conditions. These DSMC regions are then extended a few cells further into the continuum regions to create an overlap region. As an example, the variation in and the initial DSMC-NS interface are shown for the SR3 case 3 simulation in Fig. 2a . The initial nonequilibrium region captured by the Kn GL parameter includes the rapid expansion around the shoulder of the capsule and a portion of the rarefied wake. It should be noted that, although the interior of the bow shock wave is also a highly nonequilibrium region, previous research [13] has shown that particle simulation of the bow shock interior is not required for accurate prediction of surface properties.
Once all cell types including the overlap regions have been defined using the continuum breakdown parameter [Eq. (3)], the refinement is carried out. For each cell labeled as nonequilibrium, r 1 r 2 refined cells are created and added to the DSMC mesh data structure. This creates a separate mesh refined to the mean-free path to be used by the DSMC module. A portion of the initial mesh refinement, including the overlap region in the vicinity of the capsule shoulder, is shown in Fig. 2b for the SR3 case 3 simulation. To start the hybrid simulation, particles are generated inside all DSMC cells with Chapman-Enskog velocity distributions [22] . The Chapman-Enskog velocity distribution is a first-order perturbed Maxwellian velocity distribution, which is an inherent assumption made by the continuum NS equations [1] . Thus, particles are initially generated to be consistent with the NS solution and are given near-equilibrium velocity distributions within each DSMC cell. During an MPC simulation, particle regions are simulated using MONACO [23] , a general, cell-based implementation of the DSMC method. For the simulations presented in this article, MONACO employs the VHS collision model and the variable rotational energy exchange probability model of Boyd [24] , where the reference temperature for rotational energy exchange is specified as 91.5 K and the maximum rotational collision number as 18.1. Energy transfer to vibrational modes is not considered. In addition, the flow is axisymmetric where regions of the computational domain include the axis of symmetry. Cells far away from the axis have orders-of-magnitude-larger volumes than cells near the axis and, as a result, would require a prohibitive number of particles to model the same density. For this reason, radial cell weighting must be used for DSMC simulation. The effective weight in each cell (defined as the number of real particles represented by each simulated particle) is increased by a factor of 4 for each factor of 4 increase in distance from the axis of symmetry. In addition, up to 16 collision subcells are used as needed inside DSMC cells to ensure that collision cells are less than in dimension. Finally, diffuse reflection and full thermal accommodation is assumed for particles colliding with the probe surface. During DSMC simulation, the solution in nonequilibrium regions transitions from the near-equilibrium solution (consistent with the initial NS solution) toward the correct nonequilibrium solution. As this transition occurs, information is periodically transferred to the continuum NS regions, and DSMC and NS regions are loosely coupled for the remainder of the simulation. In Fig. 2a , the mean-free path is seen to vary by over 2 orders of magnitude from the stagnation point to the wake region. Thus, by modeling the dense forebody region using the NS equations, a large number of cells and DSMC particles are eliminated. Particle-continuum interfaces adapt as the hybrid simulation proceeds. For future reference, the final interface location for the SR3 case 3 simulation is also shown in Fig. 2a .
C. Information Transfer and Coupling Procedure
DSMC and NS regions are loosely coupled using state-based information transfer depicted in Fig. 3 . The overlap region allows the solution in DSMC regions to differ from the continuum NS solution. Information is then transferred to continuum regions by averaging over particle information [25] and updating the macroscopic boundary conditions in NS boundary cells. On the other side of the interface, particles are generated [22] in DSMC boundary cells using the macroscopic state and gradients of the corresponding NS cell. The loosely coupled numerical cycle employed in the MPC method is completely detailed in [11] and can be summarized as follows: 1) Using Kn GL , set up the initial DSMC and NS domains based on an initial NS solution, and refine DSMC regions to . Generate particles throughout the entire DSMC domain.
2) Iterate DSMC regions and allow the solution to progress with the boundary conditions provided by the current NS solution, while adaptively repositioning the interfaces (using the overlap region) without transferring any information to NS regions.
3) After the DSMC solution and interfaces stop changing, use the current DSMC solution to set new NS boundary conditions. Significantly converge the NS region. ELSE, if the new NS solution does not change the state in any DSMC boundary cell ! continue to 4.
4) Because the NS region is converged and the DSMC solution is no longer changing, the interfaces will no longer change and steady state has been reached. Lock the interfaces, remove the overlap regions, and cycle both the DSMC and NS methods (coupling occasionally) until the DSMC scatter and NS residual fall below threshold values. Figure 4 shows MPC solutions at various stages (time t 0 , t 1 , and t 2 ) during step 2 of the preceding MPC cycle for the SR3 case 3 simulation. The progression of the solution in DSMC regions is seen along the 45 deg cut through the shoulder of the capsule (line C2 shown previously in Fig. 2a ) and is plotted in Fig. 4 . Figure 4 demonstrates how the overlap region provides a buffer that allows DSMC and NS solutions to differ. The more accurate DSMC information is then used to update the NS boundary conditions. This is evident in the bottom of Fig. 4 where, although the DSMC density at the edge of the overlap region is set by the NS solution (MPC t 0 ), inside the overlap region, the DSMC density differs from the NS result. When the DSMC solution is used to set new NS boundary conditions, the NS density profile will be shifted into better agreement with the full DSMC simulation (a lower density). The shifted NS solution will then provide more accurate boundary conditions for the DSMC region and the preceding MPC cycle will repeat itself until step 4 is reached.
III. Hybrid Simulation Results
A. SR3 Case 2 Experiment
The freestream conditions for the SR3 case 2 simulation result in a global Knudsen number Kn g 0:01. As a result, the flowfield is significantly rarefied and a large portion the hybrid simulation uses the DSMC method. To increase the size of the continuum regions, the cutoff value of the continuum breakdown parameter is raised from the recommended value of 0.05 to a value of 0.10. Figure 5 shows the variation in for this simulation, as well as the initial and final DSMC-NS interface locations. Initially, the continuum breakdown parameter (with a cutoff value of Kn GL 0:10) sets up DSMC regions inside the shock and for the majority of the wake flow, since is very large in the wake. The final interface location for this simulation remains similar in the wake, however, the particle region in the forebody expands significantly upstream to enclose the entire diffuse shock wave. Despite the rarefied conditions for this simulation, a region of continuum flow exists downstream of the shock and outside of the wake flow where the flow is modeled with the NS equations.
The resulting density contours around the planetary probe predicted by full DSMC simulation (MONACO), full NS simulation (LeMANS), and modular particle-continuum simulation (MPC) are shown in Fig. 6a . The MPC method is seen to reproduce the full DSMC solution with a high degree of accuracy. Compared with full NS simulation, the bow shock is seen to be thicker and the density along the sting is seen to be lower. The MPC solution is compared directly with experimental measurement of the flowfield density in Fig. 6b . The density distribution in the flowfield was experimentally obtained by the electron beam fluorescence technique. The experimental density contours plotted in Fig. 6b represent the ratio of measured density to density at the same location in the absence of the planetary probe model. MPC and full DSMC simulations are seen to predict the experimentally measured shock thickness, whereas the NS simulation predicts a bow shock that is too thin. In addition, MPC and full DSMC simulations are seen to better predict the low densities measured along the sting.
Figures 7a and 7b show profiles of both translational and rotational temperature, as well as density profiles in the forebody and wake regions, respectively. In these figures, the full DSMC (MONACO) simulation models both translational and rotational temperatures separately, whereas the full NS (LeMANS) temperature profile assumes a single translational-rotational temperature. The MPC solution is capable of modeling both translational and rotational temperatures in DSMC particle regions, but assumes a single translational-rotational temperature in continuum NS regions. Simulation data extracted along line C1 (from Fig. 5 ) are plotted in Fig. 7a . Here, the MPC solution has transitioned from the initial thin NS shock profile into very good agreement with the diffuse shock wave predicted by the full DSMC method. For this flow, the DSMC-NS interface has actually moved upstream so that the DSMC particle region includes the inflow boundary. The MPC method is seen to reproduce both translational and rotational temperatures inside the diffuse shock wave. In the postshock region, where the gas comes back into thermal equilibrium, the MPC method solves the NS equations. At the postshock DSMC-NS interface, Fig. 7a shows that the gas has not quite reached thermal equilibrium, and the translational temperature from the DSMC region is used as the boundary condition for the NS region of the MPC simulation. Next to the probe surface, the MPC simulation switches back to DSMC and is able to capture the same temperature jump predicted by the full DSMC method. Of all flow variables, the discrepancy between MPC and full DSMC solutions is typically largest for temperature due to thermal nonequilibrium. As seen in Fig. 7a , the agreement between MPC and full DSMC density profiles is excellent. Figure 7b compares solutions in the rapid expansion region near the capsule shoulder (cut C2 from Fig. 5 ). As previously mentioned, the continuum breakdown parameter detects compression thermal nonequilibrium (T ROT < T TRA ) but ignores expansion thermal nonequilibrium (T ROT > T TRA ). Thus, in the wake, particle and continuum regions are based on the Kn GL parameter and not on the condition of thermal equilibrium. As seen in Fig. 7b , despite the DSMC-NS interface lying close to the probe surface, the MPC method is able to accurately reproduce both translational and rotational temperatures near the surface, despite boundary conditions from the NS regions that are assumed to be in thermal equilibrium. The density predicted by the MPC method near the surface and in the wake is again in excellent agreement with the full DSMC result. It should be noted that the expansion thermal nonequilibrium that persists in the wake flow does not affect the surface properties, and thus modeling this region with the NS equations is acceptable even if thermal nonequilibrium is present. This is the reason that the continuum breakdown parameter [Eq. (3)] includes regions of compression thermal nonequilibrium only. In a recent study, a separate rotational temperature is added to the NS model in the LeMANS code [26] . Future research should investigate information transfer within the MPC algorithm associated with rotational energy and implement separate rotational temperatures into the MPC method. For example, such research has recently been carried out for the inclusion of vibrational energy in the MPC algorithm [27] . The heating rates computed on the planetary probe surface by full DSMC, full NS, and MPC methods are compared with the SCHWARTZENTRUBER, SCALABRIN, AND BOYD experimental measurements in Fig. 8 . It should be noted that the measured signal along the probe base for this experiment (the fifth and sixth data points in Fig. 8 ) was so small that the heating magnitude could only be characterized as being less than 0:004 W=cm 2 . As seen in Fig. 8 , all three methods predict similar heating rates and agree well with the experimental data on the forebody of the planetary probe. As the flow rapidly expands around the shoulder, the NS simulation significantly overpredicts the heating rate around the shoulder and in the rarefied base region. This is due in part to the no-slip boundary condition applied to the NS equations. However, it is also due to the fact that, in assuming more collisionality, the NS equations predict more rapid flow changes (steeper gradients), which correspond to higher rates of heat and momentum flux. Figure 8 clearly shows that the MPC method (using fewer particles) is able to reproduce the heating rates predicted by a full DSMC simulation with a high degree of accuracy.
B. SR3 Case 3 Experiment
The final steady-state particle region (using a cutoff value of Kn GL 0:05) for the SR3 case 3 simulation was shown previously in Fig. 2a . The particle region modeled using the DSMC method includes the shoulder region and a large portion of the wake. The heat transfer results for full DSMC, NS, and MPC simulations are displayed in Fig. 9a and compared with experimental measurements. Because the experiment was sting supported, but the SR3 case 3 simulations are performed with no sting, experimental results are only plotted for s=R n < 3:0, where the presence of a sting has little impact on the heating rate. Comparing full DSMC and NS results in Fig. 9a , it can be seen that both predict the same peak heating rate at the stagnation point. Along most of the forebody, the DSMC method predicts a slightly lower heating rate than the NS equations, however, both simulations predict heating rates ranging from 2-3 times larger than measured experimentally. Although the reason for this remains unclear, both DSMC and NS results agree very well with simulations performed by other researchers [15] . Around the capsule shoulder and along the capsule base, the DSMC method is seen to predict a much lower heating rate than the NS equations. In Fig. 9a , the MPC simulation is shown to reproduce DSMC results very accurately. In the highly compressed forebody region, where DSMC and NS simulations produce similar results, the MPC method successfully uses the NS equations and therefore reproduces full NS results in this region. Just before the shoulder (s=R n 1:6), where the MPC method switches to DSMC, the heating rate is seen to transition from the NS result to the DSMC result. For the entire shoulder and base region, the MPC method is seen to reproduce full DSMC results with a high degree of accuracy.
The velocity magnitude around the surface of the planetary probe (just 10 m off the surface) is extracted and plotted in Fig. 9b after being normalized by the freestream velocity. The extraction is performed using Tecplot© where a curve is created parallel to the probe surface at a distance 10 m normal to the surface. Data from the flowfield are then extracted along this curve, which involves Tecplot linearly interpolating data from the mesh nodes to the curve. In the forebody region, both full DSMC and NS simulations predict virtually zero-slip velocity at the probe surface. However, the DSMC simulation shows very large velocity slip near the shoulder region which persists throughout the entire base region (s=R b > 0:8), whereas the NS simulation assumes no-slip conditions around the entire surface. It should be noted that, because the velocity magnitude is extracted slightly off the surface, even the NS result will show a velocity magnitude greater than zero in some regions. The results in Fig. 9b agree both qualitatively and quantitatively with those of other researchers [15] , accounting for the fact that the exact distance from the surface directly influences the precise magnitude of the velocity. Finally, the MPC method is seen to accurately For the SR3 case 3 simulation (for which the sting is not simulated), the translational temperature and normalized x velocity (U=U 1 ) directly in the wake, along the axis of symmetry, are plotted for each method in the top and bottom of Fig. 10a , respectively. The DSMC method is seen to predict a 17% temperature jump at the base of the probe and 10-13% higher temperatures in the wake compared with that predicted by the NS equations. In the bottom of Fig. 10a , DSMC is seen to predict the vortex to close 10% earlier than the NS simulation. The MPC method captures these flowfield features very accurately. In the process, the variations in DSMC regions provide more accurate boundary conditions and succeed in shifting the NS portion of the solution into better agreement with full DSMC results. The flowfield properties extracted from line C2 normal to the shoulder surface, shown previously in Fig. 2a , are displayed in Fig. 10b . Both translational and rotational temperatures are plotted in the top of Fig. 10b . The DSMC method predicts the gas to be in thermal equilibrium at the wall at a slightly higher temperature (a temperature jump of 7%) compared with the NS solution. As seen in the top of Fig. 10b , close to the surface, the MPC method uses the DSMC method which individually models translational and rotational energy modes, however, on the other side of the interface, the MPC method solves the NS equations, which assume both modes are in equilibrium and are described by a single temperature. It is quite remarkable that, despite particles being introduced to the DSMC region at the interface with incorrect translational and rotational energies, the hybrid-DSMC solution quickly recovers and reproduces full DSMC results accurately near the wall. Of course, the MPC method is unable to predict the thermal nonequilibrium that persists in the expansion region behind the probe, where the hybrid-NS region assumes a single temperature. From a practical perspective, however, accurate prediction of surface properties as well as the flow near the surface and within the vortex are more important than predicting this small degree of thermal nonequilibrium away from the probe surface. The density along the 45 deg cut is plotted in the bottom of Fig. 10b . At the surface, the density predicted by the DSMC method is 50% of that predicted by the NS equations. Again, the MPC method is seen to accurately reproduce full DSMC results, provide more accurate boundary conditions for the hybrid-NS region, and shift the NS portion of the MPC solution into better agreement with full DSMC results.
C. Large Energy National Shock Facility Experiment
The initial and final DSMC and NS regions of the MPC planetary probe simulation corresponding to the LENS conditions are shown in Fig. 11 . The LENS experimental conditions are similar to the SR3 case 3 conditions in that they result in a low global Knudsen number (Kn g 0:002) with a 2 order of magnitude variation in . For this flowfield, the forebody is well within the continuum regime but, due to the hypersonic velocity, the wake exhibits nonequilibrium effects. As shown in Fig. 11 , the sting is now included in the numerical simulations. The temperature and density profiles in the dense forebody flow (along line C1 shown in Fig. 11 ) are shown in Fig. 12a . Here, the MPC method solves the continuum NS equations in the forebody region. The temperature and density predicted by the NS equations are seen to agree very well with results from a full DSMC simulation, except for the interior of the bow shock wave. The temperature and density profiles near the capsule shoulder (extracted along line C2 in Fig. 11 ) are shown in Fig. 12b . The trends are similar to the SR3 case 2 wake results shown earlier in Fig. 7b , except that the discrepancy between full NS and full DSMC is smaller because the flow is closer to continuum. Again, the MPC method is able to accurately reproduce full DSMC results for both translational and rotational temperature next to the capsule surface. The remainder of the wake in expanding thermal nonequilibrium is modeled with the ] for all simulations is compared with experimental data in Fig. 13a . For pressure, all simulations are in excellent agreement and in good agreement with experimental measurements in the wake. The agreement between simulation and experiment in the forebody is not as good. However, it should be noted that the pressure coefficient measured at the stagnation point was recorded as 3.0. This high value indicates that the pressure sensors may not have been appropriate for the ranges experienced in the forebody of this flow [15] . The heating rates along the planetary probe surface are shown in Fig. 13b . Again, all simulations agree well along the forebody of the probe. Recall the MPC method models the entire forebody flow using the NS equations, thereby eliminating significant computational expense while accurately reproducing full DSMC results. As seen in Fig. 13b , the heating rates predicted by the MPC method are in excellent agreement with full DSMC results along the entire probe and sting surface, and these results are also in better agreement (compared with NS results) with experimentally measured heating rates.
IV. Computational Efficiency
In limiting the DSMC method only to localized regions of nonequilibrium flow, the MPC method reproduces full DSMC results while using a fraction of the particles. The precise manner in which MPC and DSMC simulation times are compared is detailed in [11] . The most relevant measures of efficiency are listed in Table 2 for each of the three simulations studied in this article. To summarize, the time required for a full DSMC simulation is taken as the time required to reach steady state, plus the time required to sample the solution times. It should be noted that the time required for a full DSMC simulation scales directly with the total number of particles in the simulation. Thus, if the initial NS solution and NS updates within an MPC simulation take negligible time compared to the simulation of particle regions, an MPC simulation can be approximated as a DSMC simulation that uses far fewer particles. The speedup factor achieved by the MPC method will thus scale directly with the number of particles eliminated (replaced with a continuum description) by the MPC simulation. The memory requirements also scale with the DSMC to MPC particle ratio, but also depend on the amount of DSMC-cell geometry replaced with large continuum NS-cell geometry. The time required for the initial NS solution and NS updates in an MPC simulation may not always be negligible compared with the time spent in DSMC regions. To show the relative cost of hybrid-NS operations, the ratio of time required for initial NS simulation compared with the full DSMC simulation as well as the ratio of the time step used in NS regions compared with that used in DSMC regions are included in Table 2 . Finally, the time required for initial NS simulation plus the time required for the MPC simulation to reach steady state is often less than that required by a full DSMC simulation to reach steady state. Because both methods are sampled for the same time, an MPC simulation often requires fewer total iterations which also contributes to the speedup factor. In other words, not only does an MPC simulation require fewer particles, but due to the efficiency of the initial NS solution it may also reach steady state faster than the full DSMC solution. The ratio of iterations required for the MPC method to reach steady state (after obtaining the initial NS solution) to that required by full DSMC simulation is also included in Table 2 for each case. For the SR3 case 2 simulation, by solving the NS equations in the relatively small dense region after the shock and outside the wake, the MPC method requires 64% of the particles and produces accurate results 1.52 times faster than full DSMC simulation. It should be noted that, for the SR3 case 2 conditions, the mean-free path is sufficiently large such that no mesh refinement is required. That is, the same mesh density is used in both particle and continuum regions of the MPC simulation and, as a result, the MPC simulation actually requires more memory (109%) than a full DSMC simulation. However, the implicit time step used to update the NS regions is 20 times larger than the time step used in DSMC regions, and the MPC simulation reaches steady state in 34% of the iterations required by the full DSMC simulation. The modest speedup factor achieved for the SR3 case 2 flow is a result of the fact that this is a highly rarefied flow which can be simulated efficiently by DSMC. More specifically, the time required for initial NS solution and the NS updates within the MPC cycle is not negligible compared with the time spent simulating DSMC regions. On the other hand, the higher density planetary probe simulations (SR3 case 3 and LENS) are computationally intensive for full DSMC simulation. Because of the extremely small values of and c in the forebody, mesh refinement within the MPC method is able to eliminate many computational cells and many particles. MPC simulation of SR3 case 3 conditions uses 14% of the particles and implicit NS time steps are 150 times larger than the time step used by DSMC in the forebody region. As a result, hybrid-NS operations within the MPC cycle are indeed negligible compared with the time spent simulating DSMC regions. The MPC solution is obtained approximately 12.5 times faster and uses only 20% of the memory compared with full DSMC simulation.
For this case, full DSMC simulation requires a long time for particles to fill the wake region and reach steady state. Because the MPC method begins with a NS solution, particles generated in the wake region are much closer to steady state immediately. As a result, the time required for the MPC method to reach steady state and begin sampling is much less than the corresponding time required by full DSMC simulation. This results in a larger actual speedup (12.5 times) than would be achieved by the elimination of particles alone (7.1 times). MPC simulation of the LENS experiment results in similar computational savings. Because of the even larger variation in (compare Figs. 2a and 11 ), the MPC method is able to eliminate more particles and produce accurate results 13.1 times faster than full DSMC simulation while requiring only 12% of the memory. The inclusion of the sting for the LENS simulation increases the time required for the MPC method to reach steady state and thus the speedup factor achieved is relatively close to the ratio of particles eliminated by the continuum NS regions.
V. Conclusions
Compared with previous MPC research, application of the MPC method to the planetary probe configurations (where the global Knudsen number is low) demonstrates additional capabilities of the method. New capabilities include substantial variation in both mesh density and simulation time step between continuum and particle regions, as well as the ability to handle axisymmetric flows requiring cell-weighting factors in DSMC regions.
For all simulations presented in this article, the MPC method reproduces the flowfield and surface properties computed by full DSMC simulations with high accuracy. The MPC method is shown to successfully capture thermal nonequilibrium inside the shock wave and next to the planetary probe surface for the SR3 case 2 simulation and inside the rapidly expanding wake regions for all simulations considered. The MPC method is also shown to accurately reproduce the heating rates, surface pressure, temperature jump, and velocity slip predicted by full DSMC simulation. Overall, DSMC and NS solutions are shown to be in close agreement with each other and with experimental measurement in the dense forebody flow. However, DSMC and MPC methods more accurately predict experimental results in the rarefied capsule shoulder and base regions, as well as along the sting. In addition, the generality of the MPC method is demonstrated in that highly accurate results are obtained even for a highly rarefied flow, where a relatively small region is simulated using the continuum NS equations (SR3 case 2 conditions).
The gradient-length Knudsen number is shown to position the particle-continuum interfaces in near-equilibrium regions for the blunt-body flows studied in this article. This parameter accurately detects the postshock region where the continuum NS equations are valid and also accurately detects the surface location (near the capsule shoulder) where the DSMC method is required to accurately predict the surface properties (heating rates and velocity slip).
The higher density (low global Knudsen number) planetary probe experiments studied in this article involve a variation in mean-free path of 2 orders of magnitude between stagnation and wake regions. The fine spatial and temporal resolution required by a full DSMC simulation in the forebody enables the planetary probe problem to be solved efficiently by a modular particle-continuum numerical method. For the first time, a hybrid particle-continuum numerical method is shown capable of achieving an order of magnitude decrease in both computational time and memory compared with full DSMC simulation. Specifically, for the SR3 case 3 experiment, the MPC method is shown to reproduce full DSMC flowfield and surface property results with a high level of accuracy, using 14% of the particles and obtaining the solution approximately 12.5 times faster than full DSMC, while requiring only 20% of the memory. For the LENS experiment, the MPC method is shown to accurately reproduce full DSMC results, using 8.2% of the particles and obtaining the solution approximately 13.1 times faster than full DSMC, while requiring only 12% of the memory. Application of the modular particle-continuum method to the planetary probe benchmark problems clearly shows that a loosely coupled hybrid-DSMC-NS approach is very promising for the solution of hypersonic steadystate flows where large variations in local Knudsen number are seen. These variations in spatial and temporal scales become larger for higher reentry velocities experienced during return missions from the moon and Mars. Finally, the three-dimensional DSMC simulation of such multiscale flows will require enormous computational resources. Application of a hybrid particle-continuum method to such three-dimensional, high-speed problems is expected to result in even more significant improvements in performance.
