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Abstract
The current thesis presents a numerical study of steady and unsteady turbulent reacting
flows. The flow is calculated using Finite Volume based parabolic and elliptic flow solvers.
A transported probability density function (pdf) approach, closed at the joint–scalar level,
is used for the inclusion of the thermochemistry. A common characteristic of all the studied
cases are the strong finite rate chemistry effects which govern the flow. Two experimentally
well documented turbulent lifted flames were computed in order to explore the detailed
thermochemical flow structure and to reduce uncertainties associated with the chemical
kinetics. The effect of the applied detailed chemistry and its subsequent simplification on
the calculated thermochemical structure was also quantified. The two cases feature fuel jets
of methane or hydrogen issuing into a vitiated, high temperature coflow. Molecular mixing
is closed using the modified Curl’s mixing model and two algebraic closures are considered
for the closure of the mixing frequency. More complex flow patterns are considered through
the calculation of bluff body stabilised flames. These flames feature a recirculation region
and a neck zone of high strain rates, where significant levels of local extinction are found.
The transported pdf method captures the local extinction and can predict the pollutant
formation with high accuracy. The standard mixing frequency closure leads to over–
prediction of local extinction, while an algebraic extension leads to improved predictions.
When the flame is close to global extinction, strong instabilities occur, which lead to
questions regarding the use of a two–dimensional approach. For this reason, a three–
dimensional computational tool was developed and validated using both presumed and
transported pdf methods for the representation of the thermochemistry.
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Chapter 1
Introduction
Fossil fuel combustion is of great importance as it produces significant amounts
of energy. It has been an inextricable part of human civilisation even before recorded
history, when coal was being used as a fuel. Prior to the latter half of the eighteenth
century, windmills or watermills provided the energy needed for industry such as
milling flour, sawing wood or pumping water, and burning wood or peat provided
domestic heat. Commercial exploitation of petroleum, largely as a replacement
for oils from animal sources (notably whale oil) for use in oil lamps began in the
nineteenth century [8]. The wide-scale use of fossil fuels, coal at first and petroleum
later, to fire steam engines, enabled the Industrial Revolution. At the same time, gas
lights using natural gas or coal gas were coming into wide use. The invention of the
internal combustion engine and its use in automobiles and trucks greatly increased
the demand for gasoline and diesel oil, both made from fossil fuels. Other forms of
transportation, railways and aircraft also required fossil fuels. The other major use
for fossil fuels is in generation of electricity. Today, fossil fuels are employed at a
major degree in internal combustion engines and power stations. The high energy
density of fossil fuels, as well as the ease in their distribution, have defined to a
significant degree the form of current society.
The vast use of fossil fuels does not come without disadvantages, though.
Petroleum-powered vehicles are practical, but inefficient. Only about 15% of the
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energy from the fuel they consume is converted into useful motion. The rest of the
fuel–source energy is inefficiently expended as waste heat. The heat and gaseous
pollution emissions are harmful to the environment. The combustion of fossil fuels
leads to the release of pollutants into the atmosphere. According to the Union of
Concerned Scientists, a typical coal plant produces in one year [155]:
• 3,700,000 tons of carbon dioxide (CO2), which is considered to be the primary
cause of global warming.
• 10,000 tons of sulfur dioxide (SO2), the leading cause of acid rain.
• 500 tons of small airborne particles, which result in chronic bronchitis, aggra-
vated asthma, and premature death, in addition to haze-obstructed visibility.
• 10,200 tons of nitrogen oxides (NOx), (from high-temperature atmospheric
combustion), leading to formation of ozone (smog) which inflames the lungs,
burning lung tissue making people more susceptible to respiratory illness.
• 720 tons of carbon monoxide (CO), resulting in headaches and additional stress
on people with heart disease.
• 220 tons of hydrocarbons, toxic volatile organic compounds (VOC), which
form ozone.
• 77 kg of mercury, where just 1/70th of a teaspoon deposited on a 25 acre lake
can make the fish unsafe to eat.
• 102 kg of arsenic, which will cause cancer in one out of 100 people who drink
water containing 50 parts per billion.
• 52 kg of lead, 1.8 kg of cadmium, other toxic heavy metals, and trace amounts
of uranium.
Apart from the environmental effects, there are social ones as well. The depen-
dence on fossil fuels from volatile regions or countries creates energy security risks
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for dependent countries. Oil dependence in particular has led to war, monopoliza-
tion, and socio-political instability. Fossil fuels are non-renewable, un-sustainable
resources, which will eventually decline in production [71] and become exhausted,
with dire consequences to societies that remain highly dependent on them. (Fossil
fuels are actually slowly forming continuously, but they are currently used up at a
rate approximately 100,000 times faster than their formation.)
It is obvious from the aforementioned examples, that there is a great necessity for
improvement of the efficiency of practical devices, as well as cleaner combustion. The
environmental and social impact is becoming the driving force for the development
of new, sustainable technologies. In this context, the role of the engineers becomes
fundamental, as they are responsible, to a great degree, for the introduction of new
technologies and the optimization of the existing ones. Emerging technologies, such
as HCCI engines, require finer controlling of the combustion processes in order to
achieve gains in terms of efficiency and pollutants formation. Jet engines operate
under narrowly defined regimes, and need to comply with strict legislation in terms
of safety and emissions. The design of new devices can involve complex flow fields,
combined with combustion regimes far from equilibrium, in order to reduce the
production of pollutants.
The achievement of such advances requires a deep understanding of turbulent
combustion. This is one of the most challenging areas in engineering science, as it
presents many difficulties in its numerical and experimental study [22]. Turbulent
reacting flows feature several magnitudes of time– and length–scales, which can in-
crease the computational cost of numerical calculations. The prediction of pollutant
formation requires usually an accurate and detailed description of the thermochem-
istry. The coupling of turbulence and chemistry modelling can become more com-
plicated due to uncertainties in terms of molecular mixing. Experiments provide
significant information which make the production of accurate models feasible. The
need for understanding of quantities such as scalar dissipation can stretch the ex-
isting methods to their limits, and therefore provide results with limited accuracy.
Only through the simultaneous evolution of both fields can greater understanding
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of turbulent combustion be achieved.
The numerical study of turbulent reacting flows requires good understanding of
two major fields, namely turbulence and thermochemistry modelling. The equations
of fluid mechanics form a complex non–linear system of partial differential equations,
which cannot be solved analytically, apart from simple cases, when the equations
can be simplified. For the practical problems, the main approach is to model these
equations so that they can be solved through the use of computers. The complexity
of the final system of equations and the difficulty for their solution depends on
the level of accuracy of the method. It is possible to perform a full numerical
simulation of a problem, but the computational cost for that is too large to be
applied on a practical case. The solution of space or time filtered equations reduces
the computational cost and renders the calculation of flows in practical devices
tractable. However, the development of filtered equations introduces some unknown
quantities in the system of equation, which need to be modelled. The selection of
these models can affect significantly the accuracy of the achieved results.
In the case of reacting flows, the complexity of the problem is further increased
due to the necessity of inclusion of additional physical phenomena, such as molecular
mixing and chemical reaction. The non–linear dependence of reaction rates on
temperature and the time–scales involved in chemical reactions introduce difficulties
in the numerical coupling of the flow equations with the reaction source terms.
Given the importance of finite rate chemistry effects for the proper estimation of
pollutant emissions, detailed methods which can incorporate such phenomena are
necessary. Another scientific field of great importance deals with the chemistry
itself, and the modelling of the real phenomena through detailed chemical schemes
which can include hundreds of chemical species and thousands of reaction steps. The
simplification of such schemes, without loss of accuracy, is vital to their application
in the calculation of practical problems.
The present work is focusing on the development of methods for the calculation
of turbulent reacting flows which can be applied to predict the performance and
emissions of practical devices. Great detail is given into the chemistry modelling
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and the accuracy in prediction of pollutant formation. For this reason, a stochastic
method is applied for the description of the thermochemical phenomena, coupled
with steady and unsteady calculations of the flow field. The complexity of the
flows studied in the current work varies and different methods are presented and
developed, aimed at efficient and accurate calculations. The knowledge obtained by
such studies can be of benefit to both the designers of practical combustion devices,
as well as the developers of fuel mixtures to be used. The optimisation in both
fields can contribute significantly to the improvement of efficiency and reduction of
emissions, both leading to a smaller environmental footprint of human society.
1.1 Present Contribution
The main focus of the current study is the application of transported pdfmethods
for the calculation of turbulent diffusion flames which feature strong finite rate
chemistry phenomena. The importance of detailed and accurate chemistry is very
high in order to obtain reasonable results, especially in the context of pollutant
formation. The constant increase in available computational power means that more
detailed chemical schemes can be implemented at a reasonable computational cost.
Such detailed schemes can provide information for the flame which is not attainable
currently by experimental methods, thus providing an extension to our knowledge
of turbulent reacting flames.
The impact of different chemistry schemes is quantified in the context of lifted
hydrogen flames. In the conditions studied here, auto–ignition is an important
mechanism for the stabilisation of the flame. Apart from comparing the behavior of
different chemical schemes, a study of possible chemistry simplification is performed.
The impact of chemistry is also compared against the sensitivity of the flame on the
boundary conditions.
A lifted methane flame is also studied using the same configuration. For ac-
curate description of low temperature chemistry a much larger chemical scheme is
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required, compared to hydrogen flames. The relatively simple flow field allows for
fast calculations, which allow the implementation of larger chemical schemes, for
larger hydrocarbons, at a decent computational cost. The method also provides
important insight in the combustion processes occurring and can provide guidance
in the design of practical devices or even fuel compositions.
The framework of turbulent jet flames is focusing mainly on the modelling of
chemistry, as the flow field is relatively simple and can be captured accurately. The
application of transported pdf methods in practical devices necessitate the exten-
sion of the aforementioned approach in problems which feature more complex flow
fields. The current work considers bluff body stabilised flames, in which recircula-
tion regions occur and account for the mixing of fuel and oxidiser. The importance
of detailed chemistry description remains critical for the prediction of the forma-
tion of pollutants such as NO. This is shown explicitly through the comparison
of presumed and transported pdf methods, as well as through modifications in the
chemistry submodel.
Such flows often have an unsteady character and therefore require an unsteady
calculation approach in order to attain more information about their attributes. The
instabilities of the flow mean that a two–dimensional, axisymmetric approach may
not always be valid and a fully three–dimensional description is required. The com-
bination of three–dimensional elliptic flow calculations with detailed chemistry mean
that the computational cost increases significantly but can still remain tractable.
An important issue of transported pdf methods is the mixing model and the
modelling of scalar dissipation. In this context, different mixing frequency closures
are examined and their impact is quantified in the calculation of the aforementioned
flames.
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1.2 Thesis Outline
In Chapter 2 the equations which govern the evolution of velocity and scalar
fields in a turbulent flow are presented. Starting from the exact instantaneous equa-
tions and by time–averaging them, we obtain the system of equations that can be
solved numerically. The unclosed terms which appear are presented and methods
of modelling these terms are discussed, in the context of turbulence modelling. De-
pending on the flow attributes, two different strategies for the flow modelling can be
applied. In the case of jet flows, boundary–layer type equations can describe the flow
field adequately. For more complex flows, which feature recirculation regions, a fully
elliptic framework is necessary. The numerical implementation of both approaches
and the respective boundary treatment is discussed.
In Chapter 3 the effect of chemical reactions is discussed. Different combustion
regimes and modelling strategies are overviewed. The presumed and transported
pdf methods for the modelling of thermochemistry are presented. Focus is given on
the numerical modelling of the unclosed terms. The stochastic implementation of
transported pdf methods is also presented, along with its implications.
In Chapter 4 the modelling of a turbulent lifted hydrogen jet flame is discussed.
The flow is modelled using a parabolic formulation of the governing equations and
the thermochemistry is described using the transported pdf approach. The impact
of different detailed and reduced chemical mechanisms for the description of the
chemistry on the flame structure is discussed. Its effect is quantified and compared
to the sensitivity of the flame structure on the boundary conditions.
In Chapter 5 the modelling of a turbulent lifted methane jet flame is discussed.
The experimental configuration is the same as in the case of the hydrogen lifted
flame. The same calculation method is adopted for the computations. The work
is focused in the chemical processes which are controlling the auto–ignition of the
mixture. Further insight on the chemical structure of the flame, when compared to
experimental measurements, is provided.
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In Chapter 6 the modelling of bluff body stabilised diffusion flames is discussed.
The configuration of the flow is considered axisymmetric, and an unsteady two–
dimensional elliptic approach is used for the calculation of the flow. The thermo-
chemistry is described using both the presumed and transported pdf methods. Two
flames, featuring increased levels of local extinction are studied. Significant insta-
bilities are observed in the flow. The extension of the calculation method into three
dimensions is discussed. Preliminary results for a bluff body stabilised flame, using
different submodels, are presented.
In Chapter 7, the conclusions of the present work are summarised. The weak
and strong points of the current methods are discussed. Suggestions for future work
on the modelling of turbulent reacting flows are made, based on the findings of the
current study.
Chapter 2
Turbulent Flow Modelling
2.1 Introduction
Turbulent reacting flows are often encountered in engineering applications. Such
flows have specific properties which need to be taken into account during the attempt
to model them. Their main characteristics are summarised below [51].
Turbulent flows are highly unsteady. Velocity and scalar profiles over time depict
a highly random or “chaotic” character. Their behaviour is three–dimensional. The
mean velocity profile can be considered as two–dimensional in some cases, but this
stands for time–averaged quantities, rather than instantaneous ones, which have
strong fluctuations in all three spatial dimensions. Vorticity is an important char-
acteristic of such flows. Vortex stretching is a principal mechanism responsible for
turbulence intensity increase.
Turbulent flows increase rate of mixing significantly when compared to laminar
ones. This is an important attribute which makes them desirable in practical ap-
plications. This happens because of the increased rate of stirring, where parcels of
fluid with different properties are brought into contact. The mixing itself is accom-
plished by diffusion, which is a viscous process. It is quite common though to call
this process as turbulent diffusion. All these processes mean that fluids of differing
momentum content are brought into contact. The viscous phenomena lead to the
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reduction of velocity gradients and, as a result, the kinetic energy of the flow. The
lost kinetic energy is irreversibly converted into internal energy of the fluid (heat)
through this dissipative process of mixing.
Experimental and numerical studies have shown the existence of coherent struc-
tures in turbulent flows. These structures are repeatable events which are responsible
for a large part of mixing. The random nature of turbulence, however, means that
these events can vary significantly in size, intensity and periodicity, therefore making
their study very difficult. Finally, turbulent flows involve a large range of length and
time scales. This range can become significantly larger in the case where chemical
reaction occurs among the chemical components of the fluid.
The physics of the turbulent reacting flows are governed by specific equations,
namely conservation laws for mass, momentum, mass fractions of the chemical
species involved and internal energy. The numerical study of turbulent flows is
based on the use of these laws, in combination with all the aforementioned proper-
ties which need to be taken into account. The approaches for predicting turbulent
flows can be divided into six main categories according to Bardina et al. [9].
The first one involves the use of correlations that relate quantities such as the
the friction factor to global quantities that describe the flow, such as the Reynolds
number. Such correlations usually make significant assumptions and are therefore
applicable to a limited range of flows, which can be characterised by a few param-
eters. The computational cost of such approaches is virtually non–existent, as they
do not require the use of a computer.
The second approach involves integral equations which can be derived from equa-
tions of motion after integrating over one or more coordinates. This procedure can
reduce the problem into a system of ordinary differential equations, the solution of
which is straightforward. Such a method obviously reduces the amount of informa-
tion that can be obtained for a flow to more global quantities.
The third category is based on the one–point closure approach. In such cases, the
conservation equations are averaged over time (if the flow is statistically steady) or
over an ensemble of realisations (for unsteady problems). A system of partial differ-
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ential equations, called Reynolds-averaged Navier–Stokes (RANS), is then obtained
and needs to be solved. The system of these equations is unclosed, so additional
closure information needs to be introduced in the form of turbulence models. Such
methods are used widely today, especially in an industrial environment, as they can
produce reliable results at a relatively low computational cost.
The fourth method is called two–point closure. It involves equations which cor-
relate velocity components at two spatial points. Very often, the Fourier transform
of these equations is considered. Such methods are not used very often and are
mainly applied in problems of homogeneous turbulence.
The fifth category is Large Eddy Simulation (LES). In this case, the equations of
motion are not averaged, but solved directly for the largest scale motions of the flow.
The small scale motions are not resolved, but are calculated through some modelling
approximation. The computational cost of LES is significantly higher than that of
RANS, but the increase of computational power means that it becomes more and
more attractive, especially within the research community.
The last category is Direct Numerical Simulation (DNS), in which the Navier-
Stokes equations are solved for all the scales of motion in a turbulent flow. This
approach does not introduce approximations for non reacting flows and thus is useful
for providing insight into the physics which govern turbulent flows, which cannot
yet be obtained by experiments. However, the immense computational cost which
is required makes their use prohibitive for the case of practical flows.
In the current work, the ensemble averaged Navier–Stokes equations are con-
sidered for the study of statistically steady and unsteady reacting flows. In the
following sections, the governing equations which govern the flow will be presented,
along with the derivation of the averaged equations. The closure approximations
for the unclosed terms will be discussed. Finally, issues pertaining to the numerical
implementation and solution of this system of equations will be presented. The
treatment of the chemical reactions occurring in such flows will be presented in the
following Chapter.
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2.2 Transport Equations
2.2.1 Instantaneous Equations
The instantaneous conservation equations for mass and momentum can be
written in the differential and conservative form as below. These can be used to
describe completely the laws governing a turbulent reacting flow when combined
with the conservation equation of internal energy or enthalpy of the system, species
mass fractions and the perfect gas law.
∂ρ
∂t
+
∂ρui
∂xi
= 0 (2.1)
∂ρui
∂t
+
∂ρujui
∂xj
= − ∂p
∂xi
− ∂τij
∂xi
+ ρgi (2.2)
where gi is the body force per unit volume in the ith coordinate direction, ρ is the
density and P is the pressure. The term τij is the viscous stress tensor and, for
Newtonian fluids, is given by:
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µ
∂uk
∂xk
δij (2.3)
where Cartesian tensor notation is used throughout, summation over repeated in-
dices is implied.
The chemical field is governed by the equation of conservation of species mass
fractions. This is given by:
∂ρYα
∂t
+
∂ρujYα
∂xj
= − ∂
∂xj
Jαj + Sα (2.4)
where Jαj is the molecular diffusion flux of species α, and Sα is the respective
chemical reaction source term. If we apply Fick’s law, the most general form of
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multicomponent molecular diffusion flux can be written as:
Jαj = −ρDα
(
∂Yα
∂xj
− Yα 1
n
∂n
∂xj
)
− ρvcYα (2.5)
where, Dα is the diffusion coefficient for species α, n is the mole number and vc is
the correction velocity for species α. The diffusion coefficient is expressed in terms
of the binary diffusion coefficient Dij following the approximation of Hirschfelder
and Curtiss and the correction velocity term vc is used in the expression for the flux
term to ensure that the diffusive flux sum to zero i.e. (
∑NSP
α=1 Yαvc = 0) [143]. For
most combustion processes, particularly for a binary mixture this reduces to:
Jαj = −ρDα
∂Yα
∂xj
(2.6)
The next quantity to be considered is energy. This can be described by various
forms such as internal energy or mixture enthalpy. The conservation equation for
mixture enthalpy is given by:
∂ρh
∂t
+
∂ρujh
∂xj
=
∂p
∂t
− ∂Jq
∂xj
+ qR (2.7)
where qR corresponds to the heat transfer due to radiation. The mixture enthalpy
h is a function of the specific enthalpies of all species and is given by:
h =
n∑
α=1
Yαhα (2.8)
where n is the total number of species and hα is the specific enthalpy of species
α, given by:
hα = ∆hα,f +
∫ T
T0
CpαdT (2.9)
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In the above equation, ∆hα,f is the standard heat of formation of species α
and To is a reference temperature, usually taken equal to 298 K. The standard
heat of formation is defined as the heat released when one kilomole of substance
is formed from its elements under reference conditions which usually correspond to
atmospheric pressure and room temperature. The quantity Cpα denotes the specific
heat capacity of species α at constant pressure. Equations 2.8 and 2.9 relate the
mixture enthalpy to the temperature of the fluid.
The heat flux term Jq is given by
Jq = −λ ∂T
∂xi
+
n∑
α=1
hα,fJ
α
i (2.10)
and describes the contributions from the heat conduction due to temperature gra-
dients and the effect of enthalpy transport by the diffusive fluxes Jαi .
To express the temperature gradients in terms of the enthalpy gradients, the
specific heat capacity at constant pressure of the mixture is first defined as:
Cp =
n∑
α=1
YαCpα (2.11)
The enthalpy can then be defined as:
h =
∫ T
T0
CpdT +
n∑
α=1
Yαhα,f (2.12)
Equation 2.12 gives, by differentiation with respect to xi:
∂h
∂xi
= Cp
∂T
∂xi
+
n∑
α=1
hα,f
∂Yα
∂xi
(2.13)
Combination of equations 2.13 and 2.10 give:
Jq = − λ
Cp
∂h
∂xi
+
n∑
α=1
hα,f
(
λ
Cp
∂Yα
∂xi
+ Jαi
)
(2.14)
2. Turbulent Flow Modelling 45
The form of the last equation can be simplified if the assumptions of equal
diffusivities and unity Lewis number are made. This leads to the omission of the
last term in equation 2.14.
The term ∂p
∂t
is important for the propagation of acoustic waves. This should not
be neglected in the case of compressible flows, as well as internal combusting flows,
as is the case in an internal combustion engine.
The system of the above instantaneous equations is closed using the equation of
state where:
p = ρRT
n∑
α=1
Yα
Wα
(2.15)
For low flow velocities, where the Mach number is much lower than unity, the
coupling of the momentum and scalar (thermochemical) conservation equations is
assumed to be only through the density field. In this case, the equation of state is
rewritten as ρ = ρ(Yα, h, p).
2.2.2 Reynolds and Favre Averaging
The direct solution of the system of instantaneous equations which describe
a reacting flow has a prohibitively large computational cost, especially when
dealing with flows met in practical applications. A statistically averaged set of
these equations can be solved at a significantly lower computational expense. The
commonly adopted methodology involves the decomposition of the random variable
into its mean and fluctuating parts as follows:
φ = φ+ φ′ (2.16)
where the mean can be defined through time averaging,
φ(x) = lim
∆t→∞
1
∆t
∫ t+∆t
t
φ(x, t)dt (2.17)
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where t is the time and ∆t is the averaging interval. This interval must be large
compared to the typical time scale of fluctuations. In the case of statistically steady
flows, we are interested in the limit of ∆t→∞, where the mean value of a quantity
does not change with time. In the case of unsteady flows, time averaging cannot be
used. Instead, it can be replaced by ensemble averaging,
〈φ(x, t)〉 = lim
N→∞
1
N
N∑
i=1
φ(i)(x, t) (2.18)
where i = 1, ....N denotes individual realisations. Both methods are equivalent in
homogeneous isotropic turbulence as a consequence of the ergodic theorem [174]. It
follows that the mean value of the fluctuating part is equal to zero, that is:
φ′ = 0 (2.19)
Reynolds averaging is useful in overcoming numerical difficulties, but in the
case of variable density flows, produces many unresolved fluctuating density related
terms. When considering a typical non-linear convective term from the momentum
conservation equations and applying the Reynolds averaging technique, one would
get:
ρuiuj = ρuiuj + ρu′iu
′
j + uiρ
′u′j + ujρ
′u′i + ρ
′u′iu
′
j (2.20)
In the case of constant density flows, the last three terms on the right hand side
of the above equation disappear. Whenever strong density fluctuations occur, as is
the case in the reacting flows, these terms cannot be omitted, rendering Reynolds
averaging impractical. It is more convenient to introduce a density weighted
average, namely Favre averaging, where all fluid mechanical quantities except for
pressure are mass averaged. In this case, the quantities are decomposed according
to the following equation:
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φ(x, t) = φ˜(x, t) + φ′′i (x, t) (2.21)
The mass averaged mean of a quantity is equal to,
φ˜(x) =
ρφ(x)
ρ(x)
(2.22)
where the bar indicates the conventional time averaging and the tilde denotes a
mass averaged quantity. The fluctuating part is given by:
φ˜′′(x) = −ρ
′φ′(x)
ρ(x)
6= 0 (2.23)
The nature of these fluctuations is such that their mean value is non-zero
whereas a mass average makes the term vanish; it follows that ρu′′ = 0. An
advantage when considering variable density flow is that fluctuating density
terms arising from time averaging disappear through Favre averaging which results
in great simplifications. Using Favre averaging, equation 2.20 will be written as [113]:
ρuiuj = ρu˜iu˜j + ρu′′i u
′′
j (2.24)
Clearly, the implications are that Favre averaging automatically incorporates
these various modes of momentum exchange into a small number of terms making
the approach relatively simple, which is clearly useful in flows with large density
variations. The relative simplicity encountered in Favre averaging, makes it the
preferred choice in describing the required transport equations for solving turbulent
reacting flows.
Extending the definition of ensemble averaging for determining Favre averaged
quantities, it follows that the formal definition of a density weighted ensemble
averaged scalar quantity is:
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Q˜(x, t) =
1
ρ
lim
N→∞
1
N
N∑
i=1
ρ(i)Q(i)(x, t) (2.25)
where once more i = 1, ....N denotes individual realisations of an experiment. From
this definition, the velocity and scalar quantities of enthalpy and species mass frac-
tions can be decomposed into their mean (bulk) and fluctuating (turbulent) compo-
nents.
2.2.3 First Moment Equations
In order to obtain the Favre averaged form of the conservation equations
for mass, momentum and scalars, the following procedure is followed. The
instantaneous equations are rewritten, by applying the Favre decomposition to all
quantities. The resulting equations are then time averaged, following the rules
mentioned previously. The final equations for mass, momentum, species mass
fractions and enthalpy are presented below:
∂ρ
∂t
+
∂ρu˜l
∂xl
= 0 (2.26)
∂ρu˜i
∂t
+
∂ρu˜iu˜l
∂xl
= − ∂p
∂xi
− ∂ρu˜
′′
i u
′′
l
∂xl
− ∂τ˜il
∂xl
+ ρg˜i (2.27)
∂ρY˜α
∂t
+
∂ρu˜lY˜α
∂xl
= −∂ρu˜
′′
l Y
′′
α
∂xl
− ∂J˜
α
l
∂xl
+ Sα (2.28)
∂ρh˜
∂t
+
∂ρu˜lh˜
∂xl
=
∂p
∂t
− ∂ρu˜
′′
l h
′′
α
∂xl
− ∂J˜q
∂xl
+ qR (2.29)
It is obvious that the mean and instantaneous continuity equations (2.26 and
2.1) have the same form, with the instantaneous values having been replaced by
the Favre Mean. The same stands for the momentum conservation equations (2.27
and 2.2), apart from the inclusion of one additional term which involves the turbu-
lent Reynolds stresses u˜′′i u
′′
l . Similarly, the scalar fluxes u˜
′′
i Y
′′
α and u˜
′′
i h
′′ appear in
2. Turbulent Flow Modelling 49
the mean scalar transport equations. These terms are unknown and need special
treatment. It is important to note the appearance of the mean formation rate Sα
of species α which introduces further complications to the numerical solution of the
system of the above equations. This will be discussed in detail in the next Chapter.
2.3 Turbulence Modelling
For the numerical solution of the system of the mean transport equations, the
extra unknown terms need to be modelled. Several methodologies exist for the
closure problem. These can be varying significantly in terms of complexity, as
well as in terms of accuracy, depending on the problem. Based on dimensional
analysis arguments, the Reynolds stresses are modelled according to the following
equation [85, 20]:
u˜′′i u
′′
j =
2
3
δij k˜ − νT
[(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 2
3
δij
∂u˜k
∂xk
]
(2.30)
The quantity νT is called turbulent or eddy viscosity and is not a property of the
fluid, as is laminar viscosity, but a property of the flow. The Boussinesq assumption
parallels the effect of turbulence on the mean flow with the effect of molecular
viscosity on a laminar flow. This assumption allows the introduction of intuitive
scalar turbulence variables such as the turbulent kinetic energy and dissipation.
The weakness of this assumption is that it is not generally valid, especially in the
case of complex flows which feature strong curvature or strong velocity gradients.
In the turbulence scale models, algebraic or differential equations are solved in order
to calculate νT , whereas in second moment closures additional transport equations
are solved for the Reynolds stresses.
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2.3.1 Zero Equation Closures
The simplest models do not require the solution of any extra equations for the
modelling of the unknown terms. Instead, they calculate the turbulent quantities
using algebraic relations based of the mean flow variables. The Reynolds stresses can
be modelled as a function of a turbulence velocity scale q, a turbulent viscosity νT
and a turbulence length scale lT . Such models can be useful in cases of quasi–steady
flows with simple geometries. While the computational cost of such approaches is
minimal, such models may not be able to account for history effects on the turbulence
explicitly [174] and fail notably in cases with large separated regions, significant
curvature effects or when a significant region is affected by turbulent transport.
Two of the most well known models of this category are the Baldwin–Lomax [7] and
the Cebeci–Smith [184] models.
2.3.2 One and Two Equation Closures
One–equation models feature one additional partial differential equation for the
turbulent velocity scale. Some of the most well known one–equation models are
from Prandtl [176], Spalart & Allmaras [187] and Baldwin & Barth [6]. In Prandtl’s
one-equation model this is presented by the turbulent kinetic energy. The turbulent
kinetic energy is the sum of all normal Reynolds stresses:
k =
1
2
u˜′′i u
′′
i (2.31)
The kinematic eddy viscosity is given by the following equation:
νT = k
1
2 lT = Cµ
k2
ǫ
(2.32)
where lT represents the turbulent length scale and ǫ the turbulent kinetic energy
dissipation. In the one–equation models the turbulent length scale is calculated
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using an algebraic relationship. In the two–equation models, an additional
transport equation is implemented for this quantity. In the case of the k − ǫ
model [85, 86, 106], the following equations are solved:
∂ρk˜
∂t
+
∂ρu˜j k˜
∂xj
=
∂
∂xj
[
µT
σk
∂k˜
∂xj
]
+ Pkk − ρǫ˜ (2.33)
∂ρǫ˜
∂t
+
∂ρu˜j ǫ˜
∂xj
=
∂
∂xj
[
µT
σǫ
∂ǫ˜
∂xj
]
+ Cǫ1Pkk
ǫ˜
k˜
− Cǫ2ρǫ˜
2
k˜
(2.34)
where µT is the corresponding turbulent dynamic viscosity.
µT = ρνT = ρCµ
k2
ǫ
(2.35)
The first term on the right hand side of Eq. 2.33 represents turbulent diffusion.
The second term represents the production of k and is equal to:
Pkk = −ρu˜′′ku′′k
∂u˜k
∂xk
(2.36)
It is possible to calculate a turbulent length–scale and time–scale using the turbu-
lent kinetic energy and dissipation. More specifically, it is L = k˜3/2/ǫ˜ and τT = k˜/ǫ˜.
Two–equation models are generally simple to implement and have a low nu-
merical cost. Therefore, many applications of such models have appeared in the
literature [82, 114]. Apart from the standard k − ǫ model, alternative models have
been proposed, such as the k − ω model [207] and the cubic model of Merci et
al. [141]. Results obtained using two–equation models are usually accurate for sim-
ple flows. However, such models have some limitations. The main disadvantage is
that they are isotropic and thus not good at predicting normal stresses. As a result,
they are unable to predict secondary motions, which are driven by the difference be-
tween normal stresses and they cannot account for curvature effects and irrotational
strains.
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2.3.3 Second Moment Closures
Many shortcomings of the aforementioned turbulence modelling classes can be
overcome by the application of a second moment closure. Some of the deficiencies of
two–equation models are due to fact that the eddy–viscosity assumption, shown in
equation 2.30, is not always valid. Especially in the case of three-dimensional flows,
both measurements and simulations have shown that the eddy viscosity cannot be
considered as a scalar, but rather as a tensor. This anisotropy can be obtained
through second order one–point closures. Further advantages of such methods are
the allowance of “history” effects on the Reynolds stresses, as well as exact treatment
of turbulence production due to mean strain effects. The inherent non–isotropic
character of such approaches means that phenomena such as stream–line curvature
and rotational stress can be considered. This class of turbulent flow modelling will
be discussed in detail in the following section.
2.4 Reynolds Stress Modelling
2.4.1 Second Moment Equations
In second moment methods, the unknown terms appearing in the first moment
equations are not modelled. Instead, they are calculated directly by the addition of
the relevant transport equations [103]. These equations incorporate higher order
unknown terms for which closure approximations are necessary. This method allows
the inclusion of the full anisotropic characteristics of the Reynolds stresses. To date
single point second moment closures represent the most complete and tractable
description of turbulence Reynolds stresses. The transport equation for the Favre
averaged Reynolds stresses equation can be written in the following form:
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∂ρu˜′′i u
′′
j
∂t
+
∂ρu˜ku˜′′i u
′′
j
∂xk
= Tijk + Pij + Φij + φij − ρǫ˜ij (2.37)
The first term on the Left Hand Side (LHS) of the equation represents the
change in time. The second term represents convection of the Reynolds stresses
by the mean flow. The first term on the Right Hand Side (RHS) of the equation
represents turbulent transport of the Reynolds stresses and is written as:
Tijk = −
∂ρu˜′′i u
′′
ju
′′
k
∂xk
(2.38)
The second term of the RHS represents the effects of the mean strain and is
written as:
Pij = −ρ
(
u˜′′i u
′′
l
∂u˜j
∂xl
+ u˜′′ju
′′
l
∂u˜i
∂xl
)
(2.39)
The third term represents the effects of mean pressure gradients and is written as:
Φij = −
(
u′′i
∂p
∂xj
+ u′′j
∂p
∂xi
)
(2.40)
The fourth term corresponds to the turbulent pressure strain term which is
written as:
φij = −
(
u′′i
∂p′
∂xj
+ u′′j
∂p′
∂xi
)
(2.41)
The final term on the RHS represents viscous dissipation. The terms on the
LHS, as well as term Pij appear in closed form, whereas the rest of the terms need
to be modelled.
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Apart from the Reynolds stresses, the turbulent scalar fluxes u˜′′i φ
′′
α can be
modelled in a similar way according to the following equation:
∂ρu˜′′i φ
′′
α
∂t
+
∂ρu˜ju˜′′i φ
′′
α
∂xj
= Tijφ + Piφ + Φiφ + φiφ − ρǫ˜iφ + u′′i Sφ (2.42)
Similarly, the terms on the RHS of Eq. 2.42 represent, in the order that they
appear, turbulent transport, turbulent production by the mean scalar gradient,
effects of mean pressure gradients, the turbulent pressure strain term, viscous
dissipation and the fluctuating velocity mean formation/reaction rate correlation.
The first four terms of the RHS are written as:
Tijφ = −
∂ρu˜′′i u
′′
jφ
′′
α
∂xj
Piφ = −ρ
(
u˜′′jφ
′′
α
∂u˜i
∂xj
+ u˜′′i u
′′
j
∂φ˜α
∂xj
)
(2.43)
Φiφ = −φ′′α
∂p
∂xi
φiφ = −φ′′α
∂p′
∂xi
(2.44)
The transport equation for the scalar variance completes the statistical descrip-
tion.
∂ρφ˜′′2α
∂t
+
∂ρu˜iφ˜′′2α
∂xi
= Tiφφ + Pφφ + u′′i Sφ − ρχ˜ (2.45)
where
Tiφφ = −∂ρu˜
′′
i φ
′′2
α
∂xi
Pφφ = −2ρu˜′′i φ′′α
∂φ˜α
∂xi
(2.46)
The terms on the RHS of Eq. 2.45 represent, in order, turbulent transport,
turbulent production via the mean scalar gradient, scalar-mean formation/reaction
rate correlation and mean scalar dissipation.
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2.4.2 Turbulent Pressure Strain
The fluctuating pressure term φij is a key term of the Reynolds stresses transport
equation. For modelling purposes, according to the suggestion from Lumley [130],
this term is split up into a redistributive (φRij) and a non-redistributive (isotropic)
(φIij) part irrespective of whether or not the density is constant. It can then be
written as:
φij = −
(
u′′i
∂p′
∂xj
+ u′′j
∂p′
∂xi
)
(2.47)
= −
(
u′′i
∂p′
∂xj
+ u′′j
∂p′
∂xi
)
− 2
3
δiju′′k
∂p′
∂xk︸ ︷︷ ︸
φRij
+
2
3
δiju′′k
∂p′
∂xk︸ ︷︷ ︸
φIij
(2.48)
The redistributive part does not affect the total turbulent kinetic energy. Its
role is to transfer energy among the Reynolds stress components. In combusting
flows Eq. 2.48 is more convenient whereas in the case of constant density flows, a
more conventional decomposition can be used:
φij =
[〈
p′
∂u′′k
∂xk
〉
+
〈
p′
∂u′′k
∂xk
〉]
− ∂
∂xl
[
δjl 〈u′′i p′〉+ δil
〈
u′′jp
′
〉]
(2.49)
Equation 2.48 also applies to closures obtained by a recasting of formulations
derived for constant density flows into density weighted form as examined later [83].
The isotropic part φIij can also be split into a pressure transport term, φ
T
ij, and
a pressure dilatation term, φDij as discussed by Lindstedt and Vaos [125]. In this
case the turbulent pressure strain term can be written as:
φij = φ
R
ij + φ
T
ij + φ
D
ij (2.50)
where,
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φRij = −
(
u′′i
∂p′
∂xj
+ u′′j
∂p′
∂xi
− 2
3
δiju′′k
∂p′
∂xk
)
(2.51)
and,
φTij =
2
3
δij
∂p′u′′k
∂xk
φDij =
2
3
δijp′
∂u′′k
∂xk
(2.52)
As mentioned, φRij serves to redistribute the kinetic energy between the Reynolds
stress components leaving the total energy undisturbed. The φTij represents spatial
diffusion due to fluctuating pressure. The φDij term is a pressure dilatation term
representing the contribution that the fluctuating pressure has on the production
of turbulent kinetic energy and plays a distinct role in premixed combustion [125].
Following its definition in Eq. 2.37, the trace of φij is given by:
φkk = −2u′′k
∂p′
∂xk
(2.53)
In the case of homogeneous turbulence this term is equal to zero by use of the
continuity equation. Under such conditions Eq. 2.50 then reduces to φij = φ
R
ij. It
is obvious that in the case of homogeneous turbulence this term does not affect the
total levels of turbulent kinetic energy. The above decomposition is in no way unique
and does not alter the closure modelling approach (usually considered in a constant
density homogeneous environment) but is aimed at highlighting the behaviour of the
fluctuating pressure transport term in homogeneous and inhomogeneous turbulence.
In the case of the turbulent scalar fluxes, the corresponding term φiφ can be
written as:
φiφ = −φ′′α
∂p′
∂xi
= −∂p
′φ′′α
∂xi
+ p′
∂φ′′α
∂xi
(2.54)
where the first term on the RHS corresponds to pressure transport
(
φTiφ
)
and the
second term to pressure scrambling
(
φSiφ
)
.
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2.4.3 Redistribution/Scrambling Models
In the second moment closures, one of the most focal points is the modelling of
the redistributive part of fluctuating pressure term
(
φRij
)
in the transport equation
for Reynolds stresses. This term is traceless, so it does not affect the total energy,
but redistributes it among its components. Similarly, the scrambling part
(
φSiφ
)
in the respective equation for turbulent scalar fluxes, which contributes towards a
possible anisotropic scalar flux field, is important to be modelled properly in the
context of second moment closures.
The modelling procedure for these terms is usually based on the Poisson
equation for the fluctuating pressure p′. In the general case of variable density
flows, the equation is written as [83]:
∇2p′ = − ∂
2
∂xi∂xj
(2ρu′′i u˜j + ρu
′′
i u
′′
j − ρu′′i u′′j ) +
∂2ρ′
∂t2
− ∂
2ρ′u˜iu˜j
∂xi∂xj
(2.55)
In the case of constant density flows, only the first term of the RHS is present.
The additional terms show that there is a strong dependence of pressure fluctuations
on density fluctuations, and therefore these terms should not be omitted in the case
of inhomogeneous turbulent flows [83].
It follows from Eq. 2.55 that the fluctuating pressure field can be decomposed
into a rapid, p′(r), and slow part p′(s). Similarly, the pressure–strain tensor can be
decomposed into a rapid and slow component. This can be written as:
Πij = Aij + 2Mijkl
∂uk
∂xl
(2.56)
where the first term on the RHS corresponds to the slow component and involves
turbulence quantities, and the second term corresponds to the rapid part, which is
proportional to the mean flow strain. The tensors Aij and Mijkl are given by:
Aij =
1
4π
∫ ∫ ∫
∞
−∞
1
|x− x∗|
∂u′∗k
∂x∗l
∂u′∗l
∂x∗k
(
∂u′i
∂xj
+
∂u′j
∂xi
)
d3x∗ (2.57)
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and
Mijkl =
1
4π
∫ ∫ ∫
∞
−∞
1
|x− x∗|
∂u′∗l
∂x∗k
(
∂u′i
∂xj
+
∂u′j
∂xi
)
d3x∗ (2.58)
The slow term is responsible for the return of anisotropic turbulence to isotropy
when no other influences exist and thus it can be called the “return to isotropy”
component as well. The name of the “rapid” term originates for the Rapid Distortion
Theory problem, where a large mean velocity gradient is imposed onto turbulence.
At this limit, the mean strain effects dominate the evolution of turbulence. Also, if a
sudden distortion is imposed onto an isotropic turbulence field, the “rapid” part will
become instantly anisotropic, following the mean strain, whereas the “slow” part will
change in a more gradual way, as turbulence readjusts to the new strain [132, 131].
The influence of the rapid terms on the structure of the turbulence field is very
strong and therefore they need to be carefully modelled.
For turbulent flows with variable density, the usual approach in order to obtain
a redistribution/scrambling model is to rewrite the constant density equation in
a density weighted form. Such an approach can be insufficient in the context of
premixed flames, as shown by Lindstedt and Vaos [125]. Most published models
for inhomogeneous turbulent flows model the pressure–strain correlation using the
homogeneous form. The general resulting model equations for Reynolds stresses
and turbulent scalar fluxes after such treatment will be:
φij = ρ
(
ǫ˜
k˜
Aij(b) +Mijkl(b)
∂u˜k
∂xl
)
k˜ (2.59)
φiφ = ρ
(
ǫ˜
k˜
Aφij(b) +M
φ
ijkl(b)
∂u˜k
∂xl
)
u˜′′jφ
′′ (2.60)
where b is the anisotropy tensor, defined as:
bij =
u˜′′i u
′′
j
u˜′′ku
′′
k
− 1
3
δij (2.61)
The “return to isotropy” and “rapid strain” redistribution and scrambling parts
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can be modelled following either an Eulerian or a Lagrangian framework. Starting
from the Eulerian approach, several models have been developed. The first of such
models was proposed by Launder et al. (LRR) [107]. Subsequent proposed models
following the same framework are those by Hanjalic and Launder (HL) [62], Shih
& Lumley (SH) [183], Jones & Musonge (JM) [89], Speziale et al. (SSG) [190] and
Fu, Launder and Tselepidakis (FLT) [54]. Pope [174] has derived a generalised
expression for the second order pressure strain tensor φij which combines a general
class of models. According to this expression, the models for φij can be written as:
φij = ρǫ˜
9∑
n=1
A(n)T (n)ij (2.62)
where A(n) are scalar coefficients (see Table 2.1) and T (n)ij are the non–dimensional,
symmetric, deviatoric tensors defined as a function of the anisotropy tensor bij, the
normalised rate of strain S∗ij,
S∗ij =
k˜
ǫ˜
Sij (2.63)
and the normalised rotation tensor,
W ∗ij =
k˜
ǫ˜
Wij (2.64)
Wij is the rotation tensor and is given by:
Wij = ωij + emjiΩm =
1
2
[
∂u˜i
∂xj
− ∂u˜j
∂xi
]
+ emjiΩm (2.65)
where ωij is the mean vorticity tensor, emji is the permutation symbol and Ωm
is the rotation rate of the non-inertial frame relative to an inertial framing. For
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irrotational flows, the second term on the RHS of Eq. 2.65 disappears and it follows
that the tensors T (n)ij are defined as:
T (1)ij = bij
T (2)ij = b2ij −
1
3
b2llδij
T (3)ij = S∗ij −
1
3
δijS
∗
ll
T (4)ij = S∗ilblj + S∗jlbli −
2
3
δijS
∗
lmbml
T (5)ij = W ∗ilblj +W ∗jlbli (2.66)
T (6)ij = S∗ilb2lj + S∗jlb2li −
2
3
δijS
∗
lmb
2
ml
T (7)ij = W ∗ilb2lj +W ∗jlb2li
T (8)ij = bilS∗lmbmj −
1
3
δijS
∗
lmb
2
ml
T (9)ij = b2ikW ∗klblj + b2jkW ∗klbli
where b2ij denotes bilblj and should not be confused with the square of the
components of bij. The coefficients A
(n) depend on the scalar invariants of bij, S
∗
ij
and W ∗ij. Table 2.1 presents the values of A
(n) corresponding to four of the models
mentioned earlier, namely LRR, JM, SSG and FLT. As discussed by Speziale [189],
the table reveals that the coefficients A(n) are dependent on the scalar invariant of
the anisotropy tensor b′, on the rate of strain and on the ratio of the production
rate to the rate of dissipation of turbulent kinetic energy. In particular,
b′ = (b2kk)
1/2 (2.67)
Pkk = −ρu˜′′ku′′k
∂u˜k
∂xk
(2.68)
Q1 = b
2
klS
∗
kl −
2
3
bklS
∗
kl −
1
3
S∗ll (2.69)
The LRR model has been used extensively in many studies and discussions of
closures in second moment modelling (see [61, 93, 174, 189, 190]) due to its numerical
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Coefficients LRR JM SSG FLT
A(1) −2CR −2C1 −C1 − C∗1(Pkkǫ˜ ) −C1Q1
A(2) 0 0 C2 0
A(3) 4
3
C2 2(C4 − C2) C3 − C∗3b′ C2
A(4) 2C2 −3C2 C4 C3
A(5) 2C2 3C2 + 4C3 C5
26
15
+ C4b
2
kkc2
A(6) 0 0 0 C2
A(7) 0 0 0 C2
A(8) 0 0 0 0.1C4
A(9) 0 0 0 −3C4
Model CR = 1.8 C1 = 1.5 C1 = 3.4 C1 = 2.4
Constants C2 = 0.6 C2 = −0.53 C∗1 = 1.8 C2 = 0.8
C3 = 0.67 C2 = 4.2 C3 = 1.2
C4 = −0.12 C3 = 0.8 C4 = 16
C∗3 = 1.3 c2 = 0.6
C4 = 1.25
C5 = 0.40
Table 2.1: Coefficients A(n) for different pressure–strain correlation models.
simplicity and its ability to predict a variety of benchmark turbulent flows. In more
complicated flows which can feature rotation, the more sophisticated FLT, JM and
SSG models are known to perform better. This has been shown in numerous studies
which have been undertaken using such models (e.g. Craft & Launder [41], Kim &
Rhee [93], Jones & Kakhi [84], Lindstedt et al. [121, 125, 127] and Law et al. [18]). It
seems that the preferred closure model type in many of the studies has been the SSG
model which appears to produce good modelling results in homogeneous turbulent
reacting flows and self–preserving round jets [166]. In the case of elliptic flows, which
feature strong vortices, as well as turbulent flows that are away from equilibrium,
current second order closure models do not perform adequately. Redefinition of
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the coefficients A(n) could alleviate some of the difficulties encountered. Instead of
expressing A(n) as a function of scalar invariants, a dependence on the deformation
rate and the state of the turbulence could be advantageous in the case of elliptic
flows, as suggested by Girimaji [55].
Apart from the Eulerian strategy, the modelled equations for the Reynolds
stresses can be obtained by a stochastic Lagrangian approach [174]. A significant
advantage of such methods is that a closure for the pressure scrambling term ap-
pearing in the turbulent scalar fluxes equations can be readily derived, thus allowing
for consistent and realisable modelling of both fluctuating pressure correlations.
A modelled equation for the Reynolds stresses can by derived based on the
Generalised Langevin Model (GLM) of Haworth and Pope [65, 64]. The resulting
equation is:
∂ρu˜′′i u
′′
j
∂t
+
∂ρu˜ku˜′′i u
′′
j
∂xk
= Tijk + Pij + ρGiku˜′′ju
′′
k + ρGjku˜
′′
i u
′′
k + ρC0ǫ˜δij (2.70)
By comparing equations 2.37 and 2.70, the pressure–strain correlation model
can be written as:
φRij − ρǫ˜ij = ρGiku˜′′ju′′k + ρGjku˜′′i u′′k + ρC0ǫ˜δij (2.71)
C0 is proportional to the square of the diffusion coefficient and takes a standard
value of 2.1 [5]. The corresponding model form for the turbulent scalar flux equation
is written as:
φSiφ − ρǫ˜iφ = ρGiku˜′′kφ′′α − ρ
χ˜
φ˜′′2α
u˜′′ijφ
′′
α (2.72)
Haworth & Pope [65, 64] have proposed a functional form for Gij which is linear
in the mean velocity gradients and quasi–linear in the anisotropy tensor bij. Its
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general form is:
Gij =
ǫ˜
k˜
(α1δij + α2bij) +Hijkl
∂u˜k
∂xl
(2.73)
where
Hijkl = β1δijδkl + β2δikδjl + β3δilδjk
+ γ1δijbkl + γ2δikbjl + γ3δilbjk (2.74)
+ γ4bijδkl + γ5bikδjl + γ6bilδjk
The model contains 11 coefficients that can depend on the scalar invariants
of bij, Sij and Wij. Six of the coefficients are eliminated by exact constraints
deduced from the Navier-Stokes equations [172]. The remaining 5 coefficients are
adjusted by matching experimental data [64]. Two sets of coefficients have been
proposed, thus assuming two versions of the model, namely HP1 and HP2. The
first version gives satisfactory results for homogeneous flows, whereas the second
one was proposed for free shear flows. In the current work the HP2 model will be
applied. The coefficients for this model are:
α2 = 3.78 β1 = −0.2 β2 = 0.8 β3 = −0.2
γ1 = 0.0 γ2 = 1.04 γ3 = −0.34 (2.75)
γ4 = 0.0 γ5 = 1.99 γ6 = −0.76
and
α1 = −
[
1
2
+ 3
4
C0 + α2b
2
ij +
(
β2 + β3 +
1
3
γ∗
)
I1 + γ
∗I2
]
(2.76)
where
γ∗ = γ2 + γ3 + γ5 + γ6
I1 = bijS
∗
ij (2.77)
I2 = b
2
ijS
∗
ij
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There is a unique corresponding second–moment closure for every stochastic
Lagrangian model (of the form of the GLM) [65]. This was further exploited by
Pope [172] and Wouters et al. [209]. When deriving second–moment closures via
stochastic Lagrangian models realizability is simply assured, and this provides the
motivation for identifying the correspondence between the respective coefficients of
Eulerian and Lagrangian models.
2.4.4 Pressure Dilation
It has been suggested by Jones [83] that the pressure dilation term φDij is negligible
in the case of constant density flows. By contrast, Zhang & Rutland [215] suggested,
through their DNS study of premixed flames, that this term is an important source
of turbulence. Based on their DNS calculations, they proposed a model for this
term [215]. However, the model is not consistent with the assumed thermochemical
conditions [74]. An alternative form was proposed by Hulek & Lindstedt [74], but
realizability is not guaranteed. Further assessment of the model proposed by Zhang
& Rutland [215] was performed by Lindstedt and Vaos [125] and it was suggested
that further work is necessary. In the current context of diffusion flames with high
Reynold numbers the term has been omitted, as its effect is not expected to be
large [74].
2.4.5 Mean Pressure Gradient
In turbulent flows where conserved scalars such as mixture fraction f are in-
volved, the mean pressure gradient terms Φij and Φiφ found in equations 2.37 and
2.42 can be neglected, as its contribution is much lower when compared to the
strain related terms [83]. This is usually the case in diffusion flames. In that case,
the turbulence production/redistribution mechanism is similar to that of constant
density flows. When modelling turbulent premixed flames, this term cannot be
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omitted [114]. Therefore, the preferential acceleration effects, driven by the mean
pressure gradients must be incorporated in the redistribution/scrambling models,
since these mechanisms are strongly linked [125]. In the present work non–premixed
flames are considered, and therefore the mean pressure gradient terms will be ne-
glected.
2.4.6 Pressure and Turbulent Transport
Several models have been suggested for the turbulent transport term both for
isothermal flows [61, 131] and reacting flows [83]. This term is usually modelled
through the use of a gradient diffusion approximation. The contribution of the
triple moment terms to the overall budget of the Reynolds stresses and scalar fluxes
is moderate in comparison to other transport terms, as suggested by Jones [83]. This
view is also retained by Lindstedt and Vaos [125] who also argue that such a for-
mulation is unnecessary given the overall contribution of the transport term. Their
study further shows that the use of a conventional closure approach for isothermal
modelling produces good agreement with experimental results. Moreover, more ex-
tensive experimental data set would be necessary in order to refine more elaborate
models, as suggested by Launder [105]. Therefore, a simple gradient diffusion type
approximation is usually applied for the closure of this term with adequate success.
The generalised gradient diffusion formulation proposed by Daly & Harlow [46]
is written below for both the Reynolds Stresses and the turbulent scalar fluxes:
Tijk =
∂
∂xk
[
Csρ
k˜
ǫ˜
u˜′′ku
′′
l
∂u˜′′i u
′′
j
∂xl
]
(2.78)
Tijφ =
∂
∂xj
[
Csρ
k˜
ǫ˜
u˜′′ju
′′
k
∂u˜′′i φ
′′
α
∂xk
]
(2.79)
where the constant Cs is assigned a value of 0.22. This assumption physically repre-
sents the transport of the Reynolds Stresses and the turbulent scalar fluxes by the
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turbulent velocity u′′k.
The pressure transport term φTij, shown in Eq. 2.52, is usually being neglected.
A model was proposed by Lumley [131], according to which:
p′u′′i = −CT u˜′′i u′′l u′′l (2.80)
with the constant CT taking a value of 0.2. This model has been found to be
reasonable in free shear flows, as suggested by Pope [174]. Following the above form,
the pressure transport term is incorporated in the gradient diffusion approximation
by Daly & Harlow [46].
2.4.7 Dissipation Modelling
The dissipation–rate tensor ǫij can be treated in the same way as the turbulent
pressure–strain correlation φij. Following the same methodology, the tensor is
decomposed into a deviatoric and an isotropic part:
ǫ˜ij =
(
ǫ˜ij − 2
3
δij ǫ˜
)
+
2
3
δij ǫ˜ (2.81)
where ǫ˜ corresponds to the turbulent kinetic energy dissipation rate, as mentioned
in the two–equation modelling context.
In cases of constant density flows featuring high Reynolds numbers, the major
contribution to dissipation occurs from eddies with small length and time scales.
This follows Kolmogorov’s hypothesis [99] and results in the consideration of local
isotropy, where it is assumed that the non–isotropic part in Eq. 2.81 is negligible.
In this case we have [83, 189]:
ǫ˜ij =
2
3
δij ǫ˜ (2.82)
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The anisotropic component of the dissipation tensor has the same mathematical
properties as the term φRij. Therefore, in cases of flows with relatively moderate
Reynolds number, where this term is not always negligible, it can be absorbed into
the model for the rapid term of turbulent pressure–strain correlation. Following
Pope [172, 174], we can write:
φRij − ρǫ˜ij = Πij −
2
3
δijρǫ˜ (2.83)
where Πij represents the redistribution model used for the modelling of φ
R
ij. The
deviatoric part of the dissipation tensor is traceless and, therefore, it does not repre-
sent an energy decay process, but a process of energy transfer between components
due to the effect of small scale anisotropy [125]. This is analogous to the argument
made for φRij, which does not affect the total kinetic energy, but redistributes it
between the Reynolds stress components. Therefore, as stated in [174], the effect of
ǫRij is additional to that of φ
R
ij and therefore any redistribution model accounts for
both pressure and dissipation redistributions [131].
In order to achieve closure for the system of equations, a transport equation is
needed for ǫ˜. For variable density flows, the equation can be written as [85, 62]:
∂ρǫ˜
∂t
+
∂ρu˜lǫ˜
∂xl
=
∂
∂xl
[
CSǫρ
k˜
ǫ˜
u˜′′l u
′′
k
∂ǫ˜
∂xk
]
−Cǫ1ρ ǫ˜
k˜
u′′l u
′′
k
∂u˜l
∂xk
− Cǫ2ρ ǫ˜
k˜
ǫ˜− Cǫ3 ǫ˜
k˜
u′′i
∂p
∂xl
(2.84)
The standard values of 1.44 and 0.18 are used for the constants Cǫ1 and CSǫ
respectively. Following the recommendations of Speziale et al. [190], the value of
Cǫ2 is adjusted from the standard value of 1.92 to 1.8 in order to improve the rate
of spread for round jets. The value of the constant Cǫ3 lies between 0.95–1.2 for
strongly stratified flows [83]. Lindstedt and Vaos [125] have used a value of 1.20 in
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cases of counterflow premixed turbulent flames. In the current work, a value of 0.95
is used in the context of non–premixed bluff body stabilised flames.
The same treatment is applied for the dissipation tensor ǫiφ found in the
transported turbulent scalar fluxes (Eq. 2.42). In the case of local isotropy we have:
ǫ˜iφ = 0 (2.85)
whereas in the more general case we treat the deviatoric part as:
φSiφ − ρǫ˜iφ = Πiφ (2.86)
where Πiφ corresponds to the scrambling model.
The knowledge of ǫ˜ enables the derivation of the rate of dissipation of the scalar
fluctuations, χ˜ by assuming a linear relationship between scalar and mechanical
turbulence time scales, as initially proposed by Spalding [188]:
χ˜ = Cφ
ǫ˜
k˜
φ˜′′2α (2.87)
A value of Cφ ≈ 2.0 is generally used [153, 171].
2.5 Implementation Issues
In the current work, the flows studied can be divided into two main subcate-
gories. The first one has to do with turbulent jet flows, whereas the second one
has to do with flames featuring recirculation zones. The two types of flows have
some distinctive characteristics which necessitate a different treatment for their ef-
ficient numerical implementation. More specifically, the recirculating flows must be
modelled within an elliptic framework, whereas the jet flows can be modelled effi-
ciently using a parabolic approximation for the equations. The main characteristics
of these two categories will be described below and the arising numerical matters
will be discussed.
2. Turbulent Flow Modelling 69
2.5.1 Parabolic Flows
A large category of flows can be characterised as boundary layer flows. Their
name originates from the steady–state cases where a fluid flows next to a wall, and is
surrounded by an irrotational external stream. However, the same characterisation
can be extended to flows which are not in contact with a solid object, and which can
be surrounded by either a quiescent free stream or a turbulent fluid. The common
characteristics which define this type of flow is a single predominant direction of the
mean flow and that the shear stresses are significant only at a direction normal to
the main flow direction. In this case, the Navier–Stokes equations can be greatly
simplified and then a system of parabolic differential equations can describe the
evolution of the flow.
In the current work, turbulent jet flows are considered, where a high velocity
fuel jet is surrounded by a lower velocity coflow. The configuration is considered
to be axisymmetric, so the appropriate equations are derived in a polar cylindrical
coordinate system. The detailed system of equations is given in the Appendix A.
The general form of these equations is given by:
∂ρu˜φ˜
∂x
+
1
r
∂ρrv˜φ˜
∂r
=
1
r
∂
∂r
(
rRrr
∂φ˜
∂r
)
+ Sφ (2.88)
where the quantity Rrr corresponds to the Daly & Harlow approximation [46]
for the closure of the turbulent fluxes of the Reynolds stresses and the energy
dissipation rate:
Rrr ∝ ρk˜
ǫ˜
v˜′′v′′ (2.89)
For the momentum transport equation, where φ˜ ≡ u˜, the Reynolds stresses term
is included in the source term Sφ while Rrr = 0. The same form of equation can
be applied to two–dimensional planar flows, without any significant modification.
In this case the radius r gets a constant value of 1, whereas the axial and radial
2.5. IMPLEMENTATION ISSUES 70
components of velocity correspond to the components of velocity on a Cartesian
coordinate system.
The unclosed turbulent terms are modelled via the application of the SSG model.
This model has been applied with success in turbulent reacting flows [119] and pro-
vides accurate predictions for the turbulent quantities which can affect the thermo-
chemical fields significantly [121].
The mathematical properties of equation 2.88 allow for an elegant and efficient
implementation in terms of numerical computing. Following Spalding [160], the
equations are expressed in a non dimensionalised stream–function based coordinate
system, they are discretised and solved. The parabolic nature of the equation means
that every position in the calculation is not affected by its downstream neighbours.
Therefore the calculation can proceed in the axial direction of the flow, step by step,
taking into account only the upstream values, and solving the discretised system of
the partial differential equations on each axial position at a time. This greatly
reduces the memory needs of the software, and minimizes the computational cost.
For the definition of a specific problem and its solution, the appropriate initial
and boundary conditions are necessary. Given the parabolic formulation, no
boundary conditions are required at the outlet of the flow. At the inlet of the flow,
boundary or initial conditions for all the velocity quantities must be prescribed.
The mean axial velocity is usually initialised according to the respective conditions
of the experiment, or by assuming standard velocity profiles found in turbulent
flows, as is a fully developed turbulent pipe flow, in the case of a jet nozzle. A
typical velocity profile is given by:
u˜(r) = u˜Bulk
(
1− r
yE
) 1
n (n+ 1)(2n+ 1)
2n2
(2.90)
where uBulk is the mean bulk velocity of the fluid, yE is the boundary layer
thickness and n = 7 for turbulent pipe flows. Reynolds stresses values are often not
available from the experimental data, and a top hat profile can be assumed, with
the fluctuating part of velocity being considered equal to a percentage of the mean
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velocity component. The turbulent kinetic energy dissipation rate is initialised as:
ǫ˜ =
(
2
3
) 1
2 k˜
2
3
L
(2.91)
where k˜ is the turbulent kinetic energy and L is the length–scale, given by
L = κy (2.92)
with κ being the von Karman constant which has a value of 0.41.
The boundary conditions on the south and north positions of the computational
domain can be adapted according to the problem which is being calculated. If
the boundary coincides with a wall, the conventional boundary conditions for the
flow quantities can be applied. There are cases where the boundary surface is
adjacent to an inviscid stream, in which case entrainment conditions can be set,
with fluid being entrained into the computational domain through the boundary.
In the case of axisymmetric flows, the south boundary is usually considered as the
axis of symmetry, and all the gradients normal to the symmetry line are considered
equal to zero.
2.5.2 Elliptic Flows
The parabolic formulation of the flow equations is very attractive for the case of
turbulent jet flames, however it cannot account for cases with more complex flow
fields, in which a prevailing flow direction does not necessarily exist, but there can be
regions with recirculating patterns. For such problems, a fully elliptic treatment of
the flow is necessary. In the present approach, the unsteady Navier–Stokes equations
are discretised and solved in a time–accurate manner. Through this method the
instabilities of the flows can be studied in a more accurate way. Two different
approaches are being applied in the current study. The first one treats the flow as
two–dimensional and axi–symmetric. In this case, the Navier–Stokes equations are
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written in a polar cylindrical coordinate system, and the circumferential component
of velocity is considered to be zero for the non–swirling cases considered. The
second approach deals with the fully three–dimensional implementation of the flow
equations in a Cartesian coordinate frame.
An important issue in the numerical calculation of elliptic flows is the calculation
of pressure and its coupling with the velocity field. The usual methodology involves
the derivation of a pressure equation via the use of the continuity equation 2.26
and the divergence of the momentum equations 2.27. This leads to a Poisson type
equation of the following form for the pressure:
∂
∂xi
(
∂p
∂xi
)
= − ∂
∂xi
[
∂
∂xj
(ρu˜iu˜j + ρu˜′′i u
′′
j + τ˜ij)
]
+
∂ρgi
∂xi
+
∂2ρ
∂t2
(2.93)
The derivation of such an equation and its subsequent discretisation is not usu-
ally favored, as it doesn’t ensure that all the terms are discretised in a manner
consistent with the parent equations. Instead, the pressure equation is obtained
by the appropriate treatment of the discretised momentum equations. The general
procedure followed in most velocity–pressure coupling methods consists of the fol-
lowing steps. The flow field is initially calculated using the momentum equations.
Then the pressure field is calculated and a correction is applied to the velocities, in
order to satisfy the continuity equation. The correction steps are repeated for the
same time–step until a divergence free flow field is obtained. The precise order of
the operations performed, as well as the form of the correction terms depends on
the scheme which is used.
A well known scheme is called SIMPLE and has been proposed by Caretto et
al. [33]. This scheme does not converge rapidly and requires small time–steps in
the case of unsteady flows. Improved versions of this scheme have been proposed,
leading at the schemes SIMPLER [159] and SIMPLEC [202]. Issa [78] proposed
a non–iterative method for the coupling of implicitly discretised time–dependent
fluid flow equations, known as the PISO algorithm. In the current work, an im-
proved PISO/SIMPLER hybrid type scheme is applied for the solution of the flow
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equations [125].
The domain is discretised in control volumes by using a non–uniform rectangu-
lar mesh. A staggered arrangement is used for the positioning of the velocity and
scalar quantities. This type of arrangement has important advantages in the cou-
pling of velocity and pressure fields, as it helps avoiding convergence problems and
oscillations in the pressure and velocity fields.
The GLM model of Haworth and Pope [65] has been applied for the modelling of
the pressure–strain terms, using the coefficients of the HP2 variation, as described
previously.
For the calculation of a problem, the respective boundary conditions have to
be imposed. The number of the necessary boundary conditions for the numerical
problem to be “well–posed” can be deduced from characteristics analysis (eg. [167]).
In the case of a reacting three–dimensional flow, the number of independent
variables is 5 +N , namely the three velocity components, density, enthalpy and N
species mass fractions. When the inflow conditions are subsonic, 4 + N character-
istic waves enter the domain from the inflow while one of them exits. Therefore,
4+N physical (or Dirichlet) and one numerical (or Neumann) boundary conditions
need to be imposed. Usually the Dirichlet conditions are imposed for the velocity
components, the enthalpy and the species mass fractions. The remaining zero gra-
dient condition is imposed for pressure or density. Similarly, in a subsonic outflow,
4 + N characteristic waves leave the domain, and one enters. In this case, the op-
posite approach from the inflow is followed, with a Dirichlet condition imposed for
pressure or density, and Neumann conditions for the rest of the primitive variables.
Usually the conditions at the outflow are unknown. Therefore, it is desirable to use
a sufficiently large computational domain so that the imposed boundary condition
(which usually refers to pressure) does not affect the main structure of the flow.
In the two–dimensional, axi–symmetric case, symmetry conditions are imposed
on the boundary which coincides with the axis of symmetry. More specifically, the
normal velocity (v˜) and the appropriate normal Reynolds shear stress (u˜′′v′′) and
normal scalar fluxes (v˜′′φ′′α) are set to zero. A zero gradient condition is imposed to
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the rest of the variables.
For a viscous flow, no–slip conditions are imposed on the walls. This means that
all the mean velocity components, as well as the turbulence properties, are set to
zero on a wall surface. The turbulent boundary layer can be split into three regions
with different characteristics. The first region, which is closest to the wall, is a thin
viscous sublayer. The part of the boundary layer which is further from the wall
is fully turbulent, and these two regions are connected by a transition zone. In
the viscous sublayer, there are very large velocity and turbulence gradients. Two
different methodologies exist for the calculation of the flow properties in this region.
The first is the use of Low Reynolds number turbulence models, which consider a
very dense grid in the proximity of the wall for the resolution of the flow field. This
approach can increase the computational cost significantly. Moreover, low Reynolds
number turbulence models are still subject to considerable uncertainties [49].
The second approach involves the use of high Reynolds number turbulence mod-
els. In this case, the boundary layer close to the wall is not resolved, but a specific
velocity profile is assumed. There are a lot of experimental data and theoretical work
regarding boundary layers, and near universal laws have been developed for flows
parallel to a wall. In such approaches, the first mesh point away from the wall should
be positioned within the inner quarter of the boundary layer (y/δ < 0.3). In this
region, the boundary layer can be categorised into the viscous sublayer (y+ < 11.63)
and the logarithmic law region (y+ > 11.63).
The velocity profile in the viscous sublayer can be described by:
U+ = y+ (2.94)
while in the logarithmic law region
U+ =
1
κ
ln
(
y+
)
+B (2.95)
where the non–dimensional y+ and U+ are given by:
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y+ =
yuτ
ν
U+ =
U
uτ
(2.96)
and uτ is the friction velocity which is equal to uτ =
√
τw/ρ, y is the normal distance
from the wall, τw is the shear stress on the wall and B is a constant with the value
of 5.5.
If equilibrium is assumed between the turbulence energy production and
dissipation, we can calculate the friction velocity from the relation:
u2τ = C
1
2
µ k (2.97)
where the dissipation rate is given by:
ǫ =
u3τ
ky
=
C
3
4
µ k
3
2
ky
(2.98)
with Cµ = 0.09.
Equation 2.95 can be rewritten in the following form:
τw = ρu
2
τ = ρC
1
4
µ κ
√
k
U
ln (Ey+)
(2.99)
where E = C
1
4
µ e(κB).
Equation 2.99 is preferable from a numerical point of view when compared to
equation 2.95, as it provides an explicit expression for the wall shear stresses as a
function of the mean velocity and turbulent kinetic energy.
During the numerical solution, the implementation of the near wall profiles is
performed via the use of a fictitious viscosity (µ∗w) which is applicable to the mean
momentum equation in the direction parallel to the wall. This fictitious viscosity
is used to define a viscous shear stress at the wall using flow field properties at the
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first mesh point next to the wall. The wall shear stress is given, after discretisation,
by:
τw = µ
∂U
∂y
= µ∗w
U2
y2
(2.100)
where U2 and y2 are the velocity and normal distance from the wall at the first grid
node next to the wall surface respectively.
If the grid point lies within the viscous sublayer, the fictitious viscosity is set
equal to the laminar viscosity at this point (µ∗w = µ2). If the point lies in the
logarithmic region, the fictitious viscosity is equal to:
µ∗w =
ρ2C
1/4
µ κy2
√
k2
ln (Ey∗2)
(2.101)
with all the quantities taking the values at the grid node next to the wall.
The turbulent kinetic energy dissipation rate next to the wall is calculated using
equation 2.98. The Reynolds shear stress is set to zero at the wall, and the wall
fluxes of all the Reynolds stresses are set equal to zero as well. The solution of the
Reynolds shear stress does not involve any mean velocity gradient or turbulence
quantities at the wall, and therefore does not create any difficulty. There is a
numerical difficulty in the evaluation of the normal gradient of the tangential mean
velocity component and the Reynolds shear stress at the scalar node when using a
staggered mesh arrangement. The normal gradient of the tangential mean velocity
and the Reynolds shear stress can be approximated using the following expressions:
∂U
∂y
∣∣∣∣
2
=
τw
µ2
(2.102)
u˜′′v′′
∣∣∣
2
= −τw
ρ2
(2.103)
Chapter 3
Combustion Modelling
3.1 Introduction
The modelling of the equations which describe a turbulent flow were outlined
in the previous Chapter. Now we will turn our focus to the effects of thermochem-
istry on the flow, and we will briefly review the modelling methods that have been
developed. Greater detail will be provided for the methods applied in the current
work.
The main problem in the numerical calculation of turbulent reacting flows lies
in the treatment of the averaged source term Sα, found in the transport equation
for the species mass fractions (Eq. 2.28). A chemical reaction rate is typically
expressed from the Arrhenius law. Lets consider a simple case of an irreversible
reaction between fuel (F) and oxidiser (O), yielding product (P):
F + sO → (1 + s)P (3.1)
The reaction source term will be expressed from the Arrhenius law as:
Sα = −
(
ρYF
WF
)mF (ρYO
WO
)mO
k(T ) (3.2)
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with the rate constant k(T ) given by:
k(T ) = ArT
nexp
(
− Eα
RT
)
(3.3)
where Ar is the pre–exponential constant and Eα is the activation energy of the
reaction. As the reaction rate is highly non–linear, the averaged reaction rate Sα
cannot be easily expressed as a function of the mean mass fractions Y˜F and Y˜O,
the mean density ρ and the mean temperature T˜ . If a series expansion of the term
exp(−Eα/(RT )) is applied, new unclosed quantities of the form ˜Y ′′nT ′′m appear.
Borghi [19] used transport equations for these terms, but discovered that a large
number of terms need to retained for a good approximation. For a computationally
tractable set of equations, moments of third order and higher are usually neglected,
but this leads to large errors. The aforementioned analysis refers to a single irre-
versible reaction. In practical cases, hydrocarbon combustion is described by de-
tailed chemical schemes containing hundreds of species and thousands of reactions,
so the extension of this direct approach is not trivial.
3.2 Combustion regimes
As the mean reaction rate Sα cannot be calculated by the averaging of Arrhenius
laws, a physical approach is used for the derivation of turbulent combustion models.
Turbulent combustion involves various time– and length–scales which describe the
turbulent flow field and the chemical reactions. The physical analysis is based on
comparison between these scales, leading to the identification of different combustion
regimes. The formulation of a model is usually based on the assumption that a
specific regime is valid for the entirety of the flow.
It is useful to define some non–dimensional numbers, which characterise the
turbulent reacting flows. The flow itself can be characterised by a turbulent
Reynolds number, defined as:
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ReT =
u′lT
ν
(3.4)
where u′ is the velocity fluctuation, lT is the turbulence integral length scale and
ν = µ/ρ is the kinematic viscosity of the fluid. Velocity fluctuations are related to
the square root of the turbulent kinetic energy k˜. Using the turbulent kinetic energy
and its dissipation, the turbulent time scale can be defined as τT = k˜/ǫ˜. Similarly,
the turbulent length scale is defined as lT = k˜
3/2/ǫ˜. The turbulent Reynolds number
essentially compares turbulent transport to viscous forces.
The Damko¨hler number compares the turbulent (τT ) and chemical (τc) time
scales:
Da =
τT
τc
(3.5)
The turbulent time–scales τT correspond to the largest eddies. If the smallest
eddies are taken into account, the Karlovitz number can be defined as:
Ka =
τc
τk
(3.6)
where τk represents the Kolmogorov time scales. The knowledge of the above pa-
rameters can provide a relatively good description of the combustion regime of the
flow.
In the limit of high Damko¨hler numbers (Da >> 1), the chemical time scales are
shorter that the turbulent ones. This corresponds to a thin reaction zone which is
distorted and convected by the flow field. The internal flame structure is not affected
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strongly by the turbulence and may be described as a laminar flame element called
a “flamelet”. On the opposite limit of a low Damko¨hler number (Da << 1), the
reaction is very slow when compared to turbulence. In this case reactants and
products are mixed before reaction. This is the perfectly stirred reactor limit, where
all the fluctuations of temperature and mass fractions can be neglected and the
mean reaction rate is given from the Arrhenius law using the mean mass fractions
and temperature.
In turbulent premixed flames, the chemical time scale τc can be estimated as
the ratio of the unstretched laminar flame thickness δl and propagation velocity uL
(τc = δl/uL). The Karlovitz number can then be written as:
Ka =
δl
lk
uk
uL
(3.7)
It can easily be shown that the three nondimensional parameters are related by:
ReT = Da
2Ka2 (3.8)
and therefore a set of any two parameters is enough for discussing premixed com-
bustion regimes. For large Damko¨hler numbers and Ka < 1, the chemical time scale
is shorter than any turbulent time scale. This corresponds to the laminar flamelet
regime or thin wrinkled flame regime. The Karlovitz number is used to define the
Klimov-Williams criterion, corresponding to Ka = 1, which describes the transition
from the laminar flamelet regime to the distributed combustion regime.
For values of the Karlovitz number between 1 and 100, turbulent motion can
affect and thicken the flame preheat zone, but cannot modify the reaction zone which
remains thin and close to a laminar reaction zone. This is the thickened wrinkled
flame regime or thin reaction zone. Finally, for Ka > 100, preheat and reaction
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zones are strongly affected by turbulent motions and no laminar flame structure
may be identified. This is the thickened flame regime or well–stirred reactor.
In non–premixed turbulent combustion there is no characteristic speed such as
the laminar burning velocity. Bray and Peters [23] defined a flamelet regime in
mixture fraction space (f). If the mixture fraction fluctuations (f˜ ′′2) around the
mean stoichiometry are small, then reactions are considered to be sufficiently fast
everywhere and the reaction zones connected. If the mixture fraction variance is
large, the diffusion flame structures will separate.
An important phenomenon in diffusion flames is the extinction which occurs on
the upper branch of the S-shaped curve [165] when the Da is decreased by increasing
the main jet velocity for example. Commonly, a critical value is reached where this
phenomenon occurs which causes a rapid transition to the lower branch. By defining
a chemical time τc = 1/a, where a is a strain rate parameter along the fuel and air
interface, increasing the strain rate will cause the flame to extinguish provided that
τc is larger or comparable to τk. This extinction condition in diffusion flames where
τc/τk < 1 is equivalent to the Klimov-Williams limit in premixed flames. The
different regimes occurring at a diffusion flame as a function of the Damko¨hler and
the turbulent Reynolds number are shown in Fig. 3.1
Figure 3.1: Schematic of non–premixed turbulent combustion regimes.
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3.3 Non–premixed combustion modelling
Much work has been focused on the numerical modelling of non–premixed com-
bustion systems, mainly assuming a chemistry much faster than mixing and molec-
ular diffusion. Under the “mixed is burnt” regime the thermochemical state of the
combustion mixure can be uniquely defined by the transport of a conserved scalar.
A significant advantage of this approach, which is valid for high Damko¨hler num-
bers is that the conserved–passive scalar transport equation does not contain any
chemical source term, which greatly simplifies its modelling.
Within the conserved scalar formalism, the description of the thermo–chemical
field is reduced to the computation of an appropriate scalar, supplemented by a
presumed pdf shape for the evolution of its statistics. One of the first descriptions of
non–premixed combustion was given by Burke & Schumman [25], which assumed an
infinitely fast single step irreversible chemical reaction. In this way, the concentra-
tions of the fuel and oxidiser are piecewise linear functions of the mixture fraction. A
β-pdf, defined by mean and rms values of mixture fraction is often used to capture
the detail of mixing of the two streams. This approach is accurate for very high
Damko¨hler numbers, but is unable to account for any finite rate chemistry effects.
There exist situations in combustion devices, where chemistry can be considered
fast compared to mixing, but not infinitely fast. Flamelet models have been proposed
for the calculation of such flames [164, 162]. Such models take into account the local
values of mixture fraction and scalar dissipation, and assume a balance between
diffusion and reaction similar to the one found in a characteristic laminar flame for
the same values of f and ξ.In a turbulent flow these two quantities fluctuate in space
and time, but when their joint pdf is known, the mean properties of the flame can
be calculated. The shape of the pdf is also assumed in flamelet modelling. Further
details regarding this method will be given in the following section.
The aforementioned models suggest that non–premixed turbulent flames may
be conveniently studied using conditional averaging in the mixture fraction space.
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Instead of obtaining the conditional values from laminar flamelets, an alternative
approach was proposed by Bilger [15] and Klimenko [97]. In this method, called Con-
ditional Moment Closure (CMC), balance equations are derived for the conditional
averaged quantities. An appropiately defined conserved scalar, such as mixture frac-
tion is used as a conditioning variable. More than one conditioning variables can be
used. The CMC method allows for the inclusion of detailed chemistry description
and is based on the assumption that in flames close to equilibrium the evolution of
conditional expectations in mixture fraction space is unique along mixture fraction
isolines.
Most combustion models assume, implicitly or explicitly, a specific shape for the
pdf of the mixture fraction. A natural improvement in the combustion modelling
would be to relax all the hypotheses regarding the shape of pdfs. This is done in the
transported pdf modelling of turbulent reacting flows. Under such a model, all the
possible values of temperature and species mass fractions in mixture fraction space
can essentially be reached, depending on the submodel closures. Transported pdf
modelling also allows the inclusion of a detailed description of chemistry, and takes
into account finite rate chemistry effects. A significant issue with this method is the
modelling of the mixing term. Transported pdf methods will be discussed in detail
below.
Flamelet and CMC methods assume that the thermochemical region accessed in
turbulent combustion is one– or two–dimensional. Transported pdf methods, on the
other hand, allow the full dimensionality of the problem to be reached. A relatively
new method, Multiple Mapping Conditioning (MMC) [98] is trying to unify these
two approaches. A significant feature of this approach is that it provides a sound
basis for the mixing model, which can prove beneficial for pdf mehods as well. Initial
applications of MMC are encouraging [98], but further development and applications
of the method to simple cases are necessary before it can be used succesfully for the
prediction of turbulent flames.
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3.4 Laminar Flamelet Concept
3.4.1 The Mixture Fraction
The laminar flamelet concept describes turbulent diffusion flames as an ensemble
of stretched laminar flamelets [165]. In this case, profiles from laminar diffusion
flame simulations can be used used to calculate mean and variances in turbulent
flames [115]. These laminar flames are typically characterised by a single conserved
scalar, namely the mixture fraction f. If aαj is the number of atoms of element j
in a molecule of species α and Wj as the corresponding molecular weight, then the
mass of all atoms j in the system is:
mj =
n∑
α=1
aαjWj
Wα
mα (3.9)
The mass fraction of element j is:
Zj =
mj
m
=
n∑
α=1
aαjWj
Wα
Yα (3.10)
The transport equation for Zj is then given by:
∂ρZj
∂t
+
∂ρUkZj
∂xk
= − ∂
∂xk
(
n∑
α=1
aαjWj
Wα
Jαk
)
(3.11)
The conservation of the elemental mass fraction means that the chemical source
term is zero. Assuming Fickian diffusion and equal diffusivities for all species
(Dα = D), Eq. 3.11 can be written more conveniently as:
∂ρZj
∂t
+
∂ρUkZj
∂xk
= − ∂
∂xk
(
ρD
∂Zj
∂xk
)
(3.12)
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If we consider the chemical reaction of a general hydrocarbon CmHn with O2,
producing CO2 and H2O, we have:
βFCmHn + βO2O2 → βCO2CO2 + βH2OH2O (3.13)
Let ZC , ZH and ZO represent the elemental mass fractions of C, H, and O and
WC , WH and WO be their respective molecular weights. The normalised function,
ξ, where:
ξ =
ZC
mWC
+
ZH
nWH
− 2 ZO
βO2WO2
(3.14)
will be zero provided the conditions are stoichiometric. Bilger’s [13] mixture
fraction definition is that most commonly adopted, and is obtained by normalising
the function ξ so that it varies between zero and unity:
f =
ξ − ξ2
ξ1 − ξ2
=
Zc/(mWc) + ZH/(nWH) + 2(YO2,2 − ZO)/(βO2WO2)
ZC,1/(mWc) + ZH,1/(nWH) + 2YO2,2/(βO2WO2)
=
2Zc/Wc + 1/2ZH/WH + 2(ZO,2 − ZO)/WO
2Zc/Wc + 1/2ZH,1/WH + ZO,2/WO
(3.15)
The subscripts 1 and 2 refer to the fuel stream and air stream respectively. The
formulation is often used to determine the mixture fraction from experimental or
numerical data of mass fraction that are available. In the flow field calculation, f
is constrained to zero and unity. Its conservation equation is identical to Eq. 3.12,
replacing Zj by f :.
∂ρf
∂t
+
∂ρUif
∂xi
=
∂
∂xi
(
ρD
∂f
∂xi
)
(3.16)
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Equation 3.16 does not contain any source terms, thus avoiding the problems of
modelling the highly non–linear source term found in the transport equations of the
mass fractions 2.4.
The dimensionless Schmidt number (Sc = µ/ρD) is often used to define the
diffusion coefficient and a value of 0.7 is typically used [188]. Assuming a unity
Lewis number (Le = Sc/Pr = α/D), then the transport equation for the enthalpy
will take the same form as Eq. 3.12, provided we neglect the source term due to radi-
ation. This allows the enthalpy to be linearly related to the mixture fraction so that:
h = hff + ha(1− f) (3.17)
where hf and ha is the enthalpy content of the fuel and air stream respectively.
3.4.2 Governing Equations
For the application of the flamelet model for the thermo–chemistry, the knowl-
edge of the mixture fraction and its variance are necessary. The equations which
govern the evolution of these quantities will be presented below, in similar fashion
to the flow equations which were described in Chapter 2.
The transport equation for the Favre averaged mean mixture fraction can be
extracted from Eq. 3.16:
∂ρf˜
∂t
+
∂ρU˜if˜
∂xi
=
∂
∂xi
(
ρD
∂f
∂xi
− ρu˜′′i f ′′
)
(3.18)
The molecular diffusivity is assummed to be much smaller than the turbulent
diffusivity, so the first term on the RHS of Eq. 3.18 is often neglected. The second
term on the RHS corresponds to the turbulent scalar fluxes and is unclosed. One
common way of treating this term is the use of the gradient diffusion hypothesis,
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where we consider:
u˜′′i f
′′ = −Dt ∂f˜
∂xi
(3.19)
with Dt being the turbulent diffusivity. Alternatively, extra transport equations
can be solved for the scalar fluxes. Their general form follows that of Eq. 2.42:
∂ρu˜′′i f
′′
∂t
+
∂ρu˜ju˜′′i f
′′
∂xj
= Tijf + Pif + φif − ρǫ˜if (3.20)
with the terms on the RHS of Eq. 3.20 representing, in the order that they appear,
turbulent transport, turbulent production by the mean strain rate and mean scalar
gradient, the turbulent pressure strain term and viscous dissipation. The mean
pressure gradient related terms are assumed to be negligible [83]. The first three
terms of the RHS are written as:
Tijf = −
∂ρu˜′′i u
′′
jf
′′
∂xj
Pif = −ρ
(
u˜′′jf
′′
∂u˜i
∂xj
+ u˜′′i u
′′
j
∂f˜
∂xj
)
(3.21)
φif = −f ′′ ∂p
′
∂xi
The fluctuating pressure terms can be decomposed into pressure transport
(
φTif
)
and pressure scrambling
(
φSif
)
terms:
φTif = −
∂p′f ′′
∂xi
φSif = −p′
∂f ′′
∂xi
(3.22)
The transport equation for the Favre averaged mixture fraction variance is given
by:
∂ρf˜ ′′2
∂t
+
∂ρu˜if˜ ′′2
∂xi
= Tiff + Pff − 2ρχ˜ (3.23)
3.4. LAMINAR FLAMELET CONCEPT 88
where
Tiff = −∂ρu˜
′′
i f
′′2
∂xi
Pff = −2ρu˜′′i f ′′
∂f˜
∂xi
(3.24)
The terms on the RHS of Eq. 3.23 represent, in order, turbulent transport,
turbulent production via the mean scalar gradient and mean scalar dissipation. All
three terms are unclosed. The turbulent transport terms (Tijf ) are modelled using
the gradient diffusion model of Daly and Harlow [46]:
Tijf + φ
T
if =
∂
∂xj
[
Csρ
k˜
ǫ˜
u˜′′ju
′′
k
∂u˜′′i f
′′
∂xk
]
(3.25)
Tiff =
∂
∂xi
[
Csρ
k˜
ǫ˜
u˜′′i u
′′
j
∂f˜ ′′2
∂xj
]
(3.26)
The “return to isotropy” and “rapid strain” contributions to the pressure
scrambling part
(
φSif
)
of the fluctuating pressure terms are modelled using the
Generalized Langevin Model (GLM) of Haworth and Pope [65]:
φSif − ρǫ˜if = Πif = ρGiku˜′′kf ′′ − ρ
χ˜
f˜ ′′2
u˜′′i f
′′ (3.27)
Finally, the mean scalar dissipation rate χ˜ is obtained by assuming a constant
scalar to mechanical turbulence time scale ratio such that (cf. Eq. 2.87):
χ˜ =
Cφ
2
ǫ˜
k˜
f˜ ′′2 (3.28)
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3.4.3 Stretched Laminar Flamelet
The stretched Laminar Flamelet approach is based on recasting the conservation
equations for scalars using the mixture fraction f as a coordinate through the
instantaneous flame front [162]. The stretch effect caused by the velocity field on
the laminar flamelets can be parametrised by the scalar dissipation χ [108]:
χ = 2D
∂f
∂xk
∂f
∂xk
(3.29)
This transformation is performed near the flame front, where the mixture frac-
tion is close to its stoichiometric value, so the scalar dissipation must be evaluated
accordingly [162, 164]. The value of the scalars such as mass fractions and enthalpy
inside a flamelet can then be expressed as a function of mixture fraction and scalar
dissipation. For a specified value of the scalar dissipation, the value of the scalars
is then dependent only on the mixture fraction f .
In a turbulent flow, the Favre averaged mean value of a scalar can be obtained by:
φ˜ =
∫ 1
0
∫
∞
0
φ(f, χ)P˜ (f, χ)dχdf (3.30)
where P˜ (f, χ) is the joint probability density function (pdf) of the mixture fraction
and scalar dissipation. It has been suggested that mixture fraction and scalar dis-
sipation are statistically independent [14, 162]. Therefore, the bivariate pdf can be
written as the product of two independent probability density functions:
P˜ (f, χ) = P˜ (f)P˜ (χ) (3.31)
In the presumed pdf approach, the shape of the pdf is assumed. It has
been suggested that the shape of the pdf for the scalar dissipation is log–
normal [108, 162, 91, 63]. In the current work, the fluctuation of scalar dissipation
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is assumed to be negligible. Thus a specific value for scalar dissipation is assumed
and Eq. 3.4.3 can be written as:
φ˜ =
∫ 1
0
φ(f, χ)P˜ (f)df (3.32)
The shape of the mixture fraction pdf is also assumed. In this case, a β function
pdf is used, which is defined by the Favre averaged mean and variance of mixture
fraction.
An advantage of this method is that the calculation of the thermo–chemistry
is decoupled from the calculation of the flow field. More specifically, the depen-
dence of species compositions and temperature on mixture fraction and temperature
(φ(f, χ)), is calculated a priori, using laminar flame calculations. This dependence
is then tabulated and used during the calculation of the turbulent reacting flow.
3.5 Transported pdf methods
3.5.1 Introduction
In the previous section, the flamelet model for the calculation of the thermo–
chemical field was described. Its implementation decouples the chemistry integration
from the flow calculation, which renders it computationally attractive. However,
this category of models assumes that the chemistry is much faster than the mix-
ing timescales and therefore the fluid composition is close to chemical equilibrium.
However, the high Damko¨hler assumption is not always valid. In turbulent react-
ing flows, there is a multitude of mixing time scales and a corresponding range of
Damko¨hler numbers. When the mixing and chemical time scale are comparable,
finite rate chemistry effects become significant and need to be taken into account.
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Transported pdf methods allow the inclusion of such effects, as they treat the
non–linear reaction source terms without approximation [171]. Therefore, their ap-
plication does not require any assumption regarding the flame type or the combus-
tion regime and makes them suitable for the prediction of phenomena such as local
extinction, auto–ignition and pollutant formation.
In the following subsections, the one–point joint scalar transported pdf methods
will be overviewed. The transport equation will be described, and the modelling of
the closed and unclosed terms, in a stochastic framework will be discussed. Finally,
details pertaining to the numerical implementation of the method will be provided.
3.5.2 Transport Equation
The joint velocity–composition pdf transport equation was derived by Lund-
gren [133] using the concept of a fine-grained density function. This same approach
was applied by O’Brien [154] when deriving the joint-scalar transport equation.
Pope [171, 174] derived the joint velocity–composition pdf starting from the
instantaneous conservations laws of mass, momentum and scalars. The resulting
transport equation, after mathematical manipulation, is the same in all cases. For
variable density flows the density weighted Eulerian pdf scalar transport equation
takes the form [154, 174]:
∂ρf˜φ
∂t
+
∂
∂xl
[
ρu˜lf˜φ
]
+
∂
∂Ψα
[
ρSαf˜φ
]
= − ∂
∂xl
[
ρ 〈u′′l |Ψ〉 f˜φ
]
+
∂
∂Ψα
[〈
1
ρ
∂
∂xl
Jl,α
∣∣∣∣Ψ〉 ρf˜φ] (3.33)
The mass density function (mdf) can be defined in terms of the Favre averaged
pdf according to the following equation [172]:
Fφ(ψ;x, t) = ρf˜(ψ;x.t) = ρ(ψ)f(ψ;x, t) (3.34)
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Using this relationship, Eq. 3.33 can be written as:
∂Fφ
∂t
+
∂
∂xl
[u˜lFφ] + ∂
∂Ψα
[SαFφ] = − ∂
∂xl
[〈u′′l |Ψ〉 Fφ]
+
∂
∂Ψα
[〈
1
ρ
∂
∂xl
Jl,α
∣∣∣∣Ψ〉Fφ] (3.35)
The terms on the LHS of Eq 3.35 represent the rate of change of Fφ in time,
the convection from the mean flow field in physical space and the effect of chemical
reactions, respectively. These terms appear closed, and do not require any modelling
approximation. The first term on the RHS represents turbulent transport in physical
space and the second term corresponds to turbulent transport in composition space.
The terms on the RHS contain conditional expectations and have to be modelled.
The first unclosed term on the RHS represents transport in physical space due
to turbulent velocity fluctuations. As the joint–scalar pdf contains no information
about the velocities, the conditional expectation 〈u′′l |Ψ〉 has to be modelled.
The second term on the RHS of Eq. 3.35 represents the molecular mixing or
micro-mixing generated by the conditional mean effects of the fluctuating diffusion
flux. In reacting flows, the mixing term can have a dampening effect of the chemical
reactions due to its link with scalar dissipation and requires careful attention. The
closure problem with this term stems from the fact that it requires a two point dis-
tribution, resulting in its appearance as a conditionally averaged quantity. Gradient
statistics cannot be described by one point probability density functions. On the
contrary, gradients of the mean fields are closed because the mean values can be
calculated at all spatial points. This is clearly a drawback of one–point transported
pdf methods. Nonetheless the approach remains popular due to its ability to handle
complex detailed thermochemsitry in turbulent reacting flows without approxima-
tion [167, 206].
The solution of the pdf transport equation essentially replaces Eq. 2.28, as the
turbulence-chemistry interactions are modelled through this single equation, which
incorporates all the necessary scalar transport effects. Because the joint scalar pdf
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equation carries statistical information only for thermochemical quantities at a single
point in space and time, the mean velocity is not included and must be provided.
This information is given from the solution of the system of Eqs. 2.26, 2.27 and 2.4.7
described in Chapter 2 prior to the evaluation of the pdf equation.
A different approach considers the joint velocity–scalar pdf ( ˜fUφ) transport
equation and models velocity in the same framework. In this case the pdf contains
statistical information for the flow field as well and it transport equation is given
by [53, 170]:
∂ρf˜Uφ
∂t
+
∂
∂xj
[
Vjρf˜Uφ
]
= − ∂
∂Vj
[
〈Aj|V ,Ψ〉 ρf˜Uφ
]
− ∂
∂ψα
[
〈Θj|V ,Ψ〉 ρf˜Uφ
]
(3.36)
where Ai and Θi are defined as:
〈Aj|V ,Ψ〉 =
〈(
∂τij
∂xi
− ∂p
′′
∂xj
)
|V ,Ψ
〉
− ∂p˜
∂xj
+ ρgj (3.37)
and
〈Θj|V ,Ψ〉 =
〈
1
ρ
∂
∂xj
Jj,α
∣∣∣∣V,Ψ〉+ Sα(Ψ) (3.38)
The application of this approach means that the turbulent transport in physical
space term, which was unclosed in the case of the joint–scalar pdf transport equation,
now appears in a closed form. However, new unclosed terms appear, which describe
the effect of the mean viscous stress tensor and the fluctuating pressure gradient
conditioned on the values of velocity and scalars. The unclosed mixing term also
remains when using this approach. In the current work, the joint–scalar pdf transport
equation will be considered.
The treatment of the terms appearing in the joint–scalar pdf transport equations
will be discussed below, in the context of a stochastic Lagrangian approach.
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3.5.3 Stochastic Particle Methods
The pdf transport equation can be solved using conventional finite volume tech-
niques, as is the case with the flow equations described in Chapter 2. In practice, this
is possible for a case involving small number of scalars, as the computational cost
grows exponentially with the dimensionality of the problem. However, the trans-
ported pdf methods have been devised in order to tackle problems with large scalar
dimensions, as is the case in turbulent reacting flows. An alternative approach is
used, which is more tractable from a numerical point of view. This approach involves
Monte Carlo simulation using stochastic particles. In this way, the computational
cost rises linearly with the number of solved variables and the numerical integration
of ordinary differential equations is only involved.
In the current work, which considers the joint–scalar pdf, an α + 1 dimensional
mass density function, containing α species mass fractions and enthalpy, is modelled
using a large ensemble of notional “fluid” particles. The particles’ evolution is
computed so that the evolution of the statistics of the particle ensemble corresponds
to the modelled pdf evolution. Each particle is fully defined by its state vector{
xL, UL, φL; t
}
which contains information for its position xL, velocity UL and
composition φL. The evolution of the state vector, when the velocity field is
obtained externally, is defined by:
∂xL
∂t
= UL
∂φL
∂t
= Θ (3.39)
where
Θi =
∂Jij
∂xj
+ 〈ρ〉Si (3.40)
The scalar vector Θ represents the change of the particle properties in the scalar
space due to mixing and chemical reaction. Discrete Monte Carlo sampling converges
with a rate proportional to N−1/2, where N is the number of stochastic particles
used [171]. As a result, a large number of particles is required for the reduction
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of statistical errors, which keeps the computational cost high. Improvements in
computational time can be easily achieved through the use of parallel computing,
as stochastic particle calculations can be carried out in parallel efficiently.
Apart from the statistical error, Monte Carlo methods introduce a deterministic
error, called bias [173, 211, 212], which results from the use of a finite number of
particles. Pope [173] has shown that the bias scales as N−1, therefore it is expected
to diminish faster than the statistical error as the number of particles is increased.
Furthermore, Xu & Pope [211] have found that the bias is mainly caused by the
use of the particle mean velocity. In the hybrid Finite-Volume/Particle method of
Muradoglu et al. [151], where the mean velocity field was calculated by the Finite
Volume code, the bias was found to be negligibly small. The present work features
hybrid Finite Volume/Monte Carlo calculations, where the particle method only
accounts for the thermochemistry, so the bias error is not expected to be significant.
3.5.4 Fractional Steps
The solution of the composition pdf transport equation is based on the method of
fractional steps [214] as implemented by Pope [169]. The joint–scalar pdf transport
equation, Eq. 3.35, can be rewritten as:
∂Fφ
∂t
= (P1 + P2 + P3)Fφ (3.41)
where P1, P2 and P3 correspond to operators representing the different processes
encountered in the pdf transport equation. The operators correspond, respectively
to transport in physical space, transport in composition space through molecular
mixing and transport in scalar space through chemical reaction. The operators are
defined by the following equations:
P1 = −
[
u˜l +
〈
u′′l |ψ
〉] ∂
∂xl
− ∂
∂xl
[
u˜l +
〈
u′′l |ψ
〉]
(3.42)
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P2 =
〈
1
ρ
∂Jα,i
∂xi
∣∣∣∣ψ〉 ∂∂ψα + ∂∂ψα
[〈
1
ρ
∂Jα,i
∂xi
∣∣∣∣ψ〉] (3.43)
P3 = −Sα ∂
∂ψα
− ∂Sα
∂ψα
(3.44)
Using this method, we calculate the evolution of the pdf in time by considering
the effect of each transport process sequentially and independently over sufficiently
small time intervals ∆t. In this case, the mdf Fφ at a later time t + ∆t can be
written as:
Fφ(t+∆t) = (I +∆tP1)(I +∆tP2)(I +∆tP3)Fφ(t)
= Fφ(t) + ∆t(P1 + P2 + P3)Fφ(t) +O(∆t2) (3.45)
An equivalent expression for Fφ(t + ∆t) is obtained by taking a Taylor series
about the point Fφ(t) such that:
Fφ(t+∆t) = Fφ(t) + ∂Fφ(t)
∂t
∆t+
∂2Fφ(t)
∂t2
∆t2
2!
+ ...
= Fφ(t) + ∂Fφ(t)
∂t
∆t+O(∆t2) (3.46)
Equating Eqs. 3.45 and 3.46 produces:
∂Fφ
∂t
= (P1 + P2 + P3)Fφ +O(∆t) (3.47)
which is identical to Eq. 3.41 when neglecting higher order terms and first order
truncation errors.
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3.5.5 Transport in Physical Space
The joint–scalar composition pdf does not contain any statistical information of
the velocity field. Therefore, the term describing turbulent transport in physical
space is unclosed. The most common approach is the use of an eddy diffusivity
model. The conditional expectation 〈u′′i |Ψ〉 is therefore modelled using a gradient
diffusion approximation:
ρ 〈u′′i |Ψ〉 f˜φ = −µT
∂f˜φ
∂xi
(3.48)
The effective turbulent viscosity is expressed using a k − ǫ expression,
µT = ρCµ
k˜2
ǫ˜
(3.49)
with Cµ taking the value of 0.09 and both the turbulent kinetic energy and the
energy dissipation being obtained from the computation of the velocity field.
The gradient diffusion approximation in Eq. 3.48 is questionable as the use of
an isotropic viscosity hypothesis (the k − ǫ model) provides a less accurate closure
for the velocity field compared to a joint velocity–scalar approach. This assump-
tion is particularly disputable in variable density reacting flows. Lindstedt and
Vaos [126] observe from the results obtained in the numerical study of premixed
flames that flame properties are strongly affected by the closure of this turbulent
transport term in the context of a composition pdf approach which was performed
using both Eq. 3.48 and an alternative second moment closure originally proposed
by Dopazo [47] and generalised by Pope [168]. The computed results obtained with
the gradient diffusion approximation underpredicted turbulent burning velocities.
Alternative approaches for the closure of this term have been suggested [48, 36, 79]
but the resulting implications mean the the gradient diffusion technique remains one
of the most popular.
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The closure problem of this term does not exist in the case of the joint velocity–
scalar pdf, as the conditional expectation 〈u′′i |Ψ〉 appears in a closed form. However,
the joint velocity–scalar pdf transport equation introduces other unclosed terms, not
existing in the joint scalar case. Additionally, the joint scalar pdf transport equation
is much simpler to solve compared to the joint velocity–scalar one, while retaining
the important advantage of treating chemical reactions without approximation.
The first fractional step P1 is modelled by considering the Langevin stochastic
equation which describes the diffusion process and results from the form of the
stochastic differential equation of the spatial terms [158, 174]. The transport
equation for Fφ then consists of the spatial and temporal gradient terms only.
Equation (3.35) has the form of a Fokker-Planck equation when terms describing
scalar mixing and chemical reaction are omitted.
∂Fφ
∂t
+
∂
∂xl
[u˜lFφ] = − ∂
∂xl
[〈u′′l |Ψ〉 Fφ]
= − ∂
∂xl
[
µT
∂
∂xi
(Fφ/ρ)
]
(3.50)
The Generalised Fokker-Planck equation is written as [171]:
∂Fφ
∂t
+
∂
∂xl
[DiFφ]− 1
2
∂2
∂x2l
[BiFφ] = 0
∂Fφ
∂t
+
∂
∂xl
[
(Di − 1
2
∂Bi
∂xl
)Fφ
]
− 1
2
∂
∂xl
[
Bi
∂Fφ
∂xl
]
= 0 (3.51)
and is derived from the Langevin equation which is made up of the following two
components:
dx = D(x, t)dt+ [B(x, t)]1/2 dW (t)
where D and B are the drift and diffusion coefficients and dW (t) represents a Weiner
process.
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The solution to the stochastic evolution in Eq. 3.52 is a Markov process which
satisfies the Fokker-Planck equation in Eq. 3.51. The solution of the associated
Fokker-Planck equation provides us with the pdf defining the Markov process, which
is taken to be the solution x(t). The reason for the second line in Eq. 3.51 becomes
evident when comparing to Eq. 3.50, as the diffusion process of the pdf transport
equation now corresponds to the modelled Fokker-Planck transport equation. By
comparison of the two equations, the required drift and diffusion coefficients for the
Langevin model are obtained:
Bi = 2
µT
〈ρ〉 Di = U˜i +
1
〈ρ〉
∂µT
∂xi
(3.52)
In the solution procedure this stochastic process translates into spatial transport
within the modelled pdf equation being independently evaluated for each parcel of
fluid particle through the Langevin equation with coefficients defined by Eq. (3.52)
in a time step ∆t as follows:
x(t+∆t) = xi(t) + ∆t
(
u˜i +
1
ρ
∇µT
)
xi(t)
+
(
2µT∆t
〈ρ〉
)1/2
xi(t)
ξi (3.53)
where ξi is a standardised joint normal random vector.
3.5.6 Transport in Scalar Space
The unclosed term that describes the transport of the pdf in scalar space is also
called the micro–mixing term. For the study of this term, we simplify Eq. 3.35 by
ignoring convection and reaction. In this case a simplified pdf transport equation,
assuming Fickian diffusion (Eq. 2.6), can be derived [53, 174]:
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∂Fφ
∂t
=
∂
∂ψα
[〈
1
ρ
∂Jα,l
∂xl
∣∣∣∣Ψ〉Fφ]
= − ∂
∂ψα
[〈
∂
∂xl
Dα
∂φα
∂xl
∣∣∣∣Ψ〉Fφ] (3.54)
O’Brien [154] has shown that Eq. 3.54 can be re-written in terms of the
conditional scalar dissipation rate:
∂Fφ
∂t
= − ∂
2
∂ψαψβ
[〈
Dα
∂φα
∂xl
∂φβ
∂xl
∣∣∣∣Ψ〉Fφ]
= − ∂
2
∂ψ2
[〈ǫφ|Ψ〉 Fφ] (3.55)
The qualitative behaviour of closure approximations for the molecular micro–
mixing term is usually evaluated under simple flow conditions [47, 48]. The simplest
case for the composition is to consider a single conserved passive scalar φ, so that
the chemical source term dissapears. For the flow conditions constant density
homogeneous turbulence can be assumed. Under these conditions the mean value
of the quantity φ remains constant, that is:
d 〈φ〉
dt
= 0 (3.56)
The rate of change of the variance 〈φ′2〉 can be derived after applying all the
simplification assumptions on Eq. 2.45:
d 〈φ′2〉
dt
= −2ǫφ (3.57)
where ǫφ is the turbulent scalar dissipation:
ǫφ =
Γ
ρ
〈
∂φ′
∂xi
∂φ′
∂xi
〉
(3.58)
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which is defined differently to χ˜ in Eq. 2.87. As this quantity is positive, it is evident
that the variance 〈φ′2〉 will decay during its temporal evolution. Irrespectively of the
initial pdf profile, as time evolves, the pdf will tend to cluster towards the mean, and
the variance will tend to zero. As time reaches infinity, the pdf will tend towards a
Dirac delta function centered at the mean value 〈φ〉.
It has been shown [132, 188, 204] that an equivalent scalar time scale can be
written similarly to the turbulent time scale for the decay of velocity fluctuations
τT = k/ǫ. The proposed decay time scale for the scalar fluctuations is defined as τφ
where:
τφ =
1
2
〈φ′2〉
ǫφ
(3.59)
The determination of the scalar dissipation has been discussed in Chapter 2.
Spalding’s suggestion [188] is being applied in the current work. The suggestion
relates linearly the turbulent and scalar time scales, as shown in Eq. 2.87, where
τφ = τT/Cφ requires the knowledge of the empirical constant Cφ.
It can be further shown that an equation for the variance using the linear
relation and Eq. 3.57 is [171]:
d 〈φ′2〉
dt∗
= −Cφ
〈
φ′2
〉
(3.60)
where a non-dimensional time defined as dt∗ = dt/τT was used. The solution to
Eq. 3.60 is an exponential decay of the scalar variance. Pope [171] highlighted that
regardless of a passive scalar’s initial conditions, the effect of the mixing process
under homogeneous turbulence conditions is the relaxation of the initial pdf’s shape
to a smooth distinguishable form, usually of a bell shape. A typical bell shape
distribution is a Gaussian one, in which case the pdf is completely determined by
the mean and variance. Higher order moments namely the skewness and flatness
parameters are generally used in determining the degree of deviation from a Gaussian
distribution.
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Experimental measurements by Tavoularis and Corrsin [196] reveal that the evo-
lution of the pdf observed for temperature in the context of a passive scalar in nearly
homogeneous turbulent flow matches well with a Gaussian one defined by the same
mean and variance. Eswaran and Pope [50] also presented results from a DNS study,
where they observed that the pdf for a passive scalar evolves towards a Gaussian-like
shape.
Nonetheless, there is still no conclusive evidence to show that this must occur.
In fact, scalar fields are usually bounded and hence their pdfs are also bounded,
thus being non-Gaussian [53]. Moreover, joint scalar scatter plots usually cover a
bounded region of composition space which is completely determined by molecular
mixing and chemistry, such as in a shear layer of a jet. Thus in constructing a
suitable molecular mixing model, the composition values will be determined by and
must remain in the allowable region of composition space, which typically in the
case of a mass fraction is 0 ≤ φ ≤ 1, but this can also be reduced depending upon
the boundary conditions.
Mixing Models
The unclosed micro–mixing term remains arguably one of the weakest points
of pdf methods. For the modelling of this term in a stochastic framework, several
micro–mixing models have been proposed. Detailed descriptions of the models can
be found in [73, 157]. A brief presentation of the models will follow, with some key
points being emphasised.
The simplest micro-mixing model is called Interaction by Exchange with the
Mean (IEM) and is also known as Linear Mean Square Estimation (LMSE) model,
proposed by Dopazo [48, 154]. The model suggests that the rate of change of a
particle’s property is proportional to the distance from the mean. This leads to a
deterministic description for the evolution of a particle’s composition, given by:
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φ(i)[t+∆t] = φ(i)[t]− 1
τφ
(φ(i)[t]− 〈φ〉)∆t (3.61)
with the respective mdf transport equation being defined as:
∂Fφ
∂t
= −1
2
Cφ
∂
∂Ψ
[(Ψ− 〈φ〉)Fφ] (3.62)
The IEM is widely used due to its simplicity and its ability to mimic the primary
effects of mixing. The model conserves the scalar mean and yields the correct
variance decay. Furthermore, linear independence and boundedness of the scalar
are preserved. Despite its advantages, the model has some significant shortcomings.
More specifically, it leaves the shape of an initial pdf unchanged and does not allow
for the evolution and relaxation of the distribution to a Gaussian distribution. This
incorrect behaviour is to be expected given that the model contains no information
about the shape of the distribution, but only its mean value.
A different class of stochastic mixing models involves the interaction of stochastic
particles. In this case, particles describing the fluid properties are selected at random
and their properties are mixed. A well known model of this class is the coalescence
dispersion (C/D) model, suggested by Curl [42], while investigating the mixing of
clouds of droplets in a chemical reactor. In the original model, two different particles
with scalar values φ1 and φ2 respectively, mix and obtain equal value of
1
2
(φ1 + φ2).
A weakness of this model is that it does not relax the initial pdf towards a bell
shaped curve. Instead, it produces discrete multi spiked shapes which is physi-
cally incorrect. A modified version of the model has been independently proposed
by Dopazo [48] and Janicka et al. [80]. The modified Curl’s (MC) model allows
continuous pdf shapes to be obtained.
In the MC model, the particle interaction is represented by a Poisson process
for a set of N stochastic particles. Npq particles out of N are selected at random
without replacement, according to Eq. 3.63:
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nmix =
2βφN∆t
τφ
(3.63)
with βφ taking the value of 3.0, in order to ensure the correct decay rate of the
scalar variance. The particles interact for a time increment ∆t and exchange
information according to the following equation:
φ(p)[t+∆t] = φ(p)[t] + h
φ(q)[t]− φ(p)[t]
2
φ(q)[t+∆t] = φ(q)[t]− hφ
(q)[t]− φ(p)[t]
2
(3.64)
where h denotes a random number between 0 and 1. If h is set equal to 1, the
original Curl’s model is obtained.
The MC model is very easy to implement and has a low computational cost,
which makes its use widespread in the computation of turbulent reacting flows[18, 31,
84, 117, 127, 149, 180, 182, 195]. Further advantages are that it causes an arbitrary
initial pdf to evolve towards a bell shaped distribution, and it has the correct effect
on the mean and variance of the scalar quantities. It has to be noted, though,
that the obtained shape is significantly different from a multivariate Gaussian pdf,
especially for higher moments [129].
Another class of mixing models adopts the Langevin approach, which was de-
scribed at the implementation of the pdf transport in physical space. In this case,
the drift term models processes that occur on the largest scales, such as production
or dissipation of scalar variance. The Weiner process models the phenomena occur-
ing on much smaller scales, such as the viscous effects that lead to the relaxation
of the scalar pdf shape. Without entering into details, it has to be noted that the
model satisfies boundedness of scalars and can be modified to handle asymmetric
shapes. The model predicts the relaxation to a bell shaped curve, satisfies linearity
and independence and can be modified to satisfy boundedness but fails to satisfy
the localness property in composition space [73]. Computational studies of Hu˚lek &
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Lindstedt [75] and Valino and Dopazo [201] have shown that the binomial Langevin
model provides excellent agreement with the DNS results of Eswaran and Pope [50].
In spite of its significant advantages in terms of modelling the physics occuring in
the mixing process, the computational expense is far greater than previous mixing
models. This is more important in the case of multiple reacting scalars, which
is typical for the combustion of hydrocarbons. An additional difficulty is that the
bounds of a reactive scalar are not fixed, but each scalar property has its own bounds
(e.g. mass fraction) dictated by the elemental conservation rules. These maximum
values may lie beyond the maximum allowable flamesheet values and the difficulty is
that the standard diffusion term of the BL model may diffuse particles over an entire
plane without taking notice of the flamelet boundaries. Furthermore, the different
boundaries for each scalar would translate into selecting a different random number
for each corresponding scalar binomial distribution within the mass particles. Such
issues are yet unresolved and at present multiscalar modelling has been only been
attempted by Hu˚lek and Lindstedt for two scalars [75] and has yet to be extended
fully to multiple scalars.
In order to overcome the shortcomings of earlier models, Subramaniam and
Pope [191] proposed the Euclidean Minimum Spanning Tree (EMST) mixing model.
According to this model, only particles which are close to each other in scalar space
can interact. The localness in composition space means that rich and lean particles
on a thin reaction zone will not produce stoichiometric, unreacted mixtures. It has
to be noted that EMST has its own shortcomings, as it violates linearity and inde-
pendence conditions [191]. Furthermore, it has an increased computational cost and
does not relax the shape of the pdf towards a Gaussian distribution [175].
3.5.7 Chemical Reaction
A major motivation for using the composition pdf is the fact that the reaction
chemical source term appears in an exact closed form. The inclusion of detailed
chemical kinetics is crucial to the prediction of finite rate chemistry effects in tur-
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bulent reacting flows, such as local extinction, autoignition and production of pollu-
tants such as NOx. As shown in the beginning of this Chapter, the reaction source
term is highly non–linear and therefore attemps to calculate a mean reaction rate
in a computationally efficient way usually involve significant error. It is important
to note that the main computational burden in a transported pdf calculation lies in
the evaluation of the reaction source term.
An advantage of the stochastic Monte Carlo method for the solution of the
pdf transport equation is that the computational cost rises only linearly with the
number of unknowns, therefore rendering possible the inclusion of detailed chemistry
schemes which involve a large number of chemical species. Nevertheless, the finite
available computational resources, combined with the stiffness encountered in the
solution of a large set of equations which can feature great variations in time–scales,
mean that it is desireable to reduce the dimensionality of the problem as much as
possible. Such a reduction should not have a detrimental effect on the accuracy of
the calculations, so any possible assumptions made during this procedure must be
valid for the conditions encountered in the problem.
Detailed chemical mechanisms are mainly being developed and evaluated under
simple flow conditions, so that the transport equations can be simplified significantly
and the detailed chemistry can be applied efficiently. Under such conditions, detailed
information regarding the importance of each chemical specie and reaction can be
deduced. Therefore, following strict sensitivity analysis, the size of the scalar space
can be reduced significantly [143]. Such mechanisms are derived via a systematic
procedure to accurately represent the physics of combustion with a smaller number
of scalars and reaction steps. The reduction procedure involves the assumption of
steady state conditions for certain species, where the change in concentrations can
be related to the concentrations of solved species via a simpler algebraic expression.
These are typically trace species and a steady state condition will imply that their
rate of production is equal to their consumption rate.
There are some cases where it is assumed that species are in partial equilibrium
for those reaction steps that have equal forward and backward reaction rates. Typ-
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ically, an iterative procedure is required to solve the resulting set of (non-linear)
equations. However, to reduce computational expense, a truncation of the algebraic
expression is usually sought to avoid such iterative procedures. Examples of reduced
chemical mechanisms work are Meyer et al. [143] in the case of methanol combustion
and Smooke et al. [186] for methane/air combustion.
The influence of chemical reaction on the evolution of the pdf is deterministic.
By the use of a fractional step approach [169, 171] in solving the composition pdf
transport equation, the rate of change of the scalar properties of the stochastic
particles due to reaction is given by:
φ(p)α [t+∆t] = φ
(p)
α [t] + Sα∆t (3.65)
where α = 1, ..., NSP represents the species composition field. No random process
in involved in this step. The source term Sα for the species α is non–linear and is
equal to:
Sα =
Nreac∑
j=1
Ξjα
(
kfj
Nsp∏
l=1
Φ
ξfjα
l − krj
Nsp∏
l=1
Φ
ξrjα
l
)
(3.66)
with Ξjα corresponding to the stoichiometric coefficient of species α in reaction
j and Φ to the molar concentration of species l. The forward and reverse rate
constants of reaction j are expressed as kfj and k
r
j , respectively, and ξ
jα represents
the concentration dependence of species α in reaction j. The source term is
obtained via a Newton linearisation procedure [87, 88]. The reaction rate kfj is
expressed in a modified Arrhenius form:
kfj = AjT
nj exp
(−Ej
RT
)
(3.67)
where Aj is the pre–exponential factor, nj the temperature exponent and Ej the
activation energy for reaction j.
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The thermodynamic properties are expressed as polynomial functions of temper-
ature, usually JANAF polynomials [35]. The scalar pdf contains statistics for the
species mass fractions and the enthalpy. Using this information, the temperature is
calculated via a Newton iteration. In the context of turbulent reacting flows, the
assumption of adiabatic conditions is not valid as a result of radiative heat transfer.
The heat losses may be associated with radiative interactions involving species in a
single phase or radiative interactions involving two-phase flows, typically caused by
carbon particles in hot gases.
In the current work, the radiative loss term is expressed on the basis of the
optically thin assumption [59], as applied in studies by Tang et al. [195] and
Lindstedt and Louloudi [121]. More specifically, the RADCAL radiation model [59]
is used to account for radiation of H2O, CO, CO2 and CH4. The radiative loss per
unit volume due to gas phase species is calculated as:
QRAD = 4σSB
K∑
i=1
piap,i(T
4 − T 4b ) (3.68)
where σSB is the Steffan–Boltzmann constant (σSB = 5.669 · 10−8 W/m2 ·K4), pi is
the partial pressure of species i in atmospheres, ap,i is the Planck mean absorption
coefficient of species “i” in m−1 · atm−1, T is the local flame temperature and Tb is
the background temperature equal to 298.15 K. The partial pressure, pi, is defined
from the species molar fraction Xi and the local pressure p where:
pi = Xip (3.69)
and ap,i for the H2O and CO2 species are given by,
ap,i = c0,i + c1,i
(
1000
T
)
+ c2,i
(
1000
T
)2
+ c3,i
(
1000
T
)3
+ c4,i
(
1000
T
)4
+ c5,i
(
1000
T
)5
(3.70)
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The cm,i coefficients for m = 0, 1, ..., 5 are shown in Table 3.1. A fourth–order
polynomial in temperature is used for CH4,
ap,i = (0.66334 · 101)− (0.35686 · 10−2)T + (0.16682 · 10−7)T 2 +
(0.25611 · 10−9)T 3 − (0.26558 · 10−13)T 4 (3.71)
and a fit for CO is given in two temperature ranges with the corresponding coeffi-
cients demonstrated in Table 3.2.
ap,i = c0,i + T (c1,i + T (c2,i + T (c3,i + Tc4,i))) (3.72)
ap,i H2O CO2
c0,i −0.23093 · 100 +0.18741 · 102
c1,i −0.11239 · 101 −0.12131 · 103
c2,i +0.94153 · 101 +0.27350 · 103
c3,i −0.29988 · 101 −0.19405 · 103
c4,i +0.51382 · 100 +0.56310 · 102
c5,i −0.18684 · 10−4 −0.58169 · 101
Table 3.1: Planck mean absorption coefficients for H2O and CO2.
ap,CO T ≤ 750 K T > 750 K
c0,CO +0.47869 · 101 +0.10090 · 102
c1,CO −0.69530 · 10−1 −0.1183 · 10−1
c2,CO +0.29577 · 10−3 +0.47753 · 10−5
c3,CO −0.42573 · 10−6 −0.58721 · 10−9
c4,CO +0.20289 · 10−9 −0.25334 · 10−13
Table 3.2: Planck mean absorption coefficients for CO.
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3.6 Transported pdf Implementation
The joint scalar pdf method has been overviewed in the previous section. Details
of the implementation of the method will be given below, in the context of both
elliptic and parabolic calculations. The higher computational cost of the elliptic
calculations renders the parallelisation of the method imperative.
3.6.1 Particle Mass Density
An adequate number of particles must be maintained in each cell, so that the
particle ensemble will provide a physically correct estimate of the mass density
function. The concept of particle number density [64, 171] can be used to describe
the representation of particles. In the present work we are dealing with both polar–
cylindrical and cartesian coordinates. The case of cylindrical coordinates will be
discussed. The simplification of the results to cartesian coordinates is simple and
straightforward.
In the case of a two–dimensional domain, the computational cells lie on the
x− r plane. A random cell k is centered at the coordinates (xk, rk) and has an area
Ak = ∆xk∆rk. The volume of the cell in this case is given by:
Vk ≈ rkAk (3.73)
It is assumed that the cell has a length of 1 rad in the θ direction. If the kth
cell contains Nk particles with equal mass ∆mk, the mean density will be equal to:
〈ρ(xk, rk, t)〉 ≈ ∆mkNk/Vk (3.74)
The particle number density on the x− r plane is then equal to:
3. Combustion Modelling 111
Nk/Ak ≈ 1
∆m
rk 〈ρ(xk, rk, t)〉 (3.75)
If the mass of all particles in the domain is equal, then Eq. 3.75 shows that
the particle number density depends on the radius rk of the cell, and is much
lower as we approach the axis of symmetry, where rk = 0. This leads to a
deterioration of the accuracy, as it is desirable to have an equal amount of particles
in each computational cell. To overcome this problem, the mass of the parti-
cles on each cell is assigned to be proportional to the local radius and density, that is:
∆mk ≈ rkAk
Nk
〈ρ(xk, rk, t)〉 (3.76)
In the case of a cartesian coordinate system, Eq. 3.76 is written as:
∆mk ≈ Vk
Nk
〈ρ(xk, yk, zk, t)〉 (3.77)
During the initialisation of the particle properties, their mass is assigned accord-
ing to Eq. 3.76. However, during the progress of the calculation, there is no physical
mechanism to ensure that the particle number density will remain constant. To
overcome this, the mass of each particle is monitored in order to ensure that it
remains close to the desirable value. If the particle mass ∆m is higher than the
prefered value ∆mk, then the particle can be split into two or more particles, with
mass closer to the ideal value, keeping the same scalar properties. If the mass of a
particle drops below a specific threshold, the particle is deleted, with a probability
1−∆m/∆mk, or promoted to the preferred mass with a probability ∆m/∆mk.
This algorithm ensures that mass is conserved, while the particle number density
is kept as uniform as possible. This allows for a consistent level of accuracy all over
the computational domain and at the same time it prevents any numerical problems
which could be caused by an uncontrolled increase of the number of particles.
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3.6.2 Boundary Conditions
The Lagrangian implementation of the transported pdf equation, makes it con-
ceptually simple. This can be also seen in the case of the boundary conditions. At
the inlet boundaries of the elliptic calculation, particles are introduced into the com-
putational domain. The Dirichlet boundary conditions for the scalars mean that the
properties of the incoming particles are pre–specified. In the case of parabolic calcu-
lations, the initial properties of the stochastic particles are also defined by the inlet
conditions, and then evolve with the flow. During the initialisation of the particle
properties, each particle in a specific cell is given the corresponding mean values,
leading to initial fluctuations equal to zero. Fluctuations develop as the calculation
procedes in time (elliptic) or in space (parabolic).
At the wall boundaries, when a particle leaves the domain, it is reflected back,
with unchanged properties, as is the case for a Neumann boundary condition. The
same treatment is applied in the outflow sections of the domain. If the scalar
properties on the outflow are known (eg. air at the farfield), the reflected particle
is assigned the respective properties.
3.6.3 Estimation of Means
Once the properties of all particles in a given time–step are known, statistics
for the mean and fluctuating values in each cell can be extracted. This is useful
in terms of representation of the results, but is also necessary for the progress of
the calculation, as the pdf calculation is used for the calculation of the density field,
which is fed back into the finite volume calculation for the velocity and the Reynolds
stresses. A simple way is to form the ensemble average of the particles which are
contained in each cell of the mesh. Such a method can lead to a “noisy” profile
for the mean values as a result of the statistical error. In the case of the parabolic
calculations, no smoothing is applied on the resulting profiles, as the noise does not
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cause any significant numerical issues in the calculation of the flow field.
In the case of elliptic calculations, the noise can have a significant impact on the
evolution of the flow field and on the generation of flow instabilities. To overcome
this, the “cloud–in–cell” approach [17] is applied. In this method, the particle
contributes to the means of all the mesh nodes surrounding it, rather that the mesh
node which is central to the computational cell which contains the particle. The
contribution of each particle to the means of the surrounding nodes is calculated
using a simple linear interpolation.
For further reduction of the statistical noise, time–averaging can be applied on
the calculated density profiles. This will be discussed in detail later.
3.6.4 Parallelization
The Lagrangian nature of the stochastic particle calculations means that the
parallelisation of the method is straightforward and efficient. In the current work,
an MPI (Message Passing Interface) [52] implementation in a Linux environment is
used for inter–processor communication. The Intel Fortran/C++ compilers [40, 39]
are used for the compilation of the MPI library as well as for processor specific code
optimisations.
Most of the computational time of the elliptic calculations occurs in the Monte
Carlo part. Therefore, for the two–dimensional calculations, it is sufficient to par-
tition only the stochastic particle calculation among the available processors. Each
processor is assigned an equal portion of the total number of particles on each com-
putational cell. This ensures a similar computational load on each processor, as
each processor has to perform calculations not only on the same amount of parti-
cles, but on particles of similar thermochemical state, which cover the whole domain.
It has to be noted that a large number of particles corresponds to unmixed fuel or
oxidiser which is non–reactive and therefore has a minimal computational cost in
terms of the chemical reaction fractional step. The fact that the stochastic particles
of each cell are divided over all the available processors means that inter–processor
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communication is necessary during the particle interaction (mixing) fractional step.
Furthermore, inter–processor communication is needed at the end of each Monte
Carlo step, for the calculation of the global statistics. The communication needed
is minimal and a high degree of parallel efficiency can be achieved.
In the case of the parabolic calculations, the computational cost is much lower
and therefore no parallelization has been considered. However, its implementation is
straightforward, and could be of use in the case of calculations featuring significantly
larger detailed chemical schemes, in excess of 100 chemical species.
3.6.5 Parallel Random Number Generator
A very important detail in the numerical implementation of stochastic methods
is the random number generation. A desirable generator must be able to generate
sequences of random numbers that are reproducible, uniformly distributed, uncor-
related and have a long period. In the case of parallel calculations, apart from the
above criteria, each processor must be able to generate its own sequence of random
numbers independently. The sequences generated on any pair of processors should
be free of mutual corelation.
In the current work, a multiplicative lagged Fibonacci generator (MLFG) [4] from
the Scalable Parallel Random Number Generator (SPRNG) library [134] is used
to generate uncorrelated random number streams. Further details of the applied
method can be found in [100]. In the case of serial calculations on a single processor,
as is the case on the parabolic computations, a Uniform Number Generator from
the Numerical Recipes in Fortran [177] is used.
Chapter 4
Lifted H2 Flame
4.1 Introduction
The ability of calculation methods to reproduce pre– and auto–ignition phenom-
ena in turbulent flow fields is of fundamental importance in the context of flame
stabilization, high altitude re–light and emerging technologies such as HCCI en-
gines. The strong dependence of such phenomena on chemical kinetics implies that
an adequate representation of the chemistry is necessary. Trends can, however,
be extracted from the use of very simplified chemistry. For example, Mastorakos
et al. [140] performed DNS of auto–ignition in turbulent flows and compared the
properties of the corresponding turbulent and laminar flames. Differences in the
auto–ignition behaviour were explained using the turbulent time– and length–scales
along with partial premixing. Quantitative modelling of auto–ignition normally
requires the use of comprehensive mechanisms, particularly at low to intermedi-
ate temperatures. However, limitations in computational power typically render
the use of augmented reduced mechanisms imperative for quantitative predictions.
The conflicting demands require a careful assessment of what constitutes acceptable
agreement and recent studies have featured the use of more comprehensive chem-
istry. Hilbert et al. [67] investigated the auto–ignition of turbulent non-premixed
flames using DNS and comprehensive chemistry was used by Gkagkas and Lind-
115
4.1. INTRODUCTION 116
stedt [56] in the modelling of auto–ignition of CH4 mixtures in the Cabra burner
configuration [26, 29]. The latter features a simple geometry that permits the exper-
imental study of auto–ignition and flame lift–off in a well–defined flow featuring a
coaxial fuel jet issuing into hot combustion products from a lean premixed hydrogen
flame. The subsequent ignition occurs in the shear layer and the geometry permits
the detailed study of turbulence–chemistry interactions.
The transported pdf approach has been shown to be able to capture extinc-
tion and re–ignition processes in hydrocarbon flames [137, 195, 119, 117]. Cao and
Pope [31] have highlighted the significant sensitivity to the applied chemistry as part
of a study of a range of piloted turbulent diffusion flames. The finding has been
further emphasised in a recent study by Wang and Pope [203], which suggests that
intrinsic uncertainties in the auto–ignition chemistry have a direct and significant
influence on computed extinction and re–ignition characteristics. Past studies of
flames in the Cabra configuration include that of Cabra et al. [27], who explored the
influence of mixing models and boundary conditions. It was shown that the modified
Curl’s model [80] performed comparatively well and that the influence of alternative
mixing models was comparatively modest. In addition to the CH4 data considered in
previous work, e.g. [27, 56], extensive measurements of H2/N2 jet flames [29, 28, 136]
have also been made and accompanied by calculations using transported pdf based
closures [137, 29, 31], using a range of mixing models and chemical kinetic mecha-
nisms. Good agreement between experimental and computational results has also
been achieved in several of the studies and results suggest that the flames are largely
controlled by chemical kinetics.
The main focus of the current Chapter is on the analysis of the impact of dif-
ferent detailed chemical mechanisms [112, 192] and systematically reduced forms on
auto–ignition in turbulent flows. The study thus explores the impact of intrinsic
uncertainties in the chemistry and of progressively reduced models on the ability
to predict the thermochemical structure of such flows. The impact on prediction
quality is quantified for each step of the simplification procedure and the analysis
extends to computed values of key radicals, such as OH, and to more global proper-
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ties such as the computed lift–off height. Recent work by Lindstedt and Vaos [127]
and Lindstedt et al. [124], using transported pdf techniques, and DNS simulations by
Hawkes et al. [63] suggest that there is a potentially strong influence of the Da num-
ber on the scalar mixing frequency. Previous studies have not sought to assess the
impact of such effects in the context of the current configuration and the potential
potential influence on high–temperature auto–ignition events is also evaluated.
4.2 The burner configuration
The Cabra burner [29] consists of a fuel jet nozzle and a surrounding perforated
disk. The fuel nozzle has an inner diameter of D = 4.57 mm and a wall thickness of
0.89 mm. The disk has a diameter of 210 mm and 2200 holes with a diameter of 1.58
mm. The blockage of the perforated disk is 87%. Each hole stabilizes a premixed
flame and thus provides a hot coflowing stream. An exit collar is surrounding the
perforated disk in order to prevent entrainment of ambient air in the coflow. The
exit collar was cooled by water flowing through a surrounding coil in order to prevent
radiation which would interfere with the laser diagnostics. The central fuel jet nozzle
extends 70 mm downstream of the plane of the perforated disk. At this downstream
position the coflow properties can be considered uniform, as the maximum height of
the coflow flames was approximately 25 mm. A schematic of the burner geometry
is shown in Fig. 4.1.
The fuel stream consists of hydrogen and nitrogen (H2 and N2). The vitiated
coflow consists of the products of a lean premixed hydrogen/air flame. The bound-
ary conditions are presented in Table 4.1 along with other properties of the fuel
and oxidizer streams. For these conditions, the observed lift–off height was approxi-
mately equal to 10 nozzle diameters, whereas the total flame length was equal to 30
nozzle diameters. Gkagkas and Lindstedt [56] have highlighted potentially signifi-
cant sensitivities of the lift-off height for CH4/air flames to residual concentrations
of H2 and OH in the coflow stream. However, in the current work the nominal values
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Fuel Jet coflow
Re 23, 600 18, 600
d (mm) 4.57 210
Velocity (m/s) 107 3.5
T (K) 305 1, 045
XO2 0 0.1474
XN2 0.7427 0.7532
XH2O 0 0.0989
XH2 0.2537 0
XOH 0 0.0005
φ − 0.25
fstoich 0.47
Table 4.1: Boundary conditions.
given in Table 4.1 have been retained to enable comparisons with earlier studies of
the current flames. In particular, Cao et al. [31], used the joint velocity-turbulence
frequency-composition pdf method combined with one of the detailed mechanisms
[112] selected as a starting point in the current work. It was also shown that three
different mixing models (IEM, MC and EMST) produced relatively similar results,
suggesting a minor impact of mixing closures as compared to chemical kinetics.
Detailed single point measurements of temperature and composition have been
performed using the Raman–Rayleigh–LIF technique and mass fractions of H2, N2,
O2, H2O, OH and NO have been measured [29, 26]. Typical uncertainties for the
measurements are as follows temperature, 3%; N2, 3%; H2O, 4%; and OH, 10%.
Uncertainty in O2 is best represented as an absolute error in mass fraction of about
±0.005, regardless of the local value of YO2 . [29, 210, 58]. The experimental data
permits comparisons of mean and rms profiles as well as conditional probability
density functions. The measurements have shown that the far–field (coflow) prop-
erties do not change with axial distance, for the domain which was considered. This
means that the surrounding ambient air does not affect the flame and therefore it
4. Lifted H2 Flame 119
can be ignored in its modelling.
Figure 4.1: Schematic of a jet flame in a coaxial flow of vitiated gas.
4.3 Computational model
The parabolic approach will be used for the flow calculation, as the experimental
configuration suggests one dominant flow direction. The transported pdf approach
of Lindstedt and co–workers which was described in Chapter 3 and has been applied
successfully in the modelling of turbulent jet flames [119, 117, 118, 121, 56] is used
in the present work.
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In the current hybrid approach, the flow field is closed at the second moment
level, using the pressure strain correlation from Speziale et al. [190]. A transport
equation for the composition pdf is coupled and solved using a Lagrangian particle–
based Monte Carlo method [171].
The detailed chemical mechanisms selected as representative starting points in
the current work were developed by Li et al. [112] and Sun et al. [192]. The latter
mechanism is to a large extent based on the CEC recommendations by Baulch et
al. [10]. Both mechanisms feature 9 species (H2O, O2, H2, O, OH, H, HO2, H2O2
and N2) with nitrogen being inert. The Li mechanism features 19 reactions and is
listed in Table 4.2. Similarly, the Sun mechanism features 20 reactions and is listed
in Table 4.3.
In the derivation of reduced kinetic mechanisms, steady–state approximations
were introduced to reduce the number of chemical species for which species conser-
vation equations need to be solved numerically. This can give substantial savings in
the computational time. Various research groups [161, 16] have used partial equi-
librium approximations for the elimination of calculated species. However, it was
found that, in general, the validity of partial equilibrium assumptions is more re-
stricted than that of steady–state assumptions and, therefore, the usefulness of the
former is generally limited to truncation.
In the current work, the dimensional reduction of the mechanism was achieved
through the application of the quasi–steady–state approximation (QSSA) based on
the reactive–diffusive operator L(Yk) introduced by Peters [163],
L(Yk) = ρ
∂Yk
∂t
+ ρui
∂Yk
∂xi
− ∂Jk,i
∂xi
= RkMk (4.1)
where Yk is the mass fraction of species
′k′, Jk,i is the diffusion flux vector and ui
is the velocity vector. The steady–state approximation is valid for those intermediate
species for which the rates of creation and destruction are much faster than the net
rates of formation. In this case, L(Yk) is equal to zero by definition.
The application of a steady–state assumption for a chemical species leads to an
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algebraic equation among reaction rates. Therefore each of these equations can be
used to eliminate rates in the remaining balance equations for the non–steady state
species. The stoichiometry of the resulting balance equations defines the global
mechanism between the non–steady state species. Therefore the global mechanism
will depend on the choice of the reaction rates that were eliminated.
The algebraic expressions obtained by the steady–state approximations can also
be used for the solution of the concentrations of the eliminated steady–state species.
However, these equations are usually nonlinear and the concentrations of the steady–
state species have to be solved iteratively. A truncation procedure is usually con-
ducted to delete certain terms in the steady–state expressions for further simplifica-
tion and fine tuning of the reduced mechanism in order to obtain improved numerical
behaviour.
The turbulent transport of the joint pdf is modelled through a gradient diffusion
approximation with the ”turbulent Prandtl number” (σt) set to 0.7. The second
moment closure provides the velocity and turbulence fields from which a scalar
mixing time scale (τφ) is extracted and used in the transported pdf solution
procedure via the modified Curl’s model [79].
τ−1φ =
ǫ˜φ
φ˜”2
=
Cφ
2
ǫ˜
k˜
=
Cφ
2
τ−1T (4.2)
In the above equation, ǫ˜φ is the scalar dissipation rate and φ˜”2 the corresponding
scalar variance. In the present work, the turbulent to mixing time ratio constant
Cφ = 2.3 [117] is retained as a base case. In addition, an extended algebraic
model [127, 124] has been used to compute the mixing frequency.
τ−1φ =
ǫ˜φ
φ˜”2
=
Cφ
2
[
1.0 + C∗φ
ρu
< ρ >
uL
vK
]
ǫ˜
k˜
(4.3)
The simple form above implies a monotonic increase of the uL/vK ratio, where
uL is the local laminar burning velocity and vK is the local Kolmogorov velocity,
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as a function of the Damko¨hler (Da) number. The value of C∗φ = 1.2 has been
retained from previous work [127, 124]. The local laminar burning velocity was pre–
computed by considering premixed flame propagation in mixtures of the current
fuel and air streams. A maximum value uL = 2.55 m/s was obtained. It has
to be noted that the flammability limits for the current configuration are quite
broad, with uL greater than 0.5 m/s for the region 0.05 < f < 0.7. The density
ratio, which accounts for dilation across the flame, features a reference density (ρu).
In the present configuration it varies downstream and the local centreline value
(i.e. ρu = ρc(x)) has been used to provide a reference point. In order to avoid
non-physical mixing time–scales at the upstream positions, the reference density is
considered to be equal to the local density of unreacted mixture until the onset of
ignition. A potential complication is that the above expression is likely to exhibit
a Lewis number dependence [2, 3] of the form C∗∗φ = C
∗
φ/Le or C
∗∗
φ = C
∗
φ/e
Le−1.
Finally, the radiative heat loss term is expressed on the basis of the optically thin
assumption taking into account radiation from H2O [118].
4.3.1 Computational configuration
The flow is treated as axi–symmetric and the boundary conditions were based on
experimental data [26, 28] as shown in Table 4.1. Boundary values for concentrations
of minor species were considered to be zero. The coflow reaches chemical equilibrium
before the ignition point of the main fuel jet, so a change in the boundary value
for the minor species, assuming chemical equilibrium, does not affect the results.
The axial domain extends from x/D = 0 to x/D = 50 and the (adaptive) radial
domain from r/D = 0 to 5 ≤ r/D ≤ 20. A uniform velocity was used for the
coflow (r > D/2) and the initial velocity profile (r < D/2) for the fuel jet was
derived assuming a fully developed turbulent pipe flow. The nozzle wall thickness
is ignored, as well as the corresponding boundary layer of the coflow. A previous
study from Cabra [26] has shown that the inclusion of these details in the modelling
does not affect the calculated flame pattern. The velocity co–variance was specified
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No. Reaction Aa na Ea Ref.
1 H + O2 ⇋ O + OH 3.55E+12 -0.41 69.50 [66]
2 O + H2 ⇋ H + OH 5.08E+01 2.67 26.33 [193]
3 H2 + OH ⇋ H2O + H 2.16E+05 1.51 14.36 [145]
4 O + H2O ⇋ OH + OH 2.97E+03 2.02 56.10 [194]
5 H2 + M ⇋ H + H + M
b 4.58E+16 -1.4 437.02 [200]
6 O + O + M ⇋ O2 + M
c 6.16E+09 -0.5 0.0 [200]
7 O + H + M ⇋ OH + Mc 4.71E+12 -1.0 0.0 [200]
8 H + OH + M ⇋ H2O + M
d 3.80E+16 -2.0 0.0 [112]
9 O2 + H (+ M) ⇋ HO2 (+ M)
e k0 6.37E+14 -1.72 2.177 [144]
k∞ 1.48E+09 0.6 0.0 [37]
10 HO2 + H ⇋ H2 + O2 1.66E+10 0 3.433 [150]
11 HO2 + H ⇋ OH + OH 7.08E+10 0 1.256 [150]
12 HO2 + O ⇋ OH + O2 3.25E+10 0 0.0 [12]
13 HO2 + OH ⇋ H2O + O2 2.89E+10 0 -2.093 [12]
14 HO2 + HO2 ⇋ H2O2 + O2
f 4.20E+11 0 50.157 [70]
1.30E+08 0 -6.825 [70]
15 H2O2 (+ M) ⇋ OH + OH (+ M)
g k0 1.2E+14 0 190.5 [205]
k∞ 2.95E+14 0 202.641 [24]
16 H2O2 + H ⇋ H2O + OH 2.41E+10 0 16.621 [200]
17 H2O2 + H ⇋ H2 + HO2 4.82E+10 0 33.285 [200]
18 H2O2 + O ⇋ OH + HO2 9.55E+03 2.0 16.62 [200]
19 H2O2 + OH ⇋ H2O + HO2
f 1.00E+09 0 0.0 [69]
5.80E+01 0 40.026 [69]
Table 4.2: Detailed H2/O2 Reaction Mechanism with rate coefficients in the form
k = AT nexp(−E/RT ) from Li et al. [112].
aUnits are kmole, m3, s, K and KJ/mole.
bChaperon efficiencies are 2.5 for H2, 12.0 for H2O and 1.0 for all other species.
cChaperon efficiencies are 2.5 for H2, 12.0 for H2O and 1.0 for all other species.
dChaperon efficiencies are 2.5 for H2, 12.0 for H2O and 1.0 for all other species.
eTroe parameter is Fc=0.8. Chaperon efficiencies are 2.0 for H2, 11.0 for H2O, 0.78 for O2 and
1.0 for all other species.
fReactions (14) and (19) are expressed as the sum of the two rate expressions.
gTroe parameter is Fc=0.5. Chaperon efficiencies are 2.5 for H2, 12.0 for H2O and 1.0 for all
other species.
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No. Reaction Aa na Ea Ref.
1 H + O2 ⇋ O + OH 6.73E+12 -0.50 69.75 [77]
2 O + H2 ⇋ H + OH
b 3.82E+09 0 33.25 [10]
8.79E+11 0 80.21 [10]
3 H2 + OH ⇋ H2O + H 2.17E+05 1.52 14.47 [10]
4 OH + OH ⇋ O + H2O 3.35E+01 2.42 -8.06 [10]
5 H2 + M ⇋ H + H + M
c 2.23E+11 0 40.196 [10]
H2 + H2⇋ H + H + H2 9.03E+11 0 40.196 [10]
H2 + N2 ⇋ H + H + N2 4.58E+16 -1.40 436.81 [38]
H2 + H2O ⇋ H + H + H2O 8.43E+16 -1.10 436.81 [38]
6 O + O + M ⇋ O2 + M
d 6.16E+09 -0.5 0.0 [200]
7 O + H + M ⇋ OH + Md 4.71E+12 -1.0 0.0 [200]
8 H + OH + M ⇋ H2O + M
e 2.21E+16 -2.0 0.0 [200]
9 O2 + H (+ M) ⇋ HO2 (+ M)
f k0 2.65E+13 -1.30 0.0 [198]
k∞ 4.65E+09 0.4 0.0 [198]
O2 + H (+ H2O) ⇋ HO2 (+ H2O)
g k0 3.63E+13 -1.00 0.0 [198]
k∞ 4.65E+09 0.4 0.0 [198]
10 H2 + O2 ⇋ HO2 + H 7.40E+02 2.43 223.85 [146]
11 HO2 + H ⇋ OH + OH 6.00E+10 0 1.23 [192]
12 HO2 + O ⇋ OH + O2 1.63E+10 0 -1.86 [10]
13 HO2 + OH ⇋ H2O + O2
b 1.00E+10 0 0.00 [90]
5.80E+10 0 16.63 [90]
14 HO2 + HO2 ⇋ H2O2 + O2
b 4.20E+11 0 50.133 [70]
1.30E+08 0 -6.817 [70]
15 H2O2 (+ M) ⇋ OH + OH (+ M)
h k0 1.2E+14 0 190.37 [10]
k∞ 3.00E+14 0 202.84 [10]
16 H2O2 + H ⇋ H2O + OH 1.02E+10 0 14.96 [10]
17 H2O2 + H ⇋ H2 + HO2 1.69E+09 0 15.71 [10]
18 H2O2 + O ⇋ OH + HO2 8.43E+08 0 16.61 [10]
19 H2O2 + OH ⇋ H2O + HO2
b 1.70E+15 0 123.05 [68]
2.00E+09 0 1.79 [68]
20 HO2 + H ⇋ H2O + O 1.44E+09 0 0 [10]
Table 4.3: Detailed H2/O2 Reaction Mechanism with rate coefficients in the form
k = AT nexp(−E/RT ) from Sun et al. [192].
aUnits are kmole, m3, s, K and KJ/mole.
bReactions (2), (13), (14) and (19) are expressed as the sum of the two rate expressions.
cChaperon efficiencies are 0.0 for H2, H2O, N2 and 1.0 for all other species.
dChaperon efficiencies are 2.5 for H2, 12.0 for H2O and 1.0 for all other species.
eChaperon efficiencies are 2.5 for H2, 6.39 for H2O and 1.0 for all other species.
fTroe parameter is Fc=0.57. Chaperon efficiencies are 1.49 for H2, 0.0 for H2O and 1.0 for all
other species.
gTroe parameter is Fc=0.81.
hTroe parameter is Fc=0.5. Chaperon efficiencies are 2.5 for H2, 12.0 for H2O and 1.0 for all
other species.
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via the correlation coefficient (ρuv) using the values from Cao et al. [31]. Between
0 ≤ r/R ≤ 1 a linear variation of ρuv from 0 to 0.4 was assumed, followed by
ρuv = 0.4 for 1 ≤ r/R ≤ 2.87 and ρuv = 0 for r/R > 2.87. The temperature
and composition profiles were defined using step functions across the inner diameter
(D = 4.57 mm) of the nozzle.
Gkagkas and Lindstedt [56] found that with the current parabolic solution pro-
cedure around 80 radial cells and 120 stochastic particles per cell provided sufficient
resolution for the corresponding CH4 flames. Preliminary computations suggested
that a similar resolution would be satisfactory for the current flames. However,
given the small size of the current chemical mechanisms, the computations shown
here were performed with 110 computational cells in the radial direction, ≃ 5800
axial steps and with 200 stochastic particles per cell.
4.4 Results obtained with detailed chemistry
The first step was to evaluate the behaviour of the different detailed reaction
mechanisms shown in Tables 4.2 and 4.3 under identical conditions in order to com-
pare the computed auto–ignition behaviour. As stated above, the selected starting
mechanisms stem from the work performed by Li et al. [112] and Sun et al. [192]. A
modification to the latter mechanism was also evaluated due to a sensitivity to the
O+H2 ⇋ H+OH reaction, see discussion below, in the current temperature range.
In the modified version of the latter mechanism, the rate proposed by Sutherland et
al. [193] was used for the O +H2 reaction. The reaction rates of all the individual
steps are shown at a temperature of 1045 K in Table 4.4. Additional calculations
have been performed using the mechanisms of Williams et al. [1, 208] and Cerru et
al. [34]. The results are similar and will not be included here.
The computed lift–off heights as a function of the coflow temperature are com-
pared with measurements in Fig. 4.2. It can be seen that the mechanisms capture
the sensitivity to the temperature changes (eg. the slope of the curves) adequately.
4.4. RESULTS OBTAINED WITH DETAILED CHEMISTRY 126
Number Reaction Li et al. [112] Sun et al. [192]
1 H + O2 ⇋ O + OH 6.97E+07 6.86E+07
2 O + H2 ⇋ H + OH 2.83E+08 1.70E+08
3 H2 + OH ⇋ H2O + H 1.50E+09 1.60E+09
4 O + H2O ⇋ OH + OH 5.90E+06 7.43E+06
5 H2 + M ⇋ H + H + M 4.16E-10 1.92E-09
6 O + O + M ⇋ O2 + M 1.91E+08 1.91E+08
7 O + H + M ⇋ OH + M 4.51E+09 4.51E+09
8 H + OH + M ⇋ H2O + M 3.48E+10 2.02E+10
9 O2 + H + M ⇋ HO2 + M k0 7.09E+10 6.61E+10
10 HO2 + H ⇋ H2 + O2 1.12E+10 1.40E+10
11 HO2 + H ⇋ OH + OH 6.13E+10 5.21E+10
12 HO2 + O ⇋ OH + O2 3.25E+10 2.02E+10
13 HO2 + OH ⇋ H2O + O2 3.68E+10 1.86E+10
14 HO2 + HO2 ⇋ H2O2 + O2 1.60E+09 1.60E+09
15 H2O2 + M ⇋ OH + OH + M k0 6.86E+02 6.69E+02
16 H2O2 + H ⇋ H2O + OH 3.57E+09 1.83E+09
17 H2O2 + H ⇋ H2 + HO2 1.05E+09 2.78E+08
18 H2O2 + O ⇋ OH + HO2 1.54E+09 1.25E+08
19 H2O2 + OH ⇋ H2O + HO2 6.83E+09 2.45E+09
20 HO2 + H ⇋ H2O + O 1.44E+09
Table 4.4: Actual values of reaction rates at 1045 K.
However, it is also apparent that each mechanism requires a different coflow temper-
ature in order to achieve the same lift–off height. The experimental points shown
correspond to the base case, measured by Cabra et al. [29], and additional data
reported by Wu et al. [210] and Gordon et al. [58]. It is readily apparent that the
different data sets highlight some discrepancies. The uncertainty in the temperature
measurements cited by Cabra et al. [29] was of the order of 30 K as indicated by
the horizontal error bar also shown.
A brute force sensitivity analysis was performed to explore the reactions control-
ling the point of stabilization (or onset of high–temperature ignition) of the flame.
The pre–exponential factor of each reaction rate was multiplied and divided by a
factor of 5. The effect on the lift–off height is shown in Fig. 4.3. It can be seen that
the most important reactions are (1, 2, 3) and the low pressure limit (k0) rate of
reaction (9). The ignition behaviour is most sensitive to the latter reaction under
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the current conditions.
H +O2 ⇋ O +OH (1)
O +H2 ⇋ H +OH (2)
H2 +OH ⇋ H2O +H (3)
H +O2 (+M) ⇋ HO2 (+M) (9)
Inspection of Fig. 4.3 and Table 4.4 highlights a particular combination of high
sensitivity and uncertainties in the rate constant fit for reaction (2). The value used
in the mechanism of Li et al. [112] stems from the work by Sutherland et al. [193] and
conforms with the earlier CEC recommendation by Baulch et al. [12, 11]. The latter
rate has been used in a number of mechanisms, including GRI Mech. 2.11 [21] and
the study by Cerru et al. [34]. A closely related fit was used in GRI Mech. 3.0 [185].
The use of the earlier fit for reaction (2) in the mechanism of Sun et al. [192], results
in computed values closer to the experimental data set provided by Wu et al. [210]
as shown in Fig. 4.2. It is obvious that the lift–off height has changed considerably.
However, both sets of computations fall within the uncertainties associated with
the initial temperature. In order to improve the ability to provide quantitative
predictions, it is evident that both a better determination of boundary conditions
and a reduced uncertainty for reaction (2) are desirable.
Reaction path analysis further shows that reaction (9) is the main path leading
to HO2 production during the pre–ignition phase. The subsequent consumption
of HO2 leads to the ignition of the mixture. The main consumption channel is
through reaction (11), which is responsible for approximately 50-60% of OH radical
production in the vicinity of the point of ignition.
HO2 +H ⇋ OH +OH (11)
The mechanism of Li et al. [112] features the rate of Mueller et al. [150], whereas
Sun et al. [192] have proposed an alternative rate. The difference between the two
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rates is of the order of 20% at 1045 K. Reactions (9) and (11) essentially control the
behaviour of the HO2 pool and have a strong influence on the onset of high tem-
perature ignition under the current conditions. While clear differences are observed
with respect to the ignition point, all mechanisms perform within the experimental
uncertainties associated with boundary conditions. It can also be noted that, when
the coflow temperature is adjusted to provide the same lift–off height with the three
mechanisms, essentially the same radial species concentration profiles are obtained
at all flame positions. This implies that all mechanisms perform in a similar way
following ignition. Therefore, detailed comparisons of the resulting thermochemical
fields obtained with the different mechanisms were considered unnecessary. For il-
lustration purposes, the radial profiles of the hydroxyl radical in the ignition zone
are shown in Fig. 4.4. The initial coflow temperatures for the 3 mechanisms were
1047 K [112], 1045 K [192] and 1035 K (modified Sun). The computed lift–off heights
for these conditions were H/D = 10.1, 10.0 and 9.6 respectively.
Comparisons of experimental data and computational results along the central
axis of the fuel jet are shown in Figs. 4.5, 4.6, 4.7 and 4.8 for calculations using the
standard mixing frequency closure, given in Eq. 4.2, and the mechanisms of Li et
al. [112] and Sun et al. [192]. The results obtained with the modified version of the
latter mechanism are presented. As shown in Figs. 4.5 and 4.6, the first two moments
of the temperature and mixture fraction are well reproduced by the computational
method and both mechanisms produce essentially the same results. The agreement
implies a good representation of the mixing process, despite the use of a relatively
simple mixing model. The increase in the mixture fraction fluctuations, which is
accompanied by a sharp initial drop of its mean value and a slow increase of mean
temperature (≃ x/D = 10) indicates that the mixing region has reached the centre
line. The flame front reaches the axis further downstream, around the axial position
x/D = 18, when the temperature fluctuations reach a maximum.
The mean values of the mass fractions of O2, H2, H2O and OH along the center-
line are shown in Figs. 4.7 and 4.8. Again, differences between the two mechanisms
are very small, with the major discrepancy observed for the hydroxyl radical. Fur-
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ther comparisons between calculated and measured results for other species show
that concentrations are comparatively well reproduced. It is obvious that the flow
exhibits a two–stage behavior. Initially, the mixing process is dominant and there
is no apparent effect of chemical reactions. The temperature at the centre line
increases slowly, with low levels of fluctuations, and the concentration of O2 also in-
creases due to mixing, whereas OH levels remain negligible. As the flow progresses
downstream, the first stage is followed by an ignition region, which is accompanied
by strong temperature fluctuations and rapidly increasing radical concentrations.
The effects of ignition become obvious at the centerline around x/D ≈ 18.
A better understanding of the ignition process requires examination of radial
profiles and the results shown below were obtained with the modified mechanism
based on the work by Sun et al. [192]. The radial profiles of mean and fluctuating
values of O2 mass fraction are shown in Figs. 4.9 and 4.10. Good agreement is shown
at most axial positions, usually within experimental error. A small discrepancy can
be seen at axial positions x/D = 11 and x/D = 14, just after the ignition of the
mixture. The deviation is mainly caused by the radial position of the initial ignition
kernel, which is shifted toward the coflow in the simulation. Further downstream,
the agreement improves. The rms also shows good agreement with experimental
data and up to x/D = 10 the peak is located in the shear layer between the fuel
and oxidizer streams. At axial positions x/D = 11 and 14, the peak corresponds to
the position of the reaction zone.
The corresponding radial profiles for the mean and rms of the hydroxyl radical
are shown in Figs. 4.11 and 4.12. The OH radical is a good indicator of post–ignition
chemical activity and concentrations increase by several orders of magnitude — a
trend that is well captured by the computations. In the calculations, the maximum
OH concentration is slightly shifted toward the coflow region. The implication is
that ignition appears to occur under slightly leaner conditions than those recorded
experimentally. The same trend is observed for the other chemical mechanisms. At
downstream locations, both mean and rms are over–predicted but the discrepancies
generally remain within experimental uncertainties.
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Figure 4.2: Ignition point as a function of coflow temperature. The square is the
base case from Cabra et al. [29]; Circles are measurements from Wu et al. [210];
Diamonds and triangles from Gordon et al. [58]. Simulations are: Dash-dotted line,
Sun et al. [192]; Solid line, Li et al. [112]; Dashed line, modified mechanism from
Sun et al. [192].
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Figure 4.3: Logarithmic sensitivities of the lift–off height to changes in reaction rate
parameters.
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Figure 4.4: Radial profiles of Favre-averaged OH mass fractions in the area of igni-
tion. Circles are measurements from Cabra et al. [29]. Lines are calculations: Solid
line, mechanism of Li et al. [112] at 1047 K; Dash-dotted line, mechanism of Sun et
al. [192] at 1045 K; Dashed line, modified mechanism from Sun et al. [192] at 1035
K. The quoted temperatures refer to the coflow.
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Figure 4.5: Temperature and mixture fraction statistics along the centerline. Circles
are measurements [26, 29, 28] and lines are calculations. Mechanism of Li et al. [112].
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Figure 4.6: Temperature and mixture fraction statistics along the centerline. Circles
are measurements [26, 29, 28] and lines are calculations. Modified mechanism from
Sun et al. [192].
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Figure 4.7: Species mass fractions along the centerline. Circles are measure-
ments [26, 29, 28] and lines are calculations. Mechanism of Li et al. [112].
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Figure 4.8: Species mass fractions along the centerline. Circles are measure-
ments [26, 29, 28] and lines are calculations. Modified mechanism from Sun et
al. [192].
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Figure 4.9: Radial profiles of Favre-averaged mean O2 mass fractions with in-
creased axial distance. Circles are measurements [26, 29, 28] and lines are cal-
culations.Modified mechanism from Sun et al. [192].
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Figure 4.10: Radial profiles of Favre-averaged rms fluctuations of O2 mass fractions
with increased axial distance. Lines and symbols are as in Fig. 4.9.
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Figure 4.11: Radial profiles of Favre-averaged mean OH mass fractions with in-
creased axial distance. Lines and symbols are as in Fig. 4.9.
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Figure 4.12: Radial profiles of Favre-averaged rms fluctuations of OH mass fractions
with increased axial distance. Lines and symbols are as in Fig. 4.9.
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4.4.1 Comparison of mixing frequency closures
The sensitivity of predictions to the two aforementioned closures for the mixing
frequency was evaluated using the mechanism proposed by Li et al. [112] and the
lift–off height as a function of the coflow temperature is shown in Fig. 4.13. It
can be seen that the lift–off height becomes marginally shorter when applying the
extended mixing model. This is to be expected, as the extended model enhances
mixing locally. The variation in the lift–off height is, however, insignificant in the
context of experimental uncertainties.
The mixing and thermal fields obtained by the application of the two closures
are compared in Figs. 4.14, 4.15, 4.16 and 4.17. The mean profiles are similar at
most positions and are also close to the measured values. It may be noted that the
computed mean temperature profiles at positions x/D = 10, 11 and 14 essentially
bracket the experimental results. It is also obvious from the rise in temperature
that ignition occurs between the axial distances of x/D = 9 and x/D = 11. Until
x/D = 9 the effects of mixing dominate, whereas at x/D = 11 there is a distinct
rise of the mean temperature above the coflow level, as well as an increase in the
maximum fluctuation values. For a coflow temperature of 1047 K the standard
mixing frequency closure results in a lift–off height of 10.1 and the extended model
9.35. The discrepancy is minor and can be attributed to the stochastic nature of the
calculation. A marginal change in the coflow temperature from 1047 K to 1046.7 K
yielded a lift–off height of 10.1 diameters for the extended model. More significant
discrepancies can be seen in the rms profiles. At the upstream positions the com-
putations show modest differences and remain close to the measurements. Overall,
the extended closure arguably provides better agreement with mixture fraction fluc-
tuations through the ignition zone until x/D ∼ 11 and for temperature fluctuations
until x/D ∼ 14. At the downstream positions (x/D ≥ 14) the extended model
results in a too rapid decay of fluctuations suggesting that further improvements
are desirable. Nevertheless, the agreement obtained for mean and rms values is
encouraging and the discrepancies observed for the extended mixing model closure
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are consistent with the omission of the Le number effect discussed above.
The evolution of the pdf of temperature, conditioned on stoichiometric mixture
fraction, (0.5fst ≤ f ≤ 1.5fst) is shown in Fig. 4.18. Reasonable agreement can
be seen between computed and measured results. There is a tendency towards
discrepancies at x/D = 11, just after the ignition point, where the temperatures
tend to rise a bit slower than experimentally observed. The differences of the two
closures are negligible up to the ignition point. Further downstream, the results
differ more significantly. However, the predominant computational uncertainties are
associated with chemistry effects as discussed further below.
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Figure 4.13: Ignition point as a function of coflow temperature. The square is the
base case from Cabra et al. [29]; Circles are measurements from Wu et al. [210]; Di-
amonds and triangles from Gordon et al. [58]. Simulations are: Solid line, standard
mixing model; Dashed line, extended mixing model.
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Figure 4.14: Radial profiles of Favre-averaged mean temperature with increased
axial distance.Circles are measurements [26, 29, 28] and lines are calculations. Solid
line is standard mixing frequency closure, dashed line is extended mixing frequency
model.
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Figure 4.15: Radial profiles of Favre-averaged rms fluctuations of temperature with
increased axial distance. Lines and symbols are as in Fig. 4.14.
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Figure 4.16: Radial profiles of Favre-averaged mean mixture fraction with increased
axial distance. Lines and symbols are as in Fig. 4.14.
4. Lifted H2 Flame 147
0.1
0.2
0.3
0.1
0.2
f"
 [-
]
0.1
0.2
0 1 2 3 4
r/D [-]
0.05
0.1
0.15
1 2 3 4
r/D [-]
x/D=1 x/D=8
x/D=9 x/D=10
x/D=11 x/D=14
x/D=26 x/D=35
Figure 4.17: Radial profiles of Favre-averaged rms fluctuations of mixture fraction
with increased axial distance. Lines and symbols are as in Fig. 4.14.
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Figure 4.18: Conditional pdfs of temperature in the region of ignition. Circles are
measurements [26, 28] and lines are calculations. Solid line obtained with the stan-
dard mixing frequency closure, the mechanism of Li et al. [112] and a preheat tem-
perature of 1047 K. The dashed line features the same chemistry, the extended
mixing frequency model and a preheat temperature of 1046.4 K.
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4.5 Analysis of reduced chemistry
The above analysis has confirmed some key sensitivities and that the computed
scalar fields are generally in good agreement with measurements and that the config-
uration can serve as a basis for an analysis of the impact of systematically simplified
chemistry. Both the mechanisms produced by Li et al. [112] and Sun et al. [192],
with the modified rate for reaction (2), have been systematically reduced to 5, 4
and 3 independent scalars. Initially, a QSSA for H2O2 was explored. However, all
complete formulations were found to be inaccurate and/or to lead to computational
instabilities. In order to overcome these difficulties, the steady–state balance was
truncated by setting the forward rate of reaction (14) to zero.
HO2 +HO2 ⇋ H2O2 +O2 (14)
Any further truncation of the steady–state balance, even setting the concentration
of the species to zero, was found not to make any significant difference. The 5–step
global mechanism obtained after the removal of H2O2 may be written as follows.
Step I HO2 + O = OH + O2
Step II H2 + O2 = HO2 + H
Step III H2 + O2 = O + H2O
Step IV 2H2 + O2 = 2H2O
Step V 2H + M = H2 + M
The reaction rates are given below.
w5I = w1 + w2 − w3 − 2w4 + w7 − w8 + 2w11 + w12 − w13 + w14
+w15 − w17 − 2w19
w5II = w1 + w2 − w3 − 2w4 + w7 − w8 + w9 + w10 + w11 − 2w13 − w14
+w15 + w18 − w19 − w20
w5III = 2w1 − w3 − w4 − 2w6 − w8 + 2w11 − w13 + w14 + w15 − w17
−w18 − 2w19 + w20
w5IV = −w1 + w3 + w4 + w6 + w8 − w11 + w13 − w15 + w19
w5V = w1 − w3 − w4 − w5 + w7 + w9 + w11 − w13 − w19
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The derivation of the rates of reactions for the global steps, as well as the balance
equations for the species, are shown in the Appendix B for the reduced forms based
on the mechanism of Li et al. [112]. The algebraic equations used to calculate
the concentrations of the steady–state species are also shown. The corresponding
reduced mechanisms based on the work by Sun et al. [192] are shown in Appendix C.
The second step in the simplification process featured a QSSA for HO2 resulting in
a 4–step mechanism.
Step I H2 + O = OH + H
Step II H2 + O2 = O + H2O
Step III 2H2 + O2 = 2H2O
Step IV 2H + M = H2 + M
The corresponding reaction rates are given below.
w4I = 2w1 + 2w2 − 2w3 − 4w4 − 2w8 + w9 + w10 + 3w11 + w12
−3w13 + 2w15 − w17 + w18 − 3w19 − w20
w4II = 2w1 − w3 − w4 − 2w6 − w8 + 0.5w10 + 1.5w11 − 0.5w12 − 1.5w13 + w15
−0.5w17 − 0.5w18 − 1.5w19 + 0.5w20
w4III = −w1 + w3 + w4 + w6 + w8 − w11 + w13 − w15 + w19
w4IV = w1 − w3 − w4 − w5 + w7 + w9 + w11 − w13 − w19
A further reduction of the mechanism was realized by setting to the O radical in
steady–state, resulting in a 3–step mechanism.
Step I 2H2 + O2 = OH + H + H2O
Step II 2H2 + O2 = 2H2O
Step III 2H + M = H2 + M
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The corresponding reaction rates for the 3–step mechanism are given below.
w3I = 3w1 + 3w2 − 3w3 − 6w4 + 3w7 − 3w8 + 1.5w9 + 1.5w10 + 4.5w11
+1.5w12 − 4.5w13 + 3w15 − 1.5w17 + 1.5w18 − 4.5w19 − 1.5w20
w3II = −0.5w1 − 0.5w2 + w3 + 1.5w4 + w8 − w11 − 0.5w12 + w13 − w15
−0.5w18 + w19 + 0.5w20
w3III = w1 − w3 − w4 − w5 + w7 + w9 + w11 − w13 − w19
A comparison of the different mechanisms was initially obtained using the maximum
concentration of the hydroxyl radical at each axial position, regardless of the radial
position at which the concentration occurs. In this way, the ignition process and the
further progress of the flame can be depicted in a clear way as shown in Figs. 4.19
and 4.20. It is evident that, depending on the initial chemistry, the ignition point
moves slightly upstream or downstream. However, the total length of the flame
remains similar to that obtained with the detailed chemistry based on the work by
Sun et al. [192] and a bit shorter when using the alternative mechanism [112]. For
both 4–step mechanisms the ignition point moves, as may be expected, somewhat
upstream compared to the detailed chemistry. However, the main flame region
is again similar in length and the results remain generally close to the detailed
mechanisms. However, the application of the 3–step mechanism causes the ignition
point to move significantly upstream to around x/D ≈ 8.1. The maximum levels of
OH remain slightly lower than the detailed calculation throughout the main flame
region. Given the sensitivity of predictions to the O + H2 ⇋ H + OH reaction,
discussed above, it is not surprising that inaccuracies introduced through the QSSA
for the O radical have a strong impact.
Overall, it is obvious that the 5– and 4–step reduced mechanisms produce results
close to the detailed mechanisms. However, since the ignition point can be very sen-
sitive to small perturbations, a set of different coflow temperatures were also tested
using the reduced mechanisms listed in Appendix C. The results are shown in
Fig. 4.21. It is evident that all the reduced mechanisms produce similar results over
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a comparatively wide range of temperatures, with the 3–step chemistry consistently
under–predicting the ignition point. Comparisons of the radial profiles of tempera-
ture are shown in Fig. 4.22 for the detailed and the 3–step reduced chemistries. The
early prediction of the ignition point using the reduced chemistry is obvious, but
it can also be seen that further downstream, predictions match the measurements
rather better. It should also be noted that, as the ignition point is very sensitive to
the coflow temperature, a decrease of 4 K is enough to move the lift–off height to the
correct location. As compared to the experimental uncertainties in the temperature
measurements, which are of the order of 30 K, the results provided by the 3–step
mechanism are arguably still acceptable. However, it must be noted that the error
in the lift-off height, as compared to the detailed mechanisms, is around 20 %. It
may also be re-iterated that a change in the rate for the O+H2 ⇋ H+OH reaction,
from the older CEC recommendation [12, 11] to the newer value [10] necessitates a
change of around 10 K in order to maintain the same stabilization point.
The radial profiles of mean and fluctuating values of several species at axial po-
sitions close to the point of ignition are shown in Figs. 4.23–4.30. It is obvious that
mean values computed with the reduced mechanisms provide similar results to the
starting mechanism. The exception is the 3–step mechanism which, as mentioned
above, underpredicts the ignition point. Once the ignition process has been com-
pleted for all the cases (i.e. x/D = 14) it can be seen that the different profiles
generally show good agreement. The main source of differences is due to chemistry
effects, as the velocity and mixing fields do not exhibit significant differences.
Any further reduction of the chemistry, or use of QSSAs for alternative species,
proved unsatisfactory. Therefore, the 3–step global mechanism shown above, with
O, HO2 and H2O2 in steady–state, was found to be the most simplified mechanism
that was useful. The study has thus shown that reduced chemical mechanisms can
perform adequately even for the simulation of complicated flames that include auto–
ignition processes. Furthermore, the adjustment of boundary conditions required
to provide a similar lift–off height with a 3–step reduced mechanism is less than
that associated with the uncertainties in the fundamental rate constant for the
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O +H2 ⇋ H +OH reaction.
4.6 Conclusions
In the present Chapter, a transported pdf approach, closed at the joint–scalar
level, was coupled with a second moment closure for the velocity field and detailed
chemical mechanisms featuring nine solved species to compute a hydrogen/nitrogen
lifted flame. Different mechanisms were tested and shown to exhibit a similar qual-
itative behavior, but required different boundary conditions in order to yield the
same lift–off height. The reactions responsible were identified through a sensitivity
analysis and a particular issue was identified for the O +H2 ⇄ OH +H reaction.
A comprehensive examination of six derived systematically reduced reaction mech-
anisms was also conducted and provided useful insight with respect to the level of
simplifications that can achieve acceptable results with respect to the lift–off height
and the thermochemical structure of the flame. The most severe simplification pos-
sible amounted to the application of quasi–steady–state approximations for H2O2,
HO2 and O. Any further simplification of the chemistry, or different choice of species
set in steady–state, was found to be ineffective. The work also shows that the tempo-
ral evolution of the radical pool and the point of stabilization is significantly affected
by the introduction of a QSSA for the O radical.
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Figure 4.19: Maximum OH concentrations obtained with detailed mechanism of Li
et al. [112] and the systematically reduced forms listed in Appendix B.
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Figure 4.20: Maximum OH concentrations obtained with the modified detailed
mechanism of Sun et al. [192] and the systematically reduced forms listed in Ap-
pendix C.
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Figure 4.21: Ignition point as a function of coflow temperature. The square is the
base case from Cabra et al. [29]; Circles are measurements from Wu et al. [210]; Di-
amonds and triangles from Gordon et al. [58]. Simulations are: Solid line, detailed
chemistry; Dashed line, 5–step chemistry; Dash-dotted line, 4–step chemistry; Dot-
ted line, 3–step chemistry. Standard mixing frequency closure and the mechanisms
listed in Appendix C.
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Figure 4.22: Radial profiles of Favre-averaged temperature with increased axial
distance. Circles are measurements [26, 29, 28] and the solid line is the detailed
calculation, dashed line is the 3–step reduced chemistry. Standard mixing frequency
closure and the mechanisms listed in Appendix C.
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Figure 4.23: Radial profiles of Favre-averaged mean OH mass fractions with in-
creased axial distance in the ignition region. Circles are measurements [26, 29, 28]
and lines are calculations. Standard mixing frequency closure and the mechanisms
listed in Appendix C.
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Figure 4.24: Radial profiles of Favre-averaged rms fluctuations of OH mass frac-
tions with increased axial distance in the ignition region. Circles are measure-
ments [26, 29, 28] and lines are calculations. Standard mixing frequency closure and
the mechanisms listed in Appendix C.
4.6. CONCLUSIONS 160
0.01
0.02
0.03
Y
H
2 
[-]
Detailed
5 step
4 step
3 step
0 1 2 3 4
r/D [-]
0
0.01
0.02
0.03
1 2 3 4
r/D [-]
x/D=9 x/D=10
x/D=11 x/D=14~
Figure 4.25: Radial profiles of Favre-averaged mean H2 mass fractions with increased
axial distance in the ignition region. Circles are measurements [26, 29, 28] and lines
are calculations. Standard mixing frequency closure and the mechanisms listed in
Appendix C.
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Figure 4.26: Radial profiles of Favre-averaged rms fluctuations of H2 mass frac-
tions with increased axial distance in the ignition region. Circles are measure-
ments [26, 29, 28] and lines are calculations. Standard mixing frequency closure and
the mechanisms listed in Appendix C.
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Figure 4.27: Radial profiles of Favre-averaged mean O2 mass fractions with increased
axial distance in the ignition region. Circles are measurements [26, 29, 28] and lines
are calculations. Standard mixing frequency closure and the mechanisms listed in
Appendix C.
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Figure 4.28: Radial profiles of Favre-averaged rms fluctuations of O2 mass frac-
tions with increased axial distance in the ignition region. Circles are measure-
ments [26, 29, 28] and lines are calculations. Standard mixing frequency closure and
the mechanisms listed in Appendix C.
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Figure 4.29: Radial profiles of Favre-averaged mean H2O mass fractions with in-
creased axial distance in the ignition region. Circles are measurements [26, 29, 28]
and lines are calculations. Standard mixing frequency closure and the mechanisms
listed in Appendix C.
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Figure 4.30: Radial profiles of Favre-averaged rms fluctuations of H2O mass frac-
tions with increased axial distance in the ignition region. Circles are measure-
ments [26, 29, 28] and lines are calculations. Standard mixing frequency closure and
the mechanisms listed in Appendix C.
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Chapter 5
Lifted CH4 Flame
5.1 Introduction
The ability of calculation methods to reproduce pre– and auto–ignition phe-
nomena in turbulent flow fields is of fundamental importance in the context of
flame stabilization and emerging technologies such as HCCI engines. Mastorakos
et al. [140] performed DNS of auto–ignition in turbulent flows and compared the
properties of the corresponding turbulent and laminar flames. Differences in the
trends of auto–ignition were explained using the turbulent time– and length– scales
along with partial premixing. Cabra et al. [26, 29] introduced a simple burner ge-
ometry that permits the experimental study of auto-ignition and flame lift–off in a
well–defined flow configuration. The burner consists of a co–axial fuel jet issuing
into hot combustion products from a lean premixed hydrogen flame. The subsequent
ignition occurs in the shear layer and the geometry permits the detailed study of
turbulence–chemistry interactions.
Extensive measurements of H2/N2 jet flames in the Cabra burner configura-
tion [29, 28, 136] and related calculations using transported pdf based closures have
been performed by Masri et al. [137], Cabra et al. [29] and Cao et al. [31]. A range
of mixing models and detailed or reduced chemical kinetic mechanisms have been
applied. Good agreement between experimental and computational results has been
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achieved and the studies suggest that the flames are largely controlled by chemical
kinetics. The transported pdf approach has been shown to be able to capture extinc-
tion and re-ignition processes in hydrocarbon flames [137, 195, 119, 117]. However,
Cao and Pope [30] have shown a significant sensitivity to the applied chemistry as
part of a study of a range of piloted turbulent diffusion flames. Past studies of me-
thane flames in the Cabra configuration include that of Cabra et al. [27] who explored
the influence of mixing models and boundary conditions. A perhaps surprising re-
sult was that the modified Curl’s model [80] was found to perform comparatively
well.
The focus of the current study is on a detailed examination of the thermochemical
flow structure of methane–air flames in a vitiated coflow [27] using a comprehensive
detailed reaction mechanism that includes low–temperature chemistry. The sensi-
tivity of predictions to boundary conditions, chemical rate constants and the time
scale ratio are also explored.
5.2 Case Configuration
5.2.1 Experimental details
The vitiated coflow burner used for the experimental measurements of a lifted
methane flame has been described in Chapter 4. The main differences in the current
configuration is the use of a fuel stream which consists of methane partially premixed
with air. The vitiated coflow consists of the burnt products of lean premixed hydro-
gen/air flames. In this case, the premixed mixture is more rich when compared to
the hydrogen lifted flame, in order to achieve a higher coflow temperature.
Multiscalar point measurements have been performed in the Turbulent Diffusion
Flame (TDF) laboratory at Sandia National Laboratories. Temperature and major
species concentrations have been measured simultaneously in a single–point fashion,
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using a Raman–Rayleigh scattering system. Carbon monoxide was measured using
two–photon laser–induced fluorescence (LIF) which provided better accuracy than
the Raman technique. Hydroxyl radical mass fractions were determined using a
separate LIF system. The measurement precision for the major scalars is shown in
Table 5.1.
Scalar Error
T 1%
N2 3%
H2O 5%
CO2 6%
OH 10%
f 6%
Table 5.1: Measurement precision [27].
5.2.2 Computational details
The method applied for the calculation of the lifted methane flame is identi-
cal to the one used in Chapter 4. The only essential modification is the use of
a detailed chemical scheme which can account for methane combustion. For this
purpose, a full detailed mechanism that includes low–temperature chemistry capa-
ble of reproducing the spontaneous ignition of methane is used. The chemistry is
based on the work of Lindstedt and Meyer [120] and extended by Rizos [181]. The
mechanism consists of 256 reactions and the following 44 species: CH4, H, H2O,
O2, H2O2, O, OH, HO2, CO, CO2, C2H4, CH3, C2H2, CH3OH, C2H6, H2, CH2O,
C2O, H2C2, CH3CHO, CH3CO, CH3OO, C2H4O, CH2CHO, C2H5OO, CH3O, CHO,
1CH2, CH2OH, C2H5OOH, CH3OOH, C2H5, C2H4OOH, C2H5O, CH,
3CH2, C2H,
HCCO, CH2CO, C2H3, C1, C2, CH2CHO and N2 [116]. An updated version of this
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mechanism was also evaluated in the same context. The obtained results were com-
parable to the ones presented here, within experimental uncertainties, and will not
be shown.
The radiative loss term is expressed on the basis of the optically thin assumption
as outlined by Lindstedt and Louloudi [118].
The turbulent transport of the pdf is modelled through a gradient diffusion
approximation with the ”turbulent Prandtl number” (σt) set to unity. The second
moment closure provides the scalar mixing time scale (τφ) used in the transported
pdf solution procedure via the modified Curl’s model [80] applied here.
τ−1φ =
ǫ˜φ
φ˜”2
=
Cφ
2
ǫ˜
k˜
=
Cφ
2
τ−1T (5.1)
In the above equation ǫ˜φ is the scalar dissipation rate and φ˜”2 the corresponding
scalar variance. In the present work, Cφ = 2.3 [117] is retained as a base case with
2.3 ≤ Cφ ≤ 4.0 also explored.
5.2.3 Boundary conditions and solution details
The flow is treated as axi–symmetric and the boundary conditions were based on
experimental data [26, 28] as shown in Table 5.2. Boundary values for minor species
concentrations were computed based on chemical equilibrium. For H2, the concen-
tration was extrapolated from the measurements taken at one diameter downstream
from the jet exit plane. The axial domain extends from z/d = 0 to z/d = 100 and
the (adaptive) radial domain from r/d = 5 to approximately r/d = 15. A uniform
velocity was used for the coflow (r > d/2). The initial velocity profile (r < d/2)
for the fuel jet was derived by assuming a fully developed turbulent pipe flow. The
velocity co–variance was specified via the correlation coefficient (ρuv). The values
from Cao et al. [31], defined in terms of R ≡ d/2, were used. Between 0 ≤ r/R ≤ 1
a linear variation of ρuv from 0 to 0.4 was assumed and followed by ρuv = 0.4 for
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1 ≤ r/R ≤ 2.87 and ρuv = 0 for r/R > 2.87. The temperature and composition
profiles were set as step functions across the inner diameter (d = 4.57 mm) of the
nozzle.
Fuel Jet Co–flow
Re 28, 000 23, 300
d(mm) 4.57 210
V elocity(m/s) 100 5.4
T (K) 320 1, 350
XO2 0.15 0.12
XN2 0.52 0.73
XH2O 0.0029 0.15
XOH(ppm) < 1 200
XH2(ppm) 100 100
XNO(ppm) < 1 < 1
XCH4 0.33 0.0003
φ − 0.4
fs 0.177
Table 5.2: Boundary conditions [26, 28].
5.3 Results and Discussion
Computations were performed with 80 and 140 computational cells (Nc) in the
radial direction, ∼ 1900 axial steps and with 120, 200 and 400 expected stochastic
particles (Np) per cell. No significant differences were observed as a result of in-
creased refinement. The results shown below correspond to Nc = 80 and Np = 120
unless otherwise indicated.
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5.3.1 Centerline profiles
Comparisons between measurements and calculations of temperature, mixture
fraction and various scalars along the central axis of the jet are shown in Figs. 5.1
to 5.4.
The centerline profiles of the Favre–averaged temperature, mixture fraction and
fluctuations are shown in Fig. 5.1. Predictions of mean values generally agree well
with measurements and scalar fluctuations also show a satisfactory trend. The first
two statistical moments of O2 and H2O along the centerline of the flow can be seen
in Fig. 5.2. Carbon dioxide and carbon monoxide are shown in Fig. 5.3. Fig. 5.4
shows the mean and rms values of molecular hydrogen and hydroxyl radical along
the centerline. It can be seen that there arguably is an under–prediction of CO and
H2 and an over–prediction of OH. However, the trends for all species and both first
moments are well captured, covering several different orders of magnitude.
The flow studied exhibits a two–stage behavior. Initially, the mixing process is
dominant and there is no apparent effect of chemical reaction. The temperature at
the centre line is rising slowly, with low levels of fluctuations, whereas the concen-
trations of CO, CO2 and OH remain negligible. As the flow progresses downstream,
the first stage is followed by an ignition region, which is accompanied by strong
temperature fluctuations and rapidly increasing radicals concentrations. The effects
of ignition become obvious at the centerline at the axial position of x/d ≈ 45.
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Figure 5.1: Temperature and mixture fraction statistics along the centerline. Lines
correspond to computations and symbols to measurements.
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Figure 5.2: O2 and H2O mass fraction statistics along the centerline. Lines corre-
spond to computations and symbols to measurements.
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Figure 5.3: CO2 and CO mass fraction statistics along the centerline. Lines corre-
spond to computations and symbols to measurements.
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Figure 5.4: OH and H2 mass fraction statistics along the centerline. Lines correspond
to computations and symbols to measurements.
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5.3.2 Radial profiles
A better understanding of the ignition process requires examination of the radial
profiles of the various scalars. The radial profiles of the Favre–averaged temperature
are shown in Fig. 5.5. The agreement obtained for mean and rms values is generally
good. It is obvious from the rise in temperature that ignition occurs between the
axial distances of x/d = 30 and x/d = 40. Until x/d = 30 the effects of mixing
dominate, whereas at x/d = 40 there is a distinct rise in the mean temperature
above the co–flow level, as well as an increase in fluctuations.
The radial profiles of the mixture fraction are shown in Fig. 5.6. The level of
agreement between the simulation and the experiment indicates a good representa-
tion of the mixing process. The radial profiles of H2 are shown in Fig. 5.7. Arguably
acceptable agreement is shown at most axial positions. However, it is also evident
that significant differences are observed around the point of ignition. The current
calculations do not account for upstream diffusion of H2 and an elliptic study of
the flame could prove helpful. The corresponding mean and rms radial profiles for
the hydroxyl radical are shown separately in Figs. 5.8 and 5.9 respectively, as the
two quantities have generally the same order of magnitude. Furthermore, the scale
is changed to more clearly show the level of agreement obtained. In the first axial
measuring position, some large concentrations of hydroxyl radicals are measured,
which have disappeared at x/D = 15. These values are probably an experimental
artifact, as the equilibrium concentration of OH is much lower, as shown by the cal-
culated line. The OH radical is a good indictor of post–ignition chemical activity. In
the calculations, the maximum OH concentration appears slightly shifted towards
the coflow region. The implication is that ignition appears to occur under slightly
leaner conditions than recorded experimentally. It is also obvious that the OH lev-
els are somewhat higher than those measured but, as shown for the centerline, the
discrepancies are probably within experimental uncertainties.
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Figure 5.5: Radial profiles of Favre-averaged temperature and temperature fluctua-
tions with increased axial distance. Solid lines correspond to calculated mean values,
dashed lines to calculated RMS values, circles to measured mean values and squares
to measured RMS values.
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Figure 5.6: Radial profiles of Favre-averaged mixture fraction and mixture fraction
fluctuations with increased axial distance. Lines and symbols as in Fig. 5.5.
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Figure 5.7: Radial profiles of Favre-averaged H2 mass fractions with increased axial
distance. Lines and symbols as in Fig. 5.5 (Np = 400).
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Figure 5.8: Radial profiles of Favre-averaged mean OH mass fractions with increased
axial distance. Lines correspond to calculations and circles to measurements (Np =
400).
5.3. RESULTS AND DISCUSSION 182
0.0001
0.0002
0.0005
0.001
0.0015
0.002
Y
" O
H
 
[-]
0 2 4 6 8
r/D
0
0.001
0.002
0.003
2 4 6 8
r/D
x/D=1 x/D=15
x/D=30 x/D=40
x/D=50 x/D=70
Figure 5.9: Radial profiles of Favre-averaged rms OH mass fractions with increased
axial distance. Lines correspond to calculations and circles to measurements (Np =
400).
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5.3.3 Scatter and conditional plots in mixture fraction space
Scatter plots of temperature versus mixture fraction (Fig. 5.10) show the state
of particles during the evolution of the flow and provide further insight into the
ignition process. At x/d = 30 most particles reside on the mixing line between the
fuel and the oxidizer stream, with a few particles on the lean side indicating the
onset of chemical reaction. At x/d = 40, ignition is obvious, with particles on the
lean side reaching adiabatic temperatures. Further downstream, the majority of the
particles have been fully burnt.
The conditional statistics can be very useful to depict the evolution of the ignition
process by providing insight into the scalar structure. Generally the agreement
obtained mirrors that shown in physical space. However, the result for the ensemble
averages of YOH , shown in Fig. 5.11, do illustrate an interesting point. It can be
seen that immediately after ignition, the computational results suggest that ignition
initially occurs for lean to stoichiometric mixtures.
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Figure 5.10: Scatter plots of temperature versus mixture fraction with increased
axial distance. The lines correspond to chemical equilibrium.
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Figure 5.11: Evolution of the conditional ensemble average of OH mass fraction.
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5.3.4 Sensitivity analysis
The base case simulation outlined above suggests that overall good agreement
can be obtained. However, it is also useful to investigate key parametric sensitivities.
In the present work, the effects of changes in the chemical composition of the co–
flow, variations of the co–flow temperature and a variation in the time–scale ratio
constant Cφ are explored. The effect of the mixing constant on the lift–off height can
be seen in Table 5.3. By increasing the value of Cφ, the mixing of the two streams is
increased, therefore leading to a shorter lift-off height. However, the magnitude of
change is such that it would appear that ignition is mainly chemically controlled with
a comparatively modest sensitivity to changes in the time–scale ratio. This finding is
notably different from studies of flames undergoing extinction where comparatively
small changes can have a significant impact [119, 195, 117].
Cφ H/d
2.3 35.0
2.5 34.7
3 34.0
4 31.2
Table 5.3: Effect of Cφ on lift-off height.
A sensitivity analysis was also performed on the effect of the coflow temperature
on the lift-off height. Several criteria were used in order to define the ignition point,
including reference concentrations of species like OH, CH2O and HO2. The results
can be seen in Fig. 5.14, where comparisons are made to the measurements of Cabra
et al. [27]. The trend is arguably captured satisfactorily and the choice of indicator
does not affect the recorded ignition point strongly, especially for higher initial
temperatures. The different coflow temperatures can also be expected to impact
the boundary conditions on species concentrations.
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XH2 H/d
8.5 · 10−7 49.0 (Equil.)
1.4 · 10−4 44.0
1.4 · 10−3 35.0
1.4 · 10−2 1.5
Table 5.4: Effect of H2 coflow concentration on lift-off height.
The effects of increasing concentrations of H2 and OH in the coflow were inves-
tigated systematically. The corresponding ignition points can be seen in Tables 5.4
and 5.5 respectively. It is obvious that the ignition point is very sensitive to OH
and H2 concentrations in the coflow.
XOH H/d
2.0 · 10−5 35.0 (Equil.)
2.0 · 10−4 32.0
2.0 · 10−3 20.0
Table 5.5: Effect of OH coflow concentration on lift-off height.
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Figure 5.14: Effect of coflow temperature on lift-off height as obtained with different
indicator species: − : CH2O, · · · : OH, + · ·+ : HO2, ◦ : measurements [27].
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5.4 Analysis of pre– and auto–ignition chemistry
Species of particular relevance to ignition include intermediates such as CH2O,
HO2 and H2O2. The temperature is shown in Fig. 5.15 and the HO2 radical field
is shown in Fig. 5.16. The build up in the mixing region is obvious, with the
peak occurring in the area of the initial ignition position. The mass fraction is
subsequently quickly reduced and it is obvious that HO2, or H2O2 which has a similar
concentration pattern, are crucial during the pre–ignition phase. Their subsequent
decomposition leads to the formation of the hydroxyl radical, which triggers the
high temperature chemistry. It can be seen from Fig. 5.15 that the concentration of
the OH radical has a similar pattern to the temperature field, shifted upstream and
towards the centreline.
The formation of formaldehyde is characteristic of the conversion of methane
at lower temperatures as shown in Fig. 5.16. It can be seen that the maximum
concentration of CH2O is reached just before the flame front, and then quickly
drops as the high temperature burning process develops. It is evident that HO2
and CH2O play a crucial role during the pre–ignition stage and create the proper
conditions for the initiation of the high temperature chemistry.
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Figure 5.15: Computed temperature (left plot) and OH (right plot) mass fraction
(Np = 400).
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Figure 5.16: Computed CH2O (left plot) and HO2 (right plot) mass fractions (Np =
400).
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5.4.1 Reaction path analysis
The pattern discussed above is consistent with a classical auto–ignition behavior
and a study of the reaction paths and key sensitivities was performed to investigate
the critical reactions controlling the pre– and auto–ignition process. The relevant
reaction rate constants are shown in Table 5.6.
Number Reaction Aa na Ea Ref.
1 H + O2 ⇋ O + OH 3.55E+12 -0.41 69.50 [66]
4 OH + OH ⇋ H2O + O 3.57E+01 2.4 -8.84 [109]
5 O2 + H + M ⇋ HO2 + M
b k0 1.41E+12 -0.8 0 [11]
k∞ 4.65E+09 0.44 0 [199]
6 HO2 + H ⇋ OH + OH 1.68E+11 0 3.66 [109]
8 HO2 + OH ⇋ H2O + O2 2.89E+10 0 -2.08 [109]
17 CO + OH ⇋ CO2 + H 6.32E+03 1.5 -2.079 [11]
34 CHO + O2 ⇋ CO + HO2 1.20E+07 0.807 -3.043 [76]
35 CHO + M ⇋ CO + H + M c 1.86E+14 -1.0 71.128 [197]
60 CH2O + H ⇋ CHO + H2 1.26E+05 1.62 9.063 [11]
62 CH2O + OH ⇋ CHO + H2O 3.43E+06 1.18 -1.87 [12]
67 CH3 + O ⇋ CH2O + H 8.43E+10 0 0 [109]
74 CH3 + HO2 ⇋ CH3O + OH 1.80E+10 0 0 [109]
81 CH3O + M ⇋ CH2O + H + M 5.45E+10 0 56.5 [109]
85 CH2OH + O2 ⇋ CH2O + HO2 4.56E-09 5.94 -18.99 [60]
90 CH4 + OH ⇋ CH3 + H2O 1.56E+04 1.83 11.6 [12]
Table 5.6: Key reactions with rate coefficients in the form k = AT nexp(−E/RT )
aUnits are kmole, m3, s, K and KJ/mole.
bChaperon efficiencies are 2.0 for H2, 11.0 for H2O, 1.9 for CO, 3.8 for CO2, 0.4 for N2 and 1.0
for all other species. Troe parameter is Fc = 0.5.
cChaperon efficiencies are 1.89 for H2, 6.5 for H2O, 2.5 for CO, 2.5 for CO2 and 1.0 for all other
species.
In the pre–ignition region (20 ≤ x/d ≤ 50) the HO2 radical is formed mainly by
reactions (5) and (34) with relative contributions of 47% and 37% respectively.
O2 +H(+M)⇋ HO2(+M) (5)
CHO +O2 ⇋ CO +HO2 (34)
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Consumption of the HO2 radical is mainly through reactions (6), (8) and (74) which
contribute 14%, 51% and 20%.
HO2 +H ⇋ OH +OH (6)
HO2 +OH ⇋ H2O +O2 (8)
CH3 +HO2 ⇋ CH3O +OH (74)
Formaldehyde is formed via reactions (67), (81) and (85) which contribute 28%,
26% and 17%. Reaction (81) is the dominant channel for CH3O decomposition.
CH3 +O ⇋ CH2O +H (67)
CH3O +M ⇋ CH2O +H +M (81)
CH2OH +O2 ⇋ CH2O +HO2 (85)
In the second region (30 ≤ x/d ≤ 60), where the maximum concentration of
CH2O can be found, HO2 is consumed mainly by reactions (6), (8) and (74) which
contribute 27%, 35% and 21%.
HO2 +H ⇋ OH +OH (6)
HO2 +OH ⇋ H2O +O2 (8)
CH3 +HO2 ⇋ CH3O +OH (74)
Consumption of CH2O is mainly via reactions (60) and (62) which contribute
12% and 75%. Lindstedt and Meyer [120] found in their study of CH3OH oxidation
that reactions (60) and (62) exhibited similar sensitivities, but with opposite signs.
CH2O +H ⇋ CHO +H2 (60)
CH2O +OH ⇋ CHO +H2O (62)
The OH radical is formed predominantly by reactions (1) and (4) which con-
tribute 37% and 22%.
H +O2 ⇋ O +OH (1)
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OH +OH ⇋ H2O +O (4)
Finally, in the high temperature region (45 ≤ x/d ≤ 80) CO is formed through
reactions (34) and (35) which contribute 12% and 53%. Reaction (17) is virtually
the only consumption path.
CO +OH ⇋ CO2 +H (17)
CHO +O2 ⇋ CO +HO2 (34)
CHO +M ⇋ CO +H +M (35)
The main reaction paths indicate the crucial role of CH2O and HO2 at the
different pre–ignition stages.
A sensitivity analysis was performed by multiplying and dividing the key reaction
rate constants identified above by a factor of 5. The results are shown in Fig. 5.17.
It is evident that the ignition point is particularly sensitive to reactions (6), (8) and
(62).
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Figure 5.17: Lift-off height logarithmic response sensitivities.
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5.5 Conclusions
In the present Chapter, a transported pdf approach, closed at the joint scalar
level, is coupled with a second moment closure for the velocity field and a detailed
chemical mechanism featuring 44 independent scalars to compute a CH4/air lifted
flame. Extensive comparisons of the computed results with experimental data illus-
trate the ability of the current modelling approach to accurately predict the detailed
thermochemical structure of the flame studied and the potential to predict auto–
ignition phenomena. A comprehensive examination of the different scalar fields was
conducted, providing useful insight on the processes occurring during the differ-
ent stages of the flow. The most important minor species during the pre–ignition
phase were identified and the crucial role of the H2, HO2 and CH2O chemistry il-
lustrated. The current approach is using a parabolic formulation and hence there is
no mechanism for upstream propagation of a turbulent edge flame. The results thus
indicate that under the current conditions the flow may be described as a classical
auto–ignition event in a turbulent flow field. The sensitivity of results to parametric
variations in modelling constants and boundary conditions reveal a sensitivity to
the latter. In particular, it appears that the presence of H2 in the shear layer has a
significant role in promoting the onset of ignition.
Chapter 6
Bluff Body Flames
6.1 Introduction
Bluff-body stabilised flames pose a challenge for combustion modelling due to
interactions of chemistry and turbulence in the recirculation zone used to provide
attachment. However, the complex flow field renders the problem more relevant to
practical applications, such as internal combustion engines and industrial combus-
tors, which typically feature re-circulating flows. In such flows, the flame is stabilised
just downstream of the bluff body due to the intense mixing of fuel and oxidiser. The
hot combustion products provide a constant ignition source and separate the two
streams of fuel and oxidiser. Further downstream, a neck region, which may feature
high levels of local extinction and subsequent re–ignition, is typically followed by a
structure that resembles a jet flame.
For the proper prediction of pollutants, as well as extinction and re–ignition, a
comprehensive representation of the chemistry is necessary [119]. Such represen-
tations can be implemented efficiently through the use of transported probability
density function (pdf) methods [171], in which the reaction source term appears
exactly and does not have to be modelled. Transported pdf methods have been suc-
cessfully applied to reproduce extinction and re–ignition, as well as auto–ignition, in
the context of turbulent hydrocarbon diffusion flames [137, 195, 213, 119, 117, 56].
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Hybrid approaches have also been shown to be able to predict NO emissions in flame
HM1 [101].
Comprehensive experimental investigations of several bluff–body stabilised
flames have been performed by Masri and co-workers [44, 138, 139, 45]. In the
current work, one of the H2/CH4 (1:1) axisymmetric bluff body stabilised flames is
studied computationally using the hybrid Finite Volume/Transported pdf approach
of Kuan and Lindstedt [101]. The burner configuration allows for reasonably well-
defined boundary conditions and, at the same time, a study of interactions of turbu-
lence and chemistry under more complex flow conditions. The flames discussed here
correspond to Reynolds numbers of 15,800 (HM1), 23,900 (HM2) and 28,700 (HM3)
and feature increasing levels of local extinction. Detailed measurements revealing
the thermo–chemical and flow structures are available [135]. Measurements include
minor species such as CO and NO, the calculation of which proves to be challenging,
especially when the flame is away from equilibrium and close to extinction.
Several numerical studies of the current geometry have been performed. Many
are focused on the modelling of isothermal cases and the lower Reynolds number
HM1 flame. Dally et al. [43] performed calculations of non–reacting cases, as well
as flame HM1. It was shown that the standard k− ǫ and Reynolds stress turbulence
models under–predict the length of the recirculation zone and that a modification to
the C1 constant in the dissipation transport equation improves results considerably.
It was also claimed that the fast chemistry assumption is adequate for predicting the
mixing and thermal fields in the recirculation zone. Jenny et al. [81] applied three
different pdf algorithms for the calculation of an isothermal bluff-body stabilised
flow. Very good agreement with the experimental data was achieved and it was
shown that hybrid Particle Method/Finite–Volume schemes can successfully reduce
statistical bias. Merci et al. [141] applied a new cubic k − ǫ model to a set of
cases, including inert and reacting (HM1) bluff-body flows. The chemistry was
modelled using a β–pdf approach. It was shown that the influence of the turbulence
model on the flow structure is significant and that the cubic model improved the
prediction of the velocity decay on the symmetry axis, as well as the length of the
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recirculation zone as compared to the linear models. Li et al. [110, 111] explored the
same bluff-body stabilised flows using several differential Reynolds–stress models,
combined with a presumed β–pdf approach for the chemistry. Discrepancies were
found for the different models, as well as a different behavior for the reacting and
non–reacting cases. Modifications to the LRR-IP model constants Cǫ1 and C2 were
proposed. Hossain et al. [72] explored the impact of inclusion of radiation effects in
the calculations of flame HM1. A modified k − ǫ model was used for the modelling
of turbulence along with a flamelet model for the chemistry. It was shown that
the inclusion of radiation did not affect the results significantly, but there was a
considerable improvement in the predictions of the OH mass fraction.
Muradoglu et al. [152] performed calculations of flame HM1 using a velocity–
turbulent frequency–composition pdf. A simple flamelet model was used to represent
the chemistry and time averaging was applied to reduce statistical noise. The sen-
sitivity of the results to boundary conditions and model constants was also studied.
Kim et al. [95, 94] computed a methanol flame and HM1 using the first–order condi-
tional moment closure (CMC) method, coupled with a k− ǫ turbulence model. The
results were in good agreement with experimental measurements for temperature
and major species. The OH and NO mass fractions were generally over–predicted.
Kuan and Lindstedt [101] modelled HM1 using a Reynolds Stress closure coupled
with a joint scalar transported pdf approach. A steady–state calculation approach
was used, and good agreement was achieved for both flow and scalar fields, including
minor species such as CO and NO.
The Large Eddy Simulation (LES) approach has also been applied to the cur-
rent flame configuration. Kim and Pitsch [96] investigated flow dynamics, scalar
mixing and pollutant formation using LES combined with CMC for the modelling
of chemistry. The temperature and major species were well predicted, while OH
and NO mass fractions were over–predicted. Kempf et al. [92] performed LES sim-
ulations combined with a steady–state laminar flamelet for the evaluation of the
thermochemistry. Good agreement was obtained for the flow field and for all species
apart from NO. Raman et al. [179] adopted a LES–Filtered Density Function (FDF)
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approach. A mixture fraction–based flamelet was used for the representation of the
chemistry. Similarly, good agreement between numerical results and measurements
was achieved for the flow field, as well as most major species.
Generally, simulations of features exhibiting little or no local extinction have
proved successful. However, local extinction and re-ignition become important for
the higher velocity cases. Therefore, the inclusion of chemistry effects using mixture
fraction based approaches is expected to perform less well in such cases as compared
to transported pdf methods. Liu et al. [128] recently performed calculations of
the HM1–HM3 series of bluff-body stabilised flames, using a joint velocity–scalar
pdf model coupled with augmented systematically reduced chemistry. The results
were generally in good agreement for HM1 but did not exhibit the experimentally
observed local extinction for HM2 and HM3. The deficiencies were attributed to
inaccurate predictions of the mean mixture fraction in the recirculation zone. The
results also showed over–predictions of NO similar to those obtained by Kim and
Huh [94]. Merci et al. [142] performed a comparative study of micromixing models
on the same set of flames, using a second–moment–closure turbulence model. The
mean flow and mixing fields were predicted reasonably accurately, but discrepancies
for the profiles of temperature and species in the physical space, especially in cases
exhibiting higher local extinction, were observed.
The current work extends past studies of the current flame geometry by (i)
calculations of the HM2 flame, (ii) an investigation of the impact of changes in
the nitric oxide chemistry and (iii) the application of an extended algebraic closure
for the scalar time scale. In Section 6.2, the current modelling methodology is
summarised, and details are given regarding specific closure models. In Section 6.2.1,
a brief review of the relevant experimental data is given and details regarding the
numerical implementation are presented. In Section 6.3, results produced with the
presented method are shown, and compared to the experimental measurements. In
Section 6.4, the extension of the current method into three dimensions is discussed.
Finally, in Section 6.5, the findings are summarised and conclusions are drawn.
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6.2 Closure Considerations
The aim of the current work is to calculate the HM2 flame, which features
increased levels of local extinction, using the hybrid Transported pdf/Finite Volume
method of Kuan and Lindstedt [101]. The approach is combined with an extensively
validated chemical mechanism [119, 121] used as a starting point and with further
calculations performed in accordance with the modifications proposed by Lindstedt
et al. [118]. The impact of improved closures for the scalar time–scale (or mixing
frequency) is also assessed. In the current hybrid approach, the flow field is solved
using a time–dependent, two–dimensional, axi–symmetric elliptic solver closed at
the second moment level with the generalized Langevin model (GLM) of Haworth
and Pope [65, 64] adopted for the redistribution terms. The generalized gradient
diffusion formulation of Daly and Harlow [46] was used for the closure of triple
moment and pressure transport terms. A standard closure for the turbulent kinetic
energy dissipation rate (ǫ˜) was also used [83]. The coupled transport equation
for the composition pdf was solved using a Lagrangian particle based Monte Carlo
method [171]. The turbulent transport of the joint pdf was modelled through a
gradient diffusion approximation with the turbulent Prandtl number (σt) set to 0.7.
The second moment closure provides the velocity and turbulence fields from
which a scalar time scale is extracted and introduced in the transported pdf
solution via the modified Curl’s model [80]. The standard expression for the scalar
time–scale is given in Eq. 6.1,
τ−1φ =
ǫ˜φ
φ˜”2
=
Cφ
2
ǫ˜
k˜
=
Cφ
2
τ−1T (6.1)
where ǫφ is the scalar dissipation rate, φ˜”2 the corresponding scalar variance
while k and ǫ denote the kinetic energy of turbulence and its dissipation rate. In the
mixing model, Npq particles out of N are selected at random without replacement,
according to the Eq. 6.2. The particles interact for a time increment ∆t and βφ = 3
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is used to obtain the correct decay rate of the scalar variance.
Npq = 2βφNτ
−1
φ ∆t (6.2)
Many studies regarding the optimal value for the mixing constant Cφ have
been performed. Xu and Pope [213] proposed an optimal value in the range
1.5 ≤ Cφ ≤ 2.0, while Lindstedt et al. [119] preferred Cφ = 2.3 in studies of CH4 jet
flames. In a subsequent study of CH3OH jet flames [117], the range 1.7 ≤ Cφ ≤ 3.0
was explored. The value of 2.3 was found acceptable, though a significantly in-
creased sensitivity was observed close to the blow-off limit. A similar sensitivity
was observed by Lindstedt et al. [123] for a new series of high Re number flames.
It was shown that in cases with excessive extinction, larger values for Cφ were re-
quired in order to improve predictions for mean profiles. However, this treatment is
questionable, especially in the context of fluctuating properties, which are generally
under–predicted downstream when using large values for the mixing constant. It
should be noted that differences in the preferred value of the velocity-scalar time–
scale ratio also reflect differences in both chemistry and molecular mixing closures.
An extension to the standard algebraic closure, based on a simple fractal
approach, was derived by Kuan et al. [102]. The modified algebraic extension for
the scalar time-scale is given in Eq. 6.3,
τ−1φ =
ǫ˜φ
φ˜”2
=
Cφ
2
[
1.0 + C∗φ
ρu
〈ρ〉
uL
uK
]
ǫ˜
k˜
(6.3)
where ρu and 〈ρ〉 represent the local density of the unburnt and burnt mixture,
while uL and uK correspond to the local laminar burning velocity and local Kol-
mogorov velocity respectively. The value of the constant C∗φ = 1.2 was retained from
previous work [102, 127]. The form of the model implies a monotonic increase of the
ratio uL/uK as a function of the Damko¨hler number (Da). This correlation agrees
with the findings from the experimental study of O’Young and Bilger [156]. The
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extended closure has been evaluated in the context of both premixed [127] and dif-
fusion [123] flames at high Reynolds numbers with encouraging results. The revised
closure with Cφ = 2.3 and C
∗
φ = 1.2 was also applied to model the Sandia E and F
flames [122]. It was shown that, consistent with use of the EMST mixing model (e.g.
Cao et al. [32]), a reduction in the value of Cφ to 1.5 provided optimal agreement
with measurements. The results suggest that the influence of chemical reaction on
mixing frequencies is significant. Hawkes et al. [63] have further shown via DNS of
temporally evolving planar jet flames that the time-scale ratio for reactive scalars
may increase in excess of a factor of 2. The latter value is consistent with the
current closure [123], which effectively provides a scaling on the rate of reaction as
uL ∝
√
Rk (with Rk the integral reaction rate for species k) [102, 127]. An obvious
issue that arises concerns the use of a single mixing frequency (or scalar dissipation
rate) for reactive and non-reactive scalars and further developments remain desir-
able. However, the current closure does provide a local scaling of mixing frequencies
in the reaction zone of flames and a measure of combustion regime independence as
it has also been applied to premixed turbulent flames [127].
The laminar burning velocities were determined a priori through the calculation
of the corresponding premixed laminar flames featuring a fuel stream consisting of
50% CH4 and 50% H2. For a stoichiometric mixture, a burning velocity of ≈ 0.6 m/s
was obtained.
The applied chemistry has been used successfully in previous calculations of tur-
bulent diffusion flames [101, 117, 121, 123]. The systematically reduced mechanism
features 20 solved species (H, O, OH, HO2, H2O, H2, O2, CH4, CH3, CO, CO2,
C2H2, C2H4, C2H6, N2, N2O, NO, NO2, HCN, and NH3) and 28 (C, CH,
1CH2,
3CH2, CHO, CH2O, CH2OH, CH3O, C2, C2H, C2H3, C2H5, C2HO, C2H2O, N, NH,
NH2, N2H2, N2H, HNO, HNO2, CN, NCO, HOCN, HNCO, HCNO, HCN and H2CN)
set in steady-state approximation. Radiation effects have not been included in the
current calculations, as their influence was found to be insignificant in the current
flow configuration [72].
6.2. CLOSURE CONSIDERATIONS 206
6.2.1 Experimental Setup
Figure 6.1: Sketch of the bluff–body burner, flame propagation length and measure-
ment locations [43].
The HM2 bluff body stabilised diffusion flame investigated experimentally by
Masri and co-workers [138, 139, 45, 44, 43] has a fuel jet velocity corresponding
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to around 75% of the blow–off velocity and the effects of local extinction are more
prominent when compared to flame HM1. The outer diameter of the bluff body
is DB = 50 mm and the central fuel jet has a diameter Djet = 3.6 mm. The
recirculation zone extends from the face of the body up to an axial distance of
approximately x = 70 mm. A schematic of the bluff–body burner and the flame
structure is shown in Fig. 6.1.
Flame Fuel Ujet (m/s) Ucof (m/s) Rejet % BO
HM1 H2/CH4 (1:1) 118 40 15,800 50
HM1E H2/CNG (1:1) 108 35 14,600 50
HM2 H2/CH4 (1:1) 178 40 23,900 75
HM3 H2/CH4 (1:1) 214 40 28,700 91
HM3E H2/CNG (1:1) 195 35 26,300 90
Table 6.1: Experimental configurations
Measurements of scalar fields have been made for all flames. However, with
the exception of HM1, velocity measurements were not obtained. Instead, velocity
measurements were made using the same setup, but slightly different inlet veloc-
ities, resulting in flames HM1E and HM3E respectively. The flames correspond
to the same percentage of the relative blow–off velocity, and thus are expected to
have a similar flow structure and thermochemical behavior. The cases are shown
collectively in Tab. 6.1. The current work considers flame HM2.
For the numerical simulation, the flow is considered to be two–dimensional and
axisymmetric. The computational domain is discretized using 189 control volumes
in the axial direction and 138 in the radial. Grid independence studies have been
performed and suggest that the current resolution is adequate [101]. The domain
covers a physical region which starts from the face of the bluff body and extends
160 mm downstream and 100 mm radially from the center of the fuel jet. The half
width of the fuel jet is resolved with 10 control volumes in the radial direction.
The boundary conditions for the inflow of air and fuel are outlined below.
The axial velocity in the fuel jet is assumed to obey the 1/7th power law, and
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the Reynolds stresses are prescribed assuming a fully developed turbulent pipe
flow [104]. The length scale L is specified using the expression L = κy, as suggested
by Prandtl’s mixing length hypothesis (κ = 0.41 is the von Karman constant, and
y is the perpendicular distance from the bluff body surface). The dissipation rate
is approximated by the expression shown in Eq. 6.4.
ǫ˜ =
√
3
2
(
k˜2/3
L
)
(6.4)
The axial velocity in the air coflow is assumed uniform, apart from the re-
gion close to the bluff body, where a boundary layer with a thickness of about 3
mm, estimated from the measured inlet profiles [135], was assumed. The Reynolds
stresses were extrapolated from measurements of the HM3E flame. The sensitiv-
ity to boundary conditions (c.f. Kuan and Lindstedt [101]) was further explored
using the flamelet approach for the thermochemistry and by introducing modest
perturbations in the coflow velocity and turbulence profiles. It was found that such
variations did not have a significant impact on the computed flame structure.
At the exit of the domain a physical boundary condition corresponding to trans-
missive (non-reflecting) outflow was set with Neumann boundary conditions applied
for all the remaining variables.
Approximately 120 particles per finite volume cell were used in the Monte Carlo
simulation. The stochastic particle calculations were performed in a parallel en-
vironment, using multiple processors. The message passing interface (MPI) was
used for inter-processor communication in a Linux environment. A multiplicative
lagged Fibonacci generator from the Scalable Parallel Random Number Generator
(SPRNG) library was used for the generation of streams of uncorrelated random
numbers. The solution of the flow field was not carried out in parallel, since, in the
current, two–dimensional approach, the computational cost is negligible compared
to the chemistry calculations.
The solution procedure was carried out as follows: Initially, a flamelet calcu-
lation was performed until initial transients vanished. The calculation was then
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restarted from the flamelet solution using the pdf method for the modelling of
the chemistry. In this hybrid approach, the flow solution provides the turbulent
time scales, which are necessary for the pdf fractional steps. The pdf solution then
returns the density field, which is used to update the density field for the flow
calculation. Time averaging was applied as discussed by Muradoglu et al. [151] and
in each time step, the density field was evaluated as
ρn =
(
1− 1
NTA
)
ρn−1 +
1
NTA
ρn (6.5)
where NTA is the under–relaxation factor. This approach reduces the effects of
the fluctuations induced by statistical errors in the pdf solution field, without using
an increased number of stochastic particles, which would be detrimental to the
computational time. The drawback of this method is that the temporal resolution
is affected. Specifically, the time step used in the calculations was ∆t ∼= 10−6 s and
NTA was set to value of 1000. The corresponding temporal resolution is tres ∼= 10−3 s.
The impact is discussed in the results section below.
6.3 Two Dimensional Calculations
6.3.1 HM2
As discussed above, velocity measurements were not obtained for HM2 and only
results for scalar fields are presented. The evolution of the solution was examined
via the history of various scalars as shown in Fig. 6.2. It can be seen that after an
initial transition period, the solution reaches an essentially statistically stationary
state and the results presented are averaged over a time window covering the last
4.5 ms of the calculation.
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In Fig. 6.3, the mean and RMS profiles of the mixture fraction are shown. As
long as the first and second moments of the mixing field agree with the experimen-
tal data, it is assumed that the flow structure is captured reasonably well by the
simulation. As can be seen from Fig. 6.3, there is arguably satisfactory agreement
between simulations and experiment. It can be seen that the mean mixture frac-
tion is slightly over–predicted along the centre line for the first three measurement
stations, but the discrepancy could be down to experimental uncertainties. The
RMS values also agree well with the experiment, in both a qualitative and quan-
titative manner. The peak in the outer shear layer in the upstream positions is
accurately reproduced. A small over–prediction is noticed in the inner shear layer
at x = 13 mm and x = 30 mm. This may be due to the choice of the modelling
constants for the mixing model. At x = 13 mm, the mean mixture fraction values
are slightly over–predicted at the recirculation zone close to the fuel jet. As the
values are close to the rich flammability limit of the mixture, the thermochemical
structure can be strongly affected. However, as shown in Fig. 6.4, the temperatures
in the inner shear layer are well predicted and the thermal structure of the flow is
generally well captured. Nevertheless, it has to be noted that the calculated flame
pattern shows some discrepancies at positions x = 30 mm and x = 45 mm, where
the peak of the profiles is shifted toward the axis of symmetry. It is clear that the
minimal under–prediction of the mean mixture fraction at the outer shear layer, at
axial positions x = 30 mm and x = 45 mm, has a higher impact on the structure of
the flame as compared to the over–prediction at the inner shear layer. This is obvi-
ous in the temperature fluctuations as well, where the local minimum is also shifted.
At x = 13 mm the two peaks in the shear layers are accurately captured. Further
downstream, the outer peak prevails and moves closer to the axis of symmetry as
the flame develops a jet–like character.
The mean and instantaneous thermal structure of flame HM2 can be seen in
Fig. 6.5. In Fig. 6.5(a), the time averaged temperature structure obtained with the
flamelet modelling for thermochemistry is shown. This serves as the starting point
for the pdf calculation and can be compared against the time averaged temperature
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plot obtained with the pdf chemistry modelling shown in Fig. 6.5(b). The differ-
ences in the results obtained are obvious, especially at the downstream positions.
Figure 6.5(c) shows a plot of instantaneous temperature during the pdf calculation.
Some strong vortices are obvious at the outer shear layer. Such instabilities have
been observed in the experimental study of the flame as well [139].
Given the quality of prediction of the main thermal and mixing patterns, the
major species profiles are expected to show a similar level of agreement. In Fig. 6.6,
radial profiles for the CO2 mass fractions are shown and the results follow the
trends mentioned above with good agreement at most positions and a small under–
prediction close to the fuel jet nozzle exit. Profiles of the mean H2O mass fractions
are not strongly affected by the discrepancy. However, at downstream positions,
computed mean values of H2O are lower than measured as shown in Fig. 6.7. The
modified Curl’s model tends to exaggerate local extinction and this is possibly the
main reason for the observed discrepancies [142]. It is also worth mentioning the sig-
nificant under–prediction of RMS values of H2O inside the core of the recirculation
zone at x = 13 mm. Given the good agreement for other species, including their
second moments in this region, the discrepancy can possibly be attributed to exper-
imental uncertainties. For all species, the steady flamelet approximation results in
comparatively large discrepancies.
Profiles of carbon monoxide in physical space are shown in Fig. 6.8. A signifi-
cant under–prediction is noted in the region of the external shear layer at positions
x = 30 mm and x = 45 mm. As mentioned before and as shown in Fig. 6.3, there
is a slight under–prediction of the mean value of mixture fraction in these regions.
However, as the values are very close to the lean flammability limit of the mixture,
a strong impact on CO is observed. Further downstream, the increased local extinc-
tion leads to an under–prediction of the peak values. Qualitatively, the shapes of
the computed profiles agree well with the experiment. Hydroxyl profiles, shown in
Fig. 6.9, also emphasise that the simulated structure of the flame is shifted towards
the centreline at positions x = 30 mm and x = 45 mm. It is worth noting that the
flamelet approach has a strong tendency to over–predict CO mass fractions.
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Finally, results for the calculated profiles of NO in physical space are shown in
Fig. 6.10. Production of NO is strongly influenced by finite rate chemistry effects,
and very significant differences between the pdf and the flamelet solution can be
observed. Calculations using the pdf approach yield much improved results in this
flame, which exhibits increased levels of local extinction. Generally, it can be seen
that NO levels are over–predicted in the core of the flame when using the starting
chemistry. This is consistent with the findings of Lindstedt et al. [118] who proposed
modifications to two key reaction steps based on a comprehensive study of NO
production in laminar flames. The suggested updates lead to significantly improved
predictions as can be seen in Fig. 6.10. The two updated reactions and the applied
rates are shown in Tab. 6.2.
Reaction A n Ea Ref
N2 + CH → HCN + N 3.68× 104 1.42 86702 Miller and Walch [148]
N2 +
3CH2 → HCN + NH 1.00× 1010 0 309000 Miller and Bowman [147]
Table 6.2: Reaction rate constants for prompt NO formation presented in the form
AT nexp(Ea/RT ). Units are in K, kmol, m
3, s and J/mol.
Generally, it can be said that as expected the calculated structure of HM2 re-
sembles that of a flame showing stronger extinction than the HM1 case. Thus the
core of the flame in the stabilisation region is slightly shifted toward the central
jet and the inner vortex has lost its recirculating pattern. Unfortunately, there are
no experimental measurements to compare with the computed flow structure. The
main reason for the observed discrepancies can arguably be attributed to the mod-
ified Curl’s mixing model, which is known to be less resistant to local extinction.
However, the effect of the boundary conditions should not be under–estimated, as
the prescribed length–scales also have a strong influence on the shape of the flame.
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Figure 6.2: History of various scalars at different axial positions, at radial position
r = 20 mm. Dotted line: x = 13 mm, Small circles: x = 30 mm, Dash–dotted line:
x = 65 mm, Solid line: x = 120 mm.
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Figure 6.3: Mean and fluctuating mixture fraction radial profiles for flame HM2.
Circles are measurements, solid lines are pdf calculations, dashed lines are flamelet
calculations.
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Figure 6.4: Mean and fluctuating temperature radial profiles for flame HM2. Sym-
bols and lines as in Fig. 6.3.
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Figure 6.5: Temperature contour plots for flame HM2.
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Figure 6.6: Mean and fluctuating CO2 mass fraction radial profiles for flame HM2.
Symbols and lines as in Fig. 6.3.
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Figure 6.7: Mean and fluctuating H2O mass fraction radial profiles for flame HM2.
Symbols and lines as in Fig. 6.3.
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Figure 6.8: Mean and fluctuating CO mass fraction radial profiles for flame HM2.
Symbols and lines as in Fig. 6.3.
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Figure 6.9: Mean and fluctuating OH mass fraction radial profiles for flame HM2.
Symbols and lines as in Fig. 6.3.
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Figure 6.10: Mean and fluctuating NO mass fraction radial profiles for flame HM2.
Symbols and lines as in Fig. 6.3 and dash–dotted lines are pdf calculations with
updated NOx chemistry.
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6.3.2 Comparison of standard and extended time scale mod-
els
Past work has shown that the standard time–scale model combined with the
modified Curl’s mixing model provides satisfactory agreement for flame HM1 [101].
Accordingly, a comparison of results obtained with the two closures for the mixing
frequency, given in Eqs. 6.1 and 6.3, is made here for the HM2 case. For the
calculation with the standard model the value Cφ = 2.3 is retained from earlier
studies [119, 101] and, as outlined above, the value C∗φ = 1.2 also corresponds to
previous work [102, 127]. Hence, no model adjustments were made.
Figure 6.11 shows the conditional mean temperature and OH radical profiles in
mixture fraction space. It can be seen that at x = 13 mm there is a small disagree-
ment between the two calculations in the region around f = 0.13. The disagreement
becomes more obvious further downstream, as the standard closure yields increased
levels of local extinction. At x = 120 mm the flame is re–igniting, although the
temperatures are still significantly lower than measured and as calculated using the
extended model. Generally, it can be said that the calculation with the extended
closure gives reasonable agreement with the measurements, especially for lean and
stoichiometric conditions.
Further information can be obtained by examining the conditional profiles of
OH shown in Fig. 6.11(b). The temperature field computed with the extended
closure arguably yields slightly increased local extinction at downstream positions
as compared to the experiment. However, the OH profiles suggest good agreement at
these positions combined with upstream over–predictions. By contrast, the standard
model yields large discrepancies further downstream. Again, at x = 13 mm, a small
disagreement between the two calculations is found in the region f = 0.13. By
comparing with the radial plot of the mixture fraction (see Fig. 6.12) at the same
axial position, it can be deduced that this region is exactly at the inner shear layer
between the fuel jet and the recirculating zone, where higher strain rates occur. It
is naturally possible to use a higher value for the global time scale constant (Cφ)
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in order to reduce local extinction. However, such an approach is questionable and
can be expected to lead to disagreements in non-reacting parts of the flow field.
Figure 6.12 shows the first two statistical moments of the mixture fraction field
for flame HM2. It can be seen that there are no significant differences between the
two calculations, apart from the positions x = 90 mm and x = 120 mm. The latter
discrepancies are the result of the influence of the different temperature distributions
on the mixing fields. It can also be seen that the locally increased mixing frequencies,
which occur with the extended model, do not distort the computed fluctuations, as
would be expected when using the standard closure combined with a significantly
higher value for the mixing constant.
Similar conclusions can be made by studying the mean and fluctuating temper-
ature profiles in physical space, shown in Fig. 6.13. The discrepancies in the mean
profiles are obvious at all the measuring stations with the exception of the first.
Regarding the fluctuations, it can be seen that, at x = 13 mm and x = 30 mm, the
peaks which correspond to the shear layers are predicted in a similar way, but differ-
ences can be seen in the reaction zone. The differences between the two curves are
caused mainly by the different flame structures. The standard model gives higher
fluctuations at the upstream positions, where there are higher local extinction levels,
and lower fluctuations at positions x = 65 mm and x = 90 mm due to lower mean
temperatures. At x = 120 mm, where the flame is re–igniting, the fluctuations are
increasing again.
The mean and fluctuating profiles of the OH mass fraction are shown in Fig. 6.14.
The mean profiles clearly show the differences in the level of local extinction pre-
dicted by the two models. Again, when using the standard model, the fluctuations
are higher at the upstream positions, whereas the extended model improves the
predictions inside the reaction zone in both a qualitative and quantitative way.
The experimental and computed scatter plots of temperature are shown in
Fig. 6.15 along with the conditional means. The experimental data appears to
show a wider scatter close to the bluff-body and somewhat less extinction in the
neck region of the flame. However, overall the agreement appears reasonable.
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Figure 6.11: Conditional mean temperature and OH radical profiles for flame HM2.
Circles are measurements, solid lines are pdf calculations using the extended mixing
model, dashed lines are pdf calculations using the standard mixing model.
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Figure 6.12: Mean and fluctuating mixture fraction radial profiles for flame HM2.
Symbols and lines as in Fig. 6.11.
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Figure 6.13: Mean and fluctuating temperature radial profiles for flame HM2. Sym-
bols and lines as in Fig. 6.11.
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Figure 6.14: Mean and fluctuating OH mass fraction radial profiles for flame HM2.
Symbols and lines as in Fig. 6.11.
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(a) Experimental Temperatures
(b) Computational Temperatures
Figure 6.15: Experimental (a) and computational (b) scatter plots of temperature
corresponding to Fig. 6.13(a) and 6.13(b). The lines correspond to the experimental
conditional means.
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6.3.3 HM3
Flame HM3 proved to be more challenging computationally. The main difficulty
lies in the fact that strong vortices are more readily generated in the external shear
layer. The associated increased local extinction, which cannot be modelled by the
steady laminar-flamelet approach, causes strong changes in the density field. As a
result of the large scale fluid structures, the flame periodically extinguishes down-
stream, and even the mixing field at the upstream positions is affected. The size of
these structures, which is not shown here, brings into question the two–dimensional
assumptions for the flow calculation.
Figure 6.16 shows time–averaged statistics of mixture fraction. It can be seen
that the mixing field is captured adequately, especially in the recirculation region.
The lower values obtained at the downstream positions can be attributed to the
increased local extinction obtained with the pdf calculation. This is more obvious
in the radial profiles of mean and fluctuating temperature, shown in Fig. 6.17. The
profiles in the first measuring position, at x = 13 mm are well captured. The strong
instabilities, however, do affect the subsequent positions.
A three–dimensional approach, which would simulate the break–up of these ed-
dies in a more realistic way may be required along with improved boundary condi-
tions. Upstream extension of the computational domain could also prove beneficial,
in terms of reducing the effect of pressure waves on the flow field. Also, much longer
calculation times are required to obtain reliable statistics. Such calculations are
time– and resource–consuming, but possibly necessary in order to obtain a better
understanding of the phenomena which are taking place. Merci et al. [142] also ob-
served a similar behavior of the calculation, with a solution which evolved between
global extinction and re–ignition, in their simulations of HM3 using the Modified
Curl’s model. The use of EMST, which is more resistant to extinction, yielded sta-
tistically stationary results, at the cost of a solution which exhibited reduced levels
of local extinction when compared to the experimental measurements.
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Figure 6.16: Mean and fluctuating mixture fraction radial profiles for flame HM3.
Symbols and lines as in Fig. 6.3.
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Figure 6.17: Mean and fluctuating temperature radial profiles for flame HM3. Sym-
bols and lines as in Fig. 6.3.
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6.4 Three Dimensional Effects
In the previous Sections, the temporal evolution of two unsteady reacting flows
was discussed. It was shown that the intensity of these instabilities brings into
question the assumption of a two–dimensional, axisymmetric flow, especially in the
case of HM3, where the thermochemical field was found to be strongly transient.
Raman et al. [179], in their LES study of the bluff body flame HM1, have also
suggested that highly three dimensional flow structures appear, with large variations
in local composition along the azimuthal direction.
It is obvious that a three–dimensional description of turbulent reacting flows is
often well justified, if not necessary, for the calculation of complex flows, which can
hold advantages in terms of combustion efficiency and pollutant reduction. Having
that in mind, the steps needed to extend an existing two–dimensional elliptic code
into three dimensions are outlined. Preliminary results will be presented, using both
presumed and transported pdf methods for the representation of thermochemistry.
The results will be used to validate the implementation of the method, and provide
some additional information regarding the modelling of flame HM3.
6.4.1 Implementation
In this section the numerical implementation of the method into three dimen-
sions will be discussed. The choice of the coordinate system is usually affected by
specific characteristics of the problem. In many engineering problems, the preferred
systems are the Cartesian and the polar–cylindrical variants. It is worth abandon-
ing the Cartesian coordinates when the adopted basis leads to the simplification
of the problem. In the absence of swirl, the velocity vector has only two non–zero
components in the polar–cylindrical basis, but three in Cartesian components. This
leads to a simplification of the problem, and the method frequently adopted in the
case of two–dimensional calculations, as done in the previous chapters. In the case
6. Bluff Body Flames 233
of a three dimensional problem, the polar–cylindrical basis does not simplify the
problem, and there is no advantage in terms of computational cost.
If grid–oriented velocity components are used, non–conservative source terms
appear in the momentum equations. These account for the redistribution of mo-
mentum between the components. For example, in the case of polar–cylindrical
coordinates, two extra source terms appear in the momentum equations. In the
equation for the r-component, we get the term ρu2θ/r. Similarly in the equation for
the θ-component of velocity, the term ρuruθ/r appears.
There are more numerical issues when using cylindrical coordinates. The volume
of the computational cells is given by V = r∆r∆θ∆z. For cells close to the axis of
symmetry, the radius r becomes very small, thus reducing the cell volume signifi-
cantly. This can pose a significant constraint on the maximum time–step allowed
during the calculation, thus increasing the computational time. Moreover, in polar–
cylindrical coordinates, the south boundary conditions are set as zero gradient. If
we consider a case where a high velocity jet is issued in the center of the setup, such
a treatment will essentially remove one degree of freedom, as the jet may be “stuck”
on the axis of symmetry. In reality, a jet could possibly swirl, or move laterally
under some unstable conditions.
For these reasons, a Cartesian basis is used for the velocity vector. The orthog-
onal domain is also discretised using a Cartesian coordinate system. This approach
does not come without drawbacks, however. One main problem is the definition of
the boundary conditions, when dealing with a geometry which is not planar. A local
refinement of the grid is necessary, in such regions. In the current implementation
of a single structured grid the refinement increases the resolution globally, even in
regions where low gradients exist, thus adding unnecessary computational burden.
Multi–block structured grids could be used instead, ensuring adequate resolution at
a decent computational cost.
For the calculation of the Navier–Stokes equations in two dimensions, closed at
the second moment level, 8 quantities need to be solved. These are: U˜ , V˜ , u˜′′u′′, v˜′′v′′,
w˜′′w′′, u˜′′v′′, ǫ and P . There is no transport equation for pressure itself. Instead,
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a pressure equation is derived using the continuity equation and the discretised
momentum equations. If we include the calculation of the scalar field, the solution
of the transport equations for four more quantities is needed, namely mean mixture
fraction f˜ , its variation f ′′ and the scalar fluxes u˜′′f ′′ and v˜′′f ′′. The thermochemical
model provides the field of f(P, t) = ρ/P which links density to pressure.
For a three dimensional calculation, the equations for the aforementioned quan-
tities need to be extended, in order to include convection and diffusion in the third
dimension. Four additional quantities need to be solved. These are W˜ , u˜′′w′′, v˜′′w′′,
and w˜′′f ′′. Obviously the additional terms appearing in the existing equations, as
well as the addition of new variables, lead to an increase of the computational cost.
However, the significant increase in computational cost lies on the fact that all the
variables need to be calculated at a significantly larger number of grid points.
It is important to decide the form of the variable arrangement on the grid, as
its implementation can have significant impact on the calculation burden. In the
current work, a staggered arrangement is applied. This offers several advantages
over the co–located arrangement. First of all, several terms appearing in the trans-
port equation can be calculated at the faces of the computational cells without
approximation. Pressure and diffusion terms are naturally approximated by cen-
tral difference approximations without interpolation, as the pressure nodes lie on
the velocity Control Volume (CV) face centers, as well as the velocity derivatives
needed for the diffusive terms. Furthermore, the evaluation of the mass fluxes on
the faces of a pressure CV is straightforward. This arrangement leads to a strong
coupling between the velocities and the pressure, thus diminishing some convergence
problems and oscillations in pressure and velocity fields.
Such an arrangement does have its own problems. As different variables lie on
different positions of the grid, extra care must be taken when deriving the discre-
tised equations. In the current implementation, U˜ and u˜′′f ′′ are staggered on the
x direction, V˜ and v˜′′f ′′ on the y direction and W˜ and w˜′′f ′′ on the z direction.
Furthermore, the Reynolds stresses u˜′′v′′, u˜′′w′′ and v˜′′w′′ are staggered on two di-
rections compared to the scalar nodes; x − y, x − z and y − z respectively. The
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rest of the variables are calculated on the scalar nodes of the grid. Care is needed
when applying the boundary conditions as well, as different variables lie on different
positions of the domain boundaries.
The types of boundary conditions applied have been discussed in Chapter 2.
The main difference in the three–dimensional Cartesian calculations performed is
that there is no condition of symmetry on the central axis of the flow. Therefore,
Neumann conditions are prescribed on the North, South, Top and Bottom bound-
aries of the domain, whereas the West boundary is treated as in inlet and the East
boundary as the main exit of the flow.
The extension of the transported pdfmethod into three–dimensions is straightfor-
ward and follows the existing fractional step approach. No modification is necessary
for the chemical reaction step. The mixing step also remains the same, with parti-
cles inside a control volume being allowed to interact. Transport in physical space is
extended in order to include the additional dimension and velocity component. All
the necessary interpolations for estimation of means are extended into three dimen-
sions. The most significant modifications have to do with the boundary conditions,
as well as the definition of the weight of the particles, which has to be consistent
with the Cartesian, rather than the polar–cylindrical coordinate system.
The extension of the computational domain into three dimensions signifies an
important increase in the size of the problem. Lets consider the case of the bluff
body stabilised flames, studied above. The geometry is axisymmetric and for a two
dimensional representation the number of computational cells used isN2D = Nx×Nr,
with Nx being the number of control volumes in the axial direction and Nr in the
radial one. For a three dimensional representation of the same geometry, at the
same level of resolution, N3D = Nx × Ny × Nz control volumes are needed, with
Ny = Nz ≈ 2
√
2Nr as the domain has to extend through the whole diameter of
the setup on both y and z direction, and the resolution has to be adequate on the
diagonal direction of the yz plane as well. This increases the memory requirements
by a factor of N3D/N2D = 8Nr, without taking into consideration the additional
quantities that need to be calculated. For the cases considered above, the radial
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direction was discretised using Nr = 138, meaning that N3D/N2D = 1104. The two–
dimensional presumed pdf calculations consume 3% of the memory on a workstation
with 2 GB of available RAM. It is obvious that the three–dimensional problem
cannot be solved on a single computer, if the same level of resolution is required.
An obvious way of treating this problem involves domain decomposition and
solution of the problem on a distributed memory computer. This will render the
calculation feasible, while the use of multiple processors will accelerate the calcu-
lation. It has to be noted that the current implementation of a single structured
grid is not the most efficient approach, as the grid refinement is global and therefore
some regions with low gradients or fluctuations are over–resolved. An application
of block–structured grids can significantly reduce the memory requirements and the
computational cost.
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Figure 6.18: Sample grid discretisation on the Y-Z plane. The two red solid circles
mark the bluff body boundaries.
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6.4.2 Validation Results
For the validation of the three–dimensional implementation of the flow solver,
flame HM3 is being considered. The boundary conditions applied are the same
as in the two–dimensional implementation. The Cartesian coordinates used here
necessitate a conversion of the boundary conditions for quantities such as v˜′′v′′,
w˜′′w′′, u˜′′v′′ and u˜′′w′′ from radial profiles to their Cartesian equivalents. Figure 6.18,
shows a portion of the inlet plane for a typical grid. Two levels of refinement are
applied, in order to capture the two shear layers.
For validation purposes, the use of a fully refined grid is impractical. Coarser
grids were used in order to verify the stability of the method and the accuracy
that can be achieved. The obtained results will be compared against the two–
dimensional profiles, in order to assess the accuracy provided by the resolution
which was used. The two–dimensional solution was interpolated onto the three–
dimensional grid and served as a starting point for each calculation, in order to
accelerate the computational procedure. The grids which were evaluated are shown
in Table 6.3.
Grid Ymin, Zmin Ymax, Zmax Ny Nz Xmax Nx Njet
2D-a 0 100 138 - 160 189 12
2D-b 0 100 145 - 160 189 12
3D-a -90 90 88 88 160 68 7
3D-b -100 100 140 140 160 79 7
Table 6.3: Computational grids. Distances in mm.
For the three–dimensional domains, the domain limits and discretisation on the
Z axis are identical to that of the Y direction. The domain on the axial direction
always started on the face of the bluff–body, at position x = 0 mm. Njet shows
the number of control volumes in the radial direction used to solve the half–width
of the central fuel jet. For the Cartesian grids this is an approximate value, as the
resolution is not constant at all azimuthal positions. The difference between grids
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2D-a and 2D-b lies in the refinement applied to the outer shear layer region.
Table 6.4 shows the numerical grids that have been used in the LES studies of
Raman & Pitsch [178], Raman et al. [179] and Kempf et al. [92] for the simulation
of flame HM1. These studies have employed polar–cylindrical coordinates. By
comparing the values in Tables 6.3 and 6.4, it can be seen that the current study
features a significantly lower resolution in the axial direction, whereas discretisation
on the y − z plane is comparable.
Grid Rmin Rmax Nr Nθ Xmin Xmax Nx
Raman & Pitsch [178] 0 120 162 66 -10 360 322
Raman et al. [179] 0 72 128 32 -15 345 256
Kempf et al. medium [92] 0 220 60 32 -100 150 400
Kempf et al. fine [92] 0 220 99 64 -100 150 575
Table 6.4: Computational grids from Raman & Pitsch [178], Raman et al. [179] and
Kempf et al. [92]. Distances in mm.
6.4.3 Presumed pdf Results
The calculated flow field is compared against the axisymmetric solution, as well
as experimental measurements. Velocity measurements have been performed for
flame HM3E, which has slightly lower bulk velocities compared to HM3, but sim-
ilar flame structure. An over–prediction of the velocity fields compared to the ex-
periment is therefore expected. The main comparison is focused between the two
computational methods, which should yield similar results. The results presented
below have been obtained using grids 2D-b and 3D-b. Figures 6.19 and 6.20 show
the mean velocity components in the axial and radial direction. Both calculations
produce almost identical results, which compare well with the experimental mea-
surements. The same trends can be seen in the Reynolds stresses components, shown
in Figs. 6.21, 6.22 and 6.23. There is a general over–prediction of turbulence inten-
sity, at positions up to x = 60 mm, which can be justified by the different inflow
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conditions. In spite of the significantly lower resolution of the three–dimensional
discretisation, all velocity profiles appear almost identical. The most important dif-
ference is found in the most upstream positions, on the outer shear layer, where
the small peak of velocity fluctuations is not captured in the three–dimensional
calculation, probably due to insufficient grid resolution.
A small discrepancy is also found in the radial profiles of mean mixture fraction,
shown in Fig. 6.24. The scale in the first two measurement positions has been
reduced from the maximum value of one, in order to depict this difference more
clearly. A more significant difference between the two calculations exists on the
axis of symmetry, where the two–dimensional solution of mixture fraction presents
a significant drop, due to the applied boundary conditions. The three–dimensional
calculation does not have any boundary condition on this region, and leads to a more
realistic profile. As the values of mixture fraction at this region lie on the rich side,
beyond the flammability limits, this discrepancy does not affect the temperature
field.
The mixture fraction fluctuation is shown in Fig. 6.25 and does not present sig-
nificant differences between the two methods. Given the fact that the plateau of
mixture fraction, found in the recirculation region, has a value close to the stoi-
chiometric one, small under– or over–predictions in its value can have a significant
impact on the computed thermal field. This is indeed the case, as shown in Fig. 6.26.
As can be seen at the first measuring station, the gradient of temperature on the
inner shear layer is well captured. This is not true, however, for the outer shear
layer. As we move to the neck region of the flame, at positions x = 30 mm and
x = 45 mm, the discrepancy between the two computed results is more pronounced.
Further downstream, where the flame develops a jet–like character, and the den-
sity gradients are not so strong, the agreement between the two solutions improves.
Both calculations over–predict temperature, which is expected, as the presumed pdf
method cannot account for the high levels of local extinction which are present in
this flame.
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Figure 6.19: Radial profiles of time averaged axial velocity for flame HM3–HM3E.
Circles are measurements, solid lines are two–dimensional axi–symmetric calcula-
tions, dashed lines are three–dimensional calculations.
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Figure 6.20: Radial profiles of time averaged radial velocity for flame HM3–HM3E.
Symbols and lines as in Fig. 6.19.
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Figure 6.21: Radial profiles of time averaged axial RMS velocity for flame HM3–
HM3E. Symbols and lines as in Fig. 6.19.
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Figure 6.22: Radial profiles of time averaged radial RMS velocities for flame HM3–
HM3E. Symbols and lines as in Fig. 6.19.
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Figure 6.23: Radial profiles of time averaged turbulent shear stress u˜′′v′′ for flame
HM3–HM3E. Symbols and lines as in Fig. 6.19.
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Figure 6.24: Radial profiles of time averaged mean mixture fraction for flame HM3.
Symbols and lines as in Fig. 6.19.
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Figure 6.25: Radial profiles of time averaged mixture fraction rms for flame HM3.
Symbols and lines as in Fig. 6.19.
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Figure 6.26: Radial profiles of time averaged mean temperature for flame HM3.
Symbols and lines as in Fig. 6.19.
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6.4.4 Transported pdf Results
The three–dimensional elliptic code has been described in the previous subsec-
tion, when coupled to a presumed pdf approach for the calculation of the thermo-
chemical field. In the current subsection, validation results for the transported pdf
method will be presented. The computational cost for such a calculation is signifi-
cantly increased. The initial validation calculation necessitates the use of a coarse
grid, with a reduced number of particles. The low resolution is probably insufficient
for extraction of accurate results, but is adequate for the verification of the imple-
mentation and the stability of the method at a reasonable computational time. In
the calculations presented here, grid 3D-a was used, using 32 stochastic particles
per cell. Such a low number of particles is expected to produce significant statistical
noise and may therefore induce instabilities in the flow calculation. Therefore, the
flow field calculation is initially uncoupled from the chemistry solution. An accu-
rate calculation of the flow field, obtained using a flamelet model, is interpolated
onto the coarse grid and remains frozen. The transported pdf calculation is then
used for a number of milliseconds, in order to achieve a first convergence of the
thermochemical field. Given that the flow field corresponds to a flame without local
extinction, some discrepancies between the numerical and experimental results are
to be expected. The thermochemistry can be subsequently coupled with the flow
field, through temporal under–relaxation of the density, as discussed and used in the
studies of Kuan & Lindstedt [101] and Gkagkas et al. [57]. By using this method,
unsteady calculations with a temporal resolution of order 10−3 s can be performed.
In the following figures, results obtained using the presumed pdf method and the
same grid are included, in order to allow for a better comparison of the two methods
and also give a measure of the accuracy expected for the given domain discretisation.
The transported pdf calculation covers approximately 3 ms and required 4 weeks of
runtime on 16 processors. For comparison sake, a flamelet calculation usually covers
a temporal domain of the order of 100 ms for the washing out of initial transients
and the attainment of adequate statistics. Figure 6.27 shows the evolution of various
6. Bluff Body Flames 249
scalars during the transported pdf calculation, in various positions of the flame. In
the uncoupled transported pdf calculation for flame HM1 from Kuan [100], strong
gradients were obvious in the first 4 ms, as the solution relaxed from the initial field.
The current calculation shows similar trends. The radial plots presented below have
been time–averaged over the last 0.2 ms of the calculation.
Figure 6.28 shows the first two statistical moments of mixture fraction. The
general agreement between calculated and measured profiles is satisfying, given the
low resolution of the calculations. The two methods used for chemistry representa-
tion produce similar and acceptable results in terms of the mixing field, confirming
that the main characteristics of the flow field are well captured. However, the cal-
culated thermal field is expected to differ significantly between the two methods.
This is obvious in Fig 6.29, where it is shown that the flamelet approach over-
predicts temperature significantly at the downstream positions. By contrast, the
transported pdf method is capturing the increased levels of local extinction. It has
to be noted that the underprediction of temperature, at x = 30 mm and x = 45 mm
is probably due to insufficient resolution. It would be of interest to repeat the same
transported pdf calculation using the flow field obtained from the flamelet calcula-
tion at the same grid, in order to reduce uncertainties regarding the accuracy of
the submodels. The temperature values in the neck region of the flame are under–
predicted by the transported pdf method. Given the fact the actual flame is at 91%
of the blow–off limit, small discrepancies in the flow field, which has been obtained
through a flamelet calculation, are expected to have a significant impact on tem-
perature. The temperature fluctuations also compare well against the experimental
measurements, in both a quantitative and qualitative way. The downstream values
are generally under–predicted, which is in accordance with the mean temperature
under–predicition.
Radial profiles of the most important chemical species are also presented. Fig-
ure 6.30 shows the mean profiles for hydrogen. Given that hydrogen is a major fuel
component, its profile is expected to be similar to that of mixture fraction, in terms
of shape. The captured profiles follow the trend of the experiment. It is obvious
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that the inner gradient, on the fuel jet side, is under–resolved at the first two up-
stream positions. The overall agreement is, however, encouraging. Mean water mass
fraction profiles are shown in Fig. 6.31. The agreement to the experimental data
is generally good, and generally improved when using the transported pdf method.
It is interesting to note that the underprediction of temperature at the inner shear
layer, on the first upstream position does not affect the water production. In con-
trast, calculated CO2 levels are lower than the measured ones at that region, as
shown in Fig. 6.32. Apart from this discrepancy, the transported pdf results show
an obvious improvement over flamelet calculations and reasonable agreement with
the experiment.
Carbon monoxide profiles are shown in Fig. 6.33. It is interesting to note that
CO levels are significantly over–predicted when using the presumed pdf method.
The same trend is also seen of the hydroxyl radical in Fig. 6.34. The inclusion of
finite rate chemistry significantly improves predictions of CO. The increased levels
of extinction lead to an under–prediction of OH at the downstream positions.
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Figure 6.27: History of various scalars at different axial positions, for y = 12 mm and
z = 0 mm. Black line: x = 13 mm, Red line: x = 30 mm, Blue line: x = 65 mm,
Green line: x = 120 mm.
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Figure 6.28: Mean and fluctuating mixture fraction radial profiles for flame HM3.
Circles are measurements, solid lines are pdf calculations, dashed lines are flamelet
calculations.
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Figure 6.29: Mean and fluctuating temperature radial profiles for flame HM3. Sym-
bols and lines as in Fig. 6.28.
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Figure 6.30: Mean H2 mass fraction radial profiles for flame HM3. Symbols and
lines as in Fig. 6.28.
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Figure 6.31: Mean H2O mass fraction radial profiles for flame HM3. Symbols and
lines as in Fig. 6.28.
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Figure 6.32: Mean CO2 mass fraction radial profiles for flame HM3. Symbols and
lines as in Fig. 6.28.
6. Bluff Body Flames 257
0.02
0.04
0.06
0.08
0.01
0.02
0.03
0.04
0.05
Y
CO
 
[-]
0 5 10 15 20 25 30
r [mm]
0
0.01
0.02
0.03
0.04
0.05
5 10 15 20 25 30
r [mm]
x=13 mm x=30 mm
x=65 mm
x=120 mmx=90 mm
x=45 mm
~
Figure 6.33: Mean CO mass fraction radial profiles for flame HM3. Symbols and
lines as in Fig. 6.28.
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Figure 6.34: Mean OH mass fraction radial profiles for flame HM3. Symbols and
lines as in Fig. 6.28.
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6.5 Conclusions
In the current Chapter, two bluff–body stabilised flames exhibiting increased
levels of local extinction have been studied numerically through the use of a hybrid
Finite Volume/pdf algorithm. The two–dimensional, transported pdf computations
were performed using a parallel computational implementation, featuring sixteen
processors, which allowed the use of detailed chemistry and a reasonable compu-
tational time. The flames were studied using a partial resolution of the unsteady
flow motion in order to include some of the effects of the experimentally observed
instability of the upper shear layer. For flame HM2, good agreement was obtained
for the profiles of the mixing field, as well as most major and minor species. The
improvement over steady flamelet calculations is considerable and expected as such
approaches fail to predict local extinction. A revised closure for the scalar time–scale
(mixing frequency) that accounts for the local impact of chemical reaction has also
been evaluated and shown to produce encouraging results. Improved predictions for
NO, which are strongly affected by chemical kinetics, further show the need for a
proper representation of the thermochemistry. Small discrepancies in the resulting
flame structure show the need for further study of the boundary conditions, as well
as relaxation of the time–averaging strategy which has been applied. However, the
method adopted can predict flame HM2 with adequate accuracy.
Computations of the HM3 flame, which at around 91% of the blow-off velocity
is very close to global extinction, posed further challenges in terms of predictions
of the flame structure and the impact of boundary conditions on flow field insta-
bilities. The strong instabilities justify the extension of the elliptic code into three
dimensions. The extension of the method has been discussed and its implementa-
tion, using both presumed and transported pdf modelling for the thermochemistry
has been validated. The available resources meant that the resolution used in the
calculations was not sufficient in order to achieve grid independent results. However,
the obtained results were reasonable and verified the validity of the implementation.
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Steps in the direction of reducing the memory requirements have been suggested.
Their implementation will allow the application of finer grids and the attainment of
accurate results.
Chapter 7
Conclusions and Future Work
7.1 Overview
The current work is dealing with the modelling of steady and transient turbu-
lent flames under conditions where the finite rate chemistry effects are significant.
Computational Fluid Dynamics (CFD) software has been used for the numerical
calculation of such flames. The flow field is calculated by solving the Favre aver-
aged Navier Stokes equations. The velocity and scalar field are closed at the second
moment level. The thermochemistry is solved through the application of presumed
and transported pdf methods.
Two parabolic and two elliptic problems were considered. The parabolic prob-
lems deal with the auto–ignition of a fuel jet consisting of hydrogen or methane and
issuing into a vitiated coflow. The elliptic problems focus on bluff body stabilised
flames where a fuel jet of hydrogen and methane is mixed with air in a recirculation
zone. Two different fuel jet velocities lead to increased levels of local extinction and
different flame structures.
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7.2 Conclusions
The impact of the chemical kinetics mechanism on the prediction of the lift–off
height and the general structure of a turbulent lifted hydrogen/nitrogen flame was
quantified. The detailed mechanisms were shown to exhibit a similar qualitative be-
havior, but required different boundary conditions in order to yield the same lift–off
height. The ignition controlling reactions were identified through a sensitivity ana-
lysis and a particular issue was identified for the O+H2 ⇄ OH+H reaction. Apart
from the examination of the performance of detailed chemistry schemes, a com-
prehensive examination of six derived systematically reduced reaction mechanisms
was also conducted and provided useful insight with respect to the level of simpli-
fications that can achieve acceptable results with respect to the lift–off height and
the thermochemical structure of the flame. The most severe simplification possible
amounted to the application of quasi–steady–state approximations for H2O2, HO2
and O. Any further simplification of the chemistry, or different choice of species set
in steady–state, was found to be ineffective. The work also shows that the temporal
evolution of the radical pool and the point of stabilization is significantly affected
by the introduction of a QSSA for the O radical.
The same approach was used for the calculation of a methane/air lifted flame, us-
ing the same configuration. In this case, the detailed chemical mechanism featured
44 independent scalars for the description of low temperature, low hydrocarbon
chemistry. Extensive comparisons of the computed results with experimental data
illustrate the ability of the current modeling approach to accurately predict the de-
tailed thermochemical structure of the flame studied and the potential to predict
auto–ignition phenomena. A comprehensive examination of the different scalar fields
was conducted, providing useful insight on the processes occurring during the dif-
ferent stages of the flow. The most important minor species during the pre–ignition
phase were identified and the crucial role of the H2, HO2 and CH2O chemistry il-
lustrated. The current approach is using a parabolic formulation and hence there is
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no mechanism for upstream propagation of a turbulent edge flame. The results thus
indicate that under the current conditions the flow may be described as a classical
auto–ignition event in a turbulent flow field. The sensitivity of results to parametric
variations in modeling constants and boundary conditions reveal a sensitivity to the
latter. In particular, it appears that the presence of H2 in the shear layer has a
significant role in promoting the onset of ignition.
In extension to the parabolic cases, two elliptic problems were considered. Specif-
ically, two axisymmetric bluff–body stabilised flames exhibiting increased levels of
local extinction have been studied numerically. The computations were performed
using a parallel computational implementation, featuring sixteen processors, which
allowed the use of detailed chemistry and a reasonable computational time. The
flames were studied using a partial resolution of the unsteady flow motion in order
to include some of the effects of the experimentally observed instability of the upper
shear layer. For flame HM2, good agreement was obtained for the profiles of the
mixing field, as well as most major and minor species. The improvement over steady
flamelet calculations is considerable and expected as such approaches fail to predict
local extinction. A revised closure for the scalar time–scale (mixing frequency) that
accounts for the local impact of chemical reaction has also been evaluated and shown
to produce encouraging results.
The experimental data for the bluff body flames include measurements for NO
and therefore provide an extra benchmark to the performance of the applied de-
tailed chemistry. Few calculations of NO mass fractions for the specific flame have
appeared in literature so far, most of which show over–predictions. The current work
introduces considerable improvement in predictions for NO, which are strongly af-
fected by chemical kinetics, and further shows the need for a proper representation
of the thermochemistry. Small discrepancies in the resulting flame structure show
the need for further study of the boundary conditions, as well as relaxation of the
time–averaging strategy which has been applied. However, the method adopted can
predict flame HM2 with adequate accuracy.
Computations of the HM3 flame, which at around 91% of the blow-off velocity
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is very close to global extinction, posed further challenges in terms of predictions
of the flame structure and the impact of boundary conditions on flow field insta-
bilities. The strong instabilities which occur in the outer shear layer mean that
a three–dimensional calculation is necessary for the proper capturing of the un-
steady phenomena. The elliptic computational tools were thus extended to a three–
dimensional Cartesian framework. The code has been tested for the calculation of
the HM3 flame using with a presumed pdf approach for the representation of the
chemistry. The use of fine grids requires the parallelisation of the method, using
domain decompositioning. The transported pdf method has also been extended into
three dimensions and it has been tested through uncoupled calculations of flame
HM3 at a relatively low resolution, in order to minimise the computational cost and
validate the implementation.
7.3 Suggestions for Future Work
The current work has highlighted some significant aspects of modelling of turbu-
lent reacting flames, which will need further focus. The low computational cost of
parabolic type calculations means that detailed chemistry schemes, currently used
only under very simplified flow and mixing conditions can be applied onto labora-
tory type configurations. This necessitates the extension of the currently available
experimental data through the use of higher hydrocarbons as reactants. Improve-
ments of measurement techniques will allow a more detailed comparison with cal-
culations in terms of the thermochemical structure. The measurement of species
such as formaldehyde, which play a crucial role in fuel auto–ignition will help in the
improvement of the design of practical devices, as well as fuel composition itself.
An important finding following the calculation of lifted flames in a vitiated coflow
is that the same framework can be extended to MILD combustion conditions. The
transported pdf method does not make any assumptions regarding the reaction con-
ditions and is therefore well suited to such problems, where the time–scales of chem-
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istry are comparable to those of the flow. It is essential that experimental and
computational effort is put into this range of flames, as they can yield gains in
terms of pollutants formation and combustion efficiency.
The increase in available computational power brings us closer to the application
of detailed computational tools on practical devices such as internal combustion en-
gine cylinders. The computational tools used in the current work can be extended
towards this direction. The extension of the elliptic computational tool into three
dimensions increases the memory and processor needs significantly, but is necessary
in order to calculate complex flows which can feature swirl and recirculation. Im-
provements in the prediction of the flow field can occur by converting the Unsteady
RANS method currently applied to an LES approach.
Even with the increase of computational power, the immense cost of such calcu-
lations necessitates an efficient implementation of the modelling tools. Therefore, it
is imperative that parallel computing is extended at the calculation of the flow field.
Through domain decomposition methods it will be feasible to use more dense grids,
necessary for LES calculations. The application of immersed boundary conditions
is also necessary for the inclusion of solid walls inside the computational domain.
The computational cost of the flow calculation, significant as it may be, remains
much lower than that required for the calculation of thermochemistry. As discrete
Monte Carlo sampling converges with a rate proportional to the square root of the
number of stochastic particles, a large number of particles is required to reduce the
statistical error. It is useful, therefore, to apply methods which can accelerate the
numerical integration of the pdf transport equation. In this context, the use of re-
duced chemical mechanisms can prove useful. Chemistry tabulation is an interesting
alternative approach.
Apart from improvements in the implementation of the current modelling tech-
niques, focus must be put in the weaknesses of the applied methods. In the case of
transported pdf methods, there is significant research going on regarding the mixing
sub–models. The modified Curl’s model applied in the current work is a relatively
simple model which has yielded reasonable results in the cases considered. It has to
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be noted, however, that the resulting pdf evolution is not fully correct. Moreover,
the model implies a single scalar dissipation rate value for all scalars at each point.
This is not necessarily correct, and can lead to inaccuracies in the calculation. It
is important to put focus in the modelling of scalar dissipation, as well as mixing
models for transported pdf methods.
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Appendix A
Boundary Layer Governing
Equations
The fundamental equations describing the evolution of a statistically two–
dimensional, stationary, axisymmetric and non–swirling turbulent jet, are presented
in cylindrical polar co–ordinates. Furthermore, within the context of the present
work, the thin shear layer approximation is invoked.
Starting with mass conservation, this equation is not solved within the current
computational procedure. The applied transformation procedure into a dimension-
less stream–function co–ordinate system automatically satisfies continuity. Nonethe-
less, the equation is presented for completeness.
∂ 〈ρ〉 u˜
∂x
+
1
r
∂ 〈ρ〉 rv˜
∂r
= 0 (A.1)
Due to the thin shear layer approximation, only the axial component of the
momentum equation is to be solved. Supposing that the positive axial direction is
upwards and parallel to the gravitational field, the u˜–momentum equation will then
simplify to:
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∂ 〈ρ〉 u˜u˜
∂x
+
1
r
∂ 〈ρ〉 ru˜v˜
∂r
= −1
r
∂ 〈ρ〉 ru˜′′v′′
∂r
+(〈ρ〉 − 〈ρair〉)g (A.2)
where the Reynolds stress term appears as the main “source” in the momentum
equation. For the second moment closure equations, we also assume that the only
significant component of the mean strain is ∂u˜/∂r, and that diffusion fluxes will
only be significant in directions at right angles to the predominant directions. In
addition, the assumption of circumferential symmetry, along with considering that
the tangential velocity is zero (w˜ = 0) implies that the Reynolds stress components
u˜′′w′′ and v˜′′w′′ are also zero. With this in mind, the remaining non–zero components
will evolve according to the following modelled transport equations,
∂ 〈ρ〉 u˜u′′u′′
∂x
+
1
r
∂ 〈ρ〉 rv˜u′′u′′
∂r
=
1
r
∂
∂r
[
CS 〈ρ〉 r k˜
ε˜
v˜′′v′′
∂u˜′′u′′
∂r
]
− 2 〈ρ〉 u˜′′v′′∂u˜
∂r
+ φ11 − 2
3
〈ρ〉 ε˜
(A.3)
∂ 〈ρ〉 u˜v˜′′v′′
∂x
+
1
r
∂ 〈ρ〉 rv˜v˜′′v′′
∂r
=
1
r
∂
∂r
[
CS 〈ρ〉 r k˜
ε˜
v˜′′v′′
∂v˜′′v′′
∂r
]
− 2
r2
Cs 〈ρ〉 k˜
ε˜
w˜′′w′′(v˜′′v′′ − w˜′′w′′) + φ22 − 2
3
〈ρ〉 ε˜
(A.4)
∂ 〈ρ〉 u˜w˜′′w′′
∂x
+
1
r
∂ 〈ρ〉 rv˜w˜′′w′′
∂r
=
1
r
∂
∂r
[
CS 〈ρ〉 r k˜
ε˜
v˜′′v′′
∂w˜′′w′′
∂r
]
+
2
r2
Cs 〈ρ〉 k˜
ε˜
w˜′′w′′(v˜′′v′′ − w˜′′w′′) + φ33 − 2
3
〈ρ〉 ε˜
(A.5)
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∂ 〈ρ〉 u˜u˜′′v′′
∂x
+
1
r
∂ 〈ρ〉 rv˜u˜′′v′′
∂r
=
1
r
∂
∂r
[
CS 〈ρ〉 r k˜
ε˜
v˜′′v′′
∂u˜′′v′′
∂r
]
− 1
r2
Cs 〈ρ〉 k˜
ε˜
w˜′′w′′u˜′′v′′ − 〈ρ〉 v˜′′v′′∂u˜
∂r
+ φ12
(A.6)
In these equations, the SSG model proposed by Speziale et al. [190] is adopted for
the pressure–strain correlation tensor φij. Similarly, the modelled turbulent energy
dissipation rate equation will take the following form,
∂ 〈ρ〉 u˜ε˜
∂x
+
1
r
∂ 〈ρ〉 rv˜ε˜
∂r
=
1
r
∂
∂r
[
CSε 〈ρ〉 r k˜
ε˜
v˜′′v′′
∂ε˜
∂r
]
− Cε1 〈ρ〉 ε˜
k˜
u˜′′v′′
∂u˜
∂r
− Cε2 〈ρ〉 ε˜
2
k˜
(A.7)
Observing the similarities in all of the previous transport equations, it is useful
to adopt a general form of the boundary layer governing equations expressed as,
∂ 〈ρ〉 u˜φ˜
∂x
+
1
r
∂ 〈ρ〉 rv˜φ˜
∂r
=
1
r
∂
∂r
[
rRlk
∂φ˜
∂r
]
+ 〈Sφ〉 (A.8)
In Eq. (A.8), the tensor Rlk is expressed using the Daly & Harlow approximation
[46] for the modelling of the turbulent fluxes where,
Rlk ∝ 〈ρ〉 k˜
ε˜
u˜′′l u
′′
k (A.9)
The quantities Rlk and 〈Sφ〉 are specific to each of the variables solved within
the framework of the present work. For example, if φ˜ ≡ u˜ (cf. Eq. (A.2)), the
formulation of Eq. (A.9) will require the inclusion of the Reynolds stresses as the
source term 〈Sφ〉 and the vanishing of Rlk. This equation is also equally applicable to
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two–dimensional planar flows where Cartesian co–ordinates are the natural choice.
In this case, r = 1 and u˜ and v˜ are the corresponding velocities in a Cartesian frame
of reference.
In summary, the variables that need to be solved in order to fully characterise
the flow field are, the axial and radial velocities u˜ and v˜ respectively, the Reynolds
stress–tensor u˜′′i u
′′
j and the turbulent energy dissipation rate ε˜. For the case of the
radial velocity v˜, this is obtained from the continuity equation. With regards to the
nine components of the Reynolds stress tensor defined as,
u˜′′i u
′′
j =
 u˜′′u′′ u˜′′v′′ u˜′′w′′v˜′′u′′ v˜′′v′′ v˜′′w′′
w˜′′u′′ w˜′′v′′ w˜′′w′′
 (A.10)
through symmetry,
u˜′′v′′ = v˜′′u′′
u˜′′w′′ = w˜′′u′′ (A.11)
v˜′′w′′ = w˜′′v′′
and further for non–swirling flows,
u˜′′w′′ = v˜′′w′′ = w˜′′v′′ = 0 (A.12)
this implies that only four components of the Reynolds stress tensor are to be solved,
namely u˜′′u′′, v˜′′v′′, w˜′′w′′ and u˜′′v′′.
Appendix B
Reduced chemistry derived from
mechanism of Li et al. [112]
By considering all formation and destruction channels for the individual species
in the detailed mechanism, the following system of balance equations can be derived.
L([H2O]) = w3 − w4 + w8 + w13 + w16 + w19
L([O2]) = −w1 + w6 − w9 + w10 + w12 + w13 + w14
L([H2]) = −w2 − w3 − w5 + w10 + w17
L([O]) = w1 − w2 − w4 − 2w6 − w7 − w12 − w18
L([OH]) = w1 + w2 − w3 + 2w4 + w7 − w8 + 2w11 + w12 − w13 + 2w15
+w16 + w18 − w19
L([H]) = −w1 + w2 + w3 + 2w5 − w7 − w8 − w9 − w10 − w11 − w16 − w17
L([HO2]) = w9 − w10 − w11 − w12 − w13 − 2w14 + w17 + w18 + w19
L([H2O2]) = w14 − w15 − w16 − w17 − w18 − w19
In the above equations L([Y ]) is the convective–diffusive operator of specie Y
and wi is the net forward rate of the reversible reaction step “i”. The specie H2O2
is assumed to be in steady–state with L([H2O2]) = 0. This allows the elimination of
w16 from the initial balance equations. Elimination of the above reaction rate leads
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to a system of truncated balance equations for the non–steady–state species, which
is shown below.
L([H2O]) = w3 − w4 + w8 + w13 + w14 − w15 − w17 − w18
L([O2]) = −w1 + w6 − w9 + w10 + w12 + w13 + w14
L([H2]) = −w2 − w3 − w5 + w10 + w17
L([O]) = w1 − w2 − w4 − 2w6 − w7 − w12 − w18
L([OH]) = w1 + w2 − w3 + 2w4 + w7 − w8 + 2w11 + w12 − w13 + w14
+w15 − w17 − 2w19
L([H]) = −w1 + w2 + w3 + 2w5 − w7 − w8 − w9 − w10 − w11 − w14
+w15 + w18 + w19
L([HO2]) = w9 − w10 − w11 − w12 − w13 − 2w14 + w17 + w18 + w19
The global reaction rates for the 5–step mechanism which is obtained from the
above truncated balance equations are,
w5I = w1 + w2 − w3 + 2w4 + w7 − w8 + 2w11 + w12 − w13 + w14 + w15
−w17 − 2w19
w5II = w1 + w2 − w3 + 2w4 + w7 − w8 + w9 − w10 + w11 − 2w13 − w14 + w15
+w18 − w19
w5III = 2w1 − w3 + w4 − 2w6 − w8 + 2w11 − w13 + w14 + w15 − w17 − w18 − 2w19
w5IV = −w1 + w3 − w4 + w6 + w8 − w11 + w13 − 2w15 + 2w19
w5V = w1 − w3 + w4 − w5 + w7 + w9 + w11 − w13 − w19
The superscript “5” indicates the 5–step mechanism. For steady–state species
the convective diffusive operator terms L([Y ]) should ideally be equal to or close to
zero. This property enables the concentrations of steady–state species to be readily
expressed from the corresponding balance equations.The concentration of H2O2 is
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expressed as follows
[H2O2] = (w
b
15 + w
b
16 + w
b
17 + w
b
18 + w
b
19)/NH2O2 (B.1)
where
NH2O2 = k
b
14[O2] + k
f
15 + k
f
16[H] + k
f
17[H] + k
f
18[O] + k
f
19[OH]
At the 4–step mechanism, the specie HO2 is assumed to be in steady–state as
well, with L([HO2])=0. This allows the elimination of w14 from the occurring balance
equations. The global reaction rates for the 4–step mechanism then are,
w4I = 2w1 + 2w2 − 2w3 + 4w4 + 2w7 − 2w8 + w9 − w10 + 3w11 + w12
−3w13 + 2w15 − w17 + w18 − 3w19
w4II = 2w1 − w3 + w4 − 2w6 − w8 + 0.5w9 − 0.5w10 + 1.5w11 − 0.5w12
−1.5w13 + w15 − 0.5w17 − 0.5w18 − 1.5w19
w4III = −w1 + w3 − w4 + w6 + w8 − w11 + w13 − 2w15 + 2w19
w4IV = w1 − w3 + w4 − w5 + w7 + w9 + w11 − w13 − w19
The concentration of HO2 is expressed as follows
[HO2] = (−b+
√
b2 − 4ac)/2a (B.2)
where
a = kf14
b = kb9 + k
f
10[H] + k
f
11[H] + k
f
12[O] + k
f
13[OH] + k
b
17[H2]
+kb18[OH] + k
b
19[H2O]
c = −(wf9 + wb10 + wb11 + wb12 + wb14 + wb13 + wf17 + wf18 + wf19)
Here, wfi and w
b
i are the forward and backward rates of reaction i, where k
f
i and
kbi are the respective rate constants.
The global reaction rates for the 3–step mechanism, after the elimination of
reactions 12 and 18 are,
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w3I = 4.5w1 + 1.5w2 − 3w3 + 4.5w4 − 3w6 + 1.5w7 − 3w8 + 1.5w9
−1.5w10 + 4.5w11 − 4.5w13 + 3w15 − 1.5w17 − 4.5w19
w3II = −w1 + w3 − w4 + w6 + w8 − w11 + w13 − w15 + w19
w3III = w1 − w3 + w4 − w5 + w7 + w9 + w11 − w13 − w19
Similarly, the concentration of O is expressed as follows
[O] = (−b+
√
b2 − 4ac)/2a (B.3)
where
a = kf6 [M ]
b = kr1[OH] + k
f
2 [H2] + k
f
4 [H2O] + k
f
7 [H][M ] + k
f
12[HO2] + k
f
18[H2O2]
c = −(wf1 + wr2 + wr4 + wr6 + wr7 + wr12 + wr18)
Equations B.1, B.2 and B.3 are solved iteratively in this case, in order to estimate
the corresponding species concentrations.
Appendix C
Reduced chemistry derived from
mechanism of Sun et al. [192]
By considering all formation and destruction channels for the individual species
in the detailed mechanism, the following system of balance equations can be derived.
L([H2O]) = w3 + w4 + w8 + w13 + w16 + w19 + w20
L([O2]) = −w1 + w6 − w9 − w10 + w12 + w13 + w14
L([H2]) = −w2 − w3 − w5 − w10 + w17
L([O]) = w1 − w2 + w4 − 2w6 − w7 − w12 − w18 + w20
L([OH]) = w1 + w2 − w3 − 2w4 + w7 − w8 + 2w11 + w12 − w13 + 2w15
+w16 + w18 − w19
L([H]) = −w1 + w2 + w3 + 2w5 − w7 − w8 − w9 + w10 − w11 − w16
−w17 − w20
L([HO2]) = w9 + w10 − w11 − w12 − w13 − 2w14 + w17 + w18 + w19 − w20
L([H2O2]) = w14 − w15 − w16 − w17 − w18 − w19
In the above equations L([Y ]) is the convective–diffusive operator of specie Y
and wi is the net forward rate of the reversible reaction step “i”. The specie H2O2
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is assumed to be in steady–state with L([H2O2])=0. This allows the elimination of
w16 from the initial balance equations. Elimination of the above reaction rate leads
to a system of truncated balance equations for the non–steady–state species, which
is shown below.
L([H2O]) = w3 + w4 + w8 + w13 + w14 − w15 − w17 − w18 + w20
L([O2]) = −w1 + w6 − w9 − w10 + w12 + w13 + w14
L([H2]) = −w2 − w3 − w5 − w10 + w17
L([O]) = w1 − w2 + w4 − 2w6 − w7 − w12 − w18 + w20
L([OH]) = w1 + w2 − w3 − 2w4 + w7 − w8 + 2w11 + w12 − w13 + w14
+w15 − w17 − 2w19
L([H]) = −w1 + w2 + w3 + 2w5 − w7 − w8 − w9 + w10 − w11 − w14
+w15 + w18 + w19 − w20
L([HO2]) = w9 + w10 − w11 − w12 − w13 − 2w14 + w17 + w18 + w19 − w20
The global reaction rates for the 5–step mechanism which is obtained from the
above truncated balance equations are,
w5I = w1 + w2 − w3 − 2w4 + w7 − w8 + 2w11 + w12 − w13 + w14
+w15 − w17 − 2w19
w5II = w1 + w2 − w3 − 2w4 + w7 − w8 + w9 + w10 + w11 − 2w13 − w14
+w15 + w18 − w19 − w20
w5III = 2w1 − w3 − w4 − 2w6 − w8 + 2w11 − w13 + w14 + w15 − w17
−w18 − 2w19 + w20
w5IV = −w1 + w3 + w4 + w6 + w8 − w11 + w13 − w15 + w19
w5V = w1 − w3 − w4 − w5 + w7 + w9 + w11 − w13 − w19
The superscript “5” indicates the 5–step mechanism. The concentration of H2O2
is expressed as follows
[H2O2] = (w
b
15 + w
b
16 + w
b
17 + w
b
18 + w
b
19)/NH2O2 (C.1)
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where
NH2O2 = k
b
14[O2] + k
f
15 + k
f
16[H] + k
f
17[H] + k
f
18[O] + k
f
19[OH]
For the 4–step scheme, HO2 is assumed to be in steady–state with L([HO2])=0.
This allows the elimination of w14 from the 5–step scheme balance equations. Elim-
ination of the above reaction rate leads to a system of truncated balance equations
for the non–steady–state species, which is shown below.
L([H2O]) = w3 + w4 + w8 + w13 + w14 − w15 − w17 − w18 + w20
L([O2]) = −w1 + w6 − w9 − w10 + w12 + w13 + w14
L([H2]) = −w2 − w3 − w5 − w10 + w17
L([O]) = w1 − w2 + w4 − 2w6 − w7 − w12 − w18 + w20
L([OH]) = w1 + w2 − w3 − 2w4 + w7 − w8 + 2w11 + w12 − w13 + w14
+w15 − w17 − 2w19
L([H]) = −w1 + w2 + w3 + 2w5 − w7 − w8 − w9 + w10 − w11 − w14
+w15 + w18 + w19 − w20
The global reaction rates for the 4–step mechanism which is obtained from the
above truncated balance equations are,
w4I = 2w1 + 2w2 − 2w3 − 4w4 − 2w8 + w9 + w10 + 3w11 + w12
−3w13 + 2w15 − w17 + w18 − 3w19 − w20
w4II = 2w1 − w3 − w4 − 2w6 − w8 + 0.5w10 + 1.5w11 − 0.5w12 − 1.5w13
+w15 − 0.5w17 − 0.5w18 − 1.5w19 + 0.5w20
w4III = −w1 + w3 + w4 + w6 + w8 − w11 + w13 − w15 + w19
w4IV = w1 − w3 − w4 − w5 + w7 + w9 + w11 − w13 − w19
The concentration of HO2 is expressed as follows
[HO2] = (−b+
√
b2 − 4ac)/2a (C.2)
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where
a = kf14
b = kb9 + k
f
10[H] + k
f
11[H] + k
f
12[O] + k
f
13[OH] + k
b
17[H2]
+kb18[OH] + k
b
19[H2O] + k
f
20[H]
c = −(wf9 + wb10 + wb11 + wb12 + wb14 + wb13 + wf17 + wf18 + wf19 + wr20)
Here, wfi and w
b
i are the forward and backward rates of reaction i, where k
f
i and
kbi are the respective rate constants.
The global reaction rates for the 3–step mechanism, after the elimination of
reaction w6 are,
w3I = 3w1 + 3w2 − 3w3 − 6w4 + 3w7 − 3w8 + 1.5w9 + 1.5w10 + 4.5w11
+1.5w12 − 4.5w13 + 3w15 − 1.5w17 + 1.5w18 − 4.5w19 − 1.5w20
w3II = −0.5w1 − 0.5w2 + w3 + 1.5w4 + w8 − w11 − 0.5w12 + w13 − w15
−0.5w18 + w19 + 0.5w20
w3III = w1 − w3 − w4 − w5 + w7 + w9 + w11 − w13 − w19
Similarly, the concentration of O is expressed as follows
[O] = (−b+
√
b2 − 4ac)/2a (C.3)
where
a = kf6 [M ]
b = kr1[OH] + k
f
2 [H2] + k
r
4[H2O] + k
f
7 [H] + k
f
12[HO2] + k
f
18[H2O2] + k
r
20[H2O]
c = −(wf1 + wr2 + wf4 + wr6 + wr7 + wr12 + wr18 + wf20)
Equations C.1, C.2 and C.3 are solved iteratively in this case, in order to estimate
the corresponding species concentrations.
