An active learning procedure called Deep Potential Generator (DP-GEN) is proposed for the construction of accurate and transferable machine learning-based models of the potential energy surface (PES) for the molecular modeling of materials. This procedure consists of three main components: exploration, labeling, and training. Application to the sample systems of Al, Mg and Al-Mg alloys demonstrates that DP-GEN can generate uniformly accurate PES models with a minimum number of labeled data.
INTRODUCTION
The inter-atomic potential energy surface (PES) plays a central role in the molecular modeling of materials. Obtaining an accurate and efficient representation of the PES is a central issue in molecular simulation. In this context, one faces the dilemma that ab initio methods are accurate but highly inefficient, while empirical force fields (FFs) are efficient, but there is a limited guarantee for their accuracy. Thus, there is a great demand for an efficient and uniformly accurate PES model that can be used to compute a broad range of atomistic properties for most material compounds of practical interest.
Developing empirical FFs has been challenging due to the high dimensionality and many-body character of the PES. Usually, empirical FFs parameterize the PES by assuming an analytical functional form in terms of relatively simple functions based on physical/chemical intuitions and by fitting the model parameters against a bundle of experimental properties and/or microscopic quantities from ab initio calculations. Some popular examples are the Lennard-Jones potential [1] , the Stillinger-Weber potential [2] , the embedded-atom method (EAM) potential [3] , the CHARMM [4] /AMBER [5] FFs, the reactive FFs [6] , etc. Representability and transferability are two main issues faced by empirical FFs. By representability, we mean the ability of the assumed functional form to reproduce accurately the target properties. By transferability, we mean the ability of a PES model to describe properties that do not belong to the set of fitting targets. Due to the physical/chemical knowledge encoded in the functional form, we expect the empirical FFs to be qualitatively transferable to a moderate range of thermodynamic conditions beyond those adopted for the fitting. However, as a consequence of assuming relatively simple functional forms, empirical FFs usually face a severe representability problem. Moreover, a substantial human effort in tuning the model parameters is often required to achieve the best balance in fitting the target properties.
proaches, to parametrize the PES using data from ab initio calculations to obtain models that have ab initio accuracy and are, at the same time, competitive regarding efficiency against empirical FFs. Despite the remarkable success of these ML methods, their transferability is often in doubt, i.e. the ML models are usually believed to be poor in predicting the properties of a configuration that is far from the training dataset. In addition, since labeling is usually done with expensive first-principle calculations, one would like to obtain reliable ML models without having to rely on too large labeled datasets. These questions arise not just for PES modeling, but in many other contexts when ML methods are applied to problems involving physical models.
To address this issue, we get inspiration from active learning [20, 21] , an area of supervised learning whose aim is to learn general purpose models with a minimal number of labels. In the context of active learning, one typically faces a situation in which unlabeled data are abundant, but labeling is expensive. Therefore, an interactive algorithm is required to efficiently explore unlabeled data, collect feedbacks on-the-fly, and actively query the teacher for labels on data points with negative feedbacks. Along this line of thinking, at an abstract level, one can formulate an active learning procedure for PES modeling that involves three s-eps-converted-to.pdf: exploration, labeling, and training.
1. Exploration requires an efficient sampler and an informative indicator. The sampler uses the current PES model to quickly explore the configuration space. The indicator monitors on-the-fly the configurations explored by the sampler, selects those with low prediction accuracy, and sends them to the labeling step.
2.
Labeling means mapping the selected configurations to accurate labels, i.e., energies and forces. Labeling can be done by a code that implements high-level quantum chemistry, quantum Monte Carlo, or density functional theory (DFT) methods. The labeled configurations are then added to the existing dataset and used in the new iteration for training.
3.
Training requires a good model, or PES representation, which can fit the ever-increasing dataset with satisfactory accuracy. Such a representation should be efficient and should satisfy certain physical constraints like the extensive and symmetry-preserving properties of the PES.
The whole scheme falls into a closed loop: One starts with a relatively poor approximation of the PES and uses it to explore different configurations. Then a selected set of new configurations is labeled, and a new approximation of the PES is obtained by training. These three s-eps-converted-to.pdf are repeated until convergence is achieved, i.e., the configuration space has been explored sufficiently, and a minimal set of data points have been accurately labeled. At the end of this procedure, a uniformly accurate PES model is generated. In this work, our first goal is to translate the general proposal described above into a practical scheme for modeling the PES of materials. We expect that this scheme should allow us to generate uniformly accurate PES models for different material compounds systematically and, to a large extent, automatically. In this scheme, we use an advanced version of the Deep Potential (DP) model [19] , which has shown great promise in learning the PES of a broad range of systems, including a 5-component high entropy alloy. For the sampler, we use molecular dynamics (MD) based on the DP model. Thereafter DP based MD will be referred to as DPMD. At the same time, we introduce an indicator that we call the model deviation. This is done as follows. We train an ensemble of DP models using the same dataset but different initialization of the parameters. For each new configuration that is explored by DPMD, these models generate an ensemble of predictions. For each such configuration, the model deviation is defined as the maximum standard deviation of the predicted atomic forces. A high model deviation indicates a low quality in the model prediction and should be proposed for labeling. In this work, we use in the labeling stage DFT within the generalized gradient approximation [22] [23] [24] [25] , which works well in the chosen testing examples. We will see that sampling is much cheaper than labeling, and only a very small fraction of the explored configurations is selected for labeling. We call the methodology introduced here the Deep Potential Generator, abbreviated DP-GEN.
Our second goal is to demonstrate the uniform accuracy of the PES model obtained this way. To this end, we consider the example of Al, Mg, as well as Al-Mg alloys. Using DP-GEN, we construct a model that can accurately describe these systems at different compositions and thermodynamic conditions. The resulting PES model is evaluated from the point of view of a material scientist. We calculate several static, dynamical, thermal, and mechanical properties, such as phonon spectra, radial distribution functions (RDF), elastic constants, etc. Some of these properties are compared with DFT results. We compare DP calculated properties directly with experimental results when these are available. To further test the quality of the PES model, we introduce an automatic procedure based on the Materials Project (MP) database [26] . In this procedure, one searches the database by entering a material composition, such as Al-Mg in the present case. The database will then return a large number of locally stable structures, including many structures of potential practical interest. Based on these structures, we evaluate several equilibrium properties and compare the DFT predictions with those of the PES model. In addition, for each one of these structures, we automatically generate unrelaxed vacancy and interstitial defects as well as the set of surfaces corresponding to a range of Miller indices [27] . We then compare the relaxed formation energies of the defects and the unrelaxed formation energies of the surfaces predicted by DFT and by the PES model. We stress that these structures, i.e., crystals, defects, and surfaces, were not explicitly included in the training data. We find that our PES model can achieve uniform accuracy in the prediction of all of these structural properties.
We stress that there is a difference between active learning in conventional ML problems and the active learning we pursue here. This difference lies in exploration or sampling. Conventional active learning problems in ML typically deal with an existing unlabeled dataset. Here our dataset is generated on the fly via sampling. This means that we need to have an efficient sampling method.
We should mention that related work can be found in the literature [28] [29] [30] [31] . In particular, Smith et al [29] utilized an active learning scheme to model the PES of organic molecules based on an existing large database [32] . In addition, Bartok et al [33] constructed a kernel based general purpose PES model for pure silicon, wherein for labeling they exhaustively enumerated possible structures. Finally, the principle of active learning was also used in the reinforced dynamics scheme [34] for enhanced sampling and free energy calculation. The present work is the first in which starting from little a priori knowledge, configuration exploration, labeling, and training are all combined to form a closed loop. This is a general procedure that is of interest for the application of ML to different physical modeling problems, like, e.g., in fluid dynamics [35] .
METHODOLOGY
In this section, we introduce the three essential components of the DP-GEN scheme: the model, the sampler, and the indicator. Fig. 1 shows a schematics of DP-GEN. To initialize the procedure, we label a small set of initial structures introduced in Fig. 1 (a) and train an ensemble of preliminary DP models. More details on the simulation protocol and the iterative process are reported in the supplementary materials (SM).
Model. The DP scheme assumes that the potential energy E can be written as a sum of atomic energies, i.e., E = i E i . Each atomic energy E i is a function of R i , the local environment of atom i in terms of the relative coordinates of its neighbors within a cut-off radius r c . The dependence of E i on R i embodies the nonlinear and many-body character of the inter-atomic interactions. Therefore, we use a deep neural network function (DNN) to parameterize it, i.e., E i = E wα i (R i ). Here In this work, we only use face-centeredcubic (FCC), hexagonal-closed-packed (HCP), simple cubic (SC), and diamond structures. II. Compress and dilate the stable structures uniformly to allow for a larger range of number densities. We use α to denote the scale factor of the compression and dilation operations. Here α ranges in the interval 0.96-1.04. III. Randomly perturb the atomic positions and cell vectors of all the initial crystalline structures. The magnitude of perturbations on the atomic coordinates is σa = 0.01Å. The magnitude of perturbation on each cell vector is σc = 0.03 times the length of the cell vector. IV. Generate random alloy structures: starting from all the structures prepared for pure systems, randomly place Al or Mg at different sites. V. Generate structures with rigid displacement: starting from stable FCC and HCP structures, rigidly displace two crystalline halves along specific crystallographic directions. We only use (100), (110), (111), and (0001), (1010), (1120), respectively, for FCC and HCP, as the displacement directions. The magnitudes d of the displacements range in the interval 0.2-10.0Å. Based on all the displaced structures, perform dilation α and perturbation σa and σc, and generate random alloy structures. α i indicates the chemical species of the i-th atom; w αi denotes the parameters of the DNN to be determined by the training procedure. A vital component of the DP model is a general procedure that encodes R i into the so-called feature matrix D i . This procedure guarantees the conservation of the translational, rotational, and permutational symmetries of the system, without losing coordinate information in the local environment. Derivatives of the energy with respect to the atomic positions give the forces. During the training process, the parameters of the DP model evolve in order to minimize the loss function, a measure of the error in the energies and the forces predicted by DP relative to the labels, i.e., the corresponding DFT predictions [36] . Upon convergence, the model can match the labels within a small error tolerance. The details of the architecture of the DP model and the training process are given in Ref. [19] .
Sampler. The goal of the sampler is to explore the configuration space in a range of thermodynamic variables, say temperature and pressure. Ideally one should develop an automatic/adaptive procedure for this purpose. However, since exploration is relatively cheap compared with labeling, we adopt a more heuristic approach in which the exploration is done through: (1) carefully selecting the initial configurations, and (2) exploring the volume-temperature space. We use a variety of crystal structures as our initial configuration, as in the procedure illustrated in Fig. 1(a) . To explore the volumetemperature phase space, we adopt a temperature increasing scheme, in which the temperature of the DPMD simulations is increased systematically with the iteration index in the range 50-2000 K. We notice that many structures constructed in this way are far from equilibrium structures so that the subsequent DPMD simulation in the 50-2000K temperature range produces a large sample of configurations that may differ substantially from the initial structure. More details on the initial structures and the thermodynamic conditions in each iteration are summarized in Tables S1-S4.
Indicator. It is well-known that neural network models are highly nonlinear functions of the parameters, and different initializations of the parameters often lead to different minimizers of the loss function. These minimizers generate equally accurate energies and forces in the configurational region belonging to the neighborhood of the training data, but they usually show significantly larger deviation for snapshots "far" from the training data. This property of neural network models motivates us to define the indicator as the deviation of the predictions generated by an ensemble of DP models trained with the same dataset but with different parameter initializations. In practice, we define the model deviation, denoted as E, as the maximum standard deviation of the predictions for the atomic forces, i.e.:
where i runs through the atomic indices in a configuration, and the ensemble average · · · is taken over the ensemble of models. We find that using the force predictions to evaluate the model deviation is generally better than using the energy predictions. The force is an atomic property and is sensitive to a failure in local predictions, while the energy is a global quantity and does not seem to provide sufficient resolution in this regard. Moreover, we find that the failure in local predictions can be better signaled by using the maximum over i in Eqn. 1, instead of using an average over i ( 1 N i ).
RESULTS AND DISCUSSION
As examples, we report the results of the DP-GEN scheme for Al, Mg and their alloys. At the end of the DP-GEN scheme, we collect a set of labeled data and obtain a DP model for the Al-Mg system. As shown in Table S4 , about 650 million configurations were explored by DPMD, but only 0.0044% of them were selected for labeling. To get an idea of the usefulness of the resulting DP model for materials science applications, we compare the accuracy of the DP model in predicting important material properties with a state-of-the-art empirical FF such as the modified embedded atom method (MEAM) [37] . MEAM adopts a more general definition of embedding than EAM in order to improve the description of directional bonding and of alloy systems. In this work, we compare our method with a very recent version of the Al-Mg MEAM potential that is available in the literature [38] . We used the DeePMD-kit package [39] in the training step, the LAMMPS package [40] in the exploration step, and the VASP package [23, 24] in the labeling step.
Pure Al and Mg
The equilibrium properties of pure Al are presented in Table I , including the atomization energy and equilibrium volume per atom, defect formation energies, elastic constants and moduli, stacking fault energies, melting point, enthalpy of fusion, and diffusion coefficient. The defect formation energy is defined as
E d denotes the relaxed energy of a defective structure with N d atoms and E 0 denotes the energy per atom of the corresponding ideal crystal at T = 0 K. To compute the defect formation energies, we use a supercell in which we replicate 7 × 7 × 7 times the primitive FCC cell. We estimate the melting temperature (T m ) by simulating with DPMD coexisting crystal and liquid phases in a supercell containing 8000 atoms within the isothermalisobaric ensemble at standard pressure. To estimate the liquid diffusion coefficient (D), we perform DPMD simulations on large supercells (6912 atoms) for which finite size effects are negligible. For all the properties in Table I, the DP predictions are in satisfactory agreement with DFT and/or experiment. Notice that MEAM reproduces quite accurately the solid state properties in Table I, particularly when compared to experiment, which is not surprising since the basic experimental solid state properties have been used to tune the parameters of the FF. However, the vibrational properties at short wavelength, particularly the zone boundary phonons, are not reproduced well by MEAM in contrast to DP, as shown in Fig. 3 . MEAM fails even more dramatically in predicting the properties of the liquid: the MEAM liquid is largely overstructured (see Fig. 4 ). Its diffusion coefficient is one order of magnitude smaller than in experiment or DP, and its enthalpy of fusion is also significantly smaller than in experiment or DP (see Table I ).
DFT, DP and MEAM predictions for the equation of state (EOS) of Al are reported in Fig. 2 . DP reproduces well the DFT results for all the crystalline structures considered here, i.e., FCC, HCP, double-hexagonal-closedpacked (DHCP), body-centered-cubic (BCC), SC and diamond. Interestingly, the range of DP accuracy extends well beyond the volume interval that was included in the training data, which is indicated by the yellow shaded area in the figure. As shown in the inset of Fig. 2 , the a The DFT results, unless specified with a reference, are computed by the authors. We notice that a K-mesh spacing equal to 0.06Å −1 was used to obtain more converged DFT results in this table. However, in the labeling stage, we used a K-mesh spacing equal to 0.08Å −1 , which gives converged values for most of the properties except for elastic constants and moduli. Using Kmesh spacing equal to 0.08Å −1 gives C 11 = 129.3 GPa, C 12 = 52.8 GPa, C 44 = 37.4 GPa, B V = 78.3 GPa, and G V = 37.7 GPa. b Ref. [41] . c Experiment values obtained at T = 298K; DFT, DP, and MEAM results obtained at T = 0K. d Ref. [42] . e Refs. [43, 44] . f Ref. [45] . g Ref. [46] . h Refs. [47] [48] [49] [50] . i Ref. [51] . j Ref. [52] . k Ref. [53] . l Ref. [54] . m Ref. [55] , D = 7.2 × 10 −9 m 2 /s at 980K and 7.9 × 10 −9 m 2 /s at 1020K. energy difference between FCC and DHCP, and the one between DHCP and HCP is small, only 12 meV/atom and 19 meV/atom, respectively, yet DP reproduces accurately the relative stabilities. The MEAM potential performs well for FCC, HCP, DHCP, and SC, but shows significant deviations from DFT for diamond and BCC. DP and MEAM predictions for the phonon dispersion relations are compared with experimental results in Fig. 3 . DP results agree very well with experiment.
The promise of ML potential models is to retain the accuracy of ab initio molecular dynamics (AIMD) at the cost of FF simulations. Therefore, ML potential models can be used to simulate much larger systems for much longer times than possible with AIMD. This is illustrated by our calculations of the diffusion coefficient and of the radial distribution function (RDF) of the liquid, which were performed on large cells with 4000 atoms with very modest computational resources when using DP. Thus, the DP model opens up great opportunities for extending the power of ab initio methods.
The DP method gives similarly good results for the corresponding properties of pure Mg, which are reported in the SM.
Finally, we examine the surface formation energy E sf ((lmn)), which describes the energy needed to create a surface with Miller indices (lmn) for a given crystal, and is defined by E sf ((lmn)) = 1 2A (E s ((lmn)) − N s E 0 ). Here E s ((lmn)) and N s denote the energy and number of atoms of the relaxed surface structure with Miller indices (lmn). A denotes the surface area. We enumerate all the non-equivalent surfaces corresponding to Miller index values smaller than 4 for Al, and smaller than 3 for Mg. As shown in Fig. 5 , the surfaces formation energies predicted by DP are close to DFT [58] , and those predicted by MEAM are worse in all cases. We report in detail the values of surface formation energies for Al and Mg in Tables S6 and S7, respectively.
Mg-Al Alloys
For alloy systems, we adopted the testing scheme introduced in Section I, finding 28 crystalline (ordered) Mg-Al alloy structures in the MP database [26] , corresponding to relative Mg concentrations (c Mg ) ranging from 25% to 94%. Most of these structures were found initially from experiment and were recorded in the inorganic crystal structure database (ICSD) [59] . When recorded in the MP database they were further relaxed with DFT. In Figs. 6 (a-f), we compare predictions of DFT, DP, and MEAM for the 28 alloy structures. The 6 panels in Fig. 6 report (a) the formation energies, (b) the equilibrium volumes per atom,(c) the elastic constants, (d) the relaxed vacancy formation energies, (e) the total energies per atom along interstitial relaxation pathways, and (f) the unrelaxed surface formation energies. Notice that only the elastic constants from DP are compared with DFT in Fig. 6 (c) . The corresponding MEAM elastic constants are compared with DFT in Fig.S3 .
The formation energy of an Mg-Al alloy system is defined as Table S9 . To generate the vacancy and interstitial structures, we used supercells that are periodic copies of the MP structures. The size of the supercell for each MP structure is reported in Table S5 . We further notice that the interstitial structures are automatically generated based on 12 MP structures [68] that are the most stable ones at the corresponding concentrations. Since most of the interstitial structures are energetically highly unstable, their relaxation will likely end up with structures that do not represent locally relaxed interstitial point defects, as shown in Fig. S4 . In this case, the end structures depend very sensitively on the details of the relaxation. Therefore, instead of performing independent relaxation within DFT, DP, and MEAM, we compare the predictions of these methods for configurations along the DFT relaxation pathways (excluding the initial high energy configuration). In almost all tested cases, we observe an overall satisfactory agreement between DP predictions and DFT reference results. The accuracy of DP is significantly better than that of MEAM. We stress that the DP-GEN procedure is blind to the alloy structures used to compute the properties reported in Fig. 6 , because these structures were not explicitly included in the training data. The number of atoms in the unit cell of 6 MP structures is larger than 32, which is the maximum number of atoms in the unit cell of the structures belonging to the training dataset. This suggests that in the case of Mg-Al alloys the DP model trained with relatively small periodic structures can, to some extent, be used to predict the properties of larger structures. Some structures tested have little in common with the initial training data. Yet the DP model gave satisfactory results, giving us confidence that it should work in a broad range of materials science problems.
SUMMARY
The DP-GEN scheme is general, practical, and fairly automatic. To generate the DP model for the Al-Mg sys-tem, we did not use any existing DFT database (the MP database was only used for testing), nor did we use an exhaustive list of possible structures based on physical and chemical considerations. Instead, we explored the space of configurations using computationally efficient DPMD simulations. DFT calculations were only performed on a small subset of the configurations that showed large model deviation. This made possible to progressively improve the DP model. We expect that this strategy should also work for a large variety of other systems and that it should provide a uniformly accurate description of the PES for those systems.
The DP-GEN scheme is also quite flexible. The three components, training, exploration, and labeling, are highly modularized and can be implemented separately and then recombined. This makes it easy to incorporate additional functionalities. For example, enhanced sampling techniques [31] or genetic algorithms [60] can be incorporated with minimal effort in the exploration module. We expect that the modular structure of DP-GEN will make possible to use this method to generate models for a variety of important problems, such as finding transition pathways for structural transformations and chemical reactions. 
SUPPLEMENTARY MATERIAL

Simulation protocol
Model The smooth edition of the deep potential [19] model is adopted in this work. The cut-off radius is set to 9Å. The 1/r terms in the network construction is smoothly switched-off by a cosine shape function [19] from 2Å to 9Åso that the discontinuity due to the cut-off is removed. The filter (embedding) net is of size {25, 50, 100}, and the fitting net is of size {240, 240, 240}. A skip connection is built between two neighboring layers, so the architecture of the network is ResNet-like [61] . The Adam stochastic gradient descent method [36] is adopted to train the models, with a learning rate starting at 5.0 × 10 −4 and exponentially decaying to 1.8 × 10 −8 in 400,000 training s-eps-converted-to.pdf. Four models with the same data and training setting, but different parameter initializations, are trained to estimate the model deviation in the force prediction. After all the data are collected, the final model is trained with 1,2800,000 training s-eps-converted-to.pdf.
Exploration Table S1 , S2, and Table S3 report the exploration strategy in each iteration for pure Al, pure Mg, and Al-Mg alloy systems, respectively. During the exploration, if the model deviation of a configuration falls in the range [0.05, 0.15] eV/Å in the case of pure Al and Al-Mg alloy, or in range [0.03,0.13] eV/Å in the case of pure Mg, then the corresponding configuration is selected for labeling. The number of atoms in each crystalline structure, the total number of explored and labeled configurations of each crystal structure are reported by Table S4 .
Labeling The DFT simulation is carried out by the Vienna ab initio simulation package (VASP) version 5.4.4 [23, 24] , within the Perdew-Burke-Ernzerhof generalized gradient approximation. The kinetic energy cutoff for the plane wave expansion is set to 600 eV, and the K-points is set with the Monkhorst-Pack mesh [25] at the spacing h k = 0.08Å −1 . The order 1 Methfessel-Paxton smearing method with σ = 0.25 eV is adopted. The self-consistent field (SCF) iteration will stop when the total energy and band structure energy differences between two consecutive s-eps-converted-to.pdf are smaller than 10 −6 eV. 
