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a b s t r a c t
There are many methods such as Gröbner basis, characteristic set and resultant, in
computing an algebraic set of a system of multivariate polynomials. The common
difficulties come from the complexity of computation, singularity of the corresponding
matrices and some unnecessary factors in successive computation. In this paper, we
decompose algebraic sets, stratum by stratum, into a union of constructible sets with
Sylvester resultants, so as to simplify the procedure of elimination. Applying this
decomposition to systems of multivariate polynomials resulted from period constants of
reversible cubic differential systems which possess a quadratic isochronous center, we
determine the order of weak centers and discuss the bifurcation of critical periods.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Manyproblems in analysis, geometry anddifferential equations (e.g. in [1–4]) can be reduced to discussing common zeros
of a multivariate polynomial system. In particular, it is essential to find common zeros of a multivariate polynomial system
whenwe compute Lyapunov constants to determineweak foci [2,5] and period constants to determineweak centers [3,6,7].
Let f1, . . . , fm ∈ K[x1, . . . , xn], where K is an algebraic closed field. These polynomials define a set of their common zeros,
i.e.,
V(f1, . . . , fm) := {p ∈ Kn : f1(p) = · · · = fm(p) = 0},
which is called an algebraic set (as in [8] (p. 2)) or algebraic variety (as in [9] (p. 331)) of those polynomials. As usual, for two
sets PS1 and PS2 of polynomials we use the following notations:
V(PS1, PS2) = V(PS1) ∩ V(PS2), V
(
PS1
PS2
)
= V(PS1) \ (∪{V(f ) : f ∈ PS2}).
Computing such an algebraic set V(f1, . . . , fm), as well as determining whether it is nonempty or finding its structure,
is an interesting problem in algebraic geometry and many methods, for example, Gröbner basis [10], characteristic set
[4,11,12] and resultant [13,14] are employed. The method of Gröbner basis is used extensively and many computer algebra
systems such as Macaulay 2, Maple and Singular all include an algorithm to compute it. The method of characteristic set is
also popular, which computes the algebraic set of a polynomial system PS := {f1, . . . , fm} by the relation
V(PS) = V(CS/IP) ∪
⋃
i
V(CSi/Ii),
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where CS is the characteristic set of PS, an ascending set of polynomials in the ideal (f1, . . . , fm), IP = ini(CS), the set of
leading coefficients of polynomials in CS, CSi is the characteristic set of PS ∪ {IPi}, IPi ∈ IP and Ii = ini(CSi). However,
each method has both its restriction and its merit for a specified class of polynomials. For some systems, the computation
of a Gröbner basis is so complicated that either it cannot be accomplished easily (as indicated in [15]) or we need a more
advanced software.Whenwe compute characteristic sets, there always appear someunnecessary factors in their algorithmic
procedure, bringing much trouble in our analysis (seen e.g. in [16]). So we also like to use the method of resultant.
A resultant [13,14] of polynomials is a determinant composed by their coefficients. It is used to judge the existence
of their common zeros and can be applied to multivariate polynomials to eliminate variables [17,18]. Although many
formulations [13,14,19,20] are given for multivariate polynomials, singularity of the corresponding matrices, occurring in
some cases, causes much trouble in discussing solutions of polynomial systems [21]. That motivates us to restart our study
from the classical Sylvester resultant [22]. Usually, successive Sylvester resultant computations are needed in solving a
multivariate polynomial system [23], where the relation between the original polynomials and the resulted polynomials
in less variables is actually rather more complicated than being presented completely. It is expected to exploit the classic
method by clarifying the relation.
In this paper, we first decompose an algebraic set of givenmultivariate polynomials {f1, . . . , fm}, stratum by stratum, into
a unionof constructible setswith Sylvester resultants, each ofwhich is determinedby a subset of the ideal (f1, . . . , fm), so that
the algebraic set can be computed by solving somepolynomial equations in less variables. Then,we apply this decomposition
to systems ofmultivariate polynomials resulted fromperiod constants of reversible cubic differential systemswhich possess
a quadratic isochronous center. As mentioned in [6], there are four types of quadratic isochronous center. One of them was
discussed in [24] for bifurcation of critical periods under reversible cubic perturbations by computing each period constant
modulo— those of lower order. Continuing thework of [24], in this paperweuse thedecomposition to simplify the procedure
of elimination in the discussion of the remaining three types under reversible cubic perturbations. Theweak center is proved
to be of order at most 4 and parameter conditions are given for isochronous centers and weak centers of each order. On the
basis of those results, we discuss the bifurcation of critical periods.
2. Decomposition of algebraic sets
Given two polynomials f (x), g(x) ∈ K[x], x ∈ K, of the forms
f (x) =
k∑
i=0
aixi, g(x) =
∑`
j=0
bjxj, (2.1)
which have zeros α1, . . . , αk and β1, . . . , β` respectively in the algebraically closed field K, let res(f , g, x) denote the
Sylvester resultant of f and g with respect to x, as defined in [22]. The following lemma is thewell-known and useful Product
Formula (see (1.3) in [22] (p. 398)).
Lemma 1. If the leading coefficients ak 6= 0 and b` 6= 0, then
res(f , g, x) = a`kbk`
∏
i,j
(αi − βj),
which vanishes if and only if f (x) and g(x) have common zeros.
Remark 1. For a constant polynomial f (x) ≡ c , res(f , g, x) = c` when b` 6= 0.
By Lemma 1, V(f , g) 6= ∅ if and only if res(f , g, x) = 0. This fact not only gives a criterion for existence of common zeros
but also provides a method of elimination when it is applied to multivariate polynomial systems. Our strategy is: Eliminate
variables, one by one, by iterative applications of Sylvester resultant. More precisely, pick a polynomial having variable x1,
say f1, and form a smaller set of polynomials
{res(f2, f1, x1), res(f3, f1, x1), . . . , res(fm, f1, x1)};
then keep repeating the procedure, obtaining such sets of polynomials, stratum by stratum, until the last stratum which
consists of only one polynomial; solve this polynomial, treating all variables but one as parameters; finally take the solution
into previous set of polynomials and continue this, stratum by stratum, so as to obtain extension solution.
Consider m polynomials f1, . . . , fm in n variables x1, . . . , xn. It suffices to give a formula of zeros for the decomposition
of V(f1, . . . , fm) in the case where 2 ≤ m ≤ n+ 1. In fact, ifm > n+ 1, we havem = ` · (n+ 1)+ h for some integers `, h
with 0 ≤ h < n+ 1. Then
V(f1, . . . , fm) = {∩`−1i=0 V(f1+i(n+1), . . . , f(i+1)·(n+1))} ∩ V(f`(n+1), . . . , fm).
Each set in the intersection depends on at most n+ 1 polynomials.
Without loss of generality, assume f1 depends on the variable xi, i.e., one of xsi (s ≥ 1) has a nonzero coefficient. We
choose it as themain variable of f1 and write it as X1. Calculate all resultants res(fj, f1, X1) = res(fj, f1, xi) and write them as
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r1(j), j = 2, . . . ,m. Each resultant r1(j) is a polynomial of the remaining variables x1, . . . , xi−1, xi+1, . . . , xn, so the problem
of V(f1, . . . , fm) is reduced to discussion on polynomials r1(2), . . . , r1(m) in n− 1 variables. In general, let
r0(j) := fj, 1 ≤ j ≤ m,
ri+1(j) := res(ri(j), ri(i+ 1), Xi+1), 0 ≤ i ≤ m− 2, i+ 2 ≤ j ≤ m, (2.2)
where Xi+1 is the chosen main variable of ri(i+ 1). In the special case that some ri(j) is independent of Xi+1, as in Remark 1,
ri+1(j) is a power of ri(j) and it suffices to consider r˜i+1(j) := ri(j) in place of ri+1(j) for zeros. Correspondingly, for each
0 ≤ i ≤ m− 1, define the ordered set
Gi(m) := {ri(i+ 1), . . . , ri(m)}
and regard it as the ith stratum respectively. Obviously, the cardinal number of Gi(m) is strictly decreasing with respect to
i. Let Ji be the leading coefficient of the first polynomial ri(i+ 1) in the ith stratum (with respect to the main variable Xi+1).
Sometimes, it is called the leading coefficient of the ith stratum.
Lemma 2.
V(Gi(m)) = V(Gi(m), Ji) ∪ V
(
Gi(m),Gi+1(m)
Ji
)
, 0 ≤ i ≤ m− 2.
Proof. It suffices to prove the case of i = 0, i.e.,
V(f1, . . . , fm) = V(G0(m), J0) ∪ V
(
G0(m),G1(m)
J0
)
(2.3)
for all m ≥ 2. For i > 0, the result can be deduced from (2.3) by replacing G0(m) = {f1, . . . , fm} with Gi(m) = {ri(i + 1),
. . . , ri(m)}. For m = 2, the fact of ‘‘⊃’’ in (2.3) is obvious because each part in the union of the right-hand side is a subset
of V(G0(m)). For z ∈ V(f1, f2) such that J0(z) 6= 0, if f2 depends on X1 then, by Lemma 1, res(f2, f1, X1) = 0 at z, implying
that z ∈ V({f1, f2, res(f2, f1, X1)}/J0); otherwise, by Remark 1, res(f2, f1, X1) is a power of f2 and therefore we also have
res(f2, f1, X1) = 0 at z. Thus z is contained in the right-hand side of (2.3) and the fact of ‘‘⊂’’ is proved.
For an inductive proof, we assume that (2.3) holds form = k− 1. Then
V(f1, . . . , fk) = V(f1, . . . , fk−1) ∩ V(fk) =
[
V(G0(k− 1), J0) ∪ V
(
G0(k− 1),G1(k− 1)
J0
)]
∩ V(fk)
= V(G0(k), J0) ∪ V
(
G0(k),G1(k− 1)
J0
)
. (2.4)
Observe that G1(k− 1) = {r1(2), . . . , r1(k− 1)} and
r1(k) = res(fk, f1, X1) = 0 in V
(
G0(k),G1(k− 1)
J0
)
.
Thus
V
(
G0(k),G1(k− 1)
J0
)
= V
(
G0(k),G1(k)
J0
)
.
It follows from (2.4) that
V(f1, . . . , fk) = V(G0(k), J0) ∪ V
(
G0(k),G1(k)
J0
)
,
i.e., (2.3) holds for k. Then the result of this lemma is proved by induction. 
The case ofm = 2 in Lemma 2was also discussed in [23]. This lemma enables us to present the known idea of successive
elimination with Sylvester resultant as the following formula, called a formula of zeros simply, for convenient use in the
latter sections.
Theorem 1. For 3 ≤ m <∞,
V(f1, . . . , fm) = V(G0(m), J0)
⋃(
∪m−2j=1 V
(
G0(m), . . . ,Gj(m), Jj
J0, . . . , Jj−1
))⋃
V
(
G0(m), . . . ,Gm−1(m)
J0, . . . , Jm−2
)
. (2.5)
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The right-hand side of the formula in Theorem 1 provides an algorithm for V(f1, . . . , fm). Notice that the third term
in (2.5) is mainly determined by algebraic sets of strata G0(m), . . . ,Gm−1(m), each of which contains less polynomials
and less variables than the previous one. In particular, Gm−1(m) consists of only one polynomial. Thus we can compute
V(Gm−1(m)) easier. Then, substitute the result in Gm−2(m) and compute V(Gm−2(m)). Finally, we obtain the set in the third
term successively. Compute the sets in the second term similarly. In the first term, V(G0(m), J0) = V(f1, . . . , fm, J0), which
is smaller than V(f1, . . . , fm), so we have more chances of elimination in it. If J0 6= 0 we assure that V(G0(m), J0) = ∅;
otherwise, we use the same formula (2.5) for {f1, . . . , fm, J0}. For m = 2 the formula of zeros as in (2.5) is actually given in
Lemma 2.
Proof. Form = 3, by Lemma 2,
V(f1, f2, f3) = V(G0(3), J0) ∪ V
(
G0(3),G1(3)
J0
)
= V(G0(3), J0) ∪
[
V
(
G0(3)
J0
)
∩ V(G1(3))
]
= V(G0(3), J0) ∪
[
V
(
G0(3)
J0
)
∩
(
V(G1(3), J1) ∪ V
(
G1(3),G2(3)
J1
))]
= V(G0(3), J0) ∪ V
(
G0(3),G1(3), J1
J0
)
∪ V
(
G0(3),G1(3),G2(3)
J0, J1
)
.
For an inductive proof, assume (2.5) holds form = k− 1. Applying the assumption to G1(k), consisting of k− 1 polynomials
r1(2), . . . , r1(k), we get
V(G1(k)) = V(G1(k), J1)
⋃(
∪k−2j=2 V
(
G1(k), . . . ,Gj(k), Jj
J1, . . . , Jj−1
))⋃
V
(
G1(k), . . . ,Gk−1(k)
J1, . . . , Jk−2
)
.
Then
V
(
G0(k)
J0
)
∩ V(G1(k)) = ∪k−2j=1 V
(
G0(k), . . . ,Gj(k), Jj
J0, . . . , Jj−1
)
∪ V
(
G0(k), . . . ,Gk−1(k)
J0, . . . , Jk−2
)
. (2.6)
By Lemma 2 and (2.6) we get
V(f1, . . . , fk) = V(G0(k), J0) ∪ V
(
G0(k),G1(k)
J0
)
= V(G0(k), J0) ∪
[
V
(
G0(k)
J0
)
∩ V(G1(k))
]
= V(G0(k), J0) ∪
[
∪k−2j=1 V
(
G0(k), . . . ,Gj(k), Jj
J0, . . . , Jj−1
)
∪ V
(
G0(k), . . . ,Gk−1(k)
J0, . . . , Jk−2
)]
,
i.e., (2.5) holds form = k. Thus the proof is completed by induction. 
As in (2.2), for each i = 0, . . . ,m− 1, we need to choose the main variable Xi+1 in the polynomial ri(i+ 1), the first one
in the ordered set Gi(m), so as to produce the polynomials in the stratum Gi+1(m). Obviously, (X1, . . . , Xn) is a permutation
of (x1, . . . , xn). Therefore, with the formula (2.5) in Theorem 1 we can eliminate variables in the order X1 ≺ X2 ≺ · · · ≺ Xn
in the procedure of computation.
Remark 2. The first polynomial ri(i + 1) in the stratum Gi(m) is very important in producing the next stratum Gi+1(m).
If ri(i + 1) ≡ 0 then the polynomials in Gi+1(m), being resultants with ri(i + 1), are all zeros. In such a case, we can still
continue our procedure of computation mechanically by replacing ri+1(j) with ri(j), j = i + 2, . . . ,m, correspondingly in
Gi+1(m) and defining Ji = 1. In fact, the leading coefficient Ji of ri(i + 1) ≡ 0 can be any constant. If considering Ji = 0, we
get
V
(
G0(m), . . . ,Gj+1(m), Jj+1
J0, . . . , Jj
)
= ∅, j = i, i+ 1, . . . , V
(
G0(m), . . . ,Gm−1(m)
J0, . . . , Jm−2
)
= ∅
in (2.5) and the elimination in (2.5) is ceased at the ith stratum. The above-mentioned replacement that Gi+1(m) :=
Gi(m) \ {ri(i+ 1)} actually enables us to continue our elimination because repeating the use of Lemma 2 gives
V(G0(m)) = V(G0(m), J0) ∪ V
(
G0(m),G1(m), J1
J0
)
∪ · · · ∪ V
(
G0(m), . . . ,Gi(m)
J0, . . . , Ji−1
)
,
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where
V
(
G0(m), . . . ,Gi(m)
J0, . . . , Ji−1
)
= V
(
G0(m), . . . ,Gi(m),Gi+1(m)
J0, . . . , Ji−1
)
.
Thus, considering Ji to be a nonzero constant, we can continue our procedure of computation as
V
(
G0(m), . . . ,Gi(m),Gi+1(m)
J0, . . . , Ji−1
)
= V
(
G0(m), . . . ,Gi+1(m)
J0, . . . , Ji−1, Ji
)
=
(
∪m−3j=i V
(
G0(m), . . . ,Gj+1(m), Jj+1
J0, . . . , Jj−1, Jj
))⋃
V
(
G0(m), . . . ,Gm−1(m)
J0, . . . , Jm−2
)
.
Remark 3. If a polynomial in Gi(m) is a nonzero constant, then all sets in (2.5) where Gi(m) is involved are empty. Thus our
computation has to be ceased at the ith stratum, i.e.,
V(f1, . . . , fm) =

∅, i = 0,
V(G0(m), J0), i = 1,
V(G0(m), J0) ∪
(
∪i−1j=1 V
(
G0(m), . . . ,Gj(m), Jj
J0, . . . , Jj−1
))
, 2 ≤ i ≤ m− 1.
3. Applications to weak centers
In recent years, great attention was paid to nondegenerate centers of planar polynomial differential systems. Those
systems can be written in the standard form{
x˙ = −y+ P(x, y),
y˙ = x + Q (x, y), (3.1)
where P(x, y) and Q (x, y) are polynomials and all terms are of degree≥ 2. In 1989 Chicone and Jacobs [6] set up the theory
of weak centers and bifurcation of critical periods and applied it to quadratic systems. It is shown in [6,25] that a quadratic
system has an isochronous center at origin if and only if either the system is linear or the axes can be rotated to bring the
system to the form{
x˙ = −y+ Fx2 + Dy2,
y˙ = x+ xy, (3.2)
where (F ,D) ∈ R2 coincides with one of the following four points:
I1 : (1, 0), I2 :
(
2,−1
2
)
, I3 :
(
1
4
, 0
)
, I4 :
(
1
2
,−1
2
)
.
Following Rousseau and Toni’s work [7,26] on homogeneous cubic systems (i.e., P,Q in (3.1) are homogeneous cubic
polynomials) and the reduced Kukles system, Zhang, Hou and Zeng [24] discussed the weak centers and their bifurcation of
critical periods for the reversible cubic system{
x˙ = −y− ax2 + ay2 + a3x2y+ a4y3,
y˙ = x− 2axy+ b2x3 + b3xy2, (a 6= 0), (3.3)
a reversible cubic perturbation of the quadratic isochronous center in the case of I4. In [24] the computation of algebraic
sets generated by the period constants p2, p4, . . . was proceeded, in roughly speaking, by reducing polynomial p2k modulo
the ideal generated by the previous p2, . . . , p2(k−1). In [27] the weak centers and critical periods bifurcation are studied for
Liénard equations with cubic damping. So many subcases in discussion, most of which were omitted in [24], were caused
from the division of multivariate polynomials that the computation cannot be implemented efficiently and only upper
bounds of order are obtained. So did in [7,26] for only upper bounds. Bifurcation of critical periods is also introduced in
Chapter six of [28].
With the formula (2.5) of decomposition, the computation of those algebraic sets gets more mechanical with higher rate
of correctness. In this section, continuing the work of [24], we apply the formula (2.5) to discussing the remaining cases
I1, I2, I3 of quadratic isochronous center under reversible cubic perturbations, i.e., the reversible cubic system{
x˙ = −y+ Fx2 + Dy2 + a3x2y+ a4y3,
y˙ = x+ xy+ b2x3 + b3xy2, (3.4)
where (F ,D) = I1, I2, or I3, and determine the order of weak centers for various parameters λ := (a3, a4, b2, b3) ∈ R4.
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We first exhibit the details of computation in the case of I1. System (3.4) in this case can be written as{
x˙ = −y+ x2 + a3x2y+ a4y3,
y˙ = x+ xy+ b2x3 + b3xy2. (3.5)
Let P(r, λ) be theminimumperiod of the periodic orbit around the centerO through a nonzero point (r, 0). As defined in [6],
the origin O is a weak center of order k if the function ρ(r, λ) := P(r, λ) − 2pi satisfies ρ(0, λ∗) = ρ(1)(0, λ∗) = · · · =
ρ(2k+1)(0, λ∗) = 0 and ρ(2k+2)(0, λ∗) 6= 0 for a certain λ∗. The origin O is an isochronous center for some λ∗ if the period
P(r, λ∗) is constant in a neighborhood of O. By the Period Constant Lemma (c.f. [6]), P(r, λ) is analytic locally and can be
represented locally as its Taylor series
P(r, λ) = 2pi +
∞∑
k=2
pk(λ)rk.
Thus, if there exists λ∗ = (a3, a4, b2, b3) ∈ R4 such that p2(λ∗) = · · · = p2k+1(λ∗) = 0, and p2k+2(λ∗) 6= 0 for an integer
k ≥ 0 then (3.5) (λ = λ∗) has a weak center O of order k. So it is important to discuss zeros of coefficient polynomials p2j’s.
With the computer algebra systemMaple V8we get, up to a constant multiple, that
p2 = a3 − b3 + 3a4 − 3b2,
p4 = 57b22 − 22a3b2 − 48b2 + 6b2b3 + 17a23 + 30a4b2 − 48b3 + 48a3 + b23 − 18a3b3
+ 70a3a4 + 10a4b3 + 240a4 + 105a24,
p6 = −1415a23b2 + 6000a3 − 6000b3 − 3600b2 + 42000a4 + 12024a23 + 123984a24 + 1824b23
+ 15624b22 + 10392b2b3 − 16512a3b2 + 1008a4b3 + 70392a3a4 − 13848a3b3 − 12888a4b2
− 4725b32 + 2085a3b22 + 630a3b2b3 + 3150a3b2a4 + 1050a4b3a3 + 450a4b3b2 − 1525a23b3
+ 17325a3a24 + 7175a23a4 + 7875a24b3 + 175a4b23 + 11025a24b2 − 585a4b22 + 125a3b23
− 165b22b3 + 65b2b23 + 1375a33 + 17325a34 + 25b33,
p8 = 303660a23a4b3 + 1095780a23a4b2 − 91740a3b3b22 + 23340a3b23b2 + 202740a23b3b2 − 315b43
− 37620a4b22b3 − 237420a3a4b22 + 89460a3a4b23 + 34020a4b23b2 + 2982420a24b2b3
+ 6724620a24b2a3 + 5336100a24b3a3 + 147000a3b3b2a4 + 1212750a24b23 − 1860b33b2
− 17970b22b23 + 10135125a44 + 396165a43 + 13860a4b33 − 647100a3b32 + 1365525b42 + 6300b32b3
+ 2496060a33a4 + 45150a23b23 − 455700a33b3 − 362460a33b2 + 454350a23b22 + 7865550a23a24
+ 633150a24b22 + 14700a3b33 + 76140a4b32 + 13513500a3a34 + 8108100a34b3 + 9355500a34b2
+ 2257920a3 − 2257920b3 − 967680b2 + 20321280a4 + 7504704b22 − 12783744a3b3− 4696704a4b3 + 9313920b2b3 + 80756352a3a4 − 12935808a3b2 − 28197504a4b2
+ 2166336b23 + 10617408a23 + 162803520a24 − 10654848b32 − 783360a3b3a4 + 8914368a3b3b2
− 267264a4b3b2 − 13038912a3a4b2 + 1698752a3b23 − 8753120a23b3 + 47963808a23a4
+ 42910560a24b3 + 687456a4b23 + 17568576a24b2 + 3341088a4b22 − 10460544a23b2
+ 12003840a3b22 + 135432000a3a24 − 5253984b22b3 − 733248b2b23 + 12320b33
+ 7042048a33 + 147891744a34,
...
Let fj = p2j (j = 1, 2, . . .) in Theorem 1 and consider them in the ring C[a3, a4, b2, b3]. Take the order b3 ≺ a3 ≺ b2 ≺ a4 for
main variables in elimination. Then we get J0 = −1 6= 0 and
G0(5) = {p2, p4, . . . , p10}, G1(5) = {r1(2), . . . , r1(5)}, (3.6)
where
r1(2) = (2b2 + 2a4)a3 + 3b22 + 6b2 + 6a4 + 9a24,
r1(3) = 20a4b2a3 − 150b2 − 250a4 − 9b22 + 183a4b2 − 255a3b2 − 425a3a4 − 1494a24
+ 45b32 − 30a23b2 − 15a3b22 − 325a3a24 − 50a23a4 + 165a24b2 − 450a34,
r1(4) = −1480a23a4b2 + 840a3a4b22 − 21120a3a24b2 + 59535a44 + 1575b42
− 31224a4b2a3 + 2520a33a4 + 1080a33b2 + 520a23b22 + 21840a23a24 − 37260a34b2
+ 540a4b32 + 60480a3a34 + 3690a24b22 − 600a3b32 + 7560b2 + 17640a4 − 1224b22
− 32760a4b2 + 28296a3b2 + 66024a3a4 + 219024a24 − 2376b32 + 11412a4b22
+ 17808a23b2 + 36a3b22 + 254868a3a24 + 41552a23a4 − 171792a24b2 + 368676a34,
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r1(5) = −122850a4b32a3 + 12918960a23a4b2 + 7915950a24a23b2 + 28775250a34a3b2
+ 352800a33a4b2 − 10704411a3a4b22 + 147728079a3a24b2 − 367964478a44
− 936711b42 − 372750a23a4b22 − 3307500a24a3b22 − 529200a43a4 − 5821200a24a33
+ 33677100a4b2a3 − 47661075a44a3 − 61425a3b42 + 103950a4b42 − 14267400a33a4
− 36316350a54 + 68250a23b32 − 4755800a33b2 − 606990a23b22 − 123737970a23a24
− 24277050a34a23 − 103950a24b32 − 6993000a34b22 + 32446575a44b2 − 176400a43b2
− 109200a33b22 + 268032051a34b2 + 840537a4b32 − 358841889a3a34 − 52456599a24b22
− 42579a3b32 − 1587600b2 − 4762800a4 − 550800b22 + 13027500a4b2 − 9985500a3b2
− 29956500a3a4 − 100097100a24 − 722142b32 − 15994368a4b22 − 14278950a23b2
− 113310a3b22 − 263816190a3a24 − 42836850a23a4 + 184710672a24b2 − 402618762a34 + 278775b52.
Note that the first stratum G1(5) has the leading coefficient J1 = 2b2 + 2a4. In the case of J1 = 0, i.e., a4 = −b2, resultants
r1(2), . . . , r1(5) are simplified as
r1(2) = 12b22,
r1(3) = 2b2(10a23 + 85a3 − 180a3b2 + 330b22 − 843b2 + 50),
r1(4) = −16b2(90a33 − 1490a23b2 + 1484a23 + 5190a3b22 − 17883a3b2 + 2358a3
− 6345b32 + 34641b22 − 15660b2 + 630),
r1(5) = 4b2(88200a43 − 1570800a33b2 + 2377900a33 + 8158500a23b22 − 34315980a23b2
+ 7139475a23 − 19920600a3b32 + 129307950a3b22 − 74401650a3b2 + 4992750a3
+ 18956700b42 − 172557594b32 + 150650415b22 − 28418850b2 + 793800),
which are well factored over the rational field. By Lemma 2,
V(f1, . . . , f5) = V(G0(5), J0) ∪ V
(
G0(5),G1(5), J1
J0
)
∪ V
(
G0(5),G1(5),G2(5)
J0, J1
)
= V
(
G0(5),G1(5), J1
J0
)
= V(G0(5),G1(5), J1). (3.7)
Solving J1 = 0 and r1(2) = r1(3) = r1(4) = r1(5) = 0, we get a4 = b2 = 0. Substituting these results in G0(5), we obtain
f1 = a3 − b3,
f2 = (a3 − b3)(17a3 − b3 + 48),
f3 = (a3 − b3)(1375a23 − 150a3b3 + 12024a3 − 25b23 − 1824b3 + 6000),
f4 = (a3 − b3)(396165a33 + 7042048a23 − 59535a23b3 − 14385a3b23 − 1711072a3b3
+ 10617408a3 + 315b33 − 12320b23 − 2166336b3 + 2257920),
f5 = 3(a3 − b3)(29496285a43 + 882630352a33 − 5453700a33b3 − 1550850a23b23
− 271570336a23b3 + 2676354336a23 + 73500a3b33 − 4075568a3b23 − 886466880a3b3
+ 1677450240a3 + 13965b43 + 1757952b33 + 37818144b23 − 399306240b3 + 203212800).
The fact that f1 = · · · = f5 = 0 implies a3 = b3. Thus, when J1 = 0,
V(f1, . . . , f5) ∩ R4 = {λ ∈ R4 : b2 = a4 = 0, a3 = b3},
denoted byΛ11, and the origin is a weak center of order at least 5. Otherwise, consider
Λ12 := {λ ∈ R4 : b2 + a4 = 0} \Λ11,
i.e., either J1 = b2 = 0 but a3 6= b3 or J1 = 0 but b2 6= 0. As computed before, either f1 6= 0 or V(f1, f2) = ∅. Therefore, the
origin is a weak center of order at most 1.
In the case that J1 6= 0, we need to consider the second stratum G2(5), where
r2(3) = (297− 60a4)b42 + (690+ 660a24 + 990a4)b32 + (2530a4 − 660a34 + 576a24)b22
+ (60a44 − 30a34 + 2990a24)b2 + 87a44 + 1150a34,
r2(4) = 3486a44 + 1494b42 + 10519a4b42 + 4711a54 + 12386a24b32 + 6530a34b22 + 7223a44b2
+ 11952a34b2 + 7968a4b32 + 338a64 + 14940a24b22 − 890a24b42 + 3774a44b22 + 1176a34b32
+ 3072a4b52 − 408b2a54 + 618b62 + 1745b52a24 − 1675b22a54 − 2510b42a34 + 165a64b2
+ 2410b32a44 − 135b62a4 + 2151b52,
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r2(5) = 2415469a74 + 620655b72 − 1000276b32a54 + 2566620a64b22 + 1097284b42a44 + 1069284b72a4
+ 1936564b52a34 − 2285516b62a24 + 162716a84 − 321092b2a74 + 143376b82 + 61740a84b2
+ 1696100b52a44 − 34860b82a4 + 538020b72a24 − 1633380b42a54 − 1108940b62a34 + 1091020b32a64
− 609700b22a74 + 1449420a4b42 + 621180a54 + 3727080a24b32 + 4555320a34b22
+ 2691780a44b2 + 2805768a64 + 8163064a24b42 + 6682424a44b22 + 6742176a34b32
+ 4605104a4b52 + 7011760b2a54 + 707784b62 + 1283639b52a24 + 4862837b22a54
+ 701519b42a34 + 2108309a64b2 + 8047557b32a44 + 4080335b62a4 + 207060b52.
The leading coefficient of this stratum is J2 = 297− 60a4.
If J2 = 0, i.e., a4 = 99/20, applying the formula in Theorem 1 as in (3.7), we get
V(f1, . . . , f4) = V
(
G0(4),G1(4),G2(4), J2
J0, J1
)
= V(G0(4),G1(4),G2(4), J2)
since J0 = −1 6= 0 and J1 = 2(b2 + a4) 6= 0. In G2(4)we have
r2(3) = 1160648000b32 − 2848678800b22 + 5634464220b2 + 10224687429,
r2(4) = −1072000000b62 + 1282437600000b52 − 5817077040000b42 + 41225840172000b32
− 33151120962300b22 + 149351648324175b2 + 449396207715906,
which have no common zeros because the resultant res(r2(4), r2(3), b2) is a nonzero constant. It follows that V(f1, . . . , f4)
= ∅when
λ ∈ Λ13 := {λ ∈ R4 : b2 6= −99/20, a4 = 99/20}
and the origin is a weak center of order at most 3.
If J2 6= 0, i.e., a4 6= 99/20, we similarly get
V(f1, . . . , f5) = V
(
G0(5), . . . ,G3(5), J3
J0, J1, J2
)
∪ V
(
G0(5), . . . ,G4(5)
J0, J1, J2, J3
)
(3.8)
by Theorem 1. Observe the third stratum G3(5) = {r3(4), r3(5)} and calculate
r3(4) = a184 h1(a4), r3(5) = a184 h2(a4), (3.9)
where
h1(a4) = 2713176× 109a134 + 2980268343× 108a124 + 98018609374584× 105a114 + 129543966794351520000a104
+ 550773452392265020800a94 − 2975573672447104574240a84 − 40614928423032895062208a74
− 163161998453882084644976a64 − 244235190239846266210920a54 − 30130344186781183730901a44
− 25111330246987142040039a34 − 906161466318560948706a24 − 514354264691926811040a14+ 37271782217098674000,
h2(a4) = −168668375694336× 1010a244 + 315952060627058688× 108a234 + 2390065470634817009664× 107a224
+ 10750111230305965815392256× 105a214 + 18173570381175924743503242240000a204
+ 123730346016031533748815223296000a194 − 12165447126938534872916536166400a184
− 5664658476051775637947329557345280a174 − 38487056442115722666365458790616576a164
− 113187611911609923465826978053005568a154 − 115811075555133448753494380030697472a144
+ 81586997597520671952061441526209024a134 + 36912383562134358505246589507409824a124
− 377762273541445412375428771899882608a114 + 7218624835918435043298675604426120a104
− 37911415989439748066547493633645500a94 − 1137089922779842871814226167343750a84
− 633772257031035153128632940750625a74 + 28840999360243213825770882937500a64
− 236080760366741950552945500000a54.
Clearly, h1, h2 are both polynomials in a single variable a4. It is easy to check that res(h1, h2, a4) is a nonzero constant. Thus
V(G3(5)) = ∅ if a4 6= 0. It follows from (3.8) that V(f1, . . . , f5) = ∅when
λ ∈ Λ14 := {λ ∈ R4 : b2 + a4 6= 0, a4 6= 99/20, a4 6= 0}.
In this case the origin is a weak center of order at most 4. On the other hand, if b2 + a4 6= 0 and a4 = 0, it is easy to see that
r2(3) = 3b32(99b2 + 230), r2(4) = 3b42(206b22 + 717b2 + 498).
Since b2 6= 0 in this case, it is obvious that r2(3) and r2(4) have no common zeros. Similarly by Theorem 1 we know that
V(f1, f2, f3, f4) = ∅when
λ ∈ Λ15 := {λ ∈ R4 : b2 6= 0, a4 = 0},
where the origin is therefore a weak center of order at most 3. Clearly, R4 = ∪5j=1Λ1j .
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Theorem 2. The equilibrium O of system (3.5) is an isochronous center when λ ∈ Λ11, a weak center of order at most 1 when
λ ∈ Λ12, a weak center of order at most 3 when λ ∈ Λ13 ∪Λ15, and a weak center of order at most 4 when λ ∈ Λ14.
Proof. Based on the previous analysis, it suffices to prove the result inΛ11. Take the polar coordinates x = r cos θ, y = r sin θ
in system (3.5). When λ ∈ Λ11, we have
θ˙ = y˙ cos θ − x˙ sin θ
r
= 1.
Then the period function P(r0, λ) of the closed orbit C(r0) passing through (r0, 0) can be computed by
P(r0, λ) =
∫
C(r0)
dt =
∫ 2pi
0
1
θ˙
dθ = 2pi,
implying that the origin O is an isochronous center as λ ∈ Λ11. 
System (3.4) in the other two cases of I2 and I3 can be written as{
x˙ = −y+ 2x2 − 1
2
y2 + a3x2y+ a4y3,
y˙ = x+ xy+ b2x3 + b3xy2,
{
x˙ = −y+ 1
4
x2 + a3x2y+ a4y3,
y˙ = x+ xy+ b2x3 + b3xy2.
(3.10)
Similarly to the case of I1, for the first system in (3.10) we obtain a decomposition R4 = ∪4j=1Λ2j of the space of parameters,
where
Λ21 := {λ ∈ R4 : b2 = a4 = a3 = b3 = 0}, Λ22 := {λ ∈ R4 : 9− 8a4 − 8b2 = 0},
Λ23 :=
({
λ ∈ R4 : a4 = 3977240 , b2 6= −
3707
240
}
∪
{
λ ∈ R4 : a4 = 0, b2 6= 98
})
\Λ21,
Λ24 :=
{
λ ∈ R4 : 9− 8a4 − 8b2 6= 0, a4 6= 3977240 and a4 6= 0
}
.
Theorem 3. For the first system in (3.10) the center O is isochronous when λ ∈ Λ21, a weak center of order at most 1 when
λ ∈ Λ22, a weak center of order at most 3 when λ ∈ Λ23, and a weak center of order at most 4 when λ ∈ Λ24.
For the second system in (3.10) we similarly have R4 = ∪4i=1Λ3i , where
Λ31 := {λ ∈ R4 : b2 = a4 = a3 = b3 = 0}, Λ32 := {λ ∈ R4 : 1− 32a4 − 32b2 = 0},
Λ33 :=
({
λ ∈ R4 : a4 = 0, b2 6= 132
}
∪
{
λ ∈ R4 : a4 = 59320 , b2 6= −
49
320
}
∪ {λ ∈ R4 :
a4 = −3+
√
6
64
, b2 6= 5−
√
6
64
}
∪
{
λ ∈ R4 : a4 = −3−
√
6
64
, b2 6= 5+
√
6
64
})
\Λ31,
Λ34 :=
{
λ ∈ R4 : 1− 32a4 − 32b2 6= 0, a4 6= 0, a4 6= 59320 and a4 6=
−3±√6
64
}
.
Theorem 4. For the second system in (3.10) the origin O is isochronous when λ ∈ Λ31, a weak center of order at most 3 when
λ ∈ Λ32 ∪Λ33, and a weak center of order at most 4 when λ ∈ Λ34.
Remark 4. Unlike system (3.5), by Theorems 2–4, both systems in (3.10) have no isochronous centers unless the coefficients
of cubic terms all vanish.
4. Regions of parameters for exact order
In the previous section the regions Λmj of parameters are obtained in the sense of ‘‘at most’’ for the order of the weak
center. For a precise description, let
Γ mk := {λ ∈ R4 : fj(λ) = 0, j = 1, . . . , k, fk+1(λ) 6= 0} k = 1, 2, 3, 4,
Γ m0 := {λ ∈ R4 : f1(λ) 6= 0},
where fj = p2j, j = 1, 2, . . . , 5. Options ofm = 1, 2, 3 correspond to the cases of I1, I2 and I3 respectively. By the definition,
the origin is a weak center of order k if λ ∈ Γ mk . Clearly, ∪4k=0 Γ 1k = ∪5j=2Λ1j , ∪4k=0 Γ 2k = ∪4j=2Λ2j , ∪4k=0 Γ 3k = ∪4j=2Λ3j .
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We first calculate Γ 14 . By Theorem 2, we only need to discuss system (3.5) in Λ
1
4, where J0 6= 0, J1 6= 0 and J2 6= 0. By
Theorem 1,
V(f1, . . . , f4) = V
(
G0(4),G1(4),G2(4),G3(4)
J0, J1, J2
)
= V(G0(4),G1(4),G2(4),G3(4)). (4.1)
Note that G3(4) = {r3(4)}, G2(4) = {r2(3), r2(4)} and h1(a4), as defined in (3.9), has 7 real roots
a4 = 0.0569, 6.7646,−4.1853,−7.0969,−12.8958,−19.5588,−64.5068, (4.2)
where the precision for decimals is taken upwith 10−4. Substituting (4.2) in the polynomials r2(3) and r2(4), which are both
polynomials of variables a4 and b2, and solving their common zeros, we get
b2 = −0.0801, 340.9262,−3.3583,−2.0866, 0.0266,−1.5954,−4.8988. (4.3)
Similar substitutions in G1(4) and G0(4) and computations for common zeros deduce
a3 = −1.9581,−505.0320, 9.6918, 22.3906, 55.1513, 78.5572, 267.3108, (4.4)
b3 = −1.5472,−1507.5165, 7.2109, 7.3600, 16.3840, 24.6670, 88.4867. (4.5)
Thus Γ 14 = {A1i : i = 1, . . . , 7}, where A1i (i = 1, . . . , 7) are points in R4 defined by (4.2), (4.3), (4.4) and (4.5).
In order to compute Γ 13 we only need to compute V(f1, f2, f3), where the origin is a weak center of order at least 3,
because Γ 13 = (V(f1, f2, f3)∩R4) \ (Γ 14 ∪Λ11). Note that J0 = −1 6= 0, implying that V(f1, f2, J0) = ∅. By Theorem 1 and the
expressions of polynomials in (3.6),
V(f1, f2) \Λ11 = V(f1, f2, r1(2)) \Λ11
=
{
λ ∈ R4 : a3 = −3b
2
2 + 9a24 + 6b2 + 6a4
2b2 + 2a4 , b3 = −
3a24 + 9b22 + 6b2 + 6a4
2b2 + 2a4 , b2 + a4 6= 0
}
. (4.6)
In fact, when b2 + a4 = 0 we see that λ ∈ Λ12 ∪ Λ11 and therefore, by Theorem 2, the origin is either a center of order
at most 1 or an isochronous center, which implies a contradiction that either λ 6∈ V(f1, f2) or λ ∈ Λ11. Furthermore, for
λ ∈ V(f1, f2) \Λ11,
f3 = (60b2 + 87)a44 + (−660b22 − 30b2 + 1150)a34 + (660b32 + 576b22 + 2990b2)a24
+ (−60b42 + 990b32 + 2530b22)a4 + 297b42 + 690b32, (4.7)
which is obtained from the expression of p6 in (3.6) with substitutions given in (4.6). If b2 = 0, from f3 = 0 we get only two
real roots a4 = 0 and a4 = −13.2184. The first root makes b2 + a4 = 0, which is not allowed by the choice of λ. With the
second root we get from (4.6) that a3 = 56.4828 and b3 = 16.8276. Thus the point
B11 : λ = (a3, a4, b2, b3) = (56.4828,−13.2184, 0, 16.8276) (4.8)
is contained in V(f1, f2, f3). On the other hand, if b2 6= 0, with ` := a4/b2 the polynomial of f3 in (4.7) can be reduced to a
polynomial of b2, i.e.,
f3 = b32[(60`4 − 660`3 + 660`2 − 60`)b22 + (87`4 − 30`3 + 576`2 + 990`+ 297)b2
+ (1150`3 + 2990`2 + 2530`+ 690)]. (4.9)
Note that 60`4 − 660`3 + 660`2 − 60` = 60`(`− 1)(`− 5− 2√6)(`− 5+ 2√6). It follows from (4.9) that either
b2 =

−2.3232 as ` = 0,
−3.8333 as ` = 1,
−2.4258 as ` = 5− 2√6,
−1.6432 as ` = 5+ 2√6
(4.10)
or
b2±(`) = (`+ 1)(−87`
3 + 117`2 − 693`− 297±√∆)
120`4 − 1320`3 + 1320`2 − 120` , ` 6= 0,±1, 5± 2
√
6, (4.11)
where∆ = 7569(`+0.5850)(`+0.1271)(`2−1.2143`+0.4146)(`2−38.6520`+377.9383). Since the latter two factors
in ∆ are positive identically, both b2+(`) and b2−(`) are real for ` 6∈ (−0.5850,−0.1271). Therefore, from relations (4.6),
(4.10) and (4.11) we see that the algebraic set V(f1, f2, f3) also contains another 4 points
B12 : (0.4848, 0,−2.3232, 7.4545), B13 : (8.5,−3.8333,−3.8333, 8.5),
B14 : (63.7080,−16.2662,−1.6432, 19.8391), B15 : (0.4060,−0.2451,−2.4258, 6.9483)
(4.12)
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and two curves
Υ 1± :

a3 = − 3+ 9`
2
2(1+ `)b2±(`)− 3,
a4 = `b2±(`),
b2 = b2±(`),
b3 = − 9+ 3`
2
2(1+ `)b2±(`)− 3,
(4.13)
where parameter ` 6= 0, ±1, 5± 2√6 and ` 6∈ (−0.5850,−0.1271). Consequently, for λ ∈ Υ 1+ ∪Υ 1− ∪ {∪5i=1 B1i }, the order
of the weak center O is at least 3. It is easy to check that the 7 points A1i ’s (i = 1, . . . , 7) in Γ 14 all lie on the two curves. So
Γ 13 = {∪5i=1 B1i } ∪ Υ 1+ ∪ Υ 1− \ (Γ 14 ∪Λ11).
The same procedure can be applied to the computations of Γ 12 and Γ
1
1 but is much simpler. Summarily, we get the
following result.
Theorem 5. Γ 14 = {A1i : i = 1, . . . , 7}, Γ 13 = {∪5i=1 B1i } ∪ Υ 1+ ∪ Υ 1− \ (Γ 14 ∪Λ11),
Γ 12 =
{
λ : a3 = −3b
2
2 + 9a24 + 6b2 + 6a4
2b2 + 2a4 , b3 = −
9b22 + 3a24 + 6b2 + 6a4
2b2 + 2a4 , b2 + a4 6= 0
}
\ (Γ 13 ∪ Γ 14 ∪Λ11),
and Γ 11 = {λ : a3 − b3 + 3a4 − 3b2 = 0} \ (∪4i=2 Γ 1i ∪ Λ11), where A1i ’s, B1i ’s and Υ 1± are defined by (4.2)–(4.5), (4.8), (4.12)
and (4.13).
Similarly, for the two systems in (3.10) we get the following two theorems accordingly.
Theorem 6. Let A2i (i = 1, . . . , 4) be the points
(133.9741, 1.4318,−0.3082, 139.1940), (−1294.7065, 23.8367, 877.6953,−3856.2825),
(75.0661,−24.7523,−40.8498, 123.3586), (176.4358,−39.6730,−0.3413, 58.4405)
and Υ 2j ’s be the curves defined by a4 = `b2 and
a3 = −12(3`
2 + 1)b22 + (36`− 71)b2
8(`+ 1)b2 − 9 , b3 =
−12(`2 + 3)b22 + (9`− 44)b2
8(`+ 1)b2 − 9
where b2 = b2(`) is a real branch of the polynomial equation of degree 4
(15360`4 − 168960`3 + 168960`2 − 15360`)b42 + (8448`4 − 109760`3
+ 1322176`2 + 79040`+ 254528)b32 + (98700`3 + 1287620`2 + 293300`
+ 1807420)b22 + (−120150`2 − 1304250`− 643500)b2 + 146475 = 0. (4.14)
Then Γ 24 = {A2i : i = 1, . . . , 4}, Γ 23 = ∪j Υ 2j \ (Γ 24 ∪Λ21),
Γ 22 =
{
λ : a3 = −71b2 + 36a4 − 36a
2
4 − 12b22
8b2 − 9+ 8a4 , b3 =
−44b2 + 9a4 − 12a24 − 36b22
8b2 − 9+ 8a4 , 8b2 − 9+ 8a4 6= 0
}
\
(Γ 23 ∪ Γ 24 ∪Λ21)
and Γ 21 = {λ : −b3 + a3 + 3a4 − 3b2 = 0} \ (∪4i=2 Γ 2i ∪Λ21).
Remark 5. The polynomial in (4.14) has a much more complicated form than the one in (4.9). Although we cannot use the
same method as for Theorem 5 to solve an explicit expression of b2(`) from (4.14), the polynomial can be used to check if a
given λ ∈ R4 belongs to Γ 23 . A similar thing also happens in the next theorem.
Theorem 7. Let A3i (i = 1, . . . , 9) be the points
(−15.2735, 0.0330, 0.0002,−15.1752), (−24.7418, 0.2649, 16.6430,−73.8762),
(−1.8322, 0.3938, 0.2381,−1.3651), (−280.0067, 63.1404, 1.1379,−93.9991),
(0.0371,−0.0002, 0.0091, 0.0093), (−0.2308,−0.0087, 0.0375,−0.3695),
(−0.2176,−0.0102, 0.0633,−0.4383), (11.5205,−3.9145,−2.7399, 7.9969),
(17.6857,−5.1778,−1.6021, 6.9586),
B3i (i = 1, . . . , 4) be the points
(0.4624,−0.0853, 0.1166,−0.1433), (−1.1592,−0.0853, 0.1166,−1.7649),
(−0.0054,−0.0086, 0.0398,−0.1506), (−0.2135,−0.0086, 0.0398,−0.3587)
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and Υ 3j ’s be the curves defined by a4 = `b2 and
a3 = −48(3`
2 + 1)b22 − 3(8`+ 1)b2
32(`+ 1)b2 − 1 , b3 =
−48(`2 + 3)b22 − 27`b2
32(`+ 1)b2 − 1 ,
where b2 = b2(`) is a real branch of the polynomial equation of degree 4
(−1966080`4 + 21626880`3 − 21626880`2 + 1966080`)b42
+ (1744896`4 + 4331520`3 + 9824256`2 − 4331520`− 362496)b32
+ (−1496672`3 − 2651680`2 − 207776`− 31200)b22 + (42716`2 − 3100`+ 600)b2 + 175` = 0.
Then Γ 34 = {A3i : i = 1, . . . , 9}, Γ 33 = {B3i , i = 1, . . . , 4} ∪ (∪j Υ 3j ) \ (Γ 34 ∪Λ31),
Γ 32 =
({
λ : a4 = −3−
√
6
64
, b2 = 5+
√
6
64
, b3 = a3 + −12− 3
√
6
32
}
∪
{
λ : a4 = −3+
√
6
64
, b2 = 5−
√
6
64
, b3 = a3 + −12+ 3
√
6
32
}
∪
{
λ : a3 = −3(b2 + 8a4 + 16b
2
2 + 48a24)
−1+ 32a4 + 32b2 , b3 =
−3(9a4 + 48b22 + 16a24)
−1+ 32a4 + 32b2 ,
− 1+ 32a4 + 32b2 6= 0
})
\ (Γ 33 ∪ Γ 34 ∪Λ31)
and Γ 31 = {λ : a3 − b3 + 3a4 − 3b2 = 0} \ (∪4i=2 Γ 3i ∪Λ31).
Observe that Γ 32 has quite a different form from Γ
1
2 and Γ
2
2 . Actually, unlike the cases I1 and I2, the case I3 admits the
order of the weak center O of the second system in (3.10) being greater than 1 when λ ∈ Λ32, as shown in Theorem 4. So
V(f1, f2) ∩Λ32 6= ∅ possibly. This intersection produces the additional subsets in the union of Γ 32 . Similarly, we also need to
compute V(f1, f2, f3) for λ ∈ Λ32, which gives those points B3i (i = 1, . . . , 4) in Γ 33 .
5. Finite order bifurcations
KnowingΓ 1j ’s, we are ready to investigate howmany local critical periods bifurcate fromperturbedweak centers of finite
order for system (3.5). By the definition in [6], a local critical period is a period corresponding to a critical point of the period
function P(·, λ)which arises from a bifurcation from aweak center.We say that k local critical periods bifurcate from aweak
center at the origin O corresponding to the parameter λ∗ if for every ε > 0 and every neighborhoodW of λ∗ there is a point
λ1 ∈ W such that P ′(r, λ1) = 0 has k solutions in U = (0, ε). Moreover, we say that at most k local critical periods bifurcate
from a weak center at the origin O corresponding to the parameter λ∗ if for every ε > 0 there exists a neighborhoodW of
λ∗ such that P ′(r, λ) = 0 has at most k solutions in U = (0, ε) for any λ ∈ W .
Consider real functions g1, . . . , g` and g on RN . As defined in [6], functions g1, . . . , g` are said to be independent with
respect to the function g at a common zero λ∗ of g1, . . . , g`, i.e., λ∗ ∈ V(g1, . . . , g`), if
(i) every open neighborhood of λ∗ contains a point λ ∈ V(g1, . . . , g`−1) such that g`(λ)g(λ) < 0,
(ii) the varieties V(g1, . . . , gj), 2 ≤ j ≤ `− 1, are such that if λ ∈ V(g1, . . . , gj) and gj+1(λ) 6= 0 then every neighborhood
W of λ contains a point σ ∈ V(g1, . . . , gj−1) such that gj(σ )gj+1(λ) < 0, and
(iii) if λ ∈ V(g1) and g2(λ) 6= 0, then every open neighborhood of λ contains a point σ such that g1(σ )g2(λ) < 0.
Theorem 8. For λ∗ ∈ Γ 1k (k = 1, 2, 3, 4), at most k local critical periods occur in perturbations of system (3.5). Moreover, for
each j = 1, . . . , k, there exists a perturbation of system (3.5) which has exactly j local critical periods.
Proof. The first assertion is obtained directly by the Finite Order Bifurcation Lemma (Lemma 2.2 in [6]). Difficulties will
come from the proof of the second assertion, where we will apply the Finite Order Bifurcation Theorem (2.1 in [6]) and,
therefore, we have to check conditions in the definition of independence mentioned, as above.
We only need to discuss with Γ 14 and prove the independence of f1, f2, f3, f4 with respect to f5 for some parameter in
V(f1, . . . , f4). Actually, in general, the independence of g1, . . . , g` with respect to g at λ∗ ∈ V({g1, . . . , g`}/g) implies the
independence of g1, . . . , g`−1 with respect to g` wherever in V({g1, . . . , g`−1}/g`). In fact, by the definition, conditions (ii)
and (iii) are implied naturally. Moreover, by condition (ii), for any λ˜ ∈ V({g1, . . . , g`−1}/g`) every neighborhood W of λ˜
contains a point σ ∈ V({g1, . . . , g`−2}) such that
g`−1(σ )g`(λ˜) < 0. (5.1)
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Without loss of generality, assume that g`(λ˜) > 0. By continuity, g`(λ) > 0 for all λ ∈ W1 ⊂ W , a sufficiently small
neighborhood of λ˜. By (5.1) and the arbitrariness ofW , there exists σ ∈ W1∩ V({g1, . . . , g`−2}) such that g`−1(σ )g`(σ ) < 0,
which implies condition (i) for independence of g1, . . . , g`−1 with respect to g` is satisfied.
For λ∗ ∈ Γ 14 , there is no loss of generality in assuming that λ∗ = A1. It is easy to check that A1 lies on curve Υ−. Exactly,
λ∗ = (b3(−0.7103), a3(−0.7103), b2(−0.7103), a4(−0.7103)), where functions a3(`), a4(`), b2(`) and b3(`) are given in
Theorem 5. We can check that f5(λ∗) > 0. Although f4(λ∗) = 0, the derivative of f4 at λ∗ in the direction of the curve Υ−
(i.e., dd` f4(a3(`), a4(`), b2(`), b3(`)) at ` = −0.7103) equals a nonzero constant 3756572.876 approximately. So we can
choose λ = (b3( ¯`), a3( ¯`), b2( ¯`), a4( ¯`)) ∈ Υ− where ¯` = −0.7103 + ε and |ε| is sufficiently small such that f4(λ) < 0,
f1(λ) = f2(λ) = f3(λ) = 0 and f5(λ) > 0, implying condition (i) of independence is satisfied.
For λ ∈ V(f1/f2), assume that f2(λ) < 0 without loss of generality. Choose σ = (b3, a3 + ε, b2, a4) where ε > 0 is
sufficiently small. Then
f1(σ ) = (a3 + ε)− b3 + 3a4 − 3b2 = ε > 0
and therefore f1(σ )f2(λ) < 0. This proves condition (iii) of independence.
Furthermore, we check condition (ii) of independence. For λ ∈ V({f1, f2}/f3), we choose σ = (b3 + ε, a3 + ε, b2, a4),
where |ε| is small. J0(λ) = −1 and J1(λ) = 2(a4 + b2), both of which are independent of a3 and b3. So J0(σ ) = J0(λ) and
J1(σ ) = J1(λ). Moreover, f1(σ ) = f1(λ) = 0 by the presentation of f1. Since the degree of the variable b3 in f1 is 1, it is easy
to show
r1(2) = J s20 f2 + A21(λ)f1, (5.2)
whereA21(λ) is a polynomial and s2 is a positive integer. On the other hand, r1(2)(σ ) = J1(σ )(a3+ε)+3b22+6b2+6a4+9a24 =
r1(2)(λ)+ J1(σ )ε = J1(σ )ε, as given in Section 3. It follows that
f2(σ )f3(λ) = r1(2)(σ )
J s20 (σ )
f3(λ) = J1(σ )ε
J s20 (σ )
f3(λ) = J1(λ)f3(λ)
J s20 (λ)
ε. (5.3)
Since the fraction in (5.3) does not vanish, we can choose an appropriate ε such that σ is contained in an arbitrarily given
neighborhood of λ and that f2(σ )f3(λ) < 0.
Consider λ ∈ V({f1, f2, f3}/f4). Note that
V(f1, f2) \Λ11 = V(f1, r1(2)) \Λ11 =
{
λ ∈ R4 : a3 = −3b
2
2 + 9a24 + 6b2 + 6a4
2b2 + 2a4 , b3 = −
3a24 + 9b22 + 6b2 + 6a4
2b2 + 2a4
}
,
as shown for Γ 12 in Theorem 5. Choose σ = (b′3, a′3, b2 + ε3, a4 + ε2), where
a′3 = −
3(b2 + ε3)2 + 9(a4 + ε2)2 + 6(b2 + ε3)+ 6(a4 + ε2)
2(b2 + ε3)+ 2(a4 + ε2) ,
b′3 = −
3(a4 + ε2)2 + 9(b2 + ε3)2 + 6(b2 + ε3)+ 6(a4 + ε2)
2(b2 + ε3)+ 2(a4 + ε2) ,
and both |ε2| and |ε3| are sufficiently small. Then σ ∈ V(f1, f2) \Λ11 and therefore f1(σ ) = 0, f2(σ ) = 0. On the other hand,
we claim that
V
(
f1, f2, f3,
∂r2(3, 2)
∂a4
,
∂r2(3, 2)
∂b2
)
\Λ11 = ∅. (5.4)
By Theorem 1 and Theorem 2, V(f1, f2, f3) = V( G0(3),G1(3),G2(3)J0,J1 ). Thus
V
(
f1, f2, f3,
∂r2(3, 2)
∂a4
,
∂r2(3)
∂b2
)
\Λ11 ⊆ V
(
f1, f2, r2(3),
∂r2(3)
∂a4
,
∂r2(3)
∂b2
)
\Λ11 (5.5)
because G2(3) = {r2(3)}. Observe that r2(3), calculated in Section 3, is a polynomial of a4 and b2. Regarded as a polynomial
in the main variable b2, it has a leading coefficient J2 = 297− 60a4. Further calculation gives that
∂r2(3)
∂a4
= −60b42 + (1320a4 + 990)b32 + (−1980a24 + 1152a4 + 2530)b22
+ (240a34 − 90a24 + 5980a4)b2 + 348a34 + 3450a24,
∂r2(3)
∂b2
= 4(297− 60a4)b32 + 3(660a24 + 990a4 + 690)b22
+ 2(−660a34 + 576a24 + 2530a4)b2 + 60a44 − 30a34 + 2990a24.
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If J2 6= 0, we have res( ∂r2(3)∂a4 , r2(3), b2) = a84H1(a4) and res(
∂r2(3)
∂b2
, r2(3), b2) = a84H2(a4), where
H1(a4) = −134196480000a104 − 5785644672000a94 + 1280538144000a84
+ 2306440433295360a74 + 7240965580135680a64 − 155362493258173056a54
− 948301972210389728a44 − 1483907813317495680a34
− 146161633438346600a24 + 9409107089443500a4 + 243633947115625,
H2(a4) = (20a4 − 99)(−103680000a104 − 6521472000a94 − 97526419200a84
+ 481154826240a74 + 12939534224640a64 + 60628639245696a54
+ 79397951268768a44 − 24036584357760a34 + 8900608986200a24+ 1404321223500a4 − 109662691875).
It is easy to check that res(H1,H2, a4) is a nonzero constant. Applying Theorem 1 to V(r2(3),
∂r2(3)
∂a4
,
∂r2(3)
∂b2
), we get
V
(
r2(3),
∂r2(3)
∂a4
,
∂r2(3)
∂b2
)
\Λ11 = ∅when a4 6= 99/20 and a4 6= 0. Thus (5.4) is proved by (5.5). In case a4 = 99/20, polynomials
r2(3),
∂r2(3)
∂a4
and ∂r2(3)
∂b2
all reduce to polynomials in the single variable b2 and it is easy to check that res(r2(3),
∂r2(3)
∂a4
, b2) is a
nonzero constant. So r2(3) and
∂r2(3)
∂a4
have no common zero. Therefore V
(
r2(3),
∂r2(3)
∂a4
,
∂r2(3)
∂b2
)
\Λ11 = ∅ and (5.4) is proved.
Similarly, in case a4 = 0r2(3) = 3b32(99b2 + 230) and ∂r2(3)∂b2 = 18b22(66b2 + 115) have no common zero because b2 6= 0 by
Theorem 2 (otherwise V(f1, f2) \Λ11 = ∅). Therefore, V
(
f1, f2, r2(3),
∂r2(3)
∂a4
,
∂r2(3)
∂b2
)
\Λ11 = ∅,which completes the proof of
the claimed (5.4) by (5.5). Obviously, (5.4) implies that(
∂r2(3)
∂a4
(λ)
)2
+
(
∂r2(3)
∂b2
(λ)
)2
6= 0 (5.6)
for λ ∈ V({f1, f2, f3}/f4). Note that both the degree of the variable b3 in f1 and the degree of the variable a3 in r1(2) are 1.
Similar to (5.2), we have r1(3) = J s30 f3 + A31(λ)f1 and
r2(3) = J s11 r1(3)+ A32(λ)r1(2)
= J s30 J s11 f3 + J s20 A32(λ)f2 + (J s11 A31(λ)+ A32(λ)A21(λ))f1, (5.7)
where Aij(λ)’s are polynomials and s1, s2, s3 are all positive integers. Since f1 = f2 = 0 but J0 6= 0 and J1 6= 0 at σ , we obtain
from (5.7) that
f3(σ )f4(λ) = r2(3)(σ ) f4(λ)
J s30 (σ )J
s1
1 (σ )
=
(
r2(3)(λ)+ ∂r2(3)(λ)
∂a4
ε2 + ∂r2(3)(λ)
∂b2
ε3 + o(ε2, ε3)
)
f4(λ)
J s30 (σ )J
s1
1 (σ )
=
(
∂r2(3)(λ)
∂a4
ε2 + ∂r2(3)(λ)
∂b2
ε3
)
f4(λ)
J s30 (σ )J
s1
1 (σ )
+ o(ε2, ε3). (5.8)
By continuity, J s30 (σ )J
s1
1 (σ ) has the same sign as J
s3
0 (λ)J
s1
1 (λ) when σ is sufficiently close to λ. By (5.6), one can choose
sufficiently small ε2 and ε3with appropriate signs in (5.8) such that σ is contained both in V(f1, f2) and in an arbitrarily given
neighborhood of λ and f3(σ )f4(λ) < 0. This completes the verification for condition (ii) in the definition of independence
and the proof for Γ4. 
6. Isochrone bifurcations
In contrast to last section, where local bifurcation of critical periods are discussed for perturbation of weak centers of
finite orders, in this section we study such a bifurcation for perturbation of isochronous centers.
By Theorem 2 we writeΛ11 = S1 ∪ S2,where
S1 :=
{
λ ∈ R4 : a4 = b2 = 0, a3 = b3 = −17±
√
209
4
or a3 = b3 = −3
}
and S2 := {λ ∈ R4 : a4 = b2 = 0, a3 = b3} \ S1.
Theorem 9. If λ∗ = (a∗3, a∗3, 0, 0) ∈ S1 then at most 3 local critical periods bifurcate from the isochronous center O of system
(3.5) and for each j ≤ 3 there exists a perturbation which has exactly j local critical periods. If λ∗ = (a∗3, a∗3, 0, 0) ∈ S2 then
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at most 2 local critical periods bifurcate from the isochronous center O and for each j ≤ 2 there exists a perturbation which has
exactly j local critical periods.
Proof. Since the origin O is an isochronous center as b2 = a4 = a3 − b3 = 0, we can write coefficient p2i as
p2i = T2i,1b2 + T2i,2a4 + T2i,3(a3 − b3), i = 1, 2, . . . ,
where every T2i,j is a polynomial in b3, a3, b2, a4 and
T2,1 = −3, T2,2 = 3, T2,3 = 1,
T4,1 = 57b2 − 48− 22a3 + 30a4 + 6b3,
T4,2 = 105a4 + 240+ 70a3 + 10b3,
T4,3 = 17a3 + 48− b3,
T6,1 = −4725b22 − 585a4b2 + 2085a3b2 − 165b3b2 + 15624b2 − 3600− 12888a4 + 3150a3a4
− 16512a3 + 11025a24 + 450a4b3 − 1415a23 + 10392b3 + 630a3b3 + 65b23,
T6,2 = 17325a24 + 123984a4 + 7875b3a4 + 17325a3a4 + 42000+ 70392a3 + 1050a3b3
+ 1008b3 + 175b23 + 7175a23,
T6,3 = 1375a23 + 12024a3 − 150a3b3 − 25b23 − 1824b3 + 6000,
T8,1 = 1365525b23 + 6300b3b22 + 76140a4b22 − 647100a3b22 − 10654848b22 + 7504704b2
− 237420a3a4b2 − 17970b23b2 + 12003840a3b2 − 37620a4b3b2 + 454350a23b2 − 91740a3b3b2
+ 633150a24b2 + 3341088a4b2 − 5253984b3b2 − 10460544a23 − 13038912a3a4
+ 23340a3b23 + 9313920b3 − 1860b33 − 967680+ 147000a3b3a4 + 6724620a3a24
− 733248b23 − 12935808a3 + 9355500a34 − 267264a4b3 + 1095780a23a4 − 28197504a4
+ 8914368a3b3 + 17568576a24 − 362460a33 + 202740a23b3 + 34020a4b23 + 2982420a24b3,
T8,2 = 10135125a34 + 8108100b3a24 + 147891744a24 + 13513500a3a24 + 7865550a23a4
+ 42910560b3a4 + 135432000a3a4 + 162803520a4 + 1212750b23a4 + 5336100a3b3a4
+ 20321280+ 80756352a3 + 687456b23 + 303660a23b3 − 783360a3b3 + 13860b33
− 4696704b3 + 47963808a23 + 2496060a33 + 89460a3b23,
T8,3 = 396165a33 + 7042048a23 − 59535a23b3 − 14385a3b23 + 10617408a3 − 1711072a3b3
+ 2257920+ 315b33 − 12320b23 − 2166336b3.
Consider λ∗ ∈ S2. Straight computation shows that at the point λ∗ the determinant of the matrix(T2,1 T2,2 T2,3
T4,1 T4,2 T4,3
T6,1 T6,2 T6,3
)
equals 30720(a∗3 + 3)(2a∗23 + 17a∗3 + 10), which does not vanish. Then( b2
a4
a3 − b3
)
=
(T2,1 T2,2 T2,3
T4,1 T4,2 T4,3
T6,1 T6,2 T6,3
)−1 (p2
p4
p6
)
,
that is,
b2 = g1p2 + g2p4 + g3p6,
where
g1 =
∣∣∣∣T4,2 T4,3T6,2 T6,3
∣∣∣∣∣∣∣∣∣T2,1 T2,2 T2,3T4,1 T4,2 T4,3T6,1 T6,2 T6,3
∣∣∣∣∣
, g2 =
−
∣∣∣∣T4,1 T4,3T6,1 T6,3
∣∣∣∣∣∣∣∣∣T2,1 T2,2 T2,3T4,1 T4,2 T4,3T6,1 T6,2 T6,3
∣∣∣∣∣
, g3 =
∣∣∣∣T4,1 T4,2T6,1 T6,2
∣∣∣∣∣∣∣∣∣T2,1 T2,2 T2,3T4,1 T4,2 T4,3T6,1 T6,2 T6,3
∣∣∣∣∣
.
It is known that g1, g2 and g3 are in the ring R{b3, a3, b2, a4}λ∗ because they are analytic at λ∗. Both a4 and a3 − b3 can be
written in a similar form to b2. Then,
b2, a4, a3 − b3 ∈ (p2, p4, p6),
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where (p2, p4, p6) is the ideal generated by p2, p4 and p6 in the ring R{b3, a3, b2, a4}λ∗ . Thus, p2i ∈ (p2, p4, p6), i = 1, 2, . . ..
Therefore, by the Isochrone Bifurcation Theorem in [6], the maximum number of critical periods bifurcated from O is 2. On
the other hand, every neighborhood of λ∗ contains a point λ := (b3, a3, b2, a4) such that O is a weak center of order 2, where
a4 = ε + ζε2, b2 = −ε + ηε2,
a3 = a∗3 −
9ζ − 3η
ζ + η ε −
9ζ 2 + 3η2
2ζ + 2η ε
2, b3 = a∗3 −
3ζ − 9η
ζ + η ε −
3ζ 2 + 9η2
2ζ + 2η ε
2,
ε > 0 is small and ζ , η are reals satisfying that (ζ + η)(a∗3 + 3)+ 6 = 0. Therefore, by Theorem 8 we know that for every
ε > 0 and j ≤ 2 there is a point λ¯ in every neighborhood of λ∗ such that the equation P ′(r, λ¯) = 0 has exact j solutions in
(0, ε). This completes the proof for the second part of this theorem.
Consider λ∗ ∈ S1. Similarly to the above case, straight computation shows that at the point λ∗ the determinants of the
matrices(T2,1 T2,2 T2,3
T4,1 T4,2 T4,3
T8,1 T8,2 T8,3
)
and
(T2,1 T2,2 T2,3
T6,1 T6,2 T6,3
T8,1 T8,2 T8,3
)
do not vanish as a∗3 = −17±
√
209
4 and a
∗
3 = −3 respectively. Then
b2, a4, a3 − b3 ∈ (p2, p4, p6, p8),
where (p2, p4, p6, p8) is the ideal generated by p2, p4, p6 and p8 in ring R{b3, a3, b2, a4}λ∗ . Thus, p2i ∈ (p2, p4, p6, p8),
i = 1, 2, . . .. Therefore, by the Isochrone Bifurcation Theorem in [6], the maximum number of critical periods bifurcated
from O is 3.
Now we prove that every neighborhood of λ∗ contains a point λ such that O is a weak center of order 3. In fact, Γ 13
contains two curves Υ+ and Υ−. Solving zeros of b2+(`) in (4.11) implies that b2+(`) → 0 if and only if ` → −1
while b2+(`)
`+1 → 5+
√
209
24 as ` → −1. From (4.13), we see that corresponding to ` the point Υ+(`) on Υ+ tends to
λ∗ = (−3 − ( 5+
√
209
4 ),−3 − ( 5+
√
209
4 ), 0, 0) ∈ S1 if and only if ` → −1. On the other curve Υ−, we similarly get that
b2−(`) → 0 if and only if either ` → −1 or ` → −3/5. Moreover, b2−(`)`+1 → 5−
√
209
24 (resp.
b2−(`)
`+1 → 0) as ` → −1 (resp.
` → −3/5). From (4.13) we get that the point Υ−(`) on Υ− tends to (−3 − ( 5−
√
209
4 ),−3 − ( 5−
√
209
4 ), 0, 0) ∈ S1 (resp.
(−3,−3, 0, 0) ∈ S1) as ` → −1 (resp.→ −3/5). Thus, every neighborhood of λ∗ contains a point λ in Γ 13 . By Theorem 8,
for every ε > 0 and j ≤ 3, there is a point λ¯ in every neighborhood of λ∗ such that the equation P ′(r, λ¯) = 0 has exact j
solutions in (0, ε). This completes the proof for the first part of this theorem. 
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