The aim was to evaluate the potential for machine learning techniques to help identify objective criteria for classifying vertical facial deformity. The dataset contained 19 parameters determined from 131 lateral skull radiographs. Classifications were induced with simple visualisation, C5.0 and Kohonen feature maps using the raw data; and using a Point Distribution Model (PDM) of shape templates comprising points taken from digitised radiographs. Agreement between induced classification schemes and those of two clinicians was summarised in frequency tables and by kappa statistics. The performance of the models in achieving our aims is discussed. arises from an elongation of the face as the lower jaw rotates away from the upper jaw during growth as illustrated in Fig. 1a (2). Conversely, in Short Face Syndrome or SFS (3), the lower jaw rotates towards the upper jaw, reducing the vertical length of the face (Fig. 1c ).
Introduction
Individuals with very long faces and people with very short faces are examples of the two extremes of vertical facial growth. The former extreme, Long Face Syndrome or LFS (1), arises from an elongation of the face as the lower jaw rotates away from the upper jaw during growth as illustrated in Fig. 1a (2) . Conversely, in Short Face Syndrome or SFS (3), the lower jaw rotates towards the upper jaw, reducing the vertical length of the face (Fig. 1c) .
These growth patterns not only affect the shape of the face but also result in malocclusions of varying severity where the teeth fail to meet properly. For example, in LFS only the back teeth of each jaw touch together when the mouth is closed because the lower jaw has grown away from the upper jaw.
Patients with extremes of vertical facial form often require a combination of orthodontic realignment of the teeth and surgery on the jaws to correct their malocclusion. Different facial types require significantly different orthodontic treatment plans and respond differently to orthodontic treatment. Thus, it is important to identify correctly a subject's vertical facial form before starting treatment. Furthermore, differences in the horizontal growth of the face may confuse the diagnosis of vertical facial form.
In the UK, patients with SFS or LFS are normally referred to a specialist for treatment.
Diagnosis and treatment planning are based on examination of the patient together with analysis of appropriate records, including a standardized lateral skull radiograph (cephalogram) designed specifically for use in orthodontics. Angular and linear measurements of skeletal landmarks are obtained from the cephalogram (see Fig. 2a ). The clinician assesses facial form by comparing the patient's measurements with tables of relevant means and standard deviations compiled from growth studies grouped by ethnicity, age and sex (see Fig. 2b ) (4) . These cephalometric measurements, in conjunction with the results of the clinical assessment, act as a guide when the clinician formulates a treatment plan. In cases where the classification group is not immediately apparent, the clinician's perception of facial form, informed by clinical experience, may determine the final classification. Unfortunately, if the classification is erroneous then orthodontic treatment can exacerbate the original problem. However, there is no objective classification of vertical facial form agreed internationally.
The biomechanical relationships between the skeletal components of the jaws and face, the associated musculature and the teeth may be important factors in the origins of vertical facial discrepancy. An important goal for basic science research is to identify specific developmental anomalies that cause extremes of facial growth. However, it is important that objective schema are first determined for the classification of facial form. These should allow individual subjects to be independently and reproducibly classified irrespective of the experience of the clinician. Only then can hypotheses be deduced for the biological processes involved in the origin of facial form.
The analysis of the dataset considered in this study is described in three sections. The method described in the first section was based on a straightforward visualization and provided a simple classificatory model that agreed strongly with one of the two clinicians taking part. The second section describes the use of a supervised learning algorithm, C5.0, with each clinician's classification in turn acting as a gold standard. The objective was to generate symbolic representations of the induced models for inspection and interpretation by the clinicians to clarify and corroborate the parameters upon which they place greatest emphasis. The third section focuses on two unsupervised algorithms, the first generated a Kohonen network (5) induced from the cephalometric measurements. By way of contrast, the second model was computed using a statistical technique, the Point Distribution Model (6), on point-set templates fitted to the skeletal structures and including landmarks typically used in cephalometric analysis. The aim was to determine the objectivity and utility of the clusterings induced by unsupervised techniques.
2
The dataset and methods for comparing clinician and induced classifications Data were collected for each of 131 patients attending a specialist clinic in the Eastman
Dental Hospital for an on-going study into the aetiology of vertical facial discrepancy.
Patients were randomly selected from medically healthy Caucasian 1 subjects undergoing orthodontic treatment with or without orthognathic surgery. Of the 131 subjects, 63.4% (n = 83) required a combination of orthodontics and surgery whereas 36.6% (n = 48) required orthodontics alone. Apart from age and sex, all measurements were taken from manual 1 Only Caucasian subjects were used to avoid the influence of variation in facial form between ethnic groups Upon completing the analysis of the models, the clinicians were asked to list the parameters used in their cephalometric diagnosis. They were then asked to comment upon the results presented below and for their view of the suitability of these models for clinical diagnosis. Table 2 . Thus, there was very good agreement, for this dataset, 6 between a simple combination of two parameters and Clinician 1. For Clinician 2, the agreement was less good. No single variable or linear combination of two variables could be found to separate the groups for Clinician 2 as well as for Clinician 1.
Both clinicians were asked independently to identify the variables used in their cephalometric analysis (see Table 3 ). They both listed MM and SNMn and suggested that they were significant factors in the diagnosis of facial form. This may explain the agreement identified between the clinicians and their linear combination as described above. However, the clinicians commented that other parameters were given weight in ambiguous or borderline cases. Thus, the lack of perfect agreement suggests that other parameters may fine-tune the diagnostic process.
Supervised learning
Although it is the overall clinical assessment of an individual patient that determines corrective treatment, cephalometric analysis contributes significantly to the classification of vertical facial deformity, especially for research purposes. However, both clinical and cephalometric assessments are prone to subjectivity (reflecting training and experience) and lead to differences in categorisation between clinicians. Because of this, the aim was to determine a more objective assessment of vertical facial form from the cephalogram. The induction of symbolic models of clinical characterisations of facial form may identify similarities and differences between how cephalometric measurements appear to be used and how clinicians suggest they are used. They may also help to articulate differences between clinicians.
C5.0 for inducing decision trees
The C5.0 algorithm (8) was used within the CLEMENTINE machine learning environment to induce decision trees with each clinician's classification in turn acting as a gold standard. In both cases, the entire dataset was used to induce a decision tree for preliminary discussion with the clinician. The algorithm was executed with various penalty weightings for incorrect classifications of normal as short or long (and vice versa) and short as long (and vice versa).
A penalty weighting of 2 produced the best performing trees. A 10-fold cross validation, with the same penalty-weighting scheme, was also performed to induce 10 additional decision trees for comparison and for further interpretation. Mean weighted kappa values were computed for both the training and testing performance of the cross validation trees.
dataset. The tree and its frequency table are shown in Fig. 4 and Table 4 respectively. Given the simple model derived from visualization alone, one would expect to induce a simple decision tree based largely on the two parameters MM and SNMn. Furthermore, the critical values for MM and SNMn (33 and 41.5 respectively) are close to the means +/-1 SD for these parameters (see Fig. 2 ). These are the values that are in general clinical use. Of the 10 cross validation trees induced, seven were isomorphic apart from only minor variation to the tree induced from the entire dataset. The mean weighted kappa value for the cross-validation for testing was 0.89. Clinician 1 accepted the common structure to 8 of the 11 trees induced despite the apparent redundancy of 2 of the 5 parameters listed in Table 3 .
With Clinician 2 acting as gold standard, the same scheme of supervised learning was completed. The decision tree induced from the entire dataset and its corresponding frequency table are shown in Fig. 5 and Table 5 respectively. Clinician 2 accepted this decision tree as a reasonable reflection of the classification scheme. However, one parameter (LPFH%) appearing in the decision tree is certainly not one of those listed in Table 3 by Clinician 2. The mean weighted kappa value for the cross-validation for testing was 0.78. Common structures in the corresponding decision trees were infrequent. Thus, while the cross validation produced good weighted kappa statistics, there was inconclusive support for the validity of the decision tree induced from the entire dataset.
In terms of potential clinical use, both clinicians preferred an equivalent, rule-based representation of these decision trees. Because of space limitations, only the more compact decision-tree format is given. The subdivided graph of Fig. 3 would be more easily applied in a clinical environment. However, this may reflect the fact that two parameters happen to capture Clinician 1's reasoning so well.
Unsupervised learning

Kohonen networks
Kohonen networks of various shapes and sizes were induced (see (5) for a detailed description of the underlying algorithm). Typically, in the 2D plot of clusters provided by the Clementine environment, there were always large clusters leaving smaller ones with only a few members, and often of mixed class. This makes their interpretation difficult and suggested that the net topology be kept quite small. Indeed, 3 x 3 topologies performed best.
By overlaying the two-dimensional output from the Kohonen modelling with the classification scheme of each clinician, agreement between clinician and clustering can be 8 visualised. Figure 6 suggests that the particular Kohonen net considered (and this was the case for all those generated) is in closer agreement with Clinician 1 than with Clinician 2.
Furthermore, the discrepancy between the classification of long and normal by both clinicians is again highlighted (see cluster (2,0) in Fig. 6 ). The overlaying of a clinician's classification partitions each cluster into subgroups of small, normal and long cases. The standard entropy calculation for a cluster partition (-∑p c log 2 p c , where p c is the proportion of class c in a cluster and the summation is over c ∈{small, normal, long}) can be added to give an overall measure of ambiguity of the match between the clusters and the clinician's classification. For a cluster comprising a single class, the entropy is 0. For the two sets of clusters in Fig. 6 , the sum of the entropies of the constituent clusters is 4.85 and 7.05 for Clinician 1 and Clinician 2 respectively, and thus the visually observed bias towards Clinician 1 is endorsed by this informal use of the entropy measure.
Point Distribution Model (PDM)
The previous unsupervised learning method used the cephalometric angles and ratios to The Procrustes algorithm (9) was used to align the templates, giving a mean. Principal
Components Analysis (PCA) was then applied to derive the major modes of deformation (see Appendix b). Together, the mean and the modes formed the PDM. The first three modes accounted for 64% of the total variation in shape seen across the examples (fig 7b) . The first mode had captured the horizontal variation and accounted for 37%. The second mode showed change in vertical form and accounted for 19% of the total variation. The third mode of 9%
showed variation in the position of the molars and incisors. It must be emphasized that these deformation modes were computed directly from the set of templates and that no other information was given.
For this study, it was the second mode that was of primary interest. Each cephalogram could be classified by correlating it with this deformation mode, yielding a score that typically ranged between -3 and +3 standard deviations from the mean. If the classification of a clinician was plotted for each example against this value, it could be seen that there was some agreement (see Fig. 8 ). Indeed, for negative values of the second mode parameter there was more frequent concurrence with Clinician 2's "long" classification than with that of Clinician 1. The PDM methodology gave a dramatic visualisation of two modes separating horizontal and vertical facial growth. It is interesting that it is the facial shape in mode 1 at -3 SD (Fig.   7b ) that causes the greatest disagreement between Clinician 1 and Clinician 2. Clinician 1 would classify this facial shape as having "normal" vertical form with an horizontal problem that generates a large chin and secondarily increases the length of the face. 
Discussion
This study has considered how machine learning techniques can contribute to the long-term goal of identifying an objective process for the classification of vertical facial discrepancy that is suitable for both research and clinical use. Although supervised learning algorithms such as C5.0 are necessarily subject to a gold standard against which models are induced, the decision trees generated do capture a symbolic model of each clinician's classification scheme. The induced trees, or rules as were preferred by both clinicians, enable a direct comparison of idiosyncrasies in classification. Although unsupervised algorithms induce models that are potentially more objective, their blackbox nature does not inspire confidence in their clinical application. Moreover, unless the induced clusterings are sharply differentiating, it is still necessary to make some subjective interpretation of the output.
The PDM methodology gives a dramatic visualisation of two modes separating horizontal and vertical facial growth. Indeed, the PDM approach has highlighted the fact that horizontal growth may be a confounding factor when classifying vertical facial discrepancy.
The orthodontic significance of this is beyond the remit of this paper, but it does reveal the power of these techniques as a research tool. Why Kohonen appears to favour one clinician and PDM the other is still a matter of speculation. Importantly, the response of the clinicians suggests that while Clinician 1 places greater weight on 5 of 6 parameters, Clinician 2 may rely on a greater number of parameters that in some way 'capture' facial shape during the diagnostic process. Such processes are mirrored in the induced models where the data entry into the two models differed. The Kohonen model worked from a rather limited number of cephalometric values while the PDM model was able to deal with many more reference points in close proximity to one another. This use of fewer variables in the Kohonen model may have led to some bias in the interpretation of lower facial growth. However, the limited numbers of clinical opinions tested in this way preclude any firm interpretation of this data.
Conclusions and further work
While machine learning and statistical analyses can classify subjects for vertical facial height, 
(b) Procrustes Alignment and Principal Components Analysis
The Procrustes algorithm aligns the set of templates together in a least-squares sense:
1. align (rotate, scale and translate) all the templates with the first template.
2. compute the mean of the set of templates.
3. align the mean template with the first template.
4. align all the templates to this mean.
5. repeat from step 2 until no further change is observed.
After alignment, the difference between each shape and the mean is used to analyse the variation in shape that is seen across the training set. Each template has 148 points, the x and y co-ordinates of these are concatenated into a vector of length 296: x1 y2 x2 y2 … x148 (Fig. 4) induced with C5.0 using the entire dataset and Clinician 1 as gold standard. 
