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Let x0, . . . . x, be given real numbers, where a < x0 < . . . < x, < 6. Further 
let fbe a real-valued function defined on [a, b] and let [x0, . . . . x,]fdenote 
the nth divided difference off at the points x0, . . . . x,. 
In [4] Farwig and Zwick established the following. 
THEOREM A. Let f(“) be a convex function on (a, b). Then 
If x0 # x,, then strict inequalities hold if and only iff $ P, + , (the space of all 
polynomials of degree < n + 1). 
The following theorem gives a generalization of a result by PeEariC [ 111. 
THEOREM B [ 121. Let f be (n +2)-convex on (a, b). Then the function 
g(x) = [x + ho, . . . . x + h,lf 
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is a convex function of x for all x and h,, . . . . h, such that x + hie (a, b) 
(i=O, 1, . . . . n). 
In this paper we offer, among other things, generalizations of these 
results to the case of multivariate functions. In Section 2 we give some 
notation and definitions. The main results are presented in Section 3. 
2. NOTATION AND DEFINITIONS 
Let us now introduce some notation and definitions which will be used 
throughout the sequel. By x, y, . . . . we denote elements of Euclidean space 
Rk (k> l), i.e., x= (x,, . . . . xk). Superscripts are used to number vectors xi 
(i = 0, 1, . . . . n; n 20). The inner product of x, ye R“ is denoted by 
x. y= C:=, x,y,. For a given set A c Rk, xA(x), vol,(A), and [A] 
represent the characteristic function, the k-dimensional Lebesgue measure, 
and the convex hull of A, respectively. We use standard multi-index 
notation, i.e., for ct~Zk,, Icrl=a,+ ... +a,, a!=a,!...a,!, ~“=xO;~...x:~. 
Thus 
Pm(R”)= 
1 
1 C,Xr:C,ER 
ICLI <ml I 
is the space of all polynomials of (total) degree <m which has dimension 
(k:“). Furthermore, we set 
D+)“‘...(&)““. 
BY 
S” = 
1 
(A,) . ..) A,) E R” : Ai > 0, all i, i Ai < 1 
i= I I 
we denote the standard n-simplex. Let us denote as in [7] 
I f: = s, f&,x0 + ... +1,x”) dtI, [x0, . .. . x”] 
(2.1) 
where i, = 1 - 1, - . . . - A,,, dA = dA, . . . dA,<, and f is a function defined 
and integrable over [x0, . . . . xn], x0, . . . . xn E OX“. 
For our further purposes we need the following. 
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DEFINITION 2.1 [2]. Let x0, . . . . x” E [Wk. Then the k dimensional divided 
difference off at x0, . . . . xn, denoted by [x0, . . . . x”]f, is a map from Cn( Rk) 
into RN, N= (“+:-I ) whose ath component is given by 
(2.2) 
where a E Z”, , JaJ = n. 
Note that this definition is consistent with the fact that the divided 
difference (2.2) is independent of the order x0, . . . . xn, but is should be borne 
in mind that [x0, . . . . xn]f is an element of RN. 
We also will need the following. 
DEFINITION 2.2 [3]. For (x0, . . . . x”> c IWk with vol,([x”, . . . . x”]) > 0 the 
multivariate B-spline M(. / x0, . . . . x”) is defined for n k k by requiring that 
j~~/(X)M(X1x”,...,x”)dx=n! jsnf(~,xo+ ... +I,x”)dA (2.3) 
holds for all f~ C( Rk). When n = k, the B-spline M( .I x0, . . . . x”) is given by 
M(x / x0, . ..) Xk) = X~(X)/VOl,(cT) (2.4) 
with u = [x0, . . . . x”]. 
If n > k, then (2.3) determines M(. 1 x0, . . . . x”) everwhere on Rk (cf. [7]). 
Following Micchelii [7] we will say that the points x0, . . . . xn are in 
general position if every subset of k + 1 points of {x0, . . . . x”} forms a 
simplex of dimension k. 
For the reader’s convenience we list below some well-known properties 
of these splines. We assume that the points x0, . . . . x’ are in general position. 
(1) M( .I x0, . . . . x”) is a polynomial of total degree <n-k in each 
region bounded by, but not cut by, convex sets passing through subsets of 
k points of x0, . . . . Y. 
(2) M(.lx”,...,x”)EC”-k-yRk). 
(3) M(x 1 x0, . . . . x t Interior [P, . x”], x”) i 1;:: .xg[ro ,._,. e-1 . 
Thus supp M(. 1 x0, . . . . x”) = [x0, . . . . x”]. 
(4) ~,tM(xIO, . . . . x’)dx= 1 (see, e.g., [3, 7, 81). 
For our further purposes we need the following version of Jensen’s 
inequality for multivariate convex functions. 
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LEMMA A [6]. Let f be a multivariate convex function on Rk and let 
‘pl, . . . . (Pi E C( Rk). Zf dp is a probability measure on Rk, then 
The sign of equality holds in (2.5) if and only iff E P,( Rk). 
Following Mitrinovic [9] we denote by m,, r E E + , where 
n+r -’ 
mr= 
( > r 
c b t$ . . t (2.6) 
b+ +i.=r 
(i,, . . . . i, E (0, 1, . . . . r}), the rth generalized symmetric mean of to, . . . . t,, 
ti E R, all i. The sum (2.6) involves (n : r ) terms. These means were studied 
extensively in [ 10 J. 
3. MAIN RESULTS 
In this section we give generalizations of Theorems A and B to the case 
of multivariate convex functions. Also a multivariate analog of Hadamard’s 
inequality (see [ 93 ) 
where g is a convex function on (a, b), a # 6, is included. 
The following lemmas wiI1 be used in the sequel. 
LEMMA 3.1. Let p,,, . . . . p, > - 1. Then 
I Am o , . . .. ,I? d1 = 
T(Po+ l)~**~(P”+ 1) 
F T(po+ ... +p,+n+l)’ (3.1) 
where I-( . ) stands for the gamma function. 
Proof Follows immediately from [l, p. 331. 1 
LEMMA 3.2. Let x0, . . . . x” E [Wk (n 2 k) with v&( [x0, . . . . x”]) > 0. Then 
for every li = 0, 1, . . . . i = 1,2, . . . . k, 
txi)” M(X 1 X0, ... . X”) dx = m,,, (3.2) 
where xi denotes the ith component of XE Rk, m,, stands for the f,th 
generalized symmetric mean of XT, . . . . XI. 
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Proof: Let y E Rk. Then for every h E L”(R) 
s h(y.x)M(x1° ,..., x”)dx= h(t)M(tly.x” ,..., y.x”)dt (3.3) K&k s R 
(see [3, p. 531). Here M( .I y .x0, . . . . y . x”) stands for the univariate 
B-spline with knots y .x0, . . . . y . x”. Choosing y = ei the ith coordinate 
vector in Rk, we obtain y .x = xi, y . xs = x; (i = 1, 2, . . . . k; s = 0, 1, . . . . n). 
Setting h(t) = tL in (3.3) one gets 
I (x,)” M(x 1 x0, . . . . x”) dx = I t” M( t 1 xp, . . . . x;) dt. Fe iw 
Since 
I t” M( t 1 xp, . . . . x1) dt = ml, R 
(see [lo]), the desired result follows. 1 
We are ready to state and prove the following. 
THEOREM 3.1. Let f be a convex function on Rk and let vol,( [x0, . . . . x”]) 
> 0, xie Rk, i= 0, 1, . . . . n. Then 
fh,, . . . . 4,) 6 s agi fe-I)", ...? (xk)lk) M(x 1 x0, . . . . x”) dx, (3.4) 
where Ii = 1, 2, . . . . i = 1, 2, . . . . k. Equality holds in (3.4) if and only if 
fE P,(Rk). 
Proof: Let dp(x) = M(x I x0, . . . . x”) dx. It follows from (3) and (4) that 
dp is a probability measure on [Wk. In order to establish (3.4) we set 
q,(x) = xi; i= 1, 2, . ..) k, in (2.5). Hence the desired inequality follows 
because of (3.2). The proof is complete. 1 
Our next result reads as follows. 
THEOREM 3.2. Under the assumptions of Theorem 3.1 the following 
inequalities 
f(- 
nil (x0+ ... +x”) f(x) M(xIx’, . . . . x”) dx 
(3.5) 
holds. The sign of equalities holds in (3.5) if and only iff E P,(Rk). 
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Proof: The left-hand side inequality of (3.5) follows immediately from 
(3.4) and (2.6) by letting 1, = . . . = I, = 1. In order to prove the right-hand 
side inequality of (3.5) we apply (2.3) and next (3.1). We obtain 
i Rkf(x)M(xlxo,...,x")dx=n! j f(loxO+ ... +A,x")dA .Y 
6n! i: f(x')J 
j=O .s" 
i,di=-& $ f(x'), 
J--o 
The last assertion of our theorem is obvious. This completes the proof. 1 
COROLLARY 3.1 (Hadamard’s Inequality for Multivariate Convex 
Functions). Let 0 = [x0, . . . . xk], with vol,(a) > 0, k 2 1. Iff: (r + R is a 
convex function, then 
f( 
&(x0+ 
The sign of equality holds if and only iff E P, ( Rk). 
Proof: Follows immediately from (3.5) and (2.4). 1 
A generalization of Theorem A to the case of multivariate functions is 
contained in the following. 
THEOREM 3.3. Let D”f, with lcll = n, be a convex function on [x0, . . . . x”]; 
x0, . ..) x” E Rk; k 2 1. Then 
D”f -J-(xO...x”) n+l > 
<n! ([x0, . . . . x”]f)% 
(3.6) 
If vol,( [x0, . ..) x”] ) > 0, then the sign of equality holds in (3.6) if and only if 
f EP,+ARk). 
Proof: It follows from (2.2), (2.1), and (2.3) that 
t [x0, **-, xfl]f).=~l~DSf(x)M(xIxo ,..., Y)dx, 
where Ic(J = n. Next making use of (3.5), we arrive at (3.6). The proof is 
complete. 1 
An application of Theorem 3.3 is given at the end of this section. 
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A multivariate analog of Theorem B reads as follows. 
THEOREM 3.4. Zf f is a k-variate function having convex a th derivative on 
IWk ([al = n), then the function 
G,(x) = ([x + ho, . . . . x + h”] f ), 
is a convex function of x for all x and all ho, . . . . h” E IWk. 
Proof Let /Ij> 0, j= 0, 1, . . . . n, where xi”= o /Ii = 1. Also let x = 
c,“=. pjxj. According to (2.2) we obtain 
G,(x) = jsn D”f ( f li i bj(x’+ hi)) dil. 
i=O j=O 
Since D"f is convex on Rk, 
G,(X)< t p,S D”f(lo(x’+h”)+ ... -t ,4,(x’+ h”)) d/I 
j=O s” 
which in conjunction with (2.2) yields the assertion. This completes the 
proof. 1 
We close this section with an application of Theorem 3.3 to the classical 
Taylor expansion for the multivariate functions. Let c, dE Rk and let 2 
denote a line segment joining c and d. Further, let 52 be a bounded open 
subset of lRk such that zc Q. If f E Cn(Q), then 
f(d)= c qDlf(c)+R, 
/al <n . 
where a E H: , 
(d- c)" = (d, -cl)” ... (dk - ck)llt 
and 
R= c vDaf(c,, (3.7) 
IOL(=n . 
r = qc + (1 - q)d, 0 < q < 1. Under some additional assumptions about the 
function f, we can get better information on the localization of the inter- 
mediate point 5. To this aim, we will show that the remainder R can be 
expressed in the form 
R=n! c y([c~,d]f)~. 
Ial=n . n times 
(3.8) 
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It follows from [8] that 
R= s R- .f, [r, . ../ c,d] (3.9) 
where D, f denotes the directional derivative off in the direction z E IV. Let 
f(x) = g(y .x), y E I@, g E C”(R), be a ridge function (for this method see 
[S]). Then 
D;-,f(x)=(y.(d-c))“g(“)(y.x). 
Setting q,(y) = (y . (d- c))“, it is easy to check that 
(d-c)’ 
qn(lJ)=n! 1 TY”. 
III=n . 
Since 
D”f (x) = y”g’“’ ( y . x), 
(d-c)’ 
Dzmcf=n! c 7 
Iz(=n . 
D”f, 
(3.10) 
where the last identity holds true for the ridge functions. Since the ridge 
functions form a dense subset of c(lJ@), we conclude that (3.10) is valid 
for all f E Cn(Wk). Combining (3.10) with (3.9) and (2.2), one gets the 
desired result (3.8). 
It follows from (3.8) and (3.7) that 
n! ([c, . . . . c, dlf )a = Daf (0 
n times 
(3.11) 
Let us assume now that D*f, with lcll = n, is a convex function on 52. 
Then the left-hand side inequality of (3.6) in conjunction with (3.11) yields 
D”f -& (nc + 4) G D’f(5). 
Moreover, if D”f is an increasing function along a, then c, < 5 < d, where 
c,= (nc+ d)/(n+ 1). Otherwise, if Oaf is decreasing along a, then 
c<r<c,. 
A univariate analog of our last result is due to Farwig and Zwick [4]. 
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