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Abstract: Energy has a strategic role in the economic and social development of countries. In the last
few decades, energy demand has been increasing exponentially across the world, and predicting
energy demand has become one of the main concerns in many countries. The residential and
commercial sectors constitute about 34.7% of global energy consumption. Anticipating energy
demand in these sectors will help governments to supply energy sources and to develop their
sustainable energy plans such as using renewable and non-renewable energy potentials for the
development of a secure and environmentally friendly energy system. Modeling energy consumption
in the residential and commercial sectors enables identification of the influential economic, social,
and technological factors, resulting in a secure level of energy supply. In this paper, we forecast
residential and commercial energy demands in Iran using three different machine learning methods,
including multiple linear regression, logarithmic multiple linear regression methods, and nonlinear
autoregressive with exogenous input artificial neural networks. These models are developed based
on several factors, including the share of renewable energy sources in final energy consumption,
gross domestic production, population, natural gas price, and the electricity price. According to the
results of the three machine learning methods applied in our study, by 2040, Iranian residential and
commercial energy consumption will be 76.97, 96.42 and 128.09 Mtoe, respectively. Results show that
Iran must develop and implement new policies to increase the share of renewable energy supply in
final energy consumption.
Keywords: energy modeling; residential and commercial sectors; multiple linear regression;
logarithmic multi-linear regression; artificial neural network; NARX; machine learning
1. Introduction
Energy is a vital need for contemporary human life and has profound impressions on social
security, welfare as well as sturdy economic growth and development of a nation [1,2]. Despite
the high cost and scarcity of energy [3], the growing world population has raised the global energy
demand, especially in residential and commercial sectors. For example, energy demand had increased
2.3% in 2018 in comparison with 2017 [4].
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Residential and commercial buildings are the main sources of energy consumption in different
countries [5]. Figure 1a shows the final energy consumption in Iran for different sectors in 2017.
The Residential and Commercial Energy Consumption (RCEC) is about 33% in Iran, while all other
sectors including industry, transport, agriculture and forestry, and non-energy-related uses account
for two-third of Iranian energy consumption according to the international energy agency report in
2017 [6].
Dependency on fossil fuels and concerns about Green House Gas (GHG) emissions have fostered
the development of policies and technological solutions to reduce energy consumption in buildings [7,8].
Moreover, according to the study in [9], the countries including Iran, China, the US, India, Russia,
Japan, Germany, South Korea, Canada, and the UK are responsible for two-thirds of global CO2
emissions. These countries have direct and significant impacts on global warming through the RCEC
and GHG emissions. Due to the rise of global demands for energy as well as the concerns about
GHG emissions, the decision-makers should make complex and risk-based assessments for the future.
To this end, there is an urgent need for the developments of tools to assist decision-makers to establish
policies related to an integrated energy system [10].
Iran is a country with a 1,648,000 square kilometer area, which has a 657-kilometer coastline with
Caspian see in the north and 1259 km coastline with the Persian Gulf and 784 km with the Oman Sea
in the south. Generally, Iran has a dry climate with long summers and short winters. Indeed, Iran has
a diverse climate with cold winters in the northwest, hot summers in the south, and muggy and rainy
climate in the north of the country [11]. Iran has one of the largest natural gas and oil sources in the
world. However, its population raised to more than 82 million in 2020 [12] that causes a significant
increase in Residential and Commercial Energy Demand (RCED).
Iran’s RCED was 34% and 33% of total energy consumption in 2012 and 2017 [6], respectively,
with the total energy consumption in the residential sector about 30% [13]. Energy consumption in Iran
has been growing drastically, especially in the residential and commercial sectors [14]. Figure 1b shows
the energy consumption in residential and commercial along with the consumption in industrial,
transport, agriculture, and forestry sectors in Iran. Indeed, the drastic growth of population and
economy that has been accompanying rapid urbanization had an essential effect on Iranian energy
consumption [15]. However, the real value of energy carriers is not adequately assessed in Iran leading
to a lack of inclination to invest in renewable energy sources. This has caused consistent use of fossil
fuels which then have severe environmental damages [16].
An effective way to decrease GHG emissions and improve environmental sustainability is through
reducing RCEC [17]. Iran has tried to reduce energy consumption through developing energy policies
for residential and commercial sectors, for example, by implementing the de-subsidization policy.
However, it was not clear whether this policy has decreased the energy consumption or not [18]. Finally,
a few years after implementing this policy, it was found that the de-subsidization policy is ineffective in
energy-saving and reducing energy intensity [19]. In addition, in the early 90s, the Iranian ministry of
housing and urban development released the first version of principles to highlight the importance of
energy saving in buildings. However, these principles were also found to be inefficient in the reduction
of RCEC [20]. Hence, reducing energy consumption in Iran has remained an unsolved problem that
requires comprehensive studies in different sectors, especially the residential and commercial sectors.
In this paper, we forecast residential and commercial energy demands in Iran using three different
machine learning methods, including multiple linear regression, logarithmic multiple linear regression
methods, and nonlinear autoregressive with exogenous input artificial neural networks. In a nutshell,
the findings of our study include:
• Residential and commercial energy consumption will increase up to 76.97 Mtoe in 2040, according
to NARX model forecasting.
• NARX artificial neural network has higher accuracy than logarithmic multiple linear regression
and multiple linear regressions.
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• The developed NARX model is applicable for forecasting energy consumption with high precision
in different energy sectors.
• Population, gross domestic production and renewable energy share in final consumption are the
most dominant factors in residential and commercial energy consumption.
• Increase in renewable energy share in final consumption will lead the reduction in energy
consumption for residential and commercial sectors.
(a) Iranian energy consumption within
different sectors.
(b) Iranian energy consumption trend within
different sectors.
(c) Iranian energy consumption trend within
residential and commercial sectors.
Figure 1. Energy consumption in Iran [6].
2. Background
Energy modeling which involves the effective use of energy resources is used to achieve
sustainable development. In energy modeling, to decrease energy demand, technical, organizational,
and behavioral statistics are important factors to be considered. However, cost-effective options,
commercially viable alternatives, and environmentally friendly solutions should be considered in the
modeling process [21]. A well-known example of modeling energy consumption is using a top-down
and a bottom-up approach. These approaches rely on different levels of information, calculation and
simulation. Hence, the results achieved from these approaches are different [22]. In the following,
we review the research works which have used these approaches in their studies.
2.1. Bottom-Up
Bottom-up (BU) models are used for modeling the energy sectors. The advantages of BU models
are in determining energy end-uses as well as the energy supply technologies [23]. BU models
approximate energy consumption based on hierarchical structure of an energy system. In the
hierarchical structure of the BU approach, higher levels are affected by lower levels. The lower
levels’ results are accumulated to create results of the higher levels. This structure leads to a clear
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vision of the effects of energy consumption operations on higher levels [24]. To model the total energy
consumption, in BU models the energy consumption is accumulated in houses followed by the regions
and the countries. The BU models aggregate economic and technical data of energy systems to ensure
the security of economic development, and the demand and supply balance of the energy systems [22].
In previous studies on BU models, the influence of various factors on energy systems was
investigated. These studies include the household income [25], different energy carriers’ price [26,27],
GDP, population, and oil price, CO2 emission, electricity and heat demands, household energy demand,
and demographic behaviors of households [28]. The applied methods in these studies include various
types of techno-economic or end-use approach [27], energy demand model [29], linear regression
models [30], and ANN models were also developed as BU models [31]. Studies on ANN models address
ANN as an accurate tool for modeling energy consumption in office and school buildings [32,33].
In general, one of the main limits of BU models is that for pathways in energy systems,
the successive connections between energy units from lower levels to higher levels are not completely
separable from each other. Indeed, the energy pathways are interconnected to each other. For example,
residential energy sector is linked to natural gas industry; however, the natural gas industry is not
understandable without modeling oil industry. These pathways are affected by non-energy-related
processes. These interconnections make solving BU models a challenge which requires data analysis
for several sectors, industries and processes [34].
2.2. Top-Down
The development of Top-Down (TD) models have started from the energy crisis that occurred
in the 1970s. The TD models were developed to study the effects of changes in energy supply and
energy pricing on consumer’s behavior. Numerous TD models were developed to be applied to the
residential sector as an energy sink. These models can use consumption factors to determine energy
trends. Most of the TD models are developed based on statistical economic theories. TD models
consider the economy at a national or regional level and assess the cumulative effects of energy policies
on the economy. TD models use accumulated data to detect relations between energy parameters and
non-energy parameters. TD models use macro-economic indicators such as GDP [35], population [36],
fuel price and income [37], technological indicators [38] and environmental factors [39].
The studies about Iranian residential and commercial energy consumption include different
methodologies including macro-economic and technological indicators. For example, electricity
consumption has been modeled using neural network and logarithmic linear autoregression by
taking into account the natural gas price and electricity price as influential variables. ARMAX
models, nonlinear programming and genetic algorithms for modeling natural gas consumption in
the residential and commercial sectors have been applied [40]. In addition, scenario-based analysis
to predict Iranian long-term energy demand, and system dynamic methods for analyzing the energy
demand has been used [41].
Moreover, in TD approaches, ANN models are among the widely used methods. For instance,
a feed forward neural network is applied to study energy consumption in the transport sector.
This neural network uses the gross national product, population and total annual average
vehicle-kilometer historical data. The results obtained from applying the method have shown to
be effective in studying the energy demand in the transport sector [42]. Machine learning algorithms
are also used in TD approaches, for example, they are used to predict building energy demand and
found human behavior as an essential factor which remarkably affects building machine learning
energy demand models [43].
2.3. Artificial Neural Network
Artificial Neural Networks (ANN) are computational models of biological neural networks.
Generally, they are used for modeling complex nonlinear functions. ANN has high abilities in
self-learning, flexibility and non-linearity modeling. The method has become a well-known tool for
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classification, clustering, pattern recognition, and prediction in various scientific fields [44], air quality [45,46],
environmental sciences [47,48], business intelligence [49], engineering applications [50] and applied
physics [51].
ANN attempts to find a pattern within datasets using its neurons, which interact with each other
across weighted connections. It then generalizes the patterns as the human brain learns to apply in
various situations and uses the knowledge for upcoming events. A key feature of ANN is in alleviating
the necessity for prior hypothesis and particular functional structure between input and output that
eliminates the need for pre-assumptions [52]. Generally, the ANN model is developed based on
a nonlinear relationship between inputs and outputs. This method consists of processing neurons that
have feed forward or feed backward interconnection between the neuron layers [53,54]. ANN models
include an input layer, hidden layers and an output layer. Artificial neurons of one layer are fully
or partially connected to the artificial neurons of the next layer [55]. The ANN accuracy depends on
several factors such as the structure of the network, number of neurons, number of layers, iterations,
connection weights, learning algorithm and transfer function [56]. In principle, the dataset used for
ANN methodology is divided into two groups. The first group of data is for training the network,
and the second group is used to test the accuracy of the network [57].
Typically, ANN is classified into two main groups; feed forward and feed backward [58]. Figure 2
shows a classification of the ANN model in detail. In our paper, the implemented NARX artificial
neural network belongs to the recurrent or feed backward neural networks category. We also used the
Bayesian regularization algorithm as the training algorithm. In the literature, many studies have used
ANN methodology to model energy consumption in different sectors. They have compared their ANN
methodology with other conventional models such as MLR and MARS. In the following, we perform
a brief review and conduct a comparison between ANN and other conventional methods.
Figure 2. Artificial neural network classification.
ANN has shown to be more effective than MLR for modeling the residential and commercial
energy consumption, as described in [59,60]. Although ANN has a higher level of accuracy,
MLR models are simple and understandable for non-professionals [61]. Moreover, ANN has been
found to be more accurate than Linear regression, support vector machine [62] and, MARS [63]
methodologies for modeling nonlinear fluctuating phenomena [64]. ANN is capable of modeling
energy consumption based on hourly intervals [65] or even less than hourly intervals (e.g., 15 min) [66].
ANN is also a potential model for nonlinear fluctuating data in comparison with other conventional
methods [67].
According to the literature review, there is a lack of precise models in Iranian residential and
commercial energy sectors to predict energy consumption considering social, economic and technical
factors. The studies in the literature mostly focused on the residential sector and neglected the
commercial sector while these two sectors are not separable from each other for the following reasons.
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First, the Iranian census center considered these two sectors as one energy sector from 1967 until
1990. This limits the available data for modeling these two sectors while each set of data is vital in
developing an accurate model. Furthermore, residential and commercial energy sectors have the same
growth trends as presented in Figure 1c, showing that the two sectors are affected by the same factors.
In this study, we considered important factors such as renewable energy share in final
consumption which has not been taken into account in other TD models, energy price, GDP,
and population. In this study, we also developed three methodologies to predict Iranian residential
and commercial energy consumption. Based on the literature survey, the methodologies including
ANN, LMLR and MLR are promising for modeling RCEC.
The purpose of our study is to model RCEC as a function of selected socioeconomic factors
extracted from a rich literature of energy and economics. Then, we evaluate the effects of
macro-economic factors such as Population (POP), Gross Domestic Production (GDP), Natural Gas
Price (NGP), Electricity Price (EP) and Renewable Energy share in final energy consumption (RESH)
on RCEC. As shown in Figure 3, using these socioeconomic factors and applying machine learning
methods, we forecast Iranian energy consumption in residential and commercial sectors. In addition,
we reviewed most of the common energy modeling methods and then according to data accessibility,
we chose the TD modeling (as explained in previous subsection). First, we analyzed the variables
above (i.e., factors) and their trends. Furthermore, we forecasted the future scenarios for variables
of POP, GDP, NGP, EP, and RESH using the feed forward Artificial Neural Network (ANN). Next,
we modeled energy consumption using TD modeling approaches, including Multi-Linear Regression
(MLR), Logarithmic Linear Regression (LMLR), and Nonlinear AutoregRessive with eXogenous input
(NARX). The modelings are then evaluated and compared. Finally, the developed models are used to
forecast energy consumption by 2040.
Figure 3. Our approach for forecasting residential and commercial energy consumption.
3. Data Evaluation and Variable Trend Analysis
In this section, we analyze the variables GDP, POP, EP, NGP, and RESH to establish reliable
scenarios to study the forecast of these variables in the future. The data for these variables are collected
from 1967 to 2017. Then, feed forward ANN method is used to model and forecast these variables.
Finally, the estimated variables are used as ANN fitting inputs to anticipate the forecasts by 2040.
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3.1. Population
According to the World Bank report, the Iranian population has been rapidly growing over the
last few decades. Iran’s population was 26.5 million in 1967 and 82.01 million in 2018 [68]. Moreover,
the population in urban areas has been growing more quickly than in rural areas. Urbanization is
generally the main indicator of economic development. In Iran, however, urbanization is not directly
related to economic development. Urbanization in Iran is the result of a major difference between
urban and rural incomes, access to welfare facilities in cities, and the problems caused by seasonal
droughts in agriculture [69].
According to the Iranian census center (https://www.amar.org.ir/english), population growth is
1.24% compared to 2011. In this paper, we forecast the population growth until 2040 using feed forward
ANN model. The population growing trend (https://data.worldbank.org/) and ANN prediction
results are presented in Figure 4a. According to Figure 4a, Iran’s population has been growing since
1967, and the highest growth rates happened between 1979 and 1991. Based on the ANN model
prediction, Iran’s population will reach to 90 million in 2040.
(a) Iranian population trend. (b) Iran’s GDP trend.
Figure 4. Population and GDP trends in Iran.
3.2. Gross Domestic Production
The gross domestic production (GDP) is the market value of total produced goods and services
in a country. The GDP is an overall index of the economic growth of a country and it is directly
correlated with standards of living [70]. In this paper, a feed forward ANN model with three layers
and eight neurons is used to predict the growing trend of GDP by 2040. This trend is depicted in
Figure 4b.
As is evident in Figure 4b, GDP in Iran has been fluctuating in the last few decades. However, in
a long-term perspective, the GDP shows a high rate growth especially during 2000–2011. GDP in Iran
has increased with an annual average rate of 5.5% from 1988 to 2008. According to the study in [27],
the GDP growth rate will be 3.4% and 3% in 2020 and 2030, respectively.
Indeed, the high rate increase between 2000 and 2011 is a consequence of oil price and crude oil
export increase. Between 2008 and 2009, the GDP has decreased because of the global economic crisis.
The global sanctions imposed on Iran have also affected the economic growth of the country, especially
from 2011 to 2014. The global sanctions have reduced the GDP by more than 17%, while the highest
reduction has occurred in 2012 [71].
3.3. Natural Gas Price
Since 2000, GHG emissions caused by fossil fuel consumption as the primary energy source of
residential and industrial sectors has been an important concern in Iran. This concern, the discovery,
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and exploiting gas fields in the south of the country have encouraged Iranian governments to develop
new policies about reliance on natural gas as an energy carrier [72].
Iranian policymakers found natural gas as a tool to control energy consumption. Therefore,
they simultaneously have increased both reliance on natural gas resources and the price of natural gas
in the residential and commercial sectors. The government has increased NGP more drastically than
its usual trend. Figure 5a shows the trend of estimated NGP which is calculated based on the inflation
rate since 1990. Furthermore, the Iranian government developed price reforming policies to decrease
energy consumption in 2010. As a result of these policies, natural gas price increased six hundred
percent (from 100–130 rials/cm to 700 rials) for households and 1500% (from 50 rials/cm to 800 rials)
for power plants [73].
According to Figure 5a, the natural gas price had followed the estimated natural gas price based
on the Iranian total inflation rate from 1996 to 2009. This illustrates that the Iranian governments had
not developed any policy to control the natural gas price. However, from 2009 to 2016, NGP had
increased more drastically than estimated NGP based on the Iranian total inflation rate. This states
that the Iranian government developed policies from 2009 to 2016 to increase NGP for controlling the
natural gas consumption and consequently the energy consumption.
Table 1 presents the inflation rate, natural gas price and estimated natural gas price based on
the inflation rate from 1991 to 2016. The estimated NGP for each year is equal to the estimated NGP
value of a year before it plus the effect of inflation. Figure 5a also shows the estimation and actual
growing trends of NGP with orange and blue colors, respectively. In addition, as depicted in Figure 5b,
the NGP is expected to grow drastically and increase to more than 3200 Rials by 2040.
Table 1. Natural gas price and estimated natural gas price according to inflation rate.
Year NGP Inflation Rate NGP According to Inflation Rate
1991 4.6 20.7 4.6
1993 6 22.9 7.03
1995 14.9 49.4 14.205
1997 30 17.3 20.528
1999 43.2 20.1 29.117
2001 49.1 11.4 36.524
2003 60.6 15.6 48.893
2005 68.7 10.4 62.182
2007 98.2 18.4 82.385
2009 104.5 10.8 114.469
2011 950 21.5 156.326
2013 1050 34.7 274.795
2015 1311 11.9 355.466
2016 1578 9 387.458
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(a) Iran’s NGP trend and inflation-based NGP estimation. (b) Iranian natural gas price prediction.
Figure 5. Natural gas price trends.
In practice, natural gas emits fewer greenhouse gases than other fossil energy sources. To this
end, policies were implemented to improve sustainable development in Iran by replacing other fossil
resources with natural gas [74]. Moreover, natural gas prices and electricity prices both affect natural
gas and electricity consumption in the residential sector significantly. This is while, as shown in Figure 6,
residential and commercial sectors have the highest natural gas consumption in Iran. Therefore,
considering natural gas and electricity prices as an influential factor in RCEC is indispensable.
Figure 6. Natural gas consumption in Iran by sector.
3.4. Electricity Price
In different countries, one of the most important drivers that affect consuming energy is the
energy price, especially the price of electricity. However, there is a strong relationship between energy
intensity and electricity prices. In countries with low electricity prices, there is a high level of energy
consumption per unit of GDP [75].
In 2010, to tackle increasing economic and social problems concerning the high energy subsidies,
the Iranian government started an intense energy price reform. The essential goals of this price reform
were to control energy consumption and to unravel the government’s budget deficit. This led to
an increase in the electricity price of almost three hundred percent from an average of 160 rials/kWh
to 450 rials/kWh [73].
However, the trend of electricity price in the country is depicted in Figure 7b. It demonstrates
the actual electricity prices in comparison with its estimation, which is based on the inflation rate
and 1990 EP as the base year for estimation. It shows the fact that electricity prices followed the
inflation-based price estimation. Hence, the Iranian government’s energy price policies were ineffective
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in controlling the electricity price and consequently the electricity consumption in residential and
commercial sectors. In this paper, as shown in Figure 7a, the electricity price growth is forecasted by
the ANN model until 2040. According to this forecast, the EP will reach 2200 Rials per KW by 2040.
(a)Electricity price trend and ANN prediction until 2040. (b)Electricity price trend and EP estimation based on
inflation.
Figure 7. Iranian electricity price prediction and time series.
3.5. Share of Renewable Energy Sources in Final Energy Consumption
Over the past few years, renewable energy sources have attracted the Iranian government’s
attention. Having considered the decline of fossil fuel resources, the government has paid more
attention to renewable energy sources [76]. However, the portion of renewable energy resources
such as biomass, hydro-power, wind, and solar energy is just 1% in Iran. This is a small proportion
compared to the developed countries. Iranian policymakers focused on natural gas consumption to
decrease greenhouse emissions as a way to achieve sustainable development. Hence, the share of
natural gas in energy supply increased from 44.63% in 2001 to 54.93% in 2008.
Recently, Iranian policymakers developed a five-year development plan forcing the government
to add 5000 MW to the total renewable energy capacity in each plan by 2021. Ever since fortunately
this enforcement has resulted in achieve 4.1% and 5.7% of the two five-year consecutive plans [77].
Figure 8a demonstrates the growing trend of renewable energy capacity in Iran.
In this paper, the renewable energy share in final consumption is predicted by ANN by 2040.
The trend of Iranian renewable energy share in final consumption [78], and the ANN prediction is also
presented in Figure 8b. As illustrated in Figure 8a, the RE sources have a low share in final energy
consumption, while RESH is anticipated to reach 2.5% by 2040.
(a) Total Iranian renewable energy capacity. (b) Renewable energy share in final consumption trend and
ANN prediction until 2040.
Figure 8. Iranian RESH prediction and RE capacity trend.
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4. Methodology
The process of modeling residential and commercial energy consumption in this paper includes
four steps, which are presented in Figure 9. First, the POP, GDP, NGP, EP, and RESH datasets are
collected from 1967 to 2017. Secondly, the growth rate of data and their trends are investigated to find
a pattern for forecasting their future. Thirdly, the ANN feed forward model with multiple hidden
layers is chosen to predict the growth of the variables. Based on the prediction of the ANN method,
the growing behavior of the variables is forecasted by 2040. Finally, considering the prediction of
variables, NARX, MLR, and LMLR models are developed to predict RCEC.
Figure 9. Model development chart.
4.1. Multiple Linear Regression (MLR) and Logarithmic Multiple Linear Regression(LMLR) Models
Linear regression is a useful tool available for modeling relationships between variables.
This method uses statistical data of independent variables to interpret a dependent variable [79].
In other words, MLR allows defining one response variable as a function of numerous predictor
variables. MLR method tries to develop a relationship between a dependent variable and independent
variables (the predictors) [80,81]. A simple relation for an MLR methodology is presented in
Equation (1).
Y = β0 + β1X1 + β2X2 + β3X3 + . . . + βnXn + ε (1)
In Equation (1), Y is a response variable that represents the target variable, X1, X2, X3, . . . Xn are
predictor variables, β0, β1, β2, β3, . . . βn are regression coefficients, n is the number of predictor variables
and ε is an error coefficient which explains the difference between observed data and predicted data.
Logarithmic linear regression is a statistical tool for modeling relationships between variables.
Transforming variables in an MLR model is a useful way to cope with nonlinear problems. LMLR
model is an MLR model with a Logarithmic transformation which is also used for modeling the energy
consumption in residential and commercial sectors [82]. Indeed, in energy consumption modeling,
RCEC is the response variable, and POP, GDP, NGP, EP, and RESH are the predictor variables as
presented in Equations (2) and (3).
RCEC = β0 + β1(POP) + β2(GDP) + β3(NGP) + β4(EP) + β5(RESH) + ε (2)
ln(RCEC) = β0 + β1ln(POP) + β2ln(GDP) + β3ln(NGP) + β4ln(EP) + β5ln(RESH) + ε (3)
In Equations (2) and (3) β0, β1, β2, β3, β4 and β5 are regression coefficients; n is the number of POP,
GDP, NGP, EP and RESH and ε is the error coefficient which explains the difference between observed
data of RCEC and predicted data of RCEC.
4.2. Nonlinear AutoregRessive with eXogenous Input: NARX Model
Prediction in NARX is a kind of dynamic filtering in which past values of one or more time
series are used to predict future values. Dynamic neural networks, which include tapped delay lines,
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are used for nonlinear filtering and prediction. These dynamic models are significant for analysis,
simulation, monitoring, and control of a variety of systems [46].
Figure 10 depicts a schematic neural network structure applied in our study. In our work,
we collected data of RCEC as a dependent variable and POP, GDP, NGP, EP, and RESH as independent
variables from 1967 to 2017. ANN is implemented in two ways in this paper. First, it is used as a tool
to predict the future trend of independent variables, where we used a feed forward neural network.
Next, we developed a scenario based on the results of variable prediction. We also used the ANN
model to forecast RCEC by 2040 based on the scenarios. We also used a nonlinear autoregressive
exogenous input(NARX) neural network with four layers and 23 neurons to predict RCEC. NARX can
be expressed mathematically as in Equation (4).
Y(t + n) = f (Y(t + 1), ..., Y(t + n− 1), X(t + 1), ..., X(t + n− 1))ε (4)
where Y(t + n) is the predicted value of RCEC, Y(t + 1), · · · , Y(t + n− 1) are the past values of RCEC
from t until t + n− 1, n is the number of time delays, and X(t + 1), · · · , X(t + n− 1) are exogenous
inputs to the model which are POP, GDP EP, NGP, and RESH, respectively.
Figure 10. NARX ANN structure.
5. Results and Discussion
In this paper, Iranian RCEC is predicted by MLR, LMLR, and NARX models. Based on the results
of RCEC models, Iranian residential and commercial energy consumption would have three different
future scenarios. The results of MLR, LMLR, and NARX are depicted in Figure 11.
The MLR method forecasts a drastic increase in RCEC while LMLR and NARX methods anticipate
RCEC growth with a gentle slope.
We proposed several performance metrics to validate these methods. The metrics will be explained
in the following subsection. According to the results of these metrics, NARX is more accurate than
LMLR, and LMLR is more precise in predicting RCEC than MLR.
5.1. Model Analyzing Measures
MSE is the second moment of the error, RMSE is the Root Mean Squared Error, and MAPE is Mean
Absolute Percentage Error. MSE, RMSE, and MAPE are standard deviations of the prediction errors.
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MSE, RMSE, and MAPE show how much the prediction values are close to the fit line (regression
line) [83,84]. MSE, RMSE and MAPE are formulated as in Equations (5)–(7) that Yi and Yˆi are observed
value and predicted value of the RCEC, respectively. The n and k show the number of evaluated pairs
of datasets. They are representatives of the first and the last pair of RCEC values.
MSE =
1
n
k
∑
n=1
(Yi − Yˆi)2 (5)
RMSE =
√√√√ 1
n
k
∑
n=1
(Yi − Yˆi)2 (6)
MAPE =
1
n
k
∑
n=1
|Yi − Yˆi
Yi
| × 100 (7)
The R-Squared is the proportion of variance of the observed dataset to the variance of the predicted
dataset. R-squared is a measure of accuracy, generally used as an index to compare the error of
models [83].
R2 =
VARy
V̂ARy
(8)
In Equation (8) V̂ARy, and VARy are predicted and observed values of dataset.
5.2. MLR
According to the MLR coefficients in Table 2, RCEC is influenced by population growth, RESH,
NGP, and EP, respectively. The RESH and NGP coefficients have negative values, which show that the
growth of RESH and NGP would reduce RCEC. The R-squared and MSE values of the MLR model are
0.9727 and 13.63, which are acceptable for the MLR method. The RCEC is forecasted by MLR until 2040
in Figure 11a indicating a drastic growth with more than 100% in the next 20 years. The formulation
of the MLR model for energy consumption in the residential and commercial sectors is presented in
Equation (2).
Table 2. MLR coefficients.
β0 β1 β2 β3 β4 β5
Value −34.4876 0.8241 5.7328 × 10−11 −0.0117 0.0427 −1.1572
Variable constant POP GDP NGP EP RESH
In Table 2 the values of β represents the correlation between dependent variable and predictor
variables. According to MLR coefficients, the population has the biggest positive impact on RCEC
because its β coefficient has the highest value among others. However, negative coefficients represent
the inverse relation between the RCEC and the predictor variables. For example, NGP and RESH
have negative values of −0.0117 and −1.1572. This means that these coefficients will decrease the
RCEC values.
5.3. LMLR
The developed logarithmic multi-variate linear regression (LMLR) model defines energy
consumption in the residential and commercial sectors equation as presented in Equation (3).
The coefficients of the variables in the LMLR equation are presented in Table 3.
Based on LMLR coefficients, the population is the most influential variable in forecasting RCEC.
This means the government can control RCEC by controlling the population in a long-term period.
As found in LMLR, the values of β associated with NGP and RESH have negative values. This explains
that RCEC will reduce if those variables can be increased. Therefore, the strategy by increasing RESH
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will help the country to move toward a sustainable energy system by decreasing GHG emissions.
This also decreases energy consumption in the residential and commercial sectors, which accounts for
34% of the total energy consumption.
(a) MLR. (b) LMLR.
(c) NARX.
Figure 11. Iranian RCEC prediction by 2040.
The main factors of energy consumption in Iran are Population, GDP, EP, RESH, and NGP
(as presented in Table 3). NGP coefficient shows that Iranian policies may affect RCEC from a long-term
perspective as long as they continue to pay attention to the natural gas role in moving toward a
sustainable energy system. The LMLR prediction as shown in Figure 11b, RCEC will exceed 96 Mtoe
by 2040. In addition, the LMLR diagram demonstrates that RCEC will stabilize after 2025 with a steady
growing trend.
Table 3. LMLR coefficients.
β0 β1 β2 β3 β4 β5
Value −13.5287 2.066 0.3141 −0.1077 0.1810 −0.1781
Variable constant POP GDP NGP EP RESH
5.4. ANN
NARX model develops complex interconnections between the variables and finally develops
a function. The model can predict the target variable (RCEC) based on the growing behavior of the
input variables and the target variable. In this paper, the implemented NARX model contains two
input delays and four hidden layers. The model uses the time-series datasets of RCEC between
1967 and 2014 as target data. However, POP, GDP, NGP, EP, and RESH as exogenous inputs for the
NARX model.
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The dataset between 2014 and 2017 is used for evaluating model accuracy. The NARX, MLR,
and LMLR results are compared with the observed data from 2014 to 2017 (depicted in Figure 14b).
The results of model evaluation are presented in Figure 14. It can be seen that the NARX model has the
highest precision between the remaining models. Figure 12a depicts an error histogram which is the
histogram of the errors between target values and predicted values by the NARX model. This figure
indicates the difference between the predicted values and the target values. ANN model is also
validated by MSE, RMSE, MAPE and R-squared measures (regression-diagram) which are presented
in Figures 12 and 13, and Table 4 and 5, respectively.
Figure 13 presents the regression plots between the target and the output of the NARX model,
including for training, testing, and the total regression. The data points in the regression plots indicate
the relationship between outputs and targets. The dashed line represents the reference line and the
solid line embodies the best-fit regression line between outputs and targets. The R-value represents the
outputs and targets relationship. R-squared is close to 1, it indicates that the modeling performance is
almost perfect. On the other hand, R-squared close to zero shows that the modeling performance is
weak because the target and the output relationship is poor. In this model, we found that the R-value
is over 0.99 for the total response, which can be considered to be a satisfactory response.
Moreover, Figure 14a presents the forecast of RCEC. This explains that RCEC growth by the NARX
model is expected to increase by 21.4% until 2040. The time-series of RCEC prediction is depicted in
Figure 11c. The NARX model has been developed and validated using three different periods. First,
we perform NARX training using the dataset from the years of 1992 to 2014. Second, from 2014 to 2017,
we perform RCEC forecasting using the trained NARX where we can validate the forecasting results
as shown above. Finally, using the validated NARX model, we perform RCEC forecasting from the
years of 2018 to 2040.
(a) Error histogram. (b) Performance.
Figure 12. NARX error histogram and performance.
5.5. Model Evaluation
RCEC dataset is categorized into two groups; the training group from 1967 to 2014, and the
evaluating group, which includes the years of 2015, 2016, and 2017. MLR, LMLR, and NARX models
are developed and compared to assess their accuracy. The results of the comparison are presented
in Figure 14b. The prediction of NARX, MLR, and LMLR is represented using blue, yellow, and
purple curves.
According to Figure 14, the results of NARX are closer to the training dataset as well as to the
evaluation dataset than LMLR and MLR models. The LMLR model is more accurate than MLR.
The evaluation dataset, NARX prediction, LMLR prediction, and MLR prediction are presented in
Table 4. The MSE, RMSE, and MAPE measures are calculated from 2011 to 2017 for all models. Based on
the results, the NARX method demonstrates the best performance in comparison with MLR and LMLR
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models. The conclusion is confirmed through the results presented in Tables 4 and 5. Indeed, after
NARX, LMLR lies in second place according to these metrics. Hence, based on the validation of three
proposed RCEC models, it is more probable that RCEC will grow as the forecasting by NARX model.
(a) Training and testing Regression.
(b) Total Regression.
Figure 13. Regression diagram NARX.
(a)RCEC prediction by MLR, LMLR, and NARX. (b)Evaluation of the models.
Figure 14. Models evaluation and RCEC forecasting.
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Table 4. Evaluation of RCEC prediction by MLR, LMLR and NARX.
Year/Mtoe MLR LMLR NARX Observed Value
2011 62.34 60.79 59.17 58.8
2012 56.71 56.67 58.006 55.5
2013 53.5 55.88 59.89 59.9
2014 58.06 60.11 62.07 60.7
2015 63.11 64.32 62.9 62.2
2016 66.2 67.39 64.57 65.8
2017 69.077 70.39 65.6 63.4
MSE 0.476 0.3755 0.149 −
RMSE 0.783 0.761 0.495 −
MAPE 4.34 3.38 1.87 −
Table 5. Comparison of methods.
Method R2 MSE
LMLR 0.9907 0.0078
MLR 0.9727 13.63
NARX 0.99902 0.002652
A comparison between the present study and previous studies about Iranian residential and
commercial energy consumption is presented in Table 6. The mean absolute percentage of error
(MAPE) has been used as the metric for this comparison. Unfortunately, there are few studies in the
literature about the forecasting of energy consumption in Iranian residential and commercial sectors.
The comparison demonstrates that our proposed NARX model is not solely better than MLR and
LMLR, but this is also the best model compared with the rest of the existing methods in the literature.
Table 6. Comparison of previous studies in RCEC prediction and present study.
Method MAPE(%) Source
GA-DEM linear 3.25 [85]
GA-DEM exponential 2.68 [85]
ARMAX 3.95 [19]
Logarithmic ARMAX 5.97 [19]
NARX 1.87 Present study
LMLR 3.38 Present study
MLR 4.34 Present study
6. Conclusions
In this paper, we studied the energy consumption in Iranian residential and commercial sectors.
Considering the effects of macro-economic and technological factors including population, gross
domestic production, natural gas price, electricity price, and renewable energy share in final energy
consumption; we developed three machine learning models to forecast energy consumption by 2040.
The methods include multi-variable linear regression, logarithmic multi-variable linear regression,
and nonlinear autoregressive with exogenous input artificial neural networks. First, we evaluated the
trends of the mentioned variables and then a feed forward artificial neural network was chosen to
forecast the variables by 2040. From the analysis of the variable coefficients, the prevalent variables are
found to be population, GDP, EP, and RESH. In addition, the growth of the variables with a negative
coefficient causes a decrease in RCEC. According to our results, renewable energy share and natural
gas prices are found to be the variables with negative coefficients. This translates to the growth of these
variables causes a reduction in energy consumption. According to the modeling results, a growing
trend of RCEC until 2030 is expected, thereafter, RCEC would be stabilized based on the NARX and
LMLR predictions. Based on the NARX, LMLR, and MLR models, Iranian RCEC would be 76.97, 96.42,
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and 128.09 Mtoe, respectively by 2040. According to the metrics of R-squared, MSE, RMSE, and MAPE,
we found that the most accurate model is NARX following by LMLR and MLR for the Iran RCEC
case study.
However, our top-down modeling, has various limitations, such as the unavailability of accurate
data for other effective factors in Iran. Indeed, the non-sustainable energy market causes fundamental
barriers to economic forecasting. Moving toward a sustainable energy system requires accurate energy
models to anticipate energy demand and energy supply precisely. Improving census centers will assist
modelers to develop more accurate energy models by providing hourly datasets of energy-related
factors. From the model coefficients, the increase of renewable energy share in final consumption and
natural gas price enables the reduction of RCEC in the country.
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