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1. Introducción 
 
Desde hace unos años no paramos de escuchar como las operadoras de telecomunicaciones 
están avisando que tarde o temprano el modelo de red que conocemos actualmente se 
acabará, debido a la congestión que está sufriendo con el aumento de los servicios que corren 
a través de él.  
 
Algo tan popular como hablar por teléfono, se dejará de hacer a través de las habituales líneas 
de teléfono y se realizará a través de Internet. Las nuevas ofertas que aparecen por televisión 
de televisión por cable, como puede ser Imagenio, Jazztelia… también emiten por este medio. 
A esto hemos de sumar el hecho que algunas cadenas ya están emitiendo en Alta Definición 
(HD), con la repercusión directa que tiene en el ancho de banda necesario para transmitir. Y se 
espera que en el futuro haya más servicios que se ofrezcan a través de Internet. Todo esto 
provoca que la red se vaya congestionando cada vez más. 
 
Últimamente se está hablando mucho sobre la neutralidad de la red, un debate que pretende 
aclarar si debemos continuar considerando la red como algo neutral en la que todos los 
usuarios tienen la misma consideración o por el contrario plantear que haya usuarios con más 
prioridad que otros en base a lo que paguen. Esto en internet móvil ya se realiza de alguna 
manera con las famosas tarifas planas para móviles, en donde en función de la tarifa que 
tengas contratada, al llegar a un cierto número de megabytes descargados la velocidad de la 
conexión se reduce drásticamente, dependiendo de lo que se pague este límite será más o 
menos amplio. 
 
A raíz de todo esto, es necesario cambiar la infraestructura de red que se utiliza actualmente, 
ADSL, VDSL…, pasar del par de cobre tradicional a algo que ofrezca unas capacidades mucho 
mayores como puede ser la fibra óptica, la cual ofrece unas velocidades de propagación muy 
superiores. 
 
Una de las redes que aprovecha esta tecnología, son las redes conocidas como Passive 
Optical Network (PON), que se empezaron a desarrollar en los años noventa.  
 
Este trabajo trata sobre un estándar de PON, conocido como GPON, utilizando un protocolo 
que cubre la ‘última milla’, que es el recorrido que va desde la centralita de la operadora hasta 
la casa del usuario. Este tramo es el más complicado y más caro ya que habría que instalar un 
cable de fibra óptica desde la centralita hasta el usuario. En cambio el diseño de red PON 
aprovecha un tramo en donde la información de todos los usuarios viajará a través de un solo 
cable, y solo hasta que no sea estrictamente necesario se dividirá el cable para que llegue uno 
a cada usuario.  
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2. Motivación del proyecto 
 
Implementar una red como la que se estudia aquí, significaría invertir grandes cantidades de 
dinero en infraestructura, lo que para las empresas es inasumible, ya que únicamente invertirán 
toda esa cantidad de dinero si están seguras que la inversión es rentable y viable. 
 
Para ello, una herramienta como la que se desarrolla en este proyecto puede ir muy bien, ya 
que permitirá simular el comportamiento de una red sin necesidad de invertir grandes sumas de 
dinero en infraestructuras. 
 
Esta herramienta tratará de simular el protocolo utilizado en las redes GPON, y nos permitirá 
ver cómo se comporta la sobrecarga de la red según los datos de entrada y cómo el protocolo 
gestionará toda esta sobrecarga mediante el algoritmo de Dynamic Bandwidth Allocation (DBA) 
que implementemos, que asignará tiempos en los que los usuarios finales podrán utilizar el 
canal para transmitir sus datos. 
 
Para empezar, explicaremos las funcionalidades que ofrece el programa que utilizaremos para 
desarrollar esta herramienta. OPNET es un software de diseño de redes, utilizado a nivel 
profesional para simular todo tipo de redes con modelos que ya vienen instalados de serie y 
que simplemente seleccionándolos, podemos crear la topología de red que queramos. 
 
Sin embargo, para simular la red GPON, los modelos necesarios no están predefinidos, así que 
deberemos crearlos desde cero. Es una de las opciones de OPNET, a lo largo del trabajo 
iremos viendo como hemos implementado el protocolo utilizando las herramientas de este 
software de desarrollo. 
 
Lo más importante de diseñar tu propia red, con tus propios elementos, es ver que realmente 
funciona, y ver su comportamiento según el valor de ciertos parámetros. Para ello OPNET nos 
ofrece una serie de opciones para poder elegir estadísticas y gráficos, lo que nos ayudará a 
entender con más exactitud las ventajas y desventajas de este protocolo.  
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3. Planificación 
 
3.1 Planificación general 
 
Empecé a buscar un proyecto cuando estaba cursando las últimas asignaturas de la carrera 
que me quedaban por hacer a finales del año 2009. Después de estar mirando proyectos en la 
bolsa que tiene la FIB, vi éste que me gustó porqué no hacía mucho que había hecho la 
asignatura de SPD (Servei Públic de Dades), y uno de los trabajos que realicé en dicha 
asignatura iba sobre la red que se estudia en este proyecto. Finalmente me decidí por él  y lo 
cogí. 
 
A pesar de haberlo inscrito a finales de año, no fue hasta Marzo del año siguiente cuando me 
puse a trabajar seriamente. La primera idea era entregarlo ese mismo cuatrimestre, pero por 
temas personales y laborables finalmente preferí no arriesgarme e ir tan justo de tiempo. Así 
que lo dejé para entregar el primer cuatrimestre del curso 2010-2011. 
 
La planificación se basa en que es un proyecto individual, comenzando entre finales de febrero 
y principios de marzo. La idea que tenía era acabarlo en Octubre para entregarlo durante el 
mes siguiente. 
 
Durante toda la realización del proyecto he estado trabajando de 9 a 14 de la mañana, también 
hay que sumar que dos tardes a la semana tengo clases de inglés para prepararme para el 
examen oficial CAE, con lo que además de ir a clases también estudiaba antes de las mismas. 
Hay que sumarle también mínimo un par de horas por semana que dedico a ser profesor 
particular de repaso. Sumándole temas personales, queda que mínimamente le he dedicado al 
proyecto unas 18 horas semanales. 
 
En verano gané unas cuantas horas ya que no hacía ni inglés ni repaso. Aunque quedan más 
que contrarrestadas por más de dos semanas de vacaciones que estuve fuera y no pude 
avanzar nada. A continuación se detallan las horas dedicadas al proyecto. 
 
Mes # Semanas # Horas Total 
Marzo 4 16 64 
Abril 3 17 51 
Mayo 1 18 18 
Junio 4 18 72 
Julio 4 21 84 
Agosto 2 21 42 
Septiembre 4 19 76 
Octubre 4 21 84 
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Noviembre 4 19 76 
Diciembre 3 22 66 
Enero 3 22 66 
TOTAL Horas dedicación: 699 
Figura 1: Horas de dedicación al proyecto 
 
Al empezar a realizar el proyecto, la planificación inicial estaba estructurada de la siguiente 
manera. 
 
 
Figura 2: Planificación Inicial 
 
 
3.2 Planificación de las tareas 
 
Se ha intentado que el orden de las tareas facilite la realización del trabajo. Dónde primero se 
hizo una investigación del funcionamiento de la red, y luego sobre el uso y manejo del software 
de simulación OPNET. Con esto conseguiríamos que mientras se hiciera la segunda tarea se 
pudiera ir pensando diferentes maneras de implementar lo aprendido en la primera tarea. Una 
vez documentados sobre el trabajo, procedí a desarrollar la implementación del programa en 
OPNET, lo cual fue la tarea sin duda alguna más larga. Esta tarea la veremos con más detalle 
más adelante. Una vez completados estos objetivos se procedió a escribir la memoria, lo cual 
fue la tarea más tediosa. 
 
3.2.1 Documentación sobre la red GPON 
 
La primera tarea, como no podía ser de otra manera, fue la documentación sobre la red GPON. 
Esta tarea no fue la más difícil, pero sí una de las más pesadas debido a que era el inicio del 
proyecto y aun quedaban muchas cosas por definir.  
 
Consistía en coger las recomendaciones de la UIT (Unión Internacional de 
Telecomunicaciones) 984.3 y 983.4, las cuales me facilitó German impresas y en castellano, 
leerlas e intentar comprenderlas, para tener una visión clara de cómo funcionaba la red GPON.  
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Antes de leer las recomendaciones, fue de gran ayuda repasar lo que había hecho en la 
asignatura SPD, donde vimos muy básicamente cómo funcionaba esta red. También ayudaron 
algunos diagramas e imágenes buscados a través de Internet. 
 
La tarea en sí fue bastante complicada debido a que nunca había leído un documento de estas 
características, con un lenguaje tan técnico y muy orientado al ámbito de las 
telecomunicaciones, especialidad en la cual no soy muy experto.  
 
También hay que decir que no es un documento fácil de leer. Además de los motivos antes 
expuestos, no es un texto que esté orientado a estudiantes o gente que previamente no conoce 
la materia. En realidad tardé más tiempo del que en un principio tenía pensado para realizar 
esta tarea. 
  
Finalmente, una vez acabada esta tarea, pude hacerme una idea bastante clara de cómo 
funcionaba el protocolo en términos generales, y pude construirme varios diagramas que me 
ayudaban a clarificar todas las ideas que salían de las recomendaciones de la UIT. 
 
Esta tarea me llevó aproximadamente un mes y medio, con semana santa de por medio. Desde 
principios de Marzo hasta mediados de Abril. 
 
3.2.2 Documentación sobre el software a utilizar (OPNET) 
 
En esta tarea en cambio se trataba de aprender a utilizar esta herramienta y ver qué 
capacidades tenia, ya que nunca la había utilizado ni había escuchado hablar de ella. Al 
principio no sabía por dónde empezar porqué buscando por internet no encontré prácticamente 
nada. No había páginas con tutoriales o foros donde se expusieran dudas de otros usuarios.  
 
Por suerte la documentación propia de OPNET es muy completa, y lo más importante es que 
tenía ejemplos para programar elementos de red. A pesar de que estos ejemplos no entraban 
mucho en detalle, daban la suficiente experiencia como para poder comenzar a programar por 
mí mismo. 
 
Esta tarea, comparada con la anterior, fue mucho más amena y entretenida. Sin embargo, 
estuve un poco más de un mes parado porque tuve problemas con mi ordenador y decidí 
comprarme uno nuevo. Entre decidirme, la compra y la entrega pasó prácticamente un mes. 
 
Una vez ya pude tener mi ordenador nuevo con el software necesario, incluyendo un 
compilador de C++, que también me costó un poco instalar porqué mi ordenador es Windows7 
y el software que tenían en el departamento daba errores porqué era algo antiguo. Después de 
investigar y tocar muchas cosas de configuración, pude dejarlo listo para comenzar. 
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Con esta tarea me puse aproximadamente a principios de Mayo y estuve hasta finales de Junio 
siguiendo los ejemplos que había en la documentación y haciendo mis propias pruebas para ir 
adquiriendo experiencia. 
 
3.2.3 Diseño de la simulación 
 
Una vez tenía muchos más conocimientos sobre la herramienta OPNET, pude comenzar a 
hacer un pequeño programa que iría simulando la red GPON. Aquí iría haciendo pruebas 
continuas para ver que aquello estaba funcionando como se suponía. Me permitió tener una 
idea de lo que sería el programa final. Finalmente, al cabo de un mes haciendo pruebas me 
decidí a empezar a implementar lo que sería el programa definitivo. 
 
En este punto, finales de julio, ya sabía cómo sería el esqueleto del programa, y comencé a 
desarrollarlo. Solucionando problemas de implementación más concreto. Me hubiera gustado 
avanzar más en esta época pero debido a que estuve unas semanas fueras no pude avanzar 
tanto. 
 
Al volver de las vacaciones, empecé seriamente a desarrollar la implementación de la 
simulación. La idea que tenía era acabarla para noviembre, para una vez acabada, o casi 
acabada, poder empezar a desarrollar la memoria. 
 
3.2.4 Redacción de la memoria 
 
A mediados de Noviembre, una vez acabada prácticamente la implementación del programa 
empecé a redactar la memoria. El primer paso fue crear un índice, para tener una idea de cómo 
se estructuraría.  
 
Redactar la memoria me llevó aproximadamente unos dos meses. Aunque en un mes y medio, 
finales de diciembre, ya la tenía prácticamente hecha y en las dos semanas siguientes lo único 
que hice fue retocar alguna cosa. 
 
Esta tarea estuvo solapada mayormente por el diseño de los juegos de prueba, y algunos 
retoques finales para poder analizar los resultados del programa y así poder sacar las 
conclusiones pertinentes. 
 
3.2.5 Evaluar el diseño con juegos de pruebas 
 
Esta fue una de las partes más importantes, debido a que esta tarea indicaba si el trabajo 
realizado hasta el momento estaba bien realizado o no. Se diseñaron unos juegos de pruebas, 
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con unos escenarios distintos, y a través de la interpretación de unos gráficos que recogían 
datos durante las simulaciones.  
 
Aproximadamente tuvo una duración de tres semanas, desde mediados de Diciembre hasta 
pasada la primera semana de Enero.   
 
3.2.6 Sacar conclusiones 
 
Con una duración de una semana, fue la tarea que realicé antes de entregar la memoria 
definitivamente. Principalmente expuse las conclusiones que he obtenido con la redacción de la 
memoria y de la implementación en OPNET, así como explicar las ventajas e inconvenientes 
del protocolo que aquí se estudia. 
 
3.2.7 Defensa del proyecto 
 
Esta tarea no solo incluye la presentación del proyecto ante el tribunal, sino también todo el 
tiempo dedicado a preparar dicha presentación. Repasar la estructura que tendrá la 
presentación, la elaboración del guión, para que todos los puntos queden cubiertos. El tiempo 
que se planifica para esta tarea es de una semana aproximada. 
 
 
3.3 Desviaciones en la planificación inicial 
 
La planificación inicial, como es de esperar, ha sufrido ciertas variaciones ya sea por temas 
personales o temas del propio proyecto. 
 
Al estar trabajando durante toda la realización del proyecto, la preparación que tuve que hacer 
para el examen oficial de inglés que realicé en Diciembre, así como otros temas que se han 
indicado anteriormente, hicieron que la dedicación al proyecto no fuera muy extensa. 
 
Además hay que señalar que la temática del proyecto era muy nueva para mí, con lo que no ha 
sido fácil asimilar todos los conceptos aquí vistos. Además, al ser algo bastante nuevo, y que 
las empresas aun están realizando pruebas sobre este protocolo, hay muchos conceptos y 
parámetros que las recomendaciones oficiales de la UIT no definen y dejan a elección de los 
fabricantes muchas decisiones de implementación, lo cual ha hecho que tuviera que dedicar 
bastante tiempo a hacer pruebas y ver como se comportaba mi simulación. 
 
Por todo ello, la planificación ha quedado como muestran las siguientes figuras. 
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Figura 3: Planificación final (I) 
 
 
Figura 4: Planificación final (II) 
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4. OPNET 
 
4.1 Introducción 
 
OPNET es una herramienta de simulación que permite diseñar y evaluar el comportamiento de 
redes de gran alcance. Facilita el trabajo a los operadores de telecomunicaciones y grandes 
empresas ya que permite ver el comportamiento de una red antes de que se tenga que hacer 
una inversión importante de dinero en construirla y ponerla en funcionamiento. 
 
La ventaja que tiene este software para el desarrollo de este trabajo, es la posibilidad no solo 
de utilizar modelos ya implementados y existentes en el mercado, sino la capacidad de crear, 
programar y configurar nuestros propios elementos de red. 
 
Los resultados de las simulaciones se pueden configurar seleccionando qué nos interesa e 
interpretar muy fácilmente gracias a las herramientas que nos ofrece OPNET, así como los 
gráfico que genera automáticamente. 
 
4.2 Funcionamiento de OPNET 
 
OPNET se estructura en tres tipos de modelos, modelo de red (Project Editor), modelo de 
nodos (Node Editor) y modelo de procesos (Process Editor), en la figura se puede apreciar 
mejor. 
 
 
Figura 5: Estructura de OPNET 
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 El modelo de red es la parte donde definimos la topología de la red y los elementos 
que vamos a utilizar, ya sean nodos genéricos ya implementado o usando los nuestros 
propios. 
 El modelo de nodos es donde se define la estructura interna de un elemento de red 
(nodo) y cómo será el flujo de datos internamente. Podemos elegir entre los que vienen 
ya creados (colas, transmisores, receptores, etc.) o implementar los nuestros propios 
desde cero. 
  El modelo de procesos nos permite programar los elementos utilizados en el modelo 
de nodos mediante el lenguaje C o C++. Está compuesto por estados, nos 
desplazamos de un estado a otro mediante interrupciones o eventos que se generan 
durante la simulación, como puede ser la llegada de un paquete, una variable ha 
llegado a un valor concreto, etc. 
 
 
4.3 Componentes de OPNET 
 
Para poder implementar elementos de red propios, OPNET tiene diversos editores, donde en 
cada uno de ellos se podrá configurar e implementar una parte de estos elementos.  Un editor 
es una interfaz gráfica que permite construir y definir parámetros de los objetos que queramos 
implementar de manera visual. A continuación detallaremos los editores más importantes que  
utilizaremos a lo largo de nuestra implementación. 
 
4.3.1 Project Editor 
 
Aquí es donde creamos toda la topología de red, podemos escoger entre una vasta colección 
de nodos y links ya creados como muestra la figura, o por el contrario podemos utilizar los que 
nosotros mismos hemos programado. 
 
 
Figura 6: Elementos Project Editor ya implementados 
 
La ventana del Project Editor es como muestra la siguiente figura, pudiendo poner ya sea un 
nodo ya implementado, como puede ser alguno de los de la figura anterior, o unos nodos 
implementados por nosotros mismos. 
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Figura 7: Ejemplo de un proyecto en el Project Editor 
 
También nos ofrece herramientas para configurar la simulación, como el tiempo simulado, o 
herramientas para debuggear y saber qué está sucediendo en la red. Para su posterior análisis, 
podemos indicar qué estadísticas nos interesa. Para cada nodo, OPNET nos ofrece unas ya 
implementadas, como puede ser por ejemplo el tamaño de las colas, paquetes recibidos o 
enviados...o podemos crear unas estadísticas propias programándolas en el código y después 
en el Project Editor seleccionarlas. 
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Figura 8: Estadísticas a recoger durante la simulación 
 
Para el análisis, OPNET crea gráficos de las estadísticas que previamente hayamos 
seleccionado, lo cual facilita mucho la tarea de sacar conclusiones, y ver si nuestro trabajo está 
bien realizado. 
 
 
Figura 9: Resultado de la simulación 
 
 
4.3.2 Node Editor 
 
El node editor sirve para especificar la estructura interna de un elemento de red. Un nodo está 
compuesto por varios objetos llamados módulos que ya vienen implementados en el editor. Se 
definen las transiciones entre diferentes módulos. 
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Figura 10: Ejemplo de un nodo en el Node Editor 
 
 Processor: es el módulo más general, programable, cuyo comportamiento estará 
especificado por un proceso que podemos definir en el Process Editor o usar uno ya 
existente. 
 Queue: Es igual que el processor, pero nos permite crear varias subcolas. 
 Transmitter: Modelo que se utiliza para enviar paquetes a otro nodo. 
 Receiver: Modelo que se utiliza para recibir paquetes de otro nodo 
 Packet Stream: Conexión que llevan los paquetes desde un módulo a otro 
 Statistic Wires: Permite intercambiar estadísticas entre diferentes módulos  
 Logical Association: Sirve para indicar que un Transmitter y un Receiver se mantendrán 
unidos al asociar este nodo a un link. 
 
 
4.3.3 Process Editor 
 
Un proceso puede verse como una serie de operaciones lógicas que se realizan sobre los 
datos, y las condiciones que causan estas operaciones. Se utilizan transiciones entre estados 
para representar el comportamiento del nodo. 
 
Los iconos circulares representan los estados, y las líneas las transiciones. Las operaciones 
que lleva a cabo el proceso están escritas en lenguaje C o C++. Estas operaciones se pueden 
asociar a un estado o a una transición. 
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Figura 11: Ejemplo de un proceso en el Process Editor 
 
La flecha grande negra indica qué estado es el inicial. De estados los hay de dos clases, los 
forced (verde) y los unforced (rojo). La diferencia entre ellos radica en que los procesos pueden 
quedarse esperando algún tipo de interrupción en los estados unforced, mientras que los 
forced entran y salen en la misma invocación del proceso.  
 
Los estados están divididos en tres secciones, los forced en dos, porqué no tienen la sección 
Blocked.  
 
 Enter Executives: Es el código que se ejecutará al entrar en este estado. 
 Blocked: Los estados unforced pueden pausarse aquí, y retomarlo una vez reciba una 
invocación o interrupción. 
 Exit Executives: Es el código que se ejecutará cuando se vaya a salir de este estado. 
 
 
Figura 12: Secciones de un estado 
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Las transiciones son lo que nos hace movernos de un estado a otro. Las líneas que aparecen 
de forma discontinua significan que la transición se ejecutará cuando se cumpla una condición 
que es definida por nosotros. En cambio, las líneas que aparecen como sólidas, no tiene 
ninguna condición y se pasará de un estado a otro cuando un estado haya ejecutado todo su 
código. 
 
En la figura siguiente puede verse la definición de una transición, donde podemos definir una 
condición (normalmente definida en el apartado de Header Block), y la función que se ejecutará 
(executive) cuando esta condición se cumpla. La función estará definida en el Function Block. 
 
 
Figura 13: Atributos de una transición 
 
En la barra de herramientas podemos ver las opciones que nos da el Process Editor, y que 
alguna de ellas ya la hemos ido viendo. 
 
 
Figura 14: Cabecera del Node Editor 
 
En este editor, tenemos una serie de herramientas para definir variables, y funciones.  
 State Variables (SV): Son variables que mantienen su valor de una invocación a otra 
del proceso. 
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 Temporary Variables (TV): en cambio estas variables no mantienen su valor, aquí es 
donde se declaran las variables que serán utilizadas en las Enter y Exit Executives. 
 Header Block (HB): Aquí es donde definimos la cabecera de nuestro programa, 
usualmente es donde se colocan los #include, #define, structs, etc... 
 Function Block (FB): aquí definimos las funciones que usará nuestro programa, Pueden 
ser llamadas desde cualquier parte del proceso, ya sea en los estados o en las 
transiciones. 
 
Una vez tenemos todas las partes hechas, debemos compilar para ver si tenemos algún error 
clicando en el icono de color ver que se situa a la derecha del todo de la Figura 13. 
 
4.3.4 Packet Editor 
 
Un paquete es la unidad fundamental con la que transmitimos la información, está compuesto 
por diversos campos. Con el Packet Editor, podemos definir nuestros propios paquetes, definir 
los campos que contendrá, asignar un nombre, un tipo, un tamaño, etc... 
 
Cada cuadro rectangular representa un paquete, donde nos muestra el nombre y el tamaño (en 
bits) de ese campo. Le podemos asignar diferentes colores para que visualmente quede más 
claro como es la estructura interna del paquete. 
 
Cada campo es referenciado por su nombre, así que no importa en qué orden se hayan creado 
o qué posición ocupen dentro del Packet Editor. 
 
Para cada campo, atributos más importantes que podemos seleccionar: 
 Name: Nombre que queramos para ese campo 
 Type: Tipo del dato que contendrá (Integer, Floating point, structure, packet,...) 
 Encoding: Especifica cómo se almacenará, y si tiene signo 
 Size: Indica el tamaño del paquete (en bits) 
 Default Value: Podemos indicar un valor por defecto cuando se crea el paquete 
 Set at Creation: Si queremos que se asigne el default value cuando se crea el paquete 
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Figura 15: Packet Editor y la ventana de atributos de un campo 
 
 
4.3.5 Link Editor 
 
Aquí se definen los links que se usarán para unir los nodos en el Project Editor. Se definen las 
interfaces que tendrán, atributos, apariencia y comportamiento que tendrán. 
 
 
Figura 16: Link Editor 
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Cada modelo de link puede ser de uno o más de los cuatro tipos fundamentales. Que son 
point-to-point dúplex, point-to-point simplex, bus o tap links. 
 
La diferencia entre point-to-point y bus, radica en que en el point-to-point hay un elemento de 
red a cada extremo de la comunicación. En cambio en un bus, varios elementos de la red se 
conectan al mismo cable y todos se ven entre sí. 
 
También podemos elegir los tipos de trama que soporta. Podemos elegir entre una lista de 
tramas formateadas, o también las no formateadas y que no están definidas con el Packet 
Editor. 
 
Un atributo importante es el bittrate que queremos que el link soporte, el cual tendrá que ir en 
concordancia con el de los receptores y los transmisores que hayamos definido en el Node 
Editor, pues estos links que creamos aquí se utilizarán para conectar dichos nodos. 
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5. Red GPON  
 
5.1 Introducción  
 
Desde unos años hasta ahora estamos viendo constantemente como año tras año las redes de 
Internet son más veloces. Lejos quedan ya esa primera ADSL de 256 Kbps, ahora la velocidad 
más habitual que se contrata está entre los 6 Mbps o 10 Mbps según el operador, pudiendo 
llegar a los 20 Mbps como algo habitual.  
 
Pero no únicamente ha evolucionado la velocidad de las redes, sino el número de servicios que 
podemos contratar. Los más habituales son la televisión por internet (Imagenio, Jazztelia, …) o 
las llamadas a través de VoIP en vez de a través de la infraestructura tradicional. Y esto sólo si 
hablamos de ofertas a clientes personales, porque si miramos las ofertas que las operadoras 
ofrecen a las grandes corporaciones aun hay más, como puede ser videoconferencia, cámaras 
de vigilancia y más.  
 
Todo este aumento de tráfico tiene una consecuencia clara, y es que la infraestructura y el 
modelo que actualmente está desplegado se están colapsando. Es por ello que se necesitan 
nuevas soluciones. Una de las soluciones que están adoptando las operadoras es la red 
GPON, la cual hace tiempo que se ideó, pero es ahora, debido a toda esta demanda, que se 
está teniendo en cuenta con más consideración. La CMT hizo un estudio sobre la evolución 
que tendrán los servicios que se ofertarán a través de la red en los años venideros. 
 
 
Figura 17: Evolución de los servicios de TV, de Banda Ancha y de líneas telefónicas 
 
Al ser algo relativamente nuevo, y es que sólo hace un par de años Telefónica acabó de 
instalar esta infraestructura en algunas zonas de España y aun la está instalando en otras, aun 
está por definir con exactitud muchos parámetros de implementación, ya que actualmente la 
UIT en sus documentos deja a los operadores y fabricantes estas decisiones. 
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La UIT cada 4 años realiza una nueva recomendación, por tanto será interesante estudiar con 
detalle la que realice para 2012, y ver los cambios que se han realizado. Se irá concretando 
mucho más las capacidades de esta red. Y es que durante la realización de este trabajo pude 
ver que se realizaron cambios significativos de la versión de 2004 a la versión de 2008, cómo 
por ejemplo, se eliminó la posibilidad que se soportase tráfico ATM a través de esta red. 
Quedando paquetes PLOAM inutilizados. 
A pesar de que G-PON es una tecnología nueva, que aún está por implementar en muchos 
sitios, ya se está empezando a gestar el futuro. Y es que la UIT, en el año 2010, ya ha sacado 
lo que previsiblemente será el sustituto de la red G-PON, conocido como 10G-PON, el cual 
está pensando para las conexiones a partir de 10 Gbps, aunque la topología es similar, si no 
igual, a la de G-PON. 
La red GPON es un tipo de red que utiliza la fibra óptica como medio de transmisión. Está 
basada en la tecnología de las redes PON (Passive Optical Network), una red que pretende 
llegar hasta el hogar mediante fibra óptica. 
 
 
Figura 18: Esquema de una red GPON 
 
Mediante un divisor óptico de señal es capaz de dar servicio a múltiples terminales al mismo 
tiempo. Una de las ventajas de este divisor óptico, es que al ser pasivo no tiene un consumo 
eléctrico elevado, con el consecuente ahorro de energía. 
 
Una red PON cuenta con tres elementos de red imprescindibles, como son el Optical Line 
Termination (OLT), el cual hace la función de centralita de la operadora de telecomunicaciones, 
las Optical Network Unit (ONU), son las terminales que hay en casa de cliente, y el divisor 
óptico que antes hemos comentado, también llamado Splitter. 
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Por ahora, la distancia máxima que se recomienda es de 20 Km, pero los protocolos están 
preparados para poder en un futuro alcanzar los 60 Km. Si estos datos los comparamos con el 
actual ADSL, donde la distancia máxima está alrededor de 5 Km, aunque en estas distancias 
se produce una atenuación importante, podemos comprender el interés creciente por las 
nuevas tecnologías PON. 
 
Existen diferentes estándares de redes PON: 
 APON: Fue la primera red PON que hubo y está basada en tráfico ATM 
 BPON: Está basada en el estándar APON, introdujo el WDM (Multiplexación por 
división de longitud de onda) y añadió un canal de administración llamado OMCI. 
Ofrecía más ancho de banda que la anterior. 
 EPON: Conocida como Ethernet PON, hace uso del protocolo de Ethernet de las redes 
locales pero aplicado a una red de gran abasto como es una PON. 
 GPON: Es en la que se centra este trabajo, es una evolución del estándar BPON, 
ofrece velocidades de más de 1 GHz Se espera que este protocolo sea el que en un 
futuro no muy lejano se acabe implantando por todas las operadoras de 
telecomunicaciones. 
 
En este trabajo nos centraremos en las redes GPON, que son las que parece ser tendrán una 
aceptación más amplia en el futuro y las que se acabarán imponiendo en el mercado. 
 
Esta red puede trabajar a dos velocidades: 
- 1,24416 Gbits/s de subida y 2,48832 Gbits/s de bajada 
- 2,48832 Gbits/s de subida y 2,48832 Gbits/s de bajada 
 
El envío de las tramas se hace cada 125 microsegundos en ambos sentidos, lo que hace un 
tamaño de trama de 19 440 bytes en la velocidad de 1,24416 Gbits/s y de 38 880 bytes en la 
de 2,48832 Gbits/s. 
 
5.2 Arquitectura de red 
 
La estructura básica de esta red se compone de una OLT, un divisor óptico (Splitter) y varias 
ONUs 
 
A nivel lógico, la estructura de red queda como muestra la siguiente figura, más adelante 
iremos viendo qué significa cada una de las siglas que aparecen. 
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Figura 19: Estructura lógica de una red GPON 
 
A nivel físico tenemos algo como muestra la siguiente figura, donde podemos ver los tres 
elementos de red, la OLT, las ONT y el prisma (Splitter). Y si nos fijamos también podemos ver 
como se distribuyen los paquetes tanto en bajado como en subida. 
 
En bajada (OLT -> ONT) el paquete que envía la OLT se distribuye a todas las ONU, pero cada 
ONU solo hace caso a la parte del paquete que va dirigida a ella. 
 
En subida (ONT -> OLT) cada ONU envía en el instante de tiempo que le dice la OLT, más 
adelante veremos qué criterios sigue la OLT para asignar estos tiempos. Esto es así porque 
como la red comparte el medio físico, si las ONU pudieran enviar aleatoriamente sus paquetes 
podrían haber colisiones entre ellos. 
 
 
Figura 20: Diagrama ascendente y descendente de una red GPON 
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5.2.1 OLT 
 
Es el elemento de red que se sitúa entre la red PON y la red de servicios que se ofrecen. Los 
clientes se comunican con este elemento que es el que ofrece los servicios. Se pueden 
conectar centenares de usuarios a un solo nodo OLT. 
 
 
 
Figura 21: Optical Line Termination (OLT) 
 
Ofrece servicios de Dynamic Bandwidth Allocation (DBA) y se encarga de la calidad de servicio 
(QoS), lo cual está muy de moda con las ofertas de Triple Play que ofrecen las operadoras de 
telecomunicaciones (video, teléfono y datos). 
 
5.2.2 ONU 
 
Es la interfaz del usuario de la red, el cliente. Es el encargado de informar a la OLT sobre el 
estado de sus colas de servicio, para que la OLT pueda asignarle una ventana de transmisión. 
 
 
Figura 22: Optical Network Unit (ONU) 
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La ONU generará datos de distintas prioridades (video, voz y datos). La OLT mediante el 
algoritmo DBA asignará el tamaño de la ventana en función de la prioridad y el estado de las 
colas. 
 
La estructura interna de un ONU se muestra en la siguiente figura 
 
 
Figura 23: Estructura ONU 
 
Cada ONU se identifica con su ONU-ID, que es un número, único en la red, de 8 bits que 
asigna la OLT en el proceso de activación usando mensajes PLOAM (mensajes de 
administración y gestión entre las ONUs y la OLT). 
 
La siguiente tabla muestra los ONU-ID válidos, el campo donde se indicará este número será 
de 8 bits. 
 
ONU-ID Designación Comentarios 
 
0…253 
 
Asignable 
Este rango es asignable por la OLT a las ONUs en el 
proceso de activación, sirve para identificar la ONU que 
envía algo. 
254 Reservado No se puede usar, se usará para el procedimiento de la 
petición de número de serie, que veremos más adelante. 
255 Broadcast Sirve para enviar un mensaje a todas las ONU a la vez. 
Figura 24: Valores de ONU-ID 
 
Cada ONU puede estar compuesta por uno o varias subcolas, dependiendo de los diferentes 
servicios que tenga contratados. Estas subcolas se llaman T-CONT.  
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5.2.3 Transmission Container (T-CONT) 
 
Un T-CONT representa un grupo de conexiones lógicas que se juntan con el objetivo de 
aparecer como una sola hacia la OLT. Así esta última puede asignarles una ventana de tiempo 
(atribución) según la prioridad que tengan independientemente de la fuente donde se generen. 
 
Hay cinco tipos de T-CONT distintos, en función del tipo de tráfico que alberguen. Y será según 
el tipo que sea, que la OLT, a través del algoritmo DBA, les asignará la atribución de una 
manera u otra. 
 
En la siguiente figura se puede ver los distintos tipos de tráfico que puede haber. 
 
 
Figura 25: Tipos de ancho de banda según prioridad 
 
 Ancho de banda fijo: Para este tipo de tráfico, la OLT siempre asigna al T-CONT una 
ventana de tiempo fija, independientemente de si tiene tráfico a enviar o no. Aunque 
siempre tendrá tráfico que enviar, porqué en este T-CONT se pondrá tráfico que 
genere datos a una frecuencia constante como puede ser el video. 
 
 Ancho de banda asegurado: Representa el tráfico que la OLT asignará una atribución 
cuando el T-CONT tenga tráfico esperando para ser enviado. 
 
 Ancho de banda no asegurado: Es un tipo de tráfico que la OLT asignará 
dinámicamente al T-CONT según la proporción de ancho de banda fijo y asegurado 
que ha sido asignado, es decir, si queda ancho de banda disponible se podrá asignar 
una ventana de tiempo. 
 
 Ancho de banda residual (Best-Effort): es una forma de ancho de banda adicional que 
la OLT asignará en función del ancho de banda restante después de asignar el ancho 
de banda fijo, el asegurado y el no asegurado. 
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Los cinco tipos de T-CONT que hay va en función a qué ancho de banda va referenciado. 
 
 Tipo 1: Solo tiene anchura de banda fija, por tanto es el más prioritario. Se asignará 
exclusivamente y periódicamente con una velocidad fija (tamaño de la atribución). Ideal 
para transmisiones de video, en donde es importante que la información fluya de forma 
constante. 
 Tipo 2: Utiliza únicamente anchura de banda asegurada. Este tipo de T-CONT 
garantiza únicamente la velocidad de transmisión media. Va perfecto para transmisión 
de audio, donde sólo se transmite si el interlocutor está hablando. 
 Tipo 3: Este T-CONT tiene anchura de banda asegurada y no asegurada. En el caso 
que con la anchura de banda que tiene asegurada no se cumplan sus expectativas, se 
le podrá asignar una anchura de banda adicional. 
 Tipo 4: Solo tiene anchura de banda residual (Best-Effort), este T-CONT sólo utilizará 
la anchura de banda que no haya sido asignada como fija, asegurada ni no asegurada 
a otros T-CONT. 
 Tipo 5: El T-CONT de tipo 5 es el superconjunto de todos los T-CONT anteriores. 
Puede aceptar cualquier tipo de de anchura de banda. 
 
En la siguiente figura se muestra la relación entre tipo de T-CONT y tipo de ancho de banda. 
 
 
Figura 26: TCONT y ancho de banda 
 
 
Cada T-CONT se identifica dentro de la red PON con un número llamado Alloc-ID de 12 bits. El 
Alloc-ID número 254 se utiliza para la petición de número de serie que veremos más adelante, 
así que este no es asignable para ningún T-CONT en concreto. Este Alloc-ID lo asigna la OLT 
durante el proceso de activación. 
 
5.2.4 Algoritmo DBA 
 
En las redes donde se comparte el medio, es bueno establecer un mecanismo por tal de evitar 
colisiones en el medio de transmisión, ya que dos nodos no pueden transmitir en el mismo 
momento. En las redes GPON, en sentido ascendente (OLT -> ONU), este problema no existe 
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ya que lo que envía la OLT llega de la misma manera  a todas las ONU. En cambio, en sentido 
descendente (ONU -> OLT), las ONU transmiten cosas diferentes y es en la ONU donde se 
pueden producir las colisiones. Por tanto es necesario establecer un mecanismo, en donde se 
le diga a la ONU cuando debe enviar. Este ‘cuando’ tiene que tener en cuenta la transmisión de 
las otras ONU.  
Entonces, podemos hacer que la OLT sabiendo el estado de las colas en las ONU, asigne 
ventanas de tiempo fijas, en momentos diferentes y así evitar que se produzcan colisiones. 
Pero si el tamaño de las atribuciones son fijas puede suceder que estemos infra utilizando el 
medio transmisor, ya que puede ocurrir que mientras una ONU tiene poca cosa que enviar , le 
estaríamos asignando más ancho de banda que el que necesita, mientras otra que a lo mejor 
necesita más ancho de banda no le estamos asignando el suficiente. 
Así que lo mejor es utilizar esta solución que acabamos de ver, pero haciendo que las 
atribuciones tengan un tamaño variable según el estado de las colas de las ONU. Por tanto, se 
tendría que definir un método por el cual las ONU no solo indicasen a la OLT  que tienen algo 
que enviar, sino también indicar el estado de las colas. 
 
5.2.5 Splitter 
 
El splitter es un divisor óptico de señal, que se encuentra entre la OLT y las distintas ONU, y se 
encarga de dividir la señal en el tramo de la OLT a la ONU, o de multiplexar la señal en la 
dirección opuesta, de ONT a la OLT. 
 
Esto lo consigue mediante unos prismas que redirigen la luz. Al ser un elemento pasivo no 
necesita corriente eléctrica con lo que se consigue ahorrar. 
 
5.2.6 Fibra óptica 
 
La fibra óptica es un medio utilizado para la transmisión de datos. Es un cable muy fino, de  
grosor parecido al de un cabello humano de unos 0,1 mm,  hecho normalmente de vidrio o 
silicio donde la luz se propaga. En cada filamento podemos distinguir tres elementos: 
1. La fuente de luz: LED o un láser 
2. El medio transmisor: la fibra óptica 
3. El detector de luz: fotodiodo 
 
Normalmente, por convención, un pulso de luz indica un 1 y la ausencia de ésta indica un 0. 
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Figura 27: Esquema de fibra óptica 
 
5.3 Características 
 
5.3.1 Trama descendente (OLT -> ONT) 
 
Una de las funcionalidades de esta trama es indicarle a las ONU las atribuciones que se le 
asignan desde la OLT. Esta información se transmite en la cabecera PCBd (Process Control 
Block) 
 
 
Figura 28: Flujo descendente 
 
 
Figura 29: Trama descendente y cabecera 
 
En la figura anterior podemos ver la estructura interna de la cabecera de la trama descendente. 
Recordar que esta trama se envía de manera broadcast y la recibe todas las ONU, cada ONU 
actúa en consecuencia según lo que haya en los distintos campos de la cabecera. 
 
Physical Syncronization (PSync) 
 
Es el patrón con el que empieza la trama descendente. La lógica de la ONU puede utilizar este 
patrón para identificar el inicio de la trama. El patrón es 0xB6AB31E0. 
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Ident 
 
Es un contador de tramas, cada vez que se envía una se incrementa en uno. 
 
PLOAMd 
 
Contiene el mensaje PLOAM, utilizado para intercambiar información de control entre la OLT y 
la ONU. El formato de este mensaje lo veremos más adelante. 
 
BIP 
 
Campo utilizado para la detección de errores. No entramos en detalles. 
 
Plend 
 
Se envía dos veces para conseguir robustez frente a errores. Los 12 primeros bits (Blen) 
representan la longitud del mapa de anchura de banda para los accesos para el protocolo 
GEM. En la anterior recomendación, contemplaba que el modelo de red GPON transmitiera 
tanto GEM como ATM, de ahí el siguiente campo (Alen) también de 12 bits que indicaba el 
tamaña del mapa de anchura de banda para la parte ATM. Debido a que ya no se usa, todos 
sus bits tienen que estar a cero. 
 
 
Figura 30: Campo Plend del PCBd 
 
Mapa de BW ascendente 
 
Este campo, junto al PLOAM, es de los más importantes de la trama, ya que aquí es donde se 
especificarán las ventanas de tiempo donde las ONU tendrán permisos para enviar. 
 
Este campo se compone de una serie de accesos, uno por Alloc-ID que se haya asignado una 
atribución. 
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Figura 31: Estructura del mapa de anchura de banda 
 
 Alloc-ID: Indica el T-CONT al que va dirigido esta atribución 
 Banderas: Contiene información de cómo el Alloc-ID tiene que usar la atribución 
o Bit 11: En la anterior recomendación se utilizaba para indicar que había que 
enviar la Secuencia de Nivelación de Potencia (PLSu). Debe estar a cero. 
o Bit 10: Indica a la ONU que tiene que enviar un mensaje PLOAM 
o Bit 9: Si es uno, la ONU calcula e inserta la paridad FEC. En este trabajo no se 
utiliza 
o Bit 8 y 7: Modo de DBRu que se envía. Depende del contenido de estos dos 
bits, la ONU enviará su DBRu de una manera o de otra. 
00: No se envía ningún DBRu 
01: Se envía en ‘Modo 0’ (dos bytes) 
10: Se envía en ‘Modo 1’ (tres bytes) 
11: Reservado 
 SStart: Estos 16 bits indican el momento en el que comienza la atribución. No incluye el 
PLOu de la ONU. Este valor lo tiene que decidir según el criterio para crear el Mapa de 
BW. 
 SStop: En cambio éste, indica el final de la atribución. 
 
 
5.3.2 Trama ascendente (ONT -> OLT) 
 
Al igual que la trama descendente que hemos visto antes, esta trama tiene una duración de 
125 microsegundos.  
 
 
PLOu 
9 bytes 
PLOAMu 
13 bytes 
DBRu 
2,3 bytes 
Payload 
 
DBRu 
2,3 bytes 
Payload 
 
Figura 32: Estructura de la trama ascendente 
 
PLOu 
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Se envía al inicio de cada transmisión que haga la ONU. El preámbulo y el delimitador son 
campos que se configurarán según los parámetros que indique la OLT mediante el mensaje 
PLOAM Upstream_Overhead. No entraremos en detalle en ver su significado. El byte que 
indicaba el campo SStart del acceso asignado por la OLT, comienza justo después del último 
byte del PLOu. 
 
 
Figura 33: Campo PLOu 
 
 ONU-ID: Indica la ONU que envía este mensaje hacía la OLT. El ONU-ID se asigna 
durante el proceso de activación que lleva a cabo la OLT 
 
 Ind: Con este campo la ONU informa a la OLT de su actual estado. El formato de este 
campo es: 
 
Figura 34: Significado del campo Ind 
 
PLOAM 
 
Contiene el mensaje PLOAM que la ONU envía a la OLT. Este campo se envía siempre que en 
el campo banderas de la trama descendente la OLT de permiso para hacerlo. 
 
DBRu 
 
Contiene la información de la cola que está asociada a este T-CONT (Alloc-ID). Este campo se 
envía cuando el campo banderas de la trama descendente lo permite. 
 
 
Figura 35: Campo DBRu 
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 DBA: Es donde se indica el estado de la subcola conforme el modo en el que nos ha 
indicado la OLT que lo debemos enviar. El DBA de 4 bytes no está soportado, aunque 
se mantiene por temas de compatibilidad con la anterior recomendación. 
 
 
5.3.3 Mensajes PLOAM 
 
Los mensajes PLOAM (Physical Layer Operation, Administration and Management) se utilizan 
para enviar mensajes de control y de administración entre la OLT y las ONU. Es la manera 
cómo se comunican. El formato de estos mensajes puede verse en la siguiente figura. 
 
 
Figura 36: Estructura de un mensaje PLOAM 
 
 ID de ONU: Indica a la ONU a la que va dirigido este mensaje PLOAM 
 ID de mensaje: Indica el tipo de mensaje que se ha enviado. 
 Datos: Datos del mensaje PLOAM que ha enviado la OLT 
 
 
5.3.4 Diagrama de estados de la ONT 
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Figura 37: Diagrama de estados de una ONU 
 
 
La ONU está compuesta por siete estados. Pasa de uno a otro según vayan ocurriendo ciertos 
eventos como son la llegada de mensajes PLOAM o finalización de temporizadores. 
 
El estado inicial es cuando la ONU se enciende. En cuanto recibe algún paquete de la OLT 
pasa al siguiente estado. 
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El segundo estado (Standby State) es donde la ONU espera que la OLT le envíe los 
parámetros de la red mediante el mensaje PLOAM Upstream_Overhead. Cuando recibe este 
mensaje la OLT pasa al siguiente estado. 
 
En el tercer estado (Serial Number State) la ONU está hasta que la OLT le asigna un ONU-ID. 
Cada ONU tiene un número de serie único, la OLT primero envía una petición de número de 
serie. Las ONU que están en este estado responden a la petición con el mensaje PLOAM 
Serial_Number_ONU. La OLT al recibir este mensaje asigna un ONU-ID a la ONU que lo ha 
enviado mediante el mensaje PLOAM Assign_ONU-ID, cuando la ONU recibe este mensaje 
pasa al siguiente estado. 
 
En el cuarto estado (Ranging State), es donde se lleva a cabo el procedimiento de 
determinación de distancia, el cual para este trabajo no se ha tenido en cuenta. Cada ONU 
está a una distancia diferente de la OLT, sabiendo esta distancia la OLT puede asignar un 
delay a cada ONU para hacer que los mensajes que envíen las ONU lleguen exactamente al 
splitter en el momento en el que la atribución que asigna la OLT marca. Una vez completado 
este proceso, se pasa al siguiente estado. 
 
El quinto estado (Operation State), es el estado de operación, donde se lleva a cabo todo el 
grueso de la comunicación. Una vez llegado a este punto, están asignados todos los ONU-IDs 
así como todos los Alloc-ID y las ONUs están sincronizadas con la OLT. 
 
En el sexto estado (POPUP State), la ONU ha entrado porque ha detectado que no recibe 
mensajes de la OLT y deja de enviar tramas para que la OLT se dé cuenta que algo pasa. 
Desde aquí solo vuelve al estado de operación si la OLT le envía un mensaje POPUP dirigido a 
esta ONU.  
 
El séptimo y último estado (Emergency Stop State), se llega cuando la ONU recibe el mensaje 
PLOAM Disable_Serial_Number con la opción disable. Durante este estado la ONU no puede 
transmitir. Hasta que no recibe este mismo mensaje con la opción enable no vuelve a 
funcionar, aunque tiene que partir del estado dos y volver a realizar todo el ciclo hasta llegar al 
estado cinco. 
 
 
5.3.5 Eventos en la ONT 
 
Las transiciones entre estados se realizan al producirse un evento. Ahora veremos algunos de 
los más importantes. 
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 Evento de recepción del mensaje Upstream_Overhead. Este evento sólo ocurre en el 
estado número dos. La ONU coge los parámetros de la red y pasa al estado número 
tres. 
 Evento recepción del mensaje Assign_ONU-ID. Este evento sólo ocurre en el estado 
número tres. Este mensaje es enviado por la OLT indicándole a la ONU que ID se le ha 
asignado. La ONU obtiene el ONU-ID y pasa al estado número cuatro. 
 Evento recepción de una petición de número de serie. Este evento sólo ocurre en el 
estado número tres. La OLT genera esta petición creando una atribución con el campo 
Alloc-ID a 254 y en el campo Banderas con el bit de PLOAMu a 1. Cuando se genera 
este evento la ONU envía su PLOu, ya que éste se envía siempre, y el mensaje 
PLOAM Serial_Number_ONU que contendrá el número de serie de esta ONU. 
 
 
5.3.6 Diagrama de estados de la OLT 
 
La OLT puede dividirse en dos partes durante el proceso de activación. La primera parte es 
común a todas las ONUs. La segunda parte es específica de cada ONU 
 
Parte común 
 
Esta parte trata las funciones que son comunes a todas las ONU 
 
 
Figura 38: Diagrama de estados de la parte común de la OLT 
 
El primer estado (Serial Number Acquisition Standby State) la OLT espera a que haya ONU 
nuevas o perdidas o que se haya saltado un temporizador que indica que cada cierto tiempo se 
tiene que buscar nuevas ONU. 
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En el segundo estado (Serial Number Acquisition) se genera la petición de número de serie. 
Sólo contestarán aquellas ONU que estén en el estado Serial Number. Cuando se reciban los 
números de serie de las ONU nuevas, la OLT les asignará un ONU-ID enviando el mensaje 
PLOAM Assign_ONU-ID. 
El tercer y último estado (RTD Measurement Standby State) es donde la OLT espera a que se 
acabe el proceso de determinación de distancia, que se realiza en la parte individual. En este 
trabajo no lo tendremos en cuenta. 
 
Parte Individual 
 
 
 
 
Figura 39: Diagrama de estados de la parte individual de la OLT 
 
En el primer estado (Initial State) la OLT está esperando a que se le dé permiso a empezar el 
proceso de determinación de distancia. 
 
El segundo estado (Ranging measurement State) es donde se empieza el proceso de la 
medición del equalization delay. Este parámetro servirá para medir la distancia a la que está la 
ONU y tener en cuenta el retardo que se producirá hasta que llegue al Splitter el paquete 
enviado por la ONU. 
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El tercer estado (Operating State) es cuando la ONU ya está en modo operacional 
 
El cuarto estado (POPUP State) es cuando la ONU también está en el estado POPUP 
 
 
5.3.7 Eventos de la OLT 
 
Un par de eventos que se producen en la OLT 
 
 Finalización del ciclo periódico de obtención del número de serie, es un evento que se 
va generando cada cierto tiempo de forma periódica, incluso aunque no haya ONU 
perdidas ni nuevas. 
 Llegada de número de serie válido, cuando se produce este evento la OLT asigna un 
nuevo ONU-ID a la ONU que ha enviado el número de serie 
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6. Simulación 
 
Como se ha dicho a lo largo de este trabajo, la simulación se ha llevado a cabo utilizando el 
software OPNET. El cuál nos ofrece herramientas para poder programar elementos propios de 
la red. La versión de OPNET utilizada para esta simulación ha sido la 15.0. 
 
Durante este capítulo veremos los aspectos más generales de la implementación, como se ha 
abordado, así como las soluciones adoptadas a problemas que nos han ido surgiendo. Para, 
finalmente, mediante unos juegos de prueba, ver los resultados de algunas simulaciones. 
6.1 Objetivos y planteamientos  
 
El propósito de este trabajo es simular la red GPON en un entorno multioperador, utilizando un 
algoritmo DBA para que las asignaciones de recursos sean justas y solo se basen en los tipos 
de tráfico en vez de según clientes. 
 
Actualmente las redes son propiedad de alguna compañía, que además de proveer servicios, 
también gestiona la infraestructura de red. La Comisión del Mercado de Telecomunicaciones 
(CMT) obliga a estas empresas a alquilar parte de esta infraestructura a otras empresas, para 
que también puedan proveer servicios, y así promover la competencia, esperando que los 
precios sean más competitivos. 
 
El hecho que la empresa que gestiona la infraestructura, sea a la vez, usuaria de la misma, 
hace que la competencia tenga que partir en desventaja, ya que cuando haya algún tipo de 
congestión en la red, es de esperar que la operadora propietaria se auto asigne más recursos 
para ella, y si sobran, dárselos a la competencia. Lo cual crea, de cara al usuario, una 
sensación que los proveedores de servicio pequeños sean de mala calidad o que el servicio 
tenga cortes constantes en momentos de máximo flujo de datos. 
 
Es entonces cuando se empezó a hablar del operador neutro, una empresa que se encargase 
de gestionar la infraestructura, desplegarla y mantenerla. Y que sean los operadores o 
proveedores de servicio, en igualdad de condiciones, quienes la utilicen. Este concepto va muy 
ligado a las nuevas redes de fibra óptica como es GPON, ya que, como hemos visto 
anteriormente, las prioridades van en función únicamente del tipo de tráfico y no del dinero o 
número de clientes, y por tanto del poder, de una empresa, con lo que una empresa pequeña, 
puede competir con una más grande. De esta manera los clientes podrán decidir qué 
proveedor de servicio prefieren, teniendo en cuenta solamentemte la calidad de los servicios 
ofertados, y no a posibles cortes o problemas derivados de la anterior situación. 
 
OPNET ofrece multitud de nodos ya creados, pero para la simulación que queremos llevar a 
cabo no hay ninguno ya implementado. Así que, mediante herramientas de OPNET, los hemos 
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implementados nosotros mismos. Con lo que hemos conseguido tener más flexibilidad a la 
hora de hacer la implementación y poder hacer cambios más fácilmente. 
 
Una vez finalizado, veremos a través de unos juegos de prueba que la implementación está 
bien hecha. Para ello se diseñarán unos juegos de prueba que recolectarán unos resultados y 
se mostrarán en forma de gráfico. Podremos ver que están bien hechas porqué sabremos a 
priori la forma que tendrán que tener esos gráficos. 
 
6.2 Diseño del programa 
 
Nuestra simulación estará hecha a la velocidad más alta que admite este protocolo, que es de 
2.48832 Gbits/s tanto a velocidad ascendente como descendente. Todos los transmisores y 
receptores de todos los nodos implementados tendrán esta velocidad. 
 
Para empezar a diseñar el programa, primero hemos definido los paquetes que se utilizarán en 
esta simulación. Aunque, no ha sido necesario crear todos los paquetes con el Packet Editor, 
sino que algunos se crean dinámicamente con funciones que nos ofrece OPNET.  
 
La siguiente figura muestra el paquete que hemos creado para la trama descendente, de la 
OLT a la ONT. Lo que aparece debajo de cada campo (inherited bits) significa que ese campo 
es un paquete, y el tamaño del campo dependerá del tamaño del paquete que asignaremos a 
ese campo. Por tanto, no tiene un tamaño fijo. 
 
 
 
Figura 40: Trama descendente 
 
 
El contenido del campo Cabida_util no lo tenemos en cuenta y lo descartaremos, aunque a la 
hora de transmitir crearemos el campo para hacer bulto. El PCBd también lo hemos creado con 
el Packet Editor, y la siguiente figura nos muestra cómo es. 
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Figura 41: Cabecera PCBd 
 
Recordemos que en el PCBd los campos más importantes son el PLOAM, que es donde 
estarán los mensajes de control que la ONU y la OLT intercambiarán para comunicarse entre 
ellos, y el campo Mapa_de_BW, donde la OLT indicará qué ventanas de tiempo asigna a la 
ONU para que ésta transmita. El campo PLOAM es un paquete que hemos definido en el 
Packet Editor. 
 
 
Figura 42: Mensaje PLOAM 
 
En cambio, el campo Mapa_de_BW se creará dinámicamente, y estará compuesto por un 
número indeterminados de paquetes creados con el Packet Editor. Estos paquetes serán los 
accesos y la siguiente figura muestra su estructura. 
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Figura 43: Acceso para un Alloc-ID concreto 
 
La trama ascendente a diferencia de la descendente se creará dinámicamente y estará 
compuesta por dos o tres campos, dependiendo si la ONT tiene que enviar el mensaje PLOAM 
o no, a instancias de la OLT.  
 
Uno de los campos será el PLOu, que tendrá la estructura que muestra la siguiente figura. Este 
campo se enviará al principio de todas las tramas que sean enviadas a la OLT. 
 
 
Figura 44: Estructura del PLOu 
 
El último campo que la ONU envía a la OLT, es un paquete creado dinámicamente, y será un 
paquete compuesto por diversos paquetes, tantos como accesos haya otorgado la OLT a los T-
CONT de esta ONU.  
 
Cada paquete estará compuesto por dos o tres campos, según si la OLT ha indicado que el 
estado de la cola del T-CONT (DBR) debe ser transmitido. Esta última información se envía 
según muestra la figura. 
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Figura 45: Campo DBRu 
 
Los otros campos son los datos en sí que la ONU envía a la OLT, y el otro campo es un campo 
pequeño de 12 bits donde se identifica al T-CONT (Alloc-ID) que está enviando está 
información. 
 
6.2.1 OLT  
 
El nodo OLT es el encargado de ofrecer los servicios del proveedor y se comunica con las 
ONU para tratar sus demandas y asignarles una ventana de tiempo para que puedan transmitir. 
 
El nodo de la OLT sólo estará compuesto por un receptor, un transmisor, los cuales se 
comunicarán con el Splitter, y un processor, que se encargará de todos los cálculos y 
decisiones. 
 
 
Figura 46: OLT en el Node Editor 
 
El processor contendrá una subcola, en la que iremos guardando los mensajes PLOAM que la 
OLT vaya generando para enviar a la ONT. Cuando la OLT periódicamente, cada 125 
microsegundos, vaya generando la trama a enviar a la OLT mirará en esta subcola y si hay 
mensajes PLOAM los meterá en el campo de PLOAM de la trama descendente. 
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El processor de la OLT se muestra en la siguiente figura 
 
 
Figura 47: OLT en el Process Editor 
 
En este Process se definirán dos estructuras de datos, en una se guardará información de las 
ONU y en la otra información de los T-CONT.  
 
En la primera iremos guardando los ONU-ID que se van asignando, el número de T-CONT que 
tiene esa ONU, si está activa o no… 
 
 
Figura 48: Estructura con información de las ONU 
 
En la segunda estructura mantendremos la información de los T-CONT, como los Alloc-ID que 
se asignan, la ONU a la que pertenecen, el tipo de T-CONT que son, el tamaño de la cola… 
 
 
Figura 49: Estructura con información de los TCONT 
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En el diagrama de estados tenemos un primer estado, estado Init, donde se inicializarán todas 
las variables necesarias, así como estas estructuras de datos. Una vez hecho esto, pasamos al 
siguiente estado, Idle, donde permaneceremos e iremos tratando los eventos que se vayan 
generando. 
 
Tendremos 4 tipos de eventos, cada vez que se genere uno de ellos se ejecutará una función 
definida en el Function Block del Process Model.  
 
El primer evento se genera cuando llega un paquete del Splitter, la trama ascendente. Este 
paquete estará constituido por varios paquetes a la vez, los cuales serán uno por ONU que 
haya enviado algo. Leemos los paquetes de cada ONU y actuamos según la información que 
haya transmitido. Actualizamos la información que tenemos de esa ONU, de los T-CONT que 
hayan enviado y del mensaje PLOAM si es que le tocaba enviarlo. 
 
En la siguiente figura podemos ver las interrupciones que han sido programadas por nosotros 
mismos. 
 
 
 
Figura 50: Eventos programados 
 
La primera interrupción es la que se encargará de iniciar el proceso de activación. El objetivo 
de este proceso es comprobar si hay nuevas ONU que no tengan asignado el ONU-ID 
correspondiente. Como vemos en la figura anterior la interrupción se producirá cuando pase el 
primer segundo de la simulación, después de la primera ejecución la hemos programado para 
que se ejecute cada cinco segundos. 
 
La segunda interrupción se activará cada 2 milisegundos y ejecutará la función preguntar_dbr. 
Esta función se encargará de preparar una trama ascendente donde se preguntará a todos los 
T-CONT el estado de sus colas. Se ha escogido el valor de 2 milisegundos porqué se cree que 
es un tiempo suficiente del que la OLT debe conocer el estado de la red. 
 
El cuarto y último evento se produce cada 125 microsegundos. En la función que se ejecuta se 
creará una trama descendente que se enviará a las ONU. Se enviará el PLOAM que en ese 
momento haya en la subcola de PLOAM y se habrá creado un mapa de anchura de banda, 
donde en base al estado y al tipo de los T-CONT se asignarán las ventanas de tiempo 
necesarias.  
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6.2.1.1 Asignación de atribuciones 
 
La asignación de las atribuciones es el proceso, en el cual, la OLT viendo el estado de las 
subcolas (T-CONT) de las ONU, asigna ancho de banda donde los T-CONT puedan transmitir y 
así vaciar sus colas. Esta función está definida en el Function Block como crear_mapa_de_BW. 
 
Hemos definido un algoritmo propio de DBA para asignar atribuciones a las ONU. Este 
algoritmo sólo tiene en cuenta a TCONT de tipo uno, tres y cuatro. Los T-CONT de tipo 2 y tipo 
5 no se tendrán en cuenta porque no se utilizarán en ningún escenario de este proyecto. Y 
tampoco se tendrá en cuenta el operador al que pertenece la ONU, sólo se tendrá en cuenta el 
tipo de tráfico. Así se favorece un entorno multioperador donde todos los proveedores partan 
sin ningún tipo de ventaja sobre los demás. 
  
La trama ascendente tiene un tamaño de 38 880 bytes según la velocidad que hemos escogido 
(~2.5 Ghz). Suponiendo un tamaño máximo de 250 bytes de la suma de las cabeceras de 
todas las ONU, lo que sería equivalente a 11 ONU transmitiendo tanto el campo PLOu (9 
bytes), que siempre se envía, como el mensaje PLOAM (13 bytes) a la vez. Se parte de la idea 
de que no todas las ONU tienen datos que enviar siempre. Todo ello nos deja un total de 38 
630 bytes de tamaño disponible para enviar a repartir entre todas ellas, es decir, podremos 
asignar atribuciones siempre y cuando no superemos ese límite, ya que si no la trama 
ascendente ocuparía más de 38 880 bytes. 
 
El algoritmo que utilizamos se basa en las prioridades que tiene cada T-CONT según el tipo 
que sea. Cada 125 microsegundos se genera una trama descendente y por tanto se crea un 
mapa de accesos, donde se le indicará a la ONU qué atribuciones se le han concedido.  
 
Primero se hacen las asignaciones a los TCONT de tipo 1, estas asignaciones se hacen 
siempre, ya que los TCONT de tipo 1, tienen una asignación fija y por tanto hay que asignarles 
una ventana de tiempo independientemente de si tienen algo o no que enviar. En nuestra 
simulación esta atribución es de 600 bits. En definitiva, los T-CONT de tipo 1, cada 125 
microsegundos se les asigna una atribución de 600 bits. 
 
Una vez se hayan asignado todas las atribuciones a T-CONT de tipo 1, le toca el turno a los T-
CONT de tipo 3. Estos TCONT tienen asegurada una atribución, siempre y cuando tengan algo 
que transmitir. Aunque para nuestra simulación hemos definido un límite, para el TCONT de 
tipo 3 es de 10 bits. Cuando ese límite se supere, entenderemos que el T-CONT está 
congestionado, y se le asignará una atribución igual a dicho límite. No hemos seguido ningún 
criterio especial para elegir ese límite, sólo hemos tenido en cuenta que en la ONU cada 125 
microsegundos se crea un paquete de 2 bits de tipo 3. 
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Este tipo de T-CONT, además de hacer la anterior asignación, se le puede hacer más, aunque 
esta parte no está asegurada. Si después de hacer las asignaciones de los T-CONT de tipo 1 y 
3, estos últimos aun superan el límite de 10 bits de congestión se les puede asignar 
atribuciones suplementarias siempre y cuando no se supere el límite de 38 630 bytes 
asignables en cada trama descendente. En  nuestro caso si aún queda ancho de banda que 
asignar, el tamaño de la atribución extra será de 3 bits. 
 
Por último están los T-CONT de tipo 4, estos TCONT se les asignarán atribuciones si superan 
un límite de 2 600 bits. El tamaño de la atribución también será de 2 600 bits, aunque hemos 
hecho que si el T-CONT está muy congestionado la OLT pueda asignarle una atribución más 
grande. Si la subcola supera los 4 000 000 bits, la asignación que se hará será de 20 000 bits, 
porqué se entiende que el T-CONT está recibiendo mucho tráfico y sería bueno ir 
descongestionándolo, en cambio si aun es superior a 2 400 000 bits, pero menor que 4 000 
000, la atribución será de 16 000 bits. Igual que para el T-CONT de tipo 3, para asignarles 
atribuciones no se tiene que haber llegado al límite 38 630 bytes de asignaciones totales.  
 
Para que la simulación sea más aleatoria, antes de hacer las atribuciones, se define 
aleatoriamente un límite del número de atribuciones que se realizarán, este valor está entre 25 
y 55 atribuciones. Una vez se llegue al límite, no se hacen más atribuciones. Teniendo en 
cuenta que a cada ONU se le pueden asignar 3 atribuciones, porque sólo tiene 3 T-CONT, en 
un escenario con 8 ONU (3x8 = 24 T-CONT), este límite nunca se deberá alcanzar 
 
En un caso real, el T-CONT de tipo uno sería utilizado por el video, el cual necesita que se 
transmita continuamente, sin importar si hay pérdida de bits, lo importante es que llegue 
siempre a tiempo. El T-CONT de tipo tres se utilizaría para transmitir la voz. La cual se 
transmitiría sólo cuando el interlocutor hablase. Y por último el T-CONT de tipo 4 sería para los 
datos, los cuales no necesitan que lleguen en un tiempo concreto, sino que lo importante es 
que lleguen. 
 
Para aumentar la aleatoriedad, y para que el algoritmo sea más justo, en cada paso no se 
empieza a mirar por el T-CONT número 0, sino que se empieza por un T-CONT aleatorio. 
 
6.2.2 ONU 
 
El nodo ONU es el encargado de consumir y demandar los recursos necesarios. Es el cliente o 
usuario final.  
 
Estará compuesto por un transmisor, un receptor, tres elementos generadores de tráfico, y un 
elemento que procesará toda la información. 
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Figura 51: Estructura de la ONU en el Node Editor 
 
Tenemos un generador de paquetes por cada tipo de T-CONT que tenemos en cuenta en esta 
simulación. El primero que analizaremos será el datos_video, que generará paquetes para el T-
CONT de tipo 1. El video por norma general va a una velocidad constante de 2 Mbps (esta 
velocidad, así como para voz y datos, la hemos escogido nosotros mismos). OPNET nos ofrece 
la posibilidad de escoger, a la hora de generar paquetes, el tamaño del paquete creado y cada 
cuanto se crea este paquete. Hemos escogido que cada 125 microsegundos se cree un 
paquete de 250 bits (este último parámetro está hecho con una distribución de Poisson para 
que no siempre sea exactamente 250 bits y haya algún tipo de variación). 
 
 
Figura 52: Valores del generador de video 
 
Con estos datos, haciendo una regla de tres, tenemos que en un segundo se crean 8 000 
paquetes (1 / 0,000125). Si cada paquete es de 250 bits, tenemos que 250 x 8 000 = 2 000 000 
bps = 2 Mbps. Que es a la velocidad que transmite el video. 
 
El segundo generador será el encargado de generar los paquetes de voz, los cuales por norma 
general tienen una velocidad de 16 Kbps. En este caso hemos escogido el mismo intervalo de 
0,000125 y un tamaño de 2 bits para los paquetes generados. Estos paquetes se asociarán 
con los T-CONT de tipo 3. 
 
 
Figura 53: Valores del generador de voz 
 
El tercer generador de paquetes será para los T-CONT de tipo 4. Se crearán los paquetes que 
representarán a los datos. Hemos establecido que la media de velocidad de este generador 
sea de 10 Mbps. Al igual que los anteriores se ha elegido el valor de 0.000125 para el intervalo 
entre paquete y paquete, pero ahora el tamaño del paquete estará definido por una distribución 
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de Laplace con media de 1250 bits (1 250 x 8 000 = 10 000 000 = 10 Mbps) debido a que el 
tamaño de los paquetes al ser datos puede variar mucho más que en las anteriores. En la 
siguiente figura se muestra la variación que pueden sufrir los paquetes. 
 
 
Figura 54: Variación del tamaño del paquete de datos 
 
Como podemos ver, al elegir esta distribución tenemos paquetes de entre 500 bits y los 2 100 
bits, aproximadamente. Con esto conseguimos que la velocidad vaya de los 4 Mbps (500 x 
8000) hasta los 16.8 Mbps (2 100 x 8 000). Así conseguimos más aleatoriedad. 
Cada vez que se genere un paquete de alguno de los generadores se producirá un evento y se 
guardará en la subcola correspondiente.  
El elemento del nodo queues tendrá una subcola donde se irá guardando los mensajes PLOAM 
que vaya generando la ONU, para que cuando la OLT lo solicite, se le envíe el mensaje que 
hace más tiempo que lleva en la subcola. Además de esta subcola contendrá tres más, una 
para cada tipo de T-CONT que hay. Donde cada vez que se genere un paquete se introducirá 
en la subcola correspondiente. 
 
La estructura del nodo queues, que controla todo el proceso de la ONT, es parecida a la de la 
OLT. La siguiente figura nos muestra cómo es. 
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Figura 55: Estructura de la ONU en el Process Editor 
 
 
En la ONU se generan cuatro eventos, dos de ellos de mucha importancia. Uno corresponde a 
cuando llega un paquete desde la OLT, y el otro cuando llega un paquete de alguno de los 
generadores de paquetes de la ONU. 
 
Cuando llega un paquete de alguno de los generadores de la ONU, se ejecuta la función 
tratar_datos definida en el Function Block, que según quien haya generado el paquete, se 
inserta éste en una subcola o en otra. Cada subcola se asociará con un tipo de T-CONT. 
 
Al igual que la OLT, se ha definido una estructura de datos que representan a los T-CONT, 
donde se irá guardando la información que nos vaya diciendo la OLT sobre ellos. 
 
 
Figura 56: Estructura de datos con información de los TCONT 
 
Esta estructura de datos guarda información, entre otras cosas, sobre el Alloc-ID que le ha sido 
asignado, la ONU-ID al que pertenece, si se le ha concedido una atribución o el índice de la 
subcola al que pertenece. 
 
El ONU-ID se guarda porque esta estructura, por temas de OPNET, se comparte con todas las 
ONU definidas en el escenario de la simulación. Por eso además, se ha definido un tope de 
100 T-CONT, que teniendo en cuenta que cada ONU constará de 3 T-CONT, hace un total de 
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33 posibles ONU. Lo cual es suficiente para dar cabida a las 32 ONU que tiene como límite 
esta arquitectura de red.  
 
El circulo verde es el estado inicial donde entre otras cosas se inicializan los valores de la 
estructura vista anteriormente, o defina las variables globales. 
 
Hay que recordar que lo que envía la OLT es recibido por todas las ONU, por tanto la ONU sólo 
prestará atención a las partes del mensaje que vaya dirigidos a ella. 
 
Al analizar el campo Mapa_de_BW de la trama descendente, vamos mirando uno a uno los 
accesos que han sido asignados por la OLT, y vemos si alguno de ellos pertenece a algún T-
CONT de la ONU. Si no pertenece lo dejamos pasar y miramos el siguiente, pero si coincide 
con alguno de la ONU ponemos a true el campo ‘asociado’ de la estructura de datos que 
hemos visto anteriormente y guardamos el tamaño que se nos permite transmitir. También se 
puede dar el caso que siendo la atribución para nosotros, el Alloc-ID sea 254, lo que indica que 
es una petición de número de serie y debemos contestar con el mensaje PLOAM 
correspondiente indicando qué número de serie tiene la ONU. 
 
Una vez hemos guardado en la estructura de datos vista antes, toda la información que la OLT 
nos ha enviado sobre nuestros T-CONT, generamos el paquete que enviaremos a la OLT. 
Volvemos a repasar la estructura de datos, y para cada T-CONT que se le ha asignado una 
atribución y que pertenezca a la ONU, creamos un paquete con el estado de las colas (DBR) si 
es que la OLT nos lo ha pedido y con la cantidad de datos que la OLT nos ha permitido enviar. 
Estos datos serán sacados de la subcola correspondiente, sabemos cuál es porque está 
guardada en la estructura anteriormente vista. Así es como conseguimos que las colas no se 
vayan congestionando. 
 
Si la OLT nos ha pedido en una atribución que enviemos el DBR de ese T-CONT, es decir, el 
estado de la cola asociada a ese T-CONT, le enviamos el número de bits que hay actualmente 
en la subcola.  
6.2.3 Splitter 
 
El splitter se encuentra entre la OLT y las ONU, se encarga de multiplexar y demultiplexar los 
paquetes, ya que desde el splitter a la OLT todos los paquetes comparten el mismo medio. 
 
La siguiente figura muestra el diseño que hemos implementado. 
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Figura 57: Estructura interna del nodo Splitter 
 
 
La parte derecha son las conexiones de receptores y transmisores que van conectados a las 
ONU, en la figura no se aprecian todos, pero hay tantos receptores y transmisores como 
queramos. En la parte izquierda se encuentra el transmisor y receptor que se conecta a la OLT, 
y en el centro es el módulo que controla el splitter. 
 
La estructura interna de este último módulo se muestra en la siguiente figura. 
 
 
Figura 58: Splitter en el Process Editor 
 
 
Se definen dos eventos, uno de ellos para cuando llega una trama de la OLT, y otro para 
cuando llega un paquete de alguna de las ONU. 
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En el splitter se ha definido un procedimiento que sustituye al procedimiento de determinación 
de distancia, el cual consistía en asignar un delay establecido por la OLT para que virtualmente 
las ONU estuvieran a la misma distancia aunque en realidad no lo estuvieran, así cada vez que 
una ONU transmitía, el paquete llegaba exactamente en el instante preciso que le había 
indicado la OLT y se podía construir la trama ascendente que se enviaba después a la OLT.  
 
Esto con el OPNET no es nada trivial de hacer, así que lo hemos planteado de otra manera, 
que no afecta a las conclusiones de esta memoria. 
 
El splitter tendrá 32 colas, un array de 32 posiciones y cada trama descendente tendrá un 
índice de 0 a 31. Según el índice de la trama meteremos en la posición correspondiente del 
array el número de accesos que se han otorgado en esa trama. 
 
Las ONU transmitirán sus tramas con el índice que indicaba la trama descendente, que 
identificará la trama de la OLT que le ha asignado el permiso para enviar. Este paquete de la 
ONU se meterá en la subcola del splitter que tenga el mismo índice. Una vez se hayan metido 
en las subcola todos los accesos que la OLT había asignado, es decir, una vez que todas las 
ONU que tenían permiso para enviar hayan enviado, se construirá la trama ascendente y se 
enviará a la OLT. 
 
Aunque todo este procedimiento conlleva una pequeña pérdida de tiempo, no afecta a nuestro 
proyecto ya que esta pérdida repercute a todas las tramas. Al ser el objetivo del proyecto 
observar la variación en el comportamiento según el volumen de tráfico de datos a la entrada 
podemos hacer esto. 
 
6.3 Evaluación de los resultados de los juegos de pruebas 
 
Los juegos de pruebas se han realizado para demostrar que la implementación del protocolo en 
OPNET está bien realizada. Se irá viendo en cada caso como los resultados obtenidos, en 
forma de gráficos, se asemeja a lo que nos podríamos esperar.  
 
En los resultados de las distintas simulaciones, lo importante no serán tanto los valores 
numéricos sino más bien la variación que se produce entre diferentes escenarios y los que se 
producen en un mismo escenario pero cambiando los ritmos de creación de paquetes. 
 
La diferencia entre escenarios reside en el número de ONU que habrá instaladas, y luego 
dentro de cada escenario se realizarán diversas simulaciones cambiando la frecuencia de 
generación de paquetes en los nodos ONU. 
 
Debido a la velocidad tan alta a la que funciona esta red, únicamente se simularán como 
máximo 2 minutos. Lo cual es suficiente para sacar conclusiones de los resultados obtenidos. 
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Simular más tiempo produciría que el tiempo que tarda la simulación aumentase 
considerablemente, así como el tiempo en mostrar los gráficos y manejar los resultados. 
 
El primer escenario lo hemos realizado con 5 ONU, aquí todas las ONU tienen los mismos 
valores de frecuencia de generación de paquetes, que es de 125 microsegundos. Con esto se 
consigue, como se ha visto en el capítulo anterior, velocidades de 2 Mbps, 16 Kbps y 10 Mbps, 
para video, voz y datos, respectivamente. 
 
 
Figura 59: Escenario con 5 nodos ONU 
 
 
En nuestras simulaciones se tienen en cuenta tres tipos concretos de T-CONT, los tipos 1 para 
video, 3 para voz y 4 para datos. Los T-CONT de tipo 1 reciben una asignación en cada trama 
descendente, necesitan un flujo constante de datos, por tanto son los que más atribuciones se 
les deben otorgar. Los T-CONT de tipo 3 reciben una asignación siempre y cuando tengan algo 
que enviar, y además se les puede otorgar un poco más de ancho de banda, siempre y cuando 
quede espacio disponible. Por último los T-CONT de tipo 4 sólo se les otorgará atribuciones si 
aún queda ancho de banda disponible después de haber asignado los otros tipos de T-CONT. 
 
A continuación veremos los distintos resultados que se han obtenido de esta simulación de dos 
minutos de duración. Empezaremos con el número de asignaciones atribuidas por la OLT a los 
diferentes T-CONT.  
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Figura 60: Número de atribuciones asignadas 
 
Este gráfico representa el número de atribuciones que se van otorgando a lo largo de la 
simulación. Recordar que los T-CONT que se tienen en cuenta son los de tipo 1 para video, los 
de tipo 2 para voz, y por último los de tipo 3 para datos. 
 
En este gráfico vemos que el T-CONT de tipo 1 es el que más atribuciones se le han asignado. 
Seguido muy de cerca del T-CONT de tipo 4 y por último el T-CONT de tipo 3. El T-CONT de 
tipo 4 ha recibido tantas atribuciones porque al sólo haber 5 ONU, no se ha llegado al límite de 
38 630 bytes que hemos establecido en atribuciones. Es decir, se asignan tantas atribuciones 
como se necesitan. En cambio el de tipo 3 no ha recibido tantas asignaciones debido a que el 
tamaño de  asignación de 10 bits que le hemos dado es bastante amplía, y es de esperar que 
no necesitase tanto, ya que por ejemplo el de tipo 4 recibirá una asignación de 2 600 bits 
cuando su frecuencia de generación de paquetes es de 1 250 bits, que es poco menos de la 
mitad, en cambio el de tipo 3 los genera de 2 bits, y le estamos dando una asignación de 10 
bits, lo cual es 5 veces mayor.   
 
 
Figura 61: Número de atribuciones de T-CONT de tipo 4 
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En este gráfico vemos que se asignan 5 atribuciones sobre el tipo 4 en cada trama. Una por 
cada ONU que hay. En otros escenarios con más ONU veremos cómo varia este parámetro, ya 
que a veces este valor será igual al número de ONU que haya, o debido a que no se habrán 
podido asignar atribuciones a todos los T-CONT de tipo 4 de todas las ONU, este valor será 
inferior al número de ONU. 
 
El siguiente gráfico muestra el tamaño de los paquetes generados en las ONU que irán a la 
OLT a lo largo de la simulación. El tamaño de la trama está directamente relacionado con el 
número de atribuciones que se han asignado a los T-CONT de la ONU.  
 
 
Figura 62: Tamaño del paquete de las ONU 
 
Esta forma que tiene el gráfico, que en los primeros segundos va aumentando hasta 
estabilizarse, es debido a que durante los momentos iniciales de la simulación se lleva a cabo 
el procedimiento de activación, el cual es el momento donde las ONU y la OLT negocian los 
parámetros de conexión, así como la asignación de los ID correspondientes. Es decir, la trama 
ascendente no contiene datos, sólo mensajes PLOAM. Una vez se realizado este 
procedimiento, la OLT empieza a asignar las atribuciones correspondientes a las ONU, y éstas 
empiezan a transmitir, con lo que su tamaño aumenta y se va estabilizando.  
 
Si nos fijamos en el valor que tiene la trama, se explica porque al haber tan pocas ONU se 
hacen todas las asignaciones. Se asignan atribuciones para todos los tipos de T-CONT, vemos 
que está en torno a los 3 500 bits, que será la suma de los 600 bits que se asignan para el T-
CONT de tipo 1, los 2 600 bits que se asigna a los T-CONT de tipo 4, y el resto será para el T-
CONT de tipo 3 y las cabeceras del mensaje de las ONU. 
 
Muy similar a lo que hemos visto antes sucede con el tiempo que una trama ascendente llega a 
su destino, recordar que la trama ascendente es la que ve desde la ONU hasta la OLT. Lo 
podemos ver en la siguiente figura. 
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Figura 63: TIempo que tarda de la ONU a la OLT 
 
La explicación de porqué el gráfico es muy similar a la anterior figura radica en que cuánto más 
pequeña es la trama, antes llega a su destino. Y recordemos que en la primera parte de la 
simulación la ONU sólo envía mensajes PLOAM. También hay que destacar otro motivo, y es 
que al no llevar datos, tal como se ha diseñado el splitter, cuando la trama llega a él, éste la 
reenvía directamente a la OLT sin necesidad de esperar a recibir las otras tramas de las otras 
ONU para construir la trama a enviar a la OLT. 
 
El parámetro más importante y que más nos interesa saber es cómo evolucionan las 3 colas, 
una para cada T-CONT. Los resultados se muestran a continuación. 
 
Recordemos que en esta simulación se ha hecho que todas las colas generaen 8 000 paquetes 
por segundo y el tamaño según una distribución de poisson. El T-CONT de tipo 1 con una 
media de 250 bits, el de tipo 2 con una de 2 bits y la de tipo 3 con una media de 1 250 bits. 
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Figura 64: Estado de las colas de los T-CONT 
 
En la anterior figura podemos ver los estados de las tres colas. En la primera, que es para los 
de tipo 1, vemos que el valor del estado está en torno a los 550 bits, teniendo en cuenta que 
cada 125 microsegundos le asignamos una atribución de 600 bits. Es perfectamente válido que 
la cola tenga este estado. 
 
Para los T-CONT de tipo 3, el estado se sitúa por encima de los 2 500 bits. Lo cual es 
razonable porqué a este T-CONT no se le asigna constantemente atribuciones, y sólo le 
asignaremos cuando sepamos que supera un límite. La OLT sólo sabe esto cada vez que le 
dice a la ONU que le envíe el estado a través de los mensajes DBR. Hay que fijarse que una 
vez pasado un tiempo el valor se estabiliza. Es porque durante el tiempo que pasa, desde que 
el generador empieza a generar paquetes, hasta que a la ONU le llega la primera atribución, se 
van acumulando paquetes en la cola. 
 
Finalmente, para los T-CONT de tipo 4, el valor del estado de las colas se estabiliza a los 1 600 
000 bits aproximadamente. La explicación es similar al caso anterior, pero en este caso el valor 
es más alto debido a que el T-CONT de tipo 4 genera paquetes mucho más grandes. El de tipo 
3 genera paquetes de 2 bits, mientras que el de tipo 4 los genera de 1 250 bits. Esto es 625 
más grande, y si calculamos con el estado de las colas vemos que 2 500 x 625 = ~1 600 000 
que es el resultado que obtenemos del estado de las colas de los T-CONT de tipo 4. 
 
Los resultados vistos hasta ahora confirman, de momento, que la implementación del protocolo 
en OPNET está bien realizada.  
 
Ahora sobre el mismo escenario, de 5 nodos ONU, hemos cambiado la frecuencia de 
generación de paquetes en algunas ONU, algunas en los T-CONT de tipo 1, otras en las de 
tipo 3, y otras en el tipo 4. Vamos a ver cómo se comporta nuestra simulación. 
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En la ONU_1 hemos duplicado el canal de datos, como si el usuario tuviera dos líneas de 
datos, lo que aumenta por dos el tráfico. En la ONU_3 y ONU_5 hemos duplicado el tráfico de 
video y en la ONU_4 el de voz. A continuación veremos cómo se comporta esta simulación con 
estos parámetros nuevos. 
 
En primer lugar vamos a ver cómo se comportan las colas de los distintos tipos de T-CONT. 
 
 
Figura 65: Estado de las colas de los T-CONT con la velocidad aumentada en 10x 
 
Aunque los valores en términos absolutos hayan aumentado, ahora las colas están más 
congestionadas, la forma del gráfico no cambia. Se sigue comportando como teóricamente 
debería. Vemos que al duplicar el valor de la frecuencia de generación de paquetes, también 
se duplica el estado de las colas. 
 
También vemos que el tamaño del paquete generado en las ONU ha aumentado, ya que la 
OLT ahora tiene que asignar atribuciones más largas, para que las colas no se colapsen. 
 
69 
 
 
Figura 66: Tamaño del paquete de la ONU 
 
Vemos que el valor es ligeramente superior a los 17 000 bits, esto se explica a la suma de la 
asignación de tipo 1 de 600 bits, la asignación de tipo 4 de 16 000 bits, y a la asignación de tipo 
3 y cabeceras del paquete de la ONU.  
Ahora, en una nueva simulación, además de lo de la anterior, duplicaremos la generación de 
paquetes de voz en el ONU_1, duplicaremos la de video en el ONU_2 y duplicaremos la de 
datos en el ONU_3. 
 
 
Figura 67: Estado de las colas de las ONU 
 
Vemos como el estado de las colas se mantiene estable, ya que solo hemos aumentado un 
poco la carga de tráfico en la red, pero podemos ver como empieza a haber picos más altos de 
tráfico de video, que es el que más hemos aumentado desde la simulación inicial. 
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Ahora repasemos el número de asignaciones que se hacen en esta nueva simulación con los 
nuevos parámetros. 
 
 
Figura 68: Número de asignaciones que se hacen 
 
Vemos como el número de atribuciones que se hacen a los T-CONT de tipo 1 se mantiene 
estable, ya que independientemente de la frecuencia de generación de paquetes, se harán las 
mismas atribuciones, ya que tiene una anchura de banda fija. 
Los T-CONT de tipo 3 se mantienen estables, ya que a pesar de haber aumentado el ritmo de 
creación, no se ha aumentado lo suficiente como para que aumente significativamente el 
número de atribuciones. En cambio, donde más se nota es en el tipo 4, ya que al ser el T-
CONT que menos preferencia tiene, y el que necesita las atribuciones más grandes, no le 
hacen falta tantas atribuciones para conseguir el mismo rendimiento, hace menos atribuciones, 
pero más grandes. 
Relacionado con lo anterior, vemos en la siguiente figura como el tamaño del paquete que se 
crea en la ONU aumenta, debido especialmente a que las atribuciones para los paquetes de 
datos aumentan su tamaño. 
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Figura 69: Tamaño de los paquetes creados en las ONU 
 
 
Ahora vamos a ver qué pasa en un escenario diferente, con un solo nodo ONU, un OLT y el 
Splitter.  
 
 
Figura 70: Escenario con un solo nodo ONU 
 
Con una sola ONU, y con la misma frecuencia de generación de paquetes que al inicio, es 
decir, 2 Mbps para video, 16 Kbps para voz y 10 Mbps para datos, debería dar unos resultados 
muy similares, por no decir iguales, que al inicio de todo. 
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Figura 71: Estado de las colas con un solo ONU 
 
El porqué de que sean iguales, es porque a pesar de haber sólo una ONU, al igual que antes, 
no se llega al límite de 38 630 bytes que se le ha impuesto a la trama ascendente. Así que 
tanto antes como ahora, se asignan todas las atribuciones que se necesitan. 
 
Por la misma razón expuesta anteriormente, el tamaño de los paquetes generados en la ONU 
es igual que al inicio de este capítulo. 
 
 
Figura 72: Tamaño del paquete generado en la ONU 
 
 
 
Ahora veremos un escenario distinto, en este caso con 12 nodos ONU. Esto supone una 
sobrecarga importante si lo comparamos con los escenarios vistos anteriormente.  
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Figura 73: Escenario con 12 nodos ONU 
 
En este escenario aun no se debería llegar al límite de 38 630 bytes, pero para mantener el 
estado de las colas estable, o el valor absoluto del estado ha aumentado o ha aumentado el 
tamaño de la atribución, especialmente a las atribuciones del T-CONT de tipo 4. 
 
A continuación mostramos el estado de las colas para todos los T-CONT. 
 
 
 
Figura 74: Estado de las colas de los T-CONT con 12 nodos ONU 
 
 
Esta figura representa el estado de las colas con la misma velocidad que al principio de todo, 
pero en este escenario de 12 nodos ONU. Podemos observar que el estado de las colas se 
mantiene estable con los mismos valores que al inicio del capítulo. Es debido a que a pesar de 
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haber más carga de trabajo, con 12 nodos a la velocidad inicial aun no es suficiente para 
desbordar las colas. Como la subcola del T-CONT de tipo 4 no llega a los 2 400 000 bits de 
congestión, la asignación que se hará será de 2 600 bits, con lo que el tamaño de los paquetes 
creados en la ONU tendría que ser parecido a lo visto anteriormente. 
 
 
Figura 75: Tamaño de los paquetes generados en la ONU 
 
Vemos que los paquetes generados en las ONU es igual que anteriormente. Es la suma de las 
atribuciones para el T-CONT de tipo 1 que son 600 bits, los de tipo 4 que serán de 2 600 bits, 
más los de tipo 3 y cabeceras.  
 
En nuestra implementación hemos hecho que haya un límite de atribuciones por trama 
descendente, para que haya más aleatoriedad. El límite es de 25 a 55 atribuciones. Al haber 12 
ONU, se pueden otorgar hasta 36 atribuciones, ya que hay 3 tipos de T-CONT por cada ONU. 
Por tanto es de esperar que en algún punto no se hayan asignado atribuciones no porque se 
haya llegado al límite de 38 630 bytes, sino porqué se habrá llegado al límite impuesto por 
nosotros. 
 
A continuación mostramos el gráfico donde lo podemos ver. 
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Figura 76: Número de límites de atribuciones alcanzado 
 
Durante toda la simulación, con este escenario de un minuto, se ha llegado algo más de 800 
veces al límite de entre 25 y 55 atribuciones, aunque no tiene mucha afectación ya que las 
probabilidades que se llegue al límite son bajas, aunque no nulas como acabamos de ver. 
Con el mismo escenario, cambiamos algunos parámetros, en el ONU 2, 5 y 7 duplicamos la 
frecuencia de generación de paquetes de datos. En las ONU 3, 8 y 9 duplicamos los de video y 
en las ONU 6 y 11 los de voz. Con esto obtenemos estos resultados de los estados globales de 
las colas. 
 
 
 
Figura 77: Estado de las colas 
 
Podemos observar que los valores en las tres colas han aumentado. Incluso en la subcola de 
los T-CONT de tipo 1 hay picos de congestión. Y tanto las subcolas de los T-CONT de tipo 3 y 
4 han duplicado su estado. 
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Ahora vamos a cambiar de escenario, vamos a crear uno con 24 nodos ONU. Lo cual supondrá 
ya una carga de tráfico importante y a continuación veremos qué efectos tiene. 
 
 
Figura 78: Escenario con 24 nodos ONU 
 
Todas las ONU están configuradas para trabajar a la misma velocidad, 2 Mbps para video, 16 
Kbps para voz y 10 Mbps para datos. Después de realizar la simulación nos fijamos en el 
tamaño de las atribuciones que se le concede a los T-CONT de tipo 4.  
 
 
Figura 79: Tamaño de las atribuciones para el T-CONT de tipo 4 
 
En esta última figura podemos ver que el tamaño medio de las atribuciones que se asignan a 
los T-CONT de tipo 4 es de 20 000 bits.  Eso en el caso que se asignen, porqué a lo mejor al 
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llegar el momento de asignarlas se ha superado el límite de 38 630 bytes para atribuciones y 
no pueden asignar más. 
Si se ha asignado, para los T-CONT de tipo 4, una atribución de 20 000 bits significa que la 
subcola estará congestionada con más de 4 000 000 de bits. 
Haciendo cálculos vemos que este límite se supera de sobra si a todas las ONU se les 
asignase esa cantidad de datos (20 000 bits x 24 ONU = 480 000 bits = 60 000 bytes), cuando 
la trama entera sólo puede tener 38 880 bytes. Por tanto habría que ver el número de 
atribuciones para el T-CONT de tipo 4 que se asignan.  
 
 
Figura 80: Número de atribuciones para el T-CONT de tipo 4 
 
Como vemos en la figura se asignan como mucho 15 atribuciones. Lo que teniendo en cuenta 
que cada atribución será de media de 20 000 bits, tenemos que 15 x 20 000 bits = 300 000 bits, 
que se acerca mucho al límite de 38 630 bytes (309 040 bits), la última atribución no será de 20 
000 bits, sino del tamaño que tenga disponible hasta llegar a los 309 040 bits, si le sumamos 
los 600 bits de cada atribución del T-CONT de tipo 1 (600 bits x 24 ONU = 14 400 bits), y las de 
tipo 3 (10 bits x 24 ONU = 240 bits) vemos que el valor de la suma de los tres tipos es muy 
parecido al de 309 040 bits. Para demostrar estos cálculos está la siguiente figura. 
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Figura 81: Tamaño de las atribuciones en la trama ascendente 
 
Con esta figura comprobamos que el espacio para las atribuciones está completo y no se 
pueden asignar más atribuciones. Así que va a haber ONUs que a pesar de tener datos a 
enviar, se van a quedar sin poder hacerlo. También vemos que esto se produce a lo largo de 
toda la atribución, las colas de  tipo 1 y tipo 3 se asignan antes que para los de tipo 4, y hemos 
visto que con el tipo 1 y el tipo 3 no se llegaría al límite de 38 630 bytes. Por tanto el único T-
CONT que sufriría esta pérdida sería los de tipo 4. Esto tiene sentido, ya que el T-CONT de 
tipo 4 se denomina best-effort, es decir, solo en el caso que se pueda asignar ancho de banda, 
se asigna.  
Así que es de esperar que el estado de la cola de tipo 4 aumente considerablemente y las 
atribuciones que se le asignen no sean suficientes para descargarla por lo que crecerá 
ininterrumpidamente. Lo vemos en la siguiente figura. 
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Figura 82: Estado de las colas de los T-CONT 
 
En el gráfico podemos ver como no se puede dar cabida a todos los T-CONT de tipo 4 de todas 
las ONU si éstas están al mismo tiempo transmitiendo en este escenario.  En cambio para el T-
CONT de tipo 1 y 3 sí que se puede dar servicio, ya que 600 bits x 24 ONU = 14 400 bits, y 
después si le sumamos los de tipo 3, seguimos estando muy lejos del límite de 309 040 bits. 
Pero si añadimos los de tipo 4, como hemos visto anteriormente, superamos con creces el 
límite, y habrá T-CONT que se quedarán sin transmitir, de ahí que la cola no pare de aumentar. 
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7. Conclusiones 
 
A lo largo de este documento hemos visto el funcionamiento de una red de tipo GPON. Es un 
tipo de red que dará solución a la constante congestión que sufren las redes actuales y, 
además, dará la posibilidad de ofrecer nuevos servicios a los clientes a parte de los que ya 
hemos visto como son televisión por cable, voz sobre IP e Internet. 
Este proyecto aporta una herramienta muy útil para valorar la funcionalidad de una red de tipo 
GPON. Nos permite escoger el número de ONU que queramos simular, y la frecuencia de 
generación de paquetes de los tres tipos de tráfico más importante que hay, cada uno de ellos 
representando un tipo diferente de T-CONT. Al estar integrado con el software de simulación 
OPNET Modeler, hace que sea especialmente interesante, porque nos permite aprovechar 
todas las herramientas que este programa nos ofrece, y poder así construir escenarios mucho 
más complejos y adaptado a nuestras necesidades, donde se mezclen distintos tipos de 
elementos de red o distintos tipos de tráfico, así como poder ver los resultados de forma fácil 
mediante gráficos. 
Alguna posible mejora de este proyecto podría ser la incorporación de los 5 tipos de T-CONT, 
en vez de los 3 que se han utilizado. Así como un estudio de las últimas novedades que están 
utilizando operadoras reales, y adaptar este nuevo conocimiento a la implementación aquí 
vista. 
Para una empresa que esté pensando en construir una red GPON y desarrollar toda la 
infraestructura asociada, esta herramienta le puede ser muy útil, ya que le permitirá modelar 
toda la red sin necesidad de levantar ni una sola zanja, con el ahorro de costes que ello 
conlleva. Así como poder modificar cualquier parámetro en el programa para poder ajustarlo a 
sus necesidades, como puede ser el algoritmo DBA utilizado, a uno que más se ajuste a las 
distintas necesidades de cada proveedor. 
En los resultados que hemos obtenido con los parámetros que se han descrito en los juegos de 
prueba, podemos ver como esta red, cuando hay 24 nodos ONU activos a la vez, ya está 
saturada. En escenarios con menos ONU, incluso a distintas velocidades, se ha visto cómo la 
red aguantaba la carga de trabajo. 
Por lo tanto, uno de los inconvenientes de este tipo de red, es que además de ser una nueva 
infraestructura, con los costes que ello supone para un operador, teniendo que comprar nuevos 
equipos, desplegar cables, levantar zanjas en las calles y carreteras, etc.  Es una red que no 
soporta muchos usuarios a la vez, ya que la tupla OLT-Splitter sólo permite 32 clientes, aunque 
si todos ellos están activos en el mismo momento, el número de clientes soportados sin que 
haya pérdida de paquetes se reduce. Hay que añadir que aunque el par OLT-Splitter sólo 
soporte 32 clientes, una misma OLT puede estar asociada a muchos Splitter, por lo que el 
número de usuarios conectados a una misma OLT aumenta considerablemente. 
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8. Glosario y acrónimos 
 
ADSL Asymetric Digital Subscriber Line 
Alloc-ID Allocation Identifier 
APON ATM Passive Optical Network 
Best Effort Modo de funcionamiento de algunos protocolos de red que                                                  
 equivale a hacer lo que se pueda sin garantizar su correcto 
 funcionamiento 
BIP Bit Interleaved Parity 
BPON Broadband Passive Optical Network 
Broadcast Modo de tranmisión de un paquete que hace que todo el mundo 
 lo reciba 
BW Bandwidth 
BWmap Bandwidth Map  
CMT Comisión del Mercado de las Telecomunicaciones 
CRC Cyclic Redundancy Check 
DBA Dynamic Bandwidth Assignment 
DBRu Dynamic Bandwidth Report upstream 
Downstream Línea en sentido de bajada 
Gbps Gigabits por segundo 
GEM GPON Encapsulation Method 
GPON Gigabit Passive Optical Network 
IP Internet Protocol 
ITU International Telecommunication Union 
MAC Media Access Control 
Mhz Mega Herzios 
OLT Optical Line Termination 
ONU Optical Network Unit 
ONU-ID Optical Network Unit Identifier 
Payload Contenido de un paquete 
PCBd Physical Control Block downstream 
PLend Payload Length downstream 
PLOAM Physical Layer Operations, Administrations and Maintenance 
PLOu Physical Layer Overhead upstream 
PON Passive Optical Network 
PSync Physical Synchronization 
QoS Quality of Service 
Splitter Divisor óptico 
TCONT Transmission Container 
Upstream Linea en sentido de subida 
VoIP Voice over IP 
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10. Anexo: Código fuente de la implementación en OPNET 
 
En este anexo se detalla el código fuente utilizado en la implementación en OPNET Modeler. 
OLT 
 
/* OPNET system definitions */ 
#include <opnet.h> 
 
 
/* Header Block */ 
 
#define rcv_pkt (op_intrpt_type () == OPC_INTRPT_STRM && op_intrpt_strm () == 0) 
#define proceso_activacion (op_intrpt_type () == OPC_INTRPT_SELF && op_intrpt_code () == 0) 
#define proceso_dbr (op_intrpt_type () == OPC_INTRPT_SELF && op_intrpt_code () == 1) 
#define microsegundos (op_intrpt_type () == OPC_INTRPT_SELF && op_intrpt_code () == 2) 
 
#define LIMIT3 4 
#define LIMIT4 1500 
 
static Packet* crear_mapa_de_BW (void); 
static void tratar_onu (Packet* orig); 
static void tratar_ploam (int onuid, Packet* ploam); 
static void tratar_atribuciones (Packet* contenido); 
static void tratar_atribucion (Packet* atribucion); 
 
/* Debemos guardar un array con el estado de cada ONU (campo Ind del PLOu y más) */ 
struct colas_onu 
 { 
 int ONUID; 
 int num_tconts; 
 /* Campo Ind del PLOu */ 
 int ploam_urgente; 
 int fec; 
 int rdi; 
 /* End del campo Ind del PLOu */ 
 OpT_Boolean activa; // indica si la ONU permanece activa o se ha caído 
 } ONU_info [12]; // Hay 4 oNUs 
 
 
 
/* Información de los T-CONT */ 
struct info_tcont 
 { 
 int ONUID; // ID de la ONU a la que pertenece 
 int allocid; 
 int dbr; // si tiene que enviar su información 
 int tipo; // tipo de tcont que es (1,2,3,4,5) 
 OpT_Int64 cola; // indica el tamaño de la cola, según el mens DBR 
 int cong; 
 } TCONT_info [100]; 
 
 
 
/* La OLT tiene los números de serie de las ONUs que se le van a conectar. */ 
int Num_series_ONU [32]; 
 
/* End of Header Block */ 
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/* State variable definitions */ 
typedef struct 
 { 
 /* State Variables */ 
 int estado_comun ;  /* Indica en qué estado está la parte común de la OLT */ 
 int ident;  /* Indica el número Ident del último paquete enviado, hay que 
sumarle uno al ponérselo al nuevo Ident del nuevo paquete */ 
int num_atribucion ;  /* Indica el número de atribución que es, para que el splitter pueda 
    formar la trama de vuelta. */ 
 int num_ONUID ;  /* Variable que utilizaremos para asignar un ONU-ID */ 
 int num_AllocID ;  /* Variable que utilizaremos para asignar un Alloc-ID */ 
 int preg_dbr ;  /* Variable que si está activa, al crear el Mapa de BW también  
     preguntaremos por el DBR */ 
 Stathandle  ETE_onu ; 
 Stathandle Ass_Tipo_1 ; 
 Stathandle Ass_Tipo_3; 
 Stathandle Ass_Tipo_4; 
 int                   ass_tipo_1; 
 int                   ass_tipo_3; 
 int                   ass_tipo_4; 
 Stathandle Tam_atr; 
 Stathandle Num_atr; 
 Stathandle Num_lim; 
 int                   num_limit; 
 Stathandle Num_atr1; 
 Stathandle Num_atr3; 
 Stathandle Num_atr4; 
 Stathandle Tam_tipo4; 
 Stathandle Tamano_atr; 
 } OLT_process_state; 
 
/* Function Block */ 
 
static void activation_process (void) 
 { 
 /* Esta función es llamada cuando se tiene que activar el procedimiento de activación, */ 
 /* que es por vencimiento de temporizador, o indicación de ONU nueva o perdida. */ 
 /* Se activa cada 5 segundos. */ 
  
 int i; 
 int size; 
 int aux; 
 Packet* auxpkt; 
 Packet* trama_enviar; 
 Packet* PLOAMd; 
 Packet* auxpkt2; 
 Packet* pcbd; 
 Packet* mapa; 
 Packet* Cabida_util; 
 Packet* acceso; 
  
 FIN (activation_process (void));  
  
 /**** INICIO ENVIO DE UPSTREAM OVERHEAD ****/ 
  
 /* Este for es histórico, porque antes esto lo hacíamos tres veces. */ 
 for (i=0;i<24;i++) 
  { 
   
  PLOAMd=op_pk_create_fmt ("PLOAM"); 
  op_pk_nfd_set_int32 (PLOAMd, "ONU-ID", 255); 
  op_pk_nfd_set_int32 (PLOAMd, "Msg-ID", 1); 
 
  pcbd = op_pk_create_fmt ("PCBd"); 
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  op_pk_nfd_set_int32 (pcbd, "Psync", 3064672736); 
  op_pk_nfd_set_int32 (pcbd, "Ident", Ident); 
  Ident = Ident + 1; 
  if (Ident == 1073741824) { Ident = 1; } 
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", PLOAMd); 
   
   
  /* Como el mensaje Upstream_overhead se envia 3 veces, aprovechamos y enviamos 3 mapa de 
  BW distintos. */ 
  mapa = crear_mapa_de_BW (); 
   
  op_pk_nfd_set_pkt (pcbd, "Mapa_de_BW", mapa); 
  
  op_pk_nfd_set_int32 (pcbd, "BIP", num_atribucion); 
  num_atribucion++; 
  if (num_atribucion == 32) { num_atribucion=1; } 
   
  size = op_pk_total_size_get (pcbd); 
  aux = 38880 - size; // Aquí tengo el tamaño del resto. 
  Cabida_util = op_pk_create (aux);  
  
  trama_enviar=op_pk_create_fmt ("Trama_descendente"); 
  op_pk_nfd_set_pkt (trama_enviar, "PCBd", pcbd); 
  op_pk_nfd_set_pkt (trama_enviar, "Cabida_util", Cabida_util); 
   
  op_pk_send (trama_enviar, 0); // Enviamos la trama con el Upstream_Overhead 
 
  } 
    
 /**** FIN ENVIO UPSTREAM OVERHEAD ****/ 
  
  
 /**** INICIO PETICIÓN DE NÚMERO DE SERIE ****/ 
  
 /* A las ONUs que están desactivadas, en la ATRIBUCIÓN debo indicarle que envíen su número de serie, */ 
 /* poniendo el Alloc-ID a 254, para que las ONUs que estén en el estado 3 contesten. Solo se hará esta */ 
 /* atribución, las demás ONUs no podrán transmitir. */ 
  
 pcbd = op_pk_create_fmt ("PCBd"); 
  
 mapa = op_pk_create (64); /* El mapa solo tendrá un acceso que será con el Alloc-ID a 254. */ 
  
 acceso=op_pk_create_fmt ("Acceso"); 
 op_pk_nfd_set_int32 (acceso, "Alloc-ID", 254); 
 op_pk_nfd_set_int32 (acceso, "Banderas", 1024); // Banderas con ploam=1 
 op_pk_nfd_set_int32 (acceso, "SStart", 0); 
 op_pk_nfd_set_int32 (acceso, "SStop", 64); 
 op_pk_nfd_set_int32 (acceso, "CRC", 0); 
  
 op_pk_fd_set_pkt (mapa, 0, acceso, OPC_FIELD_SIZE_UNCHANGED); 
  
  
 /* Al llegar este punto 'en teoria' ya hemos creado el mapa de bw. */ 
 if (! op_subq_empty (0))  
  { 
  /* Si tenemos algún PLOAM para enviar, lo enviamos. */ 
  auxpkt=op_subq_pk_remove (0, OPC_QPOS_HEAD); 
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", auxpkt);  
  } 
 else 
  { 
  PLOAMd=op_pk_create_fmt ("PLOAM"); 
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", PLOAMd); 
  } 
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 op_pk_nfd_set_pkt (pcbd, "Mapa_de_BW", mapa); 
  
 op_pk_nfd_set_int32 (pcbd, "BIP", num_atribucion); 
 num_atribucion++; 
 if (num_atribucion == 32) { num_atribucion=1; } 
  
/* Ahora lo que hemos de enviar es un paquete que sea el pcbd + 38880 - el tamaño del pcbd, para 
construir una trama descendente completa.*/ 
 size = op_pk_total_size_get (pcbd); 
 aux = 38880 - size; // Aquí tengo el tamaño del resto. 
 auxpkt = op_pk_create (aux);  
  
 /* Construimos la trama que vamos a enviar (PCBd + Cabida util). */ 
 trama_enviar=op_pk_create_fmt ("Trama_descendente"); 
 op_pk_nfd_set_pkt (trama_enviar, "PCBd", pcbd); 
 op_pk_nfd_set_pkt (trama_enviar, "Cabida_util", auxpkt); 
  
 op_pk_send (trama_enviar, 0); 
  
 /**** FIN ENVIO DE PETICIÓN DE NÚMERO DE SERIE ****/ 
  
  
 /**** INICIO ENVIO DE VENTANAS ****/ 
  
 /* Ahora debemos enviar dos tramas más, pero sin ninguna atribución. */ 
 /* Y lo haremos de tal manera que en estas dos tramas se envien también mensajes PLOAM. */ 
  
 for (i=0;i<2;i++) 
  { 
  /* Lo hacemos dos veces, pq tenemos que crear una ventana de 250microseg */ 
  pcbd = op_pk_create_fmt ("PCBd"); 
   
  if (! op_subq_empty (0)) 
   { 
   auxpkt2 = op_subq_pk_remove (0, OPC_QPOS_HEAD); 
   } 
  else 
   { 
   auxpkt2 = op_pk_create_fmt ("PLOAM"); 
   } 
   
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", auxpkt2); 
  mapa=op_pk_create (0); // Como no hay ninguna atribución, hacemos un paquete de tamaño 0 
  op_pk_nfd_set_pkt (pcbd, "Mapa_de_BW", mapa); 
   
   
  op_pk_nfd_set_int32 (pcbd, "BIP", num_atribucion); 
  num_atribucion++; 
  if (num_atribucion == 32) 
   { 
   num_atribucion=1; 
   } 
  trama_enviar=op_pk_create_fmt ("Trama_descendente"); 
  op_pk_nfd_set_pkt (trama_enviar, "PCBd", pcbd); 
  size = op_pk_total_size_get (pcbd); 
  aux = 38880 - size; // Aquí tengo el tamaño del resto. 
  auxpkt = op_pk_create (aux);  
  op_pk_nfd_set_pkt (trama_enviar, "Cabida_util", auxpkt);  
  op_pk_send (trama_enviar, 0); 
   
  } 
  
 /**** FIN ENVÍO DE VENTANAS ****/ 
 
 op_intrpt_schedule_self (op_sim_time()+5, 0); // Reprogramamos la interrución 
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 FOUT; 
 } 
 
 
static void tratar_rcv (void) 
 { 
 /* Esta función recive los paquetes que van enviando las ONUs, y los */ 
 /* analiza y realiza las funciones pertinentes según convenga, es la */ 
 /* función más importante! */ 
  
 /* Declaración de variables */ 
 int i; 
 int aux; 
 Packet* pkt; 
 Packet* trama; 
 double ete_delay; 
  
 FIN (tratar_rcv ()); 
  
 trama = op_pk_get (op_intrpt_strm ()); 
   
 aux = op_pk_num_fds (trama); 
 
 for (i=0; i<aux; i++) 
  { 
  /* Cada campo de la trama que recibimos, es lo que dice una ONT */ 
  op_pk_fd_get_pkt (trama, i, &pkt); 
  ete_delay = op_sim_time () - op_pk_creation_time_get (trama); 
  op_stat_write (ETE_onu, ete_delay); 
  tratar_onu (pkt); 
  } 
  
 op_pk_destroy (trama); 
 /* Aquí una vez tratada la trama que ha llegado de la ONU, deberíamos empezar a */ 
 /* construir la trama que vamos a enviar. */ 
 
 FOUT; 
 } 
 
static void tratar_onu (Packet* orig) 
 { 
 /* Esta función se encarga de ver qué dice cada ONU que ha enviado algo */ 
 /* a la OLT, y según lo que diga actuar en consecuencia. */ 
  
 /* DECLARACIÓN DE VARIABLES */ 
 int aux; 
 int i; 
 int onuid; 
 Packet* plou; 
 Packet* ploamu; 
 Packet* contenido; 
 char mens[256]; 
  
 FIN (tratar_onu (Packet* orig)); 
   
 /* El mensaje que envia la ONU NO es Named-Field. */ 
 op_pk_fd_get_pkt (orig, 0, &plou); // El campo PLOu siempre estará 
 op_pk_nfd_get_int32 (plou, "ONU-ID", &onuid); // Obtenemos que ONU es 
 op_pk_nfd_get_int32 (plou, "Ind", &aux); // Y actualizaremos lo que dice su campo Ind 
  
 op_pk_destroy (plou); 
  
 for (i=0; i<24; i++) 
  { 
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  /* En el caso que aun no se haya asignado ONU-ID, no se mirarán estas variables. */ 
  if (ONU_info[i].ONUID == onuid) 
   { 
   ONU_info[i].ploam_urgente=(aux<<7)&1; 
   ONU_info[i].fec = (aux<<6)&1; 
   ONU_info[i].rdi = (aux<<5)&1; 
   break; 
   } 
  } 
  
/* Necesitamos saber si la ONU ha enviado el PLOAM, se hace mirando si el segundo campo es de formato 
PLOAM. */  
  
 op_pk_fd_get_pkt (orig, 1, &ploamu); 
 op_pk_format (ploamu, mens); 
 if (strcmp (mens, "PLOAM") == 0) 
  { 
  /* Indica que la ONU sí que ha envíado un PLOAM. */ 
  tratar_ploam (onuid, ploamu); 
  op_pk_destroy (ploamu); 
  if (op_pk_num_fds (orig) == 3) 
   { 
   /* Si solo tiene dos campos, es que no tiene atribuciones. */ 
   op_pk_fd_get_pkt (orig, 2, &contenido); 
   tratar_atribuciones (contenido); 
   op_pk_destroy (contenido); 
   } 
  } 
 else 
  { 
  /* No tiene PLOAMu */ 
  if (op_pk_num_fds (orig) == 2) 
   { 
   tratar_atribuciones (ploamu); // Hemos sacado antes este paquete (en la linea 245) 
   op_pk_destroy (ploamu); 
   } 
  } 
 op_pk_destroy (orig); 
  
 FOUT; 
 } 
 
static void tratar_ploam (int onuid, Packet* ploam) 
 { 
 /* Si la ONU ha enviado un PLOAM, vemos a ver lo que dice, y actuamos en consecuencia. */ 
 
 /* Declaración de variables */ 
 char mens[256]; 
 int i; 
 int j; 
 int r; 
 int s; 
 int onuploam; // ONU-ID del que ha envíado el mensaje. 
 int aux; 
 int aux2; 
 int msgid; 
 int indice; 
 Packet* auxpkt; 
  
 FIN (tratar_ploam (onuid,ploam)); 
   
 op_pk_nfd_get_int32 (ploam, "ONU-ID", &onuploam); 
 if (onuploam == onuid || onuploam == 255) // 255 -> suele ser pq no se ha asignado aun un ONU-ID 
   { 
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  /* El campo ONU-ID del ploam está bien. */ 
  op_pk_nfd_get_int32 (ploam, "Msg-ID", &msgid); 
  switch (msgid) 
  { 
    case 1: 
    /* Serial_numer_ONU */  
      
   if (onuploam == 255) 
    { 
/* Significa que aun no se ha asignado un ONU-ID a esta ONU. Enviamos el 
Assign_ONU-ID y tantos Assign_AllocID como TCONTs tenga la ONU.*/ 
    for (i=0; i<24; i++) 
     { 
     if (ONU_info[i].ONUID == 0 && ONU_info[i].activa == OPC_FALSE) 
      { 
      /* Este índice del vector está libre. */ 
      ONU_info[i].ONUID=num_ONUID; 
 
      num_ONUID++; 
      ONU_info[i].activa = OPC_TRUE;   
      break; 
      } 
     } 
    if (i == 24) { 
     FOUT; 
    } 
     
    /**** CREAMOS EL MENSAJE ASSIGN_ONU-ID ****/ 
    auxpkt = op_pk_create_fmt ("PLOAM"); 
    op_pk_nfd_set_int32 (auxpkt, "ONU-ID", 255); 
    op_pk_nfd_set_int32 (auxpkt, "Msg-ID", 3); 
    op_pk_nfd_set_int32 (auxpkt, "Mens1", ONU_info[i].ONUID);  
   
    op_pk_nfd_get_int32 (ploam, "Mens1", &aux2);  // El número de serie. 
    op_pk_nfd_set_int32 (auxpkt, "Mens2", aux2); 
    op_pk_nfd_get_int32 (ploam, "Mens2", &aux2); 
    op_pk_nfd_set_int32 (auxpkt, "Mens3", aux2); 
    op_pk_nfd_get_int32 (ploam, "Mens3", &aux2); 
    op_pk_nfd_set_int32 (auxpkt, "Mens4", aux2); 
    op_pk_nfd_get_int32 (ploam, "Mens4", &aux2); 
    op_pk_nfd_set_int32 (auxpkt, "Mens5", aux2); 
    op_pk_nfd_get_int32 (ploam, "Mens5", &aux2); 
    op_pk_nfd_set_int32 (auxpkt, "Mens6", aux2); 
    op_pk_nfd_get_int32 (ploam, "Mens6", &aux2); 
    op_pk_nfd_set_int32 (auxpkt, "Mens7", aux2); 
    op_pk_nfd_get_int32 (ploam, "Mens7", &aux2); 
    op_pk_nfd_set_int32 (auxpkt, "Mens8", aux2); 
    op_pk_nfd_get_int32 (ploam, "Mens8", &aux2); 
    op_pk_nfd_set_int32 (auxpkt, "Mens9", aux2); 
    /**** FIN CREAR MENSAJE ASSIGN_ONU-ID ****/ 
    
    aux=op_subq_pk_insert (0, auxpkt, OPC_QPOS_TAIL); 
     
    if (aux != OPC_QINS_OK)  
     { 
     /* La inserción ha fallado */ 
op_sim_end ("OLT: La inserción del Assign_ONU-ID ha fallado", 
"Linea 396", "", ""); 
     } 
 
/* También haremos que el campo 11 del mensaje Serial_Number_ONU 
contenga el numero de T-CONTs de la ONU. */ 
 
    op_pk_nfd_get_int32 (ploam, "Mens9", &aux2); 
    ONU_info[i].num_tconts = aux2; 
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/**** CREACIÓN DE LOS MENSAJES Assign_AllocID SEGÚN EL NUM DE 
TCONTS QUE TENGA LA ONT ****/ 
    for (r=0; r<3; r++) 
     { 
     /* Para cada T-CONT, creo el mensaje Assign_Alloc-ID */ 
      
     auxpkt = op_pk_create_fmt ("PLOAM"); 
     op_pk_nfd_set_int32 (auxpkt, "ONU-ID", ONU_info[i].ONUID); 
     op_pk_nfd_set_int32 (auxpkt, "Msg-ID", 10); 
 
op_pk_nfd_set_int32 (auxpkt, "Mens1", 0); // En el Mens1 están 
 los bits más significativos 
     op_pk_nfd_set_int32 (auxpkt, "Mens2", num_AllocID); 
      
op_pk_nfd_set_int32 (auxpkt, "Mens3", 1); // GEM-encapsulated 
payload 
      
     op_subq_pk_insert (0, auxpkt, OPC_QPOS_TAIL); // También  
     envíamos los Assign_Alloc-ID 3 veces. 
      
     /* Actualizo la información del TCONT. */ 
     for (j=0; j<100; j++) 
      { 
      if (TCONT_info[j].allocid == 0) 
       { 
       /* Esta posición está libre. */ 
       TCONT_info[j].ONUID=ONU_info[i].ONUID; 
       TCONT_info[j].allocid=num_AllocID; 
       break; 
       } 
      } 
     num_AllocID++; 
     } 
    /**** FIN CREACIÓN DE LOS MENSAJES Assign_AllocID ****/ 
     
         
    /**** INICIO MENSAJE RANGING TIME ****/ 
    auxpkt = op_pk_create_fmt ("PLOAM"); 
    op_pk_nfd_set_int32 (auxpkt, "ONU-ID", ONU_info[r].ONUID); 
    op_pk_nfd_set_int32 (auxpkt, "Msg-ID", 4); 
    for (s=2; s<6; s++) 
       { 
       /* Obtenemos el delay, y lo añadimos a los atributos de la ONU. */ 
       sprintf (mens, "Mens%i", s); 
       op_pk_nfd_set_int32 (auxpkt, mens, 2);  
       } 
    
op_subq_pk_insert (0, auxpkt, OPC_QPOS_TAIL); // También envíamos los 
Ranging_Time 3 veces.     
    } 
     else 
     { 
 /* El mensaje viene de una ONU en concreto, que anteriormente la OLT ya le 
había asignado un ONU-ID concreto. */ 
      for (i=0; i<4; i++) 
       { 
       if (ONU_info[i].ONUID == onuploam) 
        { 
        break; 
        } 
       } 
      } 
     break; 
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    case 2: 
    /* Password */ 
/* Este mensaje se recibe cuando la OLT ha enviado un request_password, que se 
envia después de haber determinado la distancia, si la contraseña ha cambiado, no se 
activa la ONU. */ 
     break; 
    case 3: 
    /* Extinción (Dying Gasp) */ 
      for (indice=0; indice < 4; indice++) 
     { 
     if (ONU_info[indice].ONUID == onuid) 
      { 
     break; 
      } 
     } 
     ONU_info[indice].activa=OPC_FALSE; // Desactivamos la ONU. 
   break; 
    case 4:  
    /* No message */ 
     break; 
    case 5: 
    /* Encryption Key */ 
     break; 
    case 6: 
     break; 
    case 7: 
     break; 
    case 8: 
     break; 
    case 9: 
     break; 
    case 128: 
    /* Mensaje inventado por nosotros para indicar el tipo de TCONT: */ 
    /* ONU-ID | Msg-ID:128 | Mens1:allocid | Mens2:tipo */ 
   op_pk_nfd_get_int32 (ploam, "Mens1", &aux); 
   op_pk_nfd_get_int32 (ploam, "Mens2", &aux2); 
    
   for (i=0; i<100; i++) 
    { 
    if (TCONT_info[i].allocid == aux) 
     { 
     if (aux2 == 0) {  
op_sim_end ("OLT: Aun existiendo el AllocID, el tipo es 0", 
"", "", ""); } 
     TCONT_info[i].tipo=aux2; 
     break; 
     } 
    } 
     break; 
    default: 
     sprintf(mens, "Error 002, ONU: %i, ONU_PLOAM: %i", onuid, onuploam); 
   op_prg_odb_print_major (mens, OPC_NIL); 
   break; 
  } 
   }  
 FOUT; 
  
 } 
 
 
static void tratar_atribuciones (Packet* contenido) 
 { 
 /* Esta funcion coge todas las atribuciones, y luego va tratando cada una individualmente. */ 
 int aux; 
 int num; 
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 int i; 
 Packet* atribucion; 
  
 FIN (tratar_atribuciones ()); 
  
 aux = op_pk_bulk_size_get (contenido); 
 if (aux != 0) 
  { 
  num = op_pk_num_fds (contenido); 
  for (i=0;i<num;i++) 
   { 
   op_pk_fd_get_pkt (contenido, i, &atribucion); 
   tratar_atribucion(atribucion); 
   op_pk_destroy (atribucion); 
   } 
 } 
 FOUT; 
 } 
 
static void tratar_atribucion (Packet* atribucion) 
 { 
 /* Esta función coge una atribución en concreto y miramos a ver qué dice.*/ 
  
 int i; 
 int allocid; 
 Packet* pkt; 
 OpT_Int64 valor_dbr; 
 char mens[256]; 
  
 FIN (tratar_atribucion ()); 
  
 op_pk_fd_get_int32 (atribucion, 0, &allocid); 
  
 /* El paquete atribucion si tiene DBR, tendrá 3 campos: AllocID - DBR - Datos */ 
 if (op_pk_num_fds (atribucion) == 1) 
  { 
/* Sólo tiene AllocID, pq no se le ha pedido ni el DBR, y la cola está vacia, así que no ha enviado 
nada. */ 
  FOUT; 
  } 
  
 op_pk_fd_get_pkt (atribucion, 1, &pkt); 
 
 op_pk_format (pkt, mens); 
 if (strcmp (mens, "DBR") == 0) 
  { 
  /* Significa que esta atribucion tiene DBR. */ 
   
  op_pk_nfd_get_int64 (pkt, "DBRu", &valor_dbr); 
   
  for (i=0;i<100;i++) 
   { 
   if (TCONT_info[i].allocid == allocid && TCONT_info[i].allocid != 0) 
    { 
    TCONT_info[i].cola=valor_dbr; 
 
    switch (TCONT_info[i].tipo) 
     { 
/* El T-CONT de tipo 1 no aplica porqué siempre tiene asignación, 
ya que es fixed bandwidth. */ 
 
     case 3: 
      if (valor_dbr > 0) 
 {  
TCONT_info[i].cong = OPC_TRUE;  
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} 
 else  
{ 
 TCONT_info[i].cong = OPC_FALSE; 
 } 
      break; 
      
     case 4: 
 
      if (valor_dbr > LIMIT4)  
       {  
       TCONT_info[i].cong = OPC_TRUE; 
 }  
else  
{  
TCONT_info[i].cong = OPC_FALSE;  
       } 
      break; 
     } 
    break; 
    } 
   } 
  } 
  
 op_pk_destroy (pkt); 
 FOUT; 
  
 } 
 
static Packet* crear_mapa_de_BW (void) 
 { 
 /* Esta función revisa el estado actual de las colas de las ONUs y asigna las atribuciones según convenga */ 
  
  
 /* INICIALIZACIÓN VARIABLES */ 
 int i; 
 int num_accs; 
 int rand_access; 
 int tam; 
 int tam_total; 
 int rand_tcont; 
 int num_atr; // Número de atribuciones totales. 
 int num_1; // Número de atribuciones de tipo 1 
 int num_3; // Número de atribuciones de tipo 3 
 int num_4; // Número de atribuciones de tipo 4 
 Packet* access; 
 Packet* mapa; 
  
 FIN (crear_mapa_de_BW ()); 
  
 num_atr=0; 
 tam_total=0; 
 num_1=0; 
 num_3=0; 
 num_4=0; 
 
num_accs = 0;  /* Variable que sirve para ver el numero de accesos que se van dando hasta el limite 
de rand_access */ 
 
/* La idea es que por orden en cada creación del mapa de BW se pregunte por un número concreto de 
Alloc-IDs */ 
  
 rand_access = (int) op_dist_uniform (30) + 25; // [25, 55] Se harán como máximo 55 atribuciones 
  
 mapa = op_pk_create (rand_access * 64); // Cada acceso son 8 bytes (64bits) 
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 rand_tcont = (int) op_dist_uniform (100); // [0..100] 
 for (i=0; i<100; i++) 
  { 
  if (TCONT_info[rand_tcont].allocid != 0)  
   { 
   if (TCONT_info[rand_tcont].tipo == 1)  
    { 
    /* Si el TCONT es de tipo 1, tiene 800 bits asegurados. */ 
    tam=600; 
    tam_total=tam_total+tam; 
 
    access = op_pk_create_fmt("Acceso"); 
    op_pk_nfd_set_int32 (access, "Alloc-ID", TCONT_info[rand_tcont].allocid); 
    op_pk_nfd_set_int32 (access, "Banderas", 0); 
    op_pk_nfd_set_int32 (access, "SStart", 0); 
    op_pk_nfd_set_int32 (access, "SStop", tam); 
     
    ass_tipo_1 = ass_tipo_1+1; 
    num_atr = num_atr+1; 
    num_1 = num_1+1; 
    op_stat_write (Num_atr1, num_1); 
    op_stat_write (Num_atr, num_atr); 
    op_stat_write (Ass_Tipo_1, ass_tipo_1); 
     
    op_pk_fd_set_pkt (mapa, num_accs, access, 64); 
 
    num_accs++; 
 
    if (num_accs == rand_access)  
     {  
     /* Se ha llegado al límite de atribuciones. Retornamos. */ 
     num_limit = num_limit+1; 
     op_stat_write (Num_lim, num_limit); 
     op_stat_write (Tamano_atr, tam_total); 
     FRET (mapa);  
     }  
    } 
   else 
    { 
if (TCONT_info[rand_tcont].cong == OPC_TRUE && 
TCONT_info[rand_tcont].cola != -1) 
     { 
     if (TCONT_info[rand_tcont].tipo == 3) 
      { 
 
      /* Se le otorga una atribución tan grande, como 
 congestionada esté la Subcola de tipo 3. */ 
 
      tam = 10; 
       
    if (tam < 0) { op_sim_end ("OLT: 2 Tam es menor de 0",  
    "", "", ""); } 
       
      TCONT_info[rand_tcont].cola =  
      TCONT_info[rand_tcont].cola-tam; 
       
      if (TCONT_info[rand_tcont].cola < LIMIT3) 
       { 
       TCONT_info[rand_tcont].cong = OPC_FALSE; 
       } 
       
      tam_total = tam_total+tam; 
       
      access = op_pk_create_fmt("Acceso"); 
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      op_pk_nfd_set_int32 (access, "Alloc-ID",  
      TCONT_info[rand_tcont].allocid); 
      op_pk_nfd_set_int32 (access, "Banderas", 0); 
      op_pk_nfd_set_int32 (access, "SStart", 0); 
      op_pk_nfd_set_int32 (access, "SStop", tam); 
       
      op_pk_fd_set_pkt (mapa, num_accs, access, 64); 
       
      num_atr = num_atr+1; 
      num_3 = num_3+1; 
      op_stat_write (Num_atr3, num_3); 
      op_stat_write (Num_atr, num_atr); 
      ass_tipo_3 = ass_tipo_3+1; 
      op_stat_write (Ass_Tipo_3, ass_tipo_3); 
 
      num_accs++; 
      if (num_accs == rand_access) 
       {  
       /* Se ha llegado al límite de atribuciones.  
       Retornamos. */ 
       num_limit = num_limit + 1; 
       op_stat_write (Num_lim, num_limit); 
       op_stat_write (Tamano_atr, tam_total); 
       FRET (mapa); 
       }  
      } 
     }  
    } 
   } 
   rand_tcont++; // Variable que utilizamos para empezar a mirar dsd un tcont aleatorio. 
   if (rand_tcont == 100) { rand_tcont=0; } 
  } 
  
 /* Ahora miramos la parte del ancho de banda no asegurado del T-CONT de tipo 3. */ 
  
 rand_tcont = (int) op_dist_uniform (100); // [0..100] 
 for (i=0; i<100; i++) 
  { 
  if (TCONT_info[rand_tcont].allocid != 0 && TCONT_info[rand_tcont].tipo == 3 &&  
  TCONT_info[rand_tcont].cong == OPC_TRUE && TCONT_info[rand_tcont].cola != -1) 
   { 
   if (tam_total < 309040)  /*  Es el límite de las atribuciones es 38 630 bytes, pero  
      éste está en bits. */ 
    { 
    tam =3; 
    if (tam < 0)  
     {  
     op_sim_end ("OLT: 3 Tam es menor de 0", "", "", "");  
     } 
     
    TCONT_info[rand_tcont].cola = TCONT_info[rand_tcont].cola - tam; 
     
    if (TCONT_info[rand_tcont].cola < LIMIT3) 
     { 
     TCONT_info[rand_tcont].cong = OPC_FALSE; 
     } 
     
    tam_total = tam_total+tam; 
 
    access = op_pk_create_fmt("Acceso"); 
    op_pk_nfd_set_int32 (access, "Alloc-ID", TCONT_info[rand_tcont].allocid); 
    op_pk_nfd_set_int32 (access, "Banderas", 0); 
    op_pk_nfd_set_int32 (access, "SStart", 0); 
    op_pk_nfd_set_int32 (access, "SStop", tam); 
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    num_atr = num_atr+1; 
    op_stat_write (Num_atr, num_atr); 
    ass_tipo_3 = ass_tipo_3+1; 
    num_3 = num_3+1; 
    op_stat_write (Num_atr3, num_3); 
    op_stat_write (Ass_Tipo_3, ass_tipo_3); 
     
    op_pk_fd_set_pkt (mapa, num_accs, access, 64); 
    num_accs++; 
     
    if (num_accs == rand_access) 
     { 
     /* Se ha llegado al límite de atribuciones. Retornamos. */ 
     num_limit = num_limit + 1; 
     op_stat_write (Num_lim, num_limit); 
     op_stat_write (Tamano_atr, tam_total); 
     FRET (mapa); 
     } 
    } 
   else 
    { 
    break; 
    } 
   } 
  rand_tcont++; 
  if (rand_tcont == 100) { rand_tcont=0; } 
  } 
  
 /* Atribuciones para los T-CONT de tipo 4. */ 
 rand_tcont = (int) op_dist_uniform (100); // [0..100] 
 for (i=0; i<100; i++) 
  { 
 if (TCONT_info[rand_tcont].allocid != 0 && TCONT_info[rand_tcont].tipo == 4 &&  
 TCONT_info[rand_tcont].cong == OPC_TRUE && TCONT_info[rand_tcont].cola != -1) 
   { 
   if (tam_total < 309040) 
    { 
    if (TCONT_info[rand_tcont].cola > 4000000) 
     { 
     tam=20000; 
     } 
    Else if (TCONT_info[rand_tcont].cola < 2400000) 
     { 
     tam=2600; 
     } 
    Else 
     { 
     Tam=16000; 
     } 
         
    if ((tam+tam_total) > 309040) 
     { 
     tam = 309040-tam_total; 
     } 
     
    if (tam < 0) { op_sim_end ("OLT: 4 Tam es menor de 0", "", "", ""); } 
     
    TCONT_info[rand_tcont].cola = TCONT_info[rand_tcont].cola-tam; 
     
    if (TCONT_info[rand_tcont].cola < LIMIT4) 
     { 
     TCONT_info[rand_tcont].cong = OPC_FALSE; 
     } 
     
    tam_total = tam_total+tam; 
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    access = op_pk_create_fmt("Acceso"); 
    op_pk_nfd_set_int32 (access, "Alloc-ID", TCONT_info[rand_tcont].allocid); 
    op_pk_nfd_set_int32 (access, "Banderas", 0); 
    op_pk_nfd_set_int32 (access, "SStart", 0); 
    op_pk_nfd_set_int32 (access, "SStop", tam); 
     
    num_atr = num_atr + 1; 
    num_4 = num_4 + 1; 
    op_stat_write (Num_atr4, num_4); 
    op_stat_write (Num_atr, num_atr); 
    ass_tipo_4 = ass_tipo_4 + 1; 
    op_stat_write (Tam_tipo4, tam); 
    op_stat_write (Ass_Tipo_4, ass_tipo_4); 
     
    op_pk_fd_set_pkt (mapa, num_accs, access, 64); 
    num_accs++; 
     
    if (num_accs == rand_access) 
     { 
     /* Se ha llegado al límite de atribuciones. Retornamos. */ 
     num_limit = num_limit + 1; 
     op_stat_write (Num_lim, num_limit); 
     op_stat_write (Tamano_atr, tam_total); 
     FRET (mapa); 
     } 
    } 
   else 
    { 
    break; 
    } 
   } 
  rand_tcont++; 
  if (rand_tcont == 100) { rand_tcont=0; } 
  } 
 
 op_stat_write (Tamano_atr, tam_total); 
 op_stat_write (Num_atr, num_atr); 
 FRET (mapa); 
 } 
 
static void preguntar_dbr (void) 
 { 
 
 /* Esta función pregunta a todos los T-CONT el estado de sus colas, independientemente del tipo de T- 
 CONT que sea. */ 
  
 int aux; 
 int i; 
 int j; 
 int size; 
 Packet* mapa; 
 Packet* pcbd; 
 Packet* ploamd; 
 Packet* Cabida_util; 
 Packet* trama_enviar; 
 Packet* acceso; 
  
 FIN (preguntar_dbr()); 
  
 pcbd = op_pk_create_fmt ("PCBd"); 
  
 op_pk_nfd_set_int32 (pcbd, "Psync", 3064672736); 
 op_pk_nfd_set_int32 (pcbd, "Ident", Ident); 
 Ident = Ident + 1; 
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 if (Ident == 1073741824) { Ident = 1; } 
  
 if (! op_subq_empty (0))  
  { 
  /* Si tenemos algún PLOAM para enviar, lo enviamos. */ 
  ploamd=op_subq_pk_remove (0, OPC_QPOS_HEAD); 
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", ploamd);  
  } 
 else 
  { 
  /* Si no tenemos ningún PLOAM que enviar, ponemos uno que esté vacío */ 
  ploamd=op_pk_create_fmt ("PLOAM"); 
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", ploamd); 
  } 
  
 op_pk_nfd_set_int32 (pcbd, "BIP", num_atribucion); 
 num_atribucion++; 
 if (num_atribucion == 32) { num_atribucion=1; } 
  
  
 /* La variable j, indica el número de T-CONTs que hay asignados. */ 
 j=0; 
 for (i=0; i<100; i++) 
  { 
  if (TCONT_info[i].allocid != 0) { j++; } 
  } 
  
 mapa=op_pk_create (j*8); 
  
 j=0; 
 for (i=0; i<100; i++) 
  { 
  if (TCONT_info[i].allocid != 0) 
   { 
 
    
   acceso=op_pk_create_fmt ("Acceso"); 
   op_pk_nfd_set_int32 (acceso, "Alloc-ID", TCONT_info[i].allocid); 
   op_pk_nfd_set_int32 (acceso, "Banderas", 1152); // Enviar el PLOAM y el DBR 
   op_pk_nfd_set_int32 (acceso, "SStart", 0); 
   op_pk_nfd_set_int32 (acceso, "SStop", 24); 
 
   op_pk_fd_set_pkt (mapa, j, acceso, OPC_FIELD_SIZE_UNCHANGED); 
   j++; 
   } 
  } 
  
 op_pk_nfd_set_pkt (pcbd, "Mapa_de_BW", mapa); 
  
 size = op_pk_total_size_get (pcbd); 
  
 aux = 311040 - size; 
 Cabida_util = op_pk_create (aux);  
  
 trama_enviar=op_pk_create_fmt ("Trama_descendente"); 
 op_pk_nfd_set_pkt (trama_enviar, "PCBd", pcbd); 
 op_pk_nfd_set_pkt (trama_enviar, "Cabida_util", Cabida_util); 
 
 op_pk_send (trama_enviar, 0); 
  
 /* Reprogramamos la interrupción para preguntar por el DBR. */ 
 op_intrpt_schedule_self (op_sim_time()+0.02, 1); 
 FOUT; 
 } 
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static void crear_envio (void) 
 { 
 /* La función de esta función es ejecutarse cada medio segundo (0.5), y crear una trama descendente. */ 
 
 int size; 
 int aux; 
 Packet* trama_descendente; 
 Packet* pcbd; 
 Packet* mapa; 
 Packet* auxpkt; 
  
 FIN (crear_envio()); 
  
 trama_descendente = op_pk_create_fmt ("Trama_descendente"); 
 pcbd = op_pk_create_fmt ("PCBd"); 
  
 Ident = Ident + 1; 
 if (Ident == 1073741824) 
  { 
  Ident = 1; 
  } 
 op_pk_nfd_set_int32 (pcbd, "Ident", Ident); 
 if (! op_subq_empty (0)) 
  { 
  /* Si la subcola 0 no está vacía, significa que tenemos mensajes PLOAM. */ 
 
  auxpkt=op_subq_pk_remove(0, OPC_QPOS_HEAD); 
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", auxpkt); 
  } 
 else 
  { 
  auxpkt=op_pk_create_fmt ("PLOAM"); 
  op_pk_nfd_set_pkt (pcbd, "PLOAMd", auxpkt); 
  } 
  
 /* Aqui ya hemos metido el Ident y el PLOAM, debemos meter ahora el Mapa_de_BW. */ 
 mapa = crear_mapa_de_BW (); 
 
 op_pk_nfd_set_pkt (pcbd, "Mapa_de_BW", mapa); 
 
 /* Actualizamos el indice para las atribuciones en el splitter, son los 5 bits más bajos de BIP. */ 
 op_pk_nfd_set_int32 (pcbd, "BIP", num_atribucion); 
 num_atribucion++; 
 if (num_atribucion == 32)  
  { 
  num_atribucion=1; 
  } 
 
 size = op_pk_total_size_get (pcbd); 
 aux = 311040 - size; // Aquí tengo el tamaño del resto. 
 auxpkt = op_pk_create (aux);  
  
 op_pk_nfd_set_pkt (trama_descendente, "PCBd", pcbd); 
 op_pk_nfd_set_pkt (trama_descendente, "Cabida_util", auxpkt); 
  
 op_pk_send (trama_descendente, 0); 
 op_intrpt_schedule_self (op_sim_time()+0.000125, 2); 
 FOUT; 
 } 
 
/* End of Function Block */ 
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ONU 
 
/* Header Block */ 
 
#define llegada_trama (op_intrpt_type () == OPC_INTRPT_STRM && op_intrpt_strm () == 0) 
#define llegada_datos (op_intrpt_type () == OPC_INTRPT_STRM && op_intrpt_strm () != 0) 
#define temporizador_TO1 (op_intrpt_type () == OPC_INTRPT_SELF && op_intrpt_code () == 0) 
#define temporizador_TO2 (op_intrpt_type () == OPC_INTRPT_SELF && op_intrpt_code () == 1) 
 
static int tratar_ploam (Packet* ploamd); 
static void tratar_mapa (Packet* mapa); 
static Packet* construccion_trama (void); 
static void apagar_TO1 (void); 
static void apagar_TO2 (void); 
static void tratar_TO1 (void); 
static void tratar_TO2 (void); 
 
struct tcont { 
 OpT_Boolean asociado; // Indica si el T-CONT tiene Alloc-ID asociado 
 int AllocID; 
 int ONUID; 
 int type; // Indica si el T-CONT es de tipo 1, 2, 3... 
 int subcola;  // Nos indica en que subcola del módulo está asociado. 
 int SStart; 
 int SStop; 
 int fec; 
 int DBRu; 
 OpT_Boolean atribucion; // Indica si tenemos atribución disponible ahora. 
 }Info_TCONT[100]; 
 
/* End of Header Block */ 
 
/* State variable definitions */ 
typedef struct 
 { 
 /* Internal state tracking for FSM */ 
 FSM_SYS_STATE 
 /* State Variables */ 
 Int  Estado ;  /* Define en qué estado se encuentra la ONU */ 
 Evhandle  TO1;  /* Interrupción del temporizador TO1 */ 
 Evhandle                 TO2 ;  /* Interrupción del temporizador TO2 */ 
 int                  num_atribucion; /* Variable que indica el índice que toca para juntar las atribuciones  
     en el splitter. */ 
 int  enviar_ploamu  ; /* Variable que indica si la ONU tiene que enviar PLOAM o no. */ 
 Stathandle stat_size; 
 Stathandle stat_queue1 ; 
 Stathandle stat_queue2 ; 
 Stathandle stat_queue3; 
 Stathandle stat_queue4; 
 Stathandle Num_Remove ; 
 } ONU_process_state; 
 
/* Function Block */ 
 
 
static void tratar_datos (void) 
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 { 
 /* Esta función se ejecuta cuando le llegan datos del generador de paquetes, esta función debe */ 
 /* coger esos paquetes y meterlos aleatoriamente en una subcola (cada subcola actuará como un T- 
 CONT.*/ 
  
 Packet* auxpkt;  
 
 FIN (tratar_datos ()); 
  
 /* Subcolas: 
 * 0 -> Mensajes PLOAM 
 * 1 -> Mensajes de video (TCONT 1) 
 * 2 -> Mensajes de datos (TCONT 4)  
 * 3 -> Mensajes de voz (TCONT 3) 
 */ 
  
 auxpkt = op_pk_get (op_intrpt_strm ()); 
 switch (op_intrpt_strm()) 
  { 
  case 1: 
   op_subq_pk_insert (1, auxpkt, OPC_QPOS_TAIL); 
   break; 
  case 2: 
   /* Si se ha generado voz */ 
   op_subq_pk_insert (3, auxpkt, OPC_QPOS_TAIL); 
   break; 
  case 3: 
   /* Si se ha generado datos */ 
   op_subq_pk_insert (2, auxpkt, OPC_QPOS_TAIL); 
   break; 
  } 
 FOUT; 
 } 
 
static void tratar_trama (void) 
 { 
 /* Coge la trama descendente que le ha llegado de la OLT y mira a ver qué pone. Para después enviar una 
 trama.*/ 
  
 int i; 
 int onuid; 
 int exit_code; 
 int size_onu; 
 int aux; 
 Packet* trama_desc; 
 Packet* ploamd; 
 Packet* mapa; 
 Packet* pcbd; 
 Packet* trama_ascendente; 
 OpT_Boolean enviar; 
  
 FIN (tratar_trama ()); 
  
 /* STATISTICS */ 
 /* Escribo el estado de las colas en el statistic. */ 
 op_ima_obj_attr_get (op_topo_parent (op_id_self ()), "ONU-ID", &onuid); 
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 for (i=0; i<100; i++) 
  { 
  if (Info_TCONT[i].AllocID != 0 && Info_TCONT[i].ONUID == onuid) 
   { 
   aux = op_subq_stat (Info_TCONT[i].subcola, OPC_QSTAT_BITSIZE); 
   switch (Info_TCONT[i].type) 
    { 
    case 1: 
     op_stat_write (stat_queue1, aux); 
     break; 
    case 3: 
     op_stat_write (stat_queue3, aux); 
     break; 
    case 4: 
     op_stat_write (stat_queue4, aux); 
     break; 
    } 
   } 
  } 
  
 if (Estado == 1) 
  { 
  /* Si empiezo a recibir datos, paso al estado de Espera (02)*/ 
  Estado=2; 
FOUT 
  } 
 
 trama_desc=op_pk_get (op_intrpt_strm ()); 
 
 /* La trama que recibo está compuesta por el PCBd y la Cabida_util. */ 
 op_pk_nfd_get_pkt (trama_desc, "PCBd", &pcbd);  
  
 op_pk_destroy (trama_desc); 
 /* Tratamos el índice de las atribuciones para el splitter que ha enviado la OLT. */ 
 op_pk_nfd_get_int32 (pcbd, "BIP", &num_atribucion); 
  
 /* Cojo el PLOAM a ver qué dice, si va dirigido a mi o no, etc etc. */ 
 op_pk_nfd_get_pkt (pcbd, "PLOAMd", &ploamd); 
  
 exit_code=tratar_ploam (ploamd); 
 
 if (exit_code == 1)   
  { 
  /* El Exit_Code sirve para indicar que habíamos recibido un Upstream_Overhead y que no  
  tenemos que hacer nada más. */ 
  FOUT; 
  } 
  
 op_pk_nfd_get_pkt (pcbd, "Mapa_de_BW", &mapa); 
 op_pk_destroy (pcbd); 
  
 tratar_mapa (mapa); 
 op_pk_destroy (mapa); 
  
 /* En este punto ya hemos analizado la trama proveniente de la OLT, y sabemos qué atribuciones  
 tenemos,  si hemos de enviar ploam, dbr o lo que sea. */ 
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 enviar=OPC_FALSE; 
 for (i=0; i<100; i++) 
  { 
  if (Info_TCONT[i].atribucion == OPC_TRUE) 
   { 
   enviar=OPC_TRUE; 
   break; 
   } 
  } 
  
 if (enviar_ploamu == 1 || enviar==OPC_TRUE) 
  { 
  trama_ascendente = construccion_trama(); 
  size_onu = op_pk_total_size_get (trama_ascendente); 
  op_stat_write (stat_size, size_onu); 
  op_pk_send (trama_ascendente, 0);  } 
  
 /* Volvemos a meter los valores iniciales. */ 
 enviar_ploamu = 0; 
 num_atribucion = 0; 
 } 
 FOUT; 
 } 
 
static int tratar_ploam (Packet* ploamd) 
 { 
  
 int onuid; // ONU-ID de la ONU en cuestión 
 int onuploam; // ONU-ID del mensaje PLOAMd 
 int msgid; 
 int aux; 
 int aux2; 
 int valor; 
 int i; 
 char mens[256]; 
 OpT_Boolean j; 
 Packet* ploampkt; 
 PrgT_Random_Gen *my_rng; 
  
 FIN (tratar_ploam()); 
  
 op_pk_nfd_get_int32 (ploamd, "ONU-ID", &onuploam);  
 op_ima_obj_attr_get (op_topo_parent (op_id_self ()), "ONU-ID", &onuid); 
 if ((onuploam == onuid || onuploam == 255) && onuploam != 0 ) 
  { 
  /* Solo en el caso que el PLOAM vaya dirigiada a esta ONU, o sea broadcast se tendrá en  
  cuenta.*/ 
   
  op_pk_nfd_get_int32 (ploamd, "Msg-ID", &msgid); 
  switch (msgid) 
    { 
   case 1: 
   /* Upstream Overhead */ 
    if (Estado == 2) 
     { 
     Estado=3; 
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     // Empieza el Temporizador TO1, la interrupción tendrá el código 0.  
          
     TO1 = op_intrpt_schedule_self (op_sim_time () + 10, 0); 
            
     op_pk_nfd_get_int32 (ploamd, "Mens1", &aux); 
     op_ima_obj_attr_set_int32 (op_topo_parent (op_id_self ()),  
     "Guard", aux); 
      
     op_pk_nfd_get_int32 (ploamd, "Mens2", &aux); 
     op_ima_obj_attr_set_int32 (op_topo_parent (op_id_self ()),  
     "Preamble1", aux); 
      
     op_pk_nfd_get_int32 (ploamd, "Mens3", &aux); 
     op_ima_obj_attr_set_int32 (op_topo_parent (op_id_self ()),  
     "Preamble2", aux); 
      
     op_pk_nfd_get_int32 (ploamd, "Mens4", &aux); 
     op_ima_obj_attr_set_int32 (op_topo_parent (op_id_self ()),  
     "Preamble3", aux); 
       
     op_pk_nfd_get_int32 (ploamd, "Mens5", &aux); 
     op_ima_obj_attr_set_int32 (op_topo_parent (op_id_self ()),  
     "Delimiter1", aux); 
       
     op_pk_nfd_get_int32 (ploamd, "Mens6", &aux); 
     op_ima_obj_attr_set_int32 (op_topo_parent (op_id_self ()),  
     "Delimiter2", aux);      
             
     op_pk_nfd_get_int32 (ploamd, "Mens7", &aux); 
     op_ima_obj_attr_set_int32 (op_topo_parent (op_id_self ()), 
 "Delimiter3", aux); 
      
     op_pk_destroy (ploamd); 
     FRET (1); 
     } 
    break; 
   case 2: 
   /* Deprecated */ 
    op_sim_error (OPC_SIM_ERROR_ABORT, "Me ha llegado un PLOAM de tipo  
    2, que esta deprecated", ""); 
    break; 
   case 3: 
   /* Assign ONU-ID */ 
    if (Estado == 3)  
     { 
     /* Comparamos el numero de serie del mensaje, si concuerda con  
     el nuestro, nos asignamos ese ID. */ 
      
     j=OPC_TRUE;  
     for(i=1; i<9; i++) 
       { 
       sprintf (mens, "SN%i", i); 
       op_ima_obj_attr_get (op_topo_parent (op_id_self()), mens,  
     &aux); 
       sprintf (mens, "Mens%i", i+1); 
       op_pk_nfd_get_int32 (ploamd, mens, &aux2); 
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       if (aux != aux2) 
        { 
        /* El numero de serie no concuerda, así que dejamos de  
      buscar */ 
        j=OPC_FALSE; 
        break; 
        } 
       } 
     if (j == OPC_TRUE) 
      { 
      /* El número de serie concuerda. Le tenemos que asignar  
      el ONU-ID. */ 
      op_pk_nfd_get_int32 (ploamd, "Mens1", &valor); 
      op_ima_obj_attr_set (op_topo_parent (op_id_self()), 
 "ONU-ID", valor); 
      } 
     } 
    break; 
   case 4: 
   /* Ranging Time */ 
    if (Estado == 4 || Estado == 5) 
      { 
      for (i=2; i<6; i++) 
       { 
       /* Obtenemos el delay, y lo añadimos a los atributos de la ONU. */ 
       sprintf (mens, "Mens%i", i); 
       op_pk_nfd_get_int32 (ploamd, mens, &aux); 
       sprintf (mens, "Delay%i", i-1); 
       op_ima_obj_attr_set (op_topo_parent (op_id_self ()), mens, aux); 
       } 
      if (Estado == 4)  
       {  
       Estado=5; 
       /* También hemos de parar el T01.*/ 
       apagar_TO1(); 
       } 
      } 
    else 
     { 
     op_sim_end ("Una ONU ha recibido el mensaje Ranging_Time, ", "y  
     no esta en el estado 4 ni 5", "", ""); 
     } 
    break; 
   case 5: 
   /* Deactivate ONU-ID */ 
    if (Estado == 4 || Estado == 5 || Estado == 6) 
     { 
     /* Voy al estado de Standby. */ 
     Estado=2; 
     if (Estado == 4) { apagar_TO1(); } 
     if (Estado == 6) { apagar_TO2(); } 
     } 
    break; 
     
   case 6: 
   /* Disable Serial Number */ 
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    j=0; // j=0 -> true; j=1 -> false 
    for(i=1; i<9; i++) 
      { 
      sprintf (mens, "SN%i", i); 
      op_ima_obj_attr_get (op_topo_parent (op_id_self()), mens, &aux); 
      sprintf (mens, "Mens%i", i+1); 
      op_pk_nfd_get_int32 (ploamd, mens, &aux2); 
      if (aux != aux2) 
       { 
       j=1; 
       break; 
       } 
      } 
    if (j == 0) 
     { 
     /* El número de serie concuerda, miramos si es enable o disble. */ 
     op_pk_nfd_get_int32 (ploamd, "Mens1", &valor);  
     if ( valor == 255 ) // disable 
      { 
      if (Estado == 2 || Estado == 3 || Estado == 4 || Estado ==  
      5 || Estado == 6) 
        { 
        /* El número de serie concuerda. Vamos al estado 7 y  
      apagamos algunos temporizadores. */ 
        Estado=7; 
        if (Estado == 3 || Estado == 4) { apagar_TO1(); } 
        if (Estado == 6) { apagar_TO2(); } 
        } 
      } 
     else // enable 
      { 
      if (Estado == 7) 
       { 
       Estado=2; 
       } 
      } 
     }  
    break; 
   case 7: 
   /* Deprecated */ 
    break; 
   case 8:  
   /* Encrypted Port-ID */ 
    break; 
   case 9: 
   /* Request Password */ 
    break; 
   case 10: 
   /* Assign Alloc-ID */ 
    /* Cuanod me llega el mensaje Assign Alloc-ID, además de asignar el Alloc-ID,  
    indico a la OLT los tipos de los T-CONT que tengo. */ 
     
    op_pk_nfd_get_int32 (ploamd, "Mens1", &aux); 
    valor=aux*16; 
    op_pk_nfd_get_int32 (ploamd, "Mens2", &aux); 
    valor=valor+aux; // valor contiene el valor del Alloc-ID 
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    for (i=0; i<100; i++) 
     { 
     if (Info_TCONT[i].asociado == OPC_FALSE && Info_TCONT[i].AllocID  
     != valor && Info_TCONT[i].ONUID == 0)  
      { 
      Info_TCONT[i].ONUID=onuid; 
      Info_TCONT[i].asociado=OPC_TRUE; 
       
      Info_TCONT[i].AllocID=valor; 
       
      /* Aprovecho y le asigno una subcola [1..num_tconts] */ 
      my_rng = op_prg_random_gen_create (i); 
        
      /* Aqui nos vamos a inventar un mensaje PLOAM, donde  
      se le indique a la OLT que tipo de TCONT es, tendrá: */ 
      // ONU-ID | Msg-ID=128 | Mens1=allocid | Mens2=tipo.  
 
      ploampkt = op_pk_create_fmt ("PLOAM"); 
       
      op_pk_nfd_set (ploampkt, "ONU-ID", onuid); 
      op_pk_nfd_set (ploampkt, "Msg-ID", 128); 
      op_pk_nfd_set_int32 (ploampkt, "Mens1",  
      Info_TCONT[i].AllocID); 
      op_pk_nfd_set_int32 (ploampkt, "Mens2",  
      Info_TCONT[i].type); 
      op_subq_pk_insert (0,ploampkt, OPC_QPOS_TAIL); 
      break; // Ya hemos asignado este Alloc-ID 
      } 
     } 
    j=0; 
    for (i=0; i<100; i++) 
     { 
     if (Info_TCONT[i].asociado == OPC_TRUE && Info_TCONT[i].AllocID  
     != 0 && Info_TCONT[i].ONUID == onuid) 
      { 
      j++; 
      } 
     } 
    if (j == 3) 
     { 
     /* Se han asignado todos los Alloc-ID, se pasa al estado 4. */ 
     Estado = 4; 
     } 
    break; 
   case 11: 
   /* No Message */ 
    break; 
   case 12: 
   /* POPUP */ 
    if (onuploam == 255) // El mensaje ha sido broadcast 
     { 
     if (Estado == 6) 
      { 
      Estado=4; 
      apagar_TO2(); 
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      TO1 = op_intrpt_schedule_self (op_sim_time () + 10, 0); 
      } 
     } 
    if (onuploam == onuid) 
     { 
     if (Estado == 6) 
      { 
      Estado=5; 
      apagar_TO2(); 
      } 
     } 
    break; 
    }  
  } 
 op_pk_destroy (ploamd); 
 FRET(0); 
 } 
 
static void tratar_mapa (Packet* mapa) 
 { 
 int i; 
 int j; 
 int allocid; 
 int onuid; 
 int aux; 
 int aux2; 
 int valor; 
 int dbru; 
 int fec; 
 int num_subqs; 
 char mens[256]; 
 Packet* acceso; 
 Packet* acc_aux; 
 Packet* ploampkt; 
  
 FIN (tratar_mapa ()); 
  
 op_ima_obj_attr_get (op_topo_parent (op_id_self ()), "ONU-ID", &onuid); // ONU-ID de la ONU que  
         estamos mirando 
 /* Miro el número de subcolas (T-CONTs) que tengo. */ 
 op_ima_obj_attr_get (op_id_self (), "subqueue", &aux); 
 num_subqs = op_topo_child_count (aux, OPC_OBJTYPE_SUBQ); 
  
 valor = op_pk_num_fds (mapa); // Numero de 'accesos' que tiene el Mapa de BW  
 for (i=0;i<valor; i++) 
  { 
  /* Para cada acceso que la OLT haya hecho una atribución, lo analizamos a ver si alguno de ellos  
  es para esta ONU. */ 
   
  op_pk_fd_get_pkt (mapa, i, &acceso); 
  acc_aux = op_pk_copy (acceso); 
 
  op_pk_nfd_get_int32 (acc_aux, "Alloc-ID", &allocid); 
  op_pk_nfd_get_int32 (acc_aux, "Banderas", &aux); 
  op_pk_destroy (acc_aux); 
  if (allocid == 254) 
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   { 
   enviar_ploamu = (aux>>10)&1; 
   } 
  else 
   { 
   for (j=0; j<100; j++) 
    { 
    /* Para cada T-CONT, miramos si la atribución es para él */ 
     
    if (allocid == Info_TCONT[j].AllocID && allocid != 254 && 
 Info_TCONT[j].ONUID == onuid && Info_TCONT[j].ONUID != 0) 
     { 
     /**** ME HAN CONCEDIDO UNA ATRIBUCIÓN  ****/ 
 
     /* Este acceso es para un T-CONT que pertenece a la ONU en  
     cuestión. */ 
     op_pk_nfd_get_int32 (acceso, "Banderas", &aux); 
          
     enviar_ploamu = (aux>>10)&1; // Con que una atribución nos pida 
 el PLOAM, se le da. 
     fec = (aux>>8)&1; 
     dbru = (aux>>7)&3; 
     op_pk_nfd_get_int32 (acceso, "SStart", &Info_TCONT[j].SStart); 
     op_pk_nfd_get_int32 (acceso, "SStop", &Info_TCONT[j].SStop); 
      
     Info_TCONT[j].atribucion = OPC_TRUE; // Indicamos que nos han  
     asignado una atribución. 
     Info_TCONT[j].DBRu = dbru; // Le decimos que tipo de DBRu tiene  
     que enviar. 
     Info_TCONT[j].fec = fec; 
     }  
    } 
   }   
  op_pk_destroy (acceso); 
 
  if (allocid == 254 && enviar_ploamu == 1 && Estado == 3) 
   { 
   /**** Es una petición de NUMERO DE SERIE, preparo el PLOAM Serial_Number_ONU  
   message ****/ 
    
   ploampkt = op_pk_create_fmt ("PLOAM"); 
   op_pk_nfd_set_int32 (ploampkt, "ONU-ID", 255); //255 porque en teoría aun no se ha  
   asignado el ONU-ID 
   op_pk_nfd_set_int32 (ploampkt, "Msg-ID", 1); 
    
   /** Metemos el Número de Serie en el PLOAMu que estamos creando. **/ 
   for (j=1; j<9; j++) 
    { 
    /* Metemos el Número de Serie en el PLOAMu */ 
    sprintf (mens, "SN%i", j); 
    op_ima_obj_attr_get (op_topo_parent (op_id_self ()), mens, &aux2); 
    sprintf (mens, "Mens%i", j); 
    op_pk_nfd_set_int32 (ploampkt, mens, aux2); 
    } 
   /** FIN meter el Número de serie. **/ 
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   /* Y debido a una implementación propia, en el campo 11 metemos el numero de T- 
   CONTs que tiene la ONU. */ 
   op_ima_obj_attr_get (op_topo_parent (op_id_self ()), "Num_TCONTs", &num_subqs); 
   op_pk_nfd_set_int32 (ploampkt, "Mens9", num_subqs); 
     
   op_subq_pk_insert (0, ploampkt, OPC_QPOS_TAIL); // Metemos el ploam que hemos  
   de enviar en la subcola de PLOAMs (indice 0). 
   } 
    
  else if (Estado == 4 && allocid == onuid && enviar_ploamu == 1) 
   { 
   /* Es una petición de determinación de distancia (Ranging Request). */ 
   ploampkt = op_pk_create_fmt ("PLOAM"); 
    
   op_pk_nfd_set (ploampkt, "ONU-ID", onuid); 
   op_pk_nfd_set (ploampkt, "Msg-ID", 1); 
   for (j=1; j<9; j++) 
    { 
    /* Metemos el Número de Serie en el PLOAMu */ 
    sprintf (mens, "SN%i", j); 
    op_ima_obj_attr_get (op_topo_parent (op_id_self ()), mens, &aux2); 
    sprintf (mens, "Mens%i", j); 
    op_pk_nfd_set_int32 (ploampkt, mens, aux2); 
    } 
   op_subq_pk_insert (0, ploampkt, OPC_QPOS_TAIL); 
   } 
  }  
 FOUT; 
 } 
 
static Packet* construccion_trama (void) 
 { 
 /* Esta función sirve para construir la trama que hemos de enviar a la OLT. Además del PLOu, también  
 añadiremos el PLOAM si es que la OLT nos ha dicho que lo hagamos, y vaciaremos las colas si la OLT nos  
 ha asignado atribuciones. */ 
  
 int i; 
 int j; 
 int campo; // Indica el índice siguiente donde tenemos que meter el siguiente dato. 
 int onuid; 
 int aux; 
 int valor; 
 int tam; 
 int num_remove; 
 double aux2; 
 Packet* plou; 
 Packet* ploampkt; 
 Packet* dbrpkt; 
 Packet* trama; 
 Packet* auxpkt; 
 Packet* paquetes; 
 Packet* payload; 
 Packet* contenido; 
 OpT_Int64  tam_ascendente; // Tamaño de la trama ascendente de esta ONU. 
 OpT_Int64  tam_contenido; 
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 FIN (construccion_trama ()); 
  
 /**** INICIO CONSTRUCCIÓN DEL PLOu  ****/ 
 plou = op_pk_create_fmt ("PLOu"); 
 op_ima_obj_attr_get (op_topo_parent (op_id_self ()), "Preamble", &aux); 
 op_pk_nfd_set_int32 (plou, "Preamble", aux); 
 op_ima_obj_attr_get (op_topo_parent (op_id_self ()), "Delimiter", &aux); 
 op_pk_nfd_set_int32 (plou, "Delimiter", aux); 
 op_ima_obj_attr_get (op_topo_parent (op_id_self ()), "ONU-ID", &onuid); 
 if (onuid == 0)  
  {  
  /* Aun no nos han asignado un ONU-ID, así que le ponemos 255 */ 
  op_pk_nfd_set_int32 (plou, "ONU-ID", 255); 
  }   
 else 
  { 
  op_pk_nfd_set_int32 (plou, "ONU-ID", onuid); 
  } 
 valor = op_subq_stat (0, OPC_QSTAT_PKSIZE); 
 if (valor > 1) 
  { 
  /* Hay más de un PLOAM que enviar, el que toca ahora, y otro más. */ 
  /* También hacemos de paso la parte del índice de atribucion para el splitter. */ 
  op_pk_nfd_set_int32 (plou, "Ind", (128+num_atribucion)); // Es 128 indicando que tenemos un 
 PLOAM urgente que enviar 
  } 
 else 
  { 
  op_pk_nfd_set_int32 (plou, "Ind", num_atribucion); 
  } 
 /**** FIN CONSTRUCCIÓN DEL PLOu ****/ 
  
 /**** CALCULAMOS EL TAMAÑO QUE TENDRÁ LA TRAMA ENTERA QUE ENVIAMOS.  ****/ 
 tam_ascendente=72;  // 9 bytes de PLOu 
  
 if (enviar_ploamu == 1) 
  { 
  tam_ascendente=tam_ascendente+(13*8); // Le sumamos los 13 bytes del PLOAM. 
  } 
 tam_contenido=12; // Seguro que tendrá 12 bits del Alloc-ID. 
 for (i=0; i<100; i++) 
  { 
  if (Info_TCONT[i].atribucion == OPC_TRUE && Info_TCONT[i].ONUID == onuid && 
Info_TCONT[i].ONUID != 0) 
   { 
   /* Los TCONTs que cumplan esto, tienen permiso para enviar y pertenecen a esta  
   ONU. */ 
    
   tam_ascendente = tam_ascendente + (Info_TCONT[i].SStop - Info_TCONT[i].SStart); 
 
   tam_contenido = tam_contenido + (Info_TCONT[i].SStop - Info_TCONT[i].SStart);  
   } 
  } 
 /* En tam_ascendente tenemos el tamaño de la trama ascendente de esta ONU. */ 
 trama = op_pk_create (tam_ascendente); 
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 /**** FIN CÁLCULO DEL TAMAÑO QUE TENDRÁ LA TRAMA QUE ENVIAMOS. ****/ 
  
 op_pk_fd_set_pkt (trama, 0, plou, OPC_FIELD_SIZE_UNCHANGED); // Metemos el PLOu 
  
 /**** METEMOS EL PLOAM SI ES NECESARIO  ****/ 
 if (enviar_ploamu == 1) 
  { 
  /* Es que hemos de enviar también el mensaje PLOAMu. */ 
  if (! op_subq_empty (0)) 
   { 
   ploampkt = op_subq_pk_remove (0, OPC_QPOS_HEAD); // Índice de subcola de  
         PLOAMs es cero. 
   op_pk_fd_set_pkt (trama, 1, ploampkt, OPC_FIELD_SIZE_UNCHANGED); 
   } 
  else 
   { 
   /* Cuando no tengamos ningún PLOAM metemos algo aunque sea. */ 
   ploampkt = op_pk_create_fmt ("PLOAM"); 
   op_pk_fd_set_pkt (trama, 1, ploampkt, OPC_FIELD_SIZE_UNCHANGED); 
   } 
  } 
 /**** FIN METER EL PLOAM SI ES NECESARIO  ****/ 
  
 /* En este punto de la función ya tenemos las tramas PLOu y PLOAMu (en el caso que sea necesario), */ 
 /* ahora toca revisar las atribuciones de los Alloc-ID e ir metiendo los paquetes de las colas, según */ 
 /* las atribuciones que nos hayan otorgado. */ 
  
 /**** REVISAR ATRIBUCIONES TCONT  ****/ 
 campo=0; 
 contenido=op_pk_create (tam_contenido); 
 
 for (i=0; i<100; i++) 
  { 
  if (Info_TCONT[i].atribucion == OPC_TRUE && Info_TCONT[i].ONUID == onuid &&  
  Info_TCONT[i].ONUID != 0) 
   { 
   /* Significa que esta atribución tiene permiso para enviar. */ 
   Info_TCONT[i].atribucion=OPC_FALSE; // Restablecemos el parámetro. 
    
   valor = Info_TCONT[i].SStop - Info_TCONT[i].SStart; /* Tamaño de la atribución */ 
    
   /* El paquete payload tendrá el DBR + datos (DBR si se le ha pedido). */ 
   aux=valor+12; 
   payload = op_pk_create (aux); // Creo un paquete con el tamaño de la atribución; Este  
      +12(bits) es para meterle un campo que diga el Alloc-ID 
    
   op_pk_fd_set_int32 (payload, 0, Info_TCONT[i].AllocID, 12); 
    
   if (Info_TCONT[i].DBRu == 1) 
    { 
    /* Dice que tengo que enviar el DBR en modo 0 (2bytes). */ 
     
    valor = valor - 24; // Ahora valor es el tamaño que tendrá la parte restante de  
      la atribución (le restamos 2bytes). 
 
    /* El paquete dbrpkt contendrá el DBR, primer campo ocupación de la  
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    subcola, segundo campo CRC */ 
    dbrpkt = op_pk_create_fmt ("DBR"); 
     
    aux2 = op_subq_stat (Info_TCONT[i].subcola, OPC_QSTAT_BITSIZE); // Indico  
        el número de bits que hay en la cola 
     
    if (aux2 < 0) { op_sim_end ("ONT: Cola con valores negativos!! :S", "", "", ""); } 
       
    op_pk_nfd_set_int64 (dbrpkt, "DBRu", aux2); 
    op_pk_nfd_set_int32 (dbrpkt, "CRC", 0);  
    op_pk_fd_set_pkt (payload, 1, dbrpkt, 16); 
    } 
    
   /* Si valor es 0, significa que la atribución solo era para DBR, así que no habrá ninguna  
   atribución. */ 
   if (valor != 0)   
    { 
    if (! op_subq_empty (Info_TCONT[i].subcola)) 
     { 
     /* Ahora la variable 'valor' significa, en el caso que haya dbr, lo que  
     resta de atribución, que tendremos que llenar con los paquetes de 
 la subcola que toque. */ 
      
     paquetes = op_pk_create (valor); 
     j=0; 
     num_remove=0; 
      
     tam = op_pk_total_size_get (op_subq_pk_access  
      (Info_TCONT[i].subcola, OPC_QPOS_HEAD)); 
     while (tam <= valor && ! op_subq_empty (Info_TCONT[i].subcola)) 
      { 
      /* Vamos metiendo paquetes hasta que se acabe la  
      atribución. */ 
       
      auxpkt = op_subq_pk_remove (Info_TCONT[i].subcola,  
      OPC_QPOS_HEAD);  
      op_pk_fd_set_pkt (paquetes, j, auxpkt,  
      op_pk_total_size_get(auxpkt)); 
       
      num_remove = num_remove + 1; 
       
      if (!  op_subq_empty (Info_TCONT[i].subcola)) 
       { 
       tam = tam + op_pk_total_size_get  
       (op_subq_pk_access (Info_TCONT[i].subcola,  
       OPC_QPOS_HEAD)); 
       } 
      j++; 
      } 
      
     /* Estadistica que indica el número de atribuciones que se otorgan  
     de tipo 4 por cada trama ascendente de la OLT. */ 
     if (Info_TCONT[i].type == 4)  
      { 
      op_stat_write (Num_Remove, num_remove); 
      } 
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     /* En este punto tengo en el paquete 'paquetes' el conjunto de  
     paquetes de la subcola que caben en la atribución dada. */ 
    
     if (Info_TCONT[i].DBRu == 0) 
      { 
      op_pk_fd_set_pkt (payload, 1, paquetes, valor); 
      } 
     else 
      { 
      op_pk_fd_set_pkt (payload, 2, paquetes, valor); 
      } 
     op_pk_fd_set_pkt (contenido, campo, payload,  
     OPC_FIELD_SIZE_UNCHANGED); 
     campo++; 
     } 
    } 
   else 
    { 
    /* La atribución sólo es DBR. */ 
    op_pk_fd_set_pkt (contenido, campo, payload,  
    OPC_FIELD_SIZE_UNCHANGED); 
    campo++; 
    } 
   } 
  } 
 if (enviar_ploamu == 1) 
  { 
  op_pk_fd_set_pkt (trama, 2, contenido, OPC_FIELD_SIZE_UNCHANGED); 
  } 
 else 
  { 
  op_pk_fd_set_pkt (trama, 1, contenido, OPC_FIELD_SIZE_UNCHANGED); 
  } 
  
 /**** FIN REVISAR ATRIBUCIONES DE LOS TCONTs  ****/ 
 
 FRET (trama); 
 } 
 
static void tratar_TO1 (void) 
 { 
 FIN (tratar_TO1 ()); 
  
 if (Estado == 3 && Estado == 4) 
  { 
  Estado=2; 
  } 
 else 
  { 
  op_sim_end ("Se ha recibido el evento TO1", "sin estar en los estado 3 o 4", "", ""); 
  } 
 FOUT (tratar_TO2 ()); 
  
 } 
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static void tratar_TO2 (void) 
 { 
 FIN (tratar_TO2()); 
  
 if (Estado == 6) 
  { 
  Estado=1; 
  } 
 else 
  { 
  op_sim_end ("Se ha recibido el evento TO2", "sin estar en el estado 6", "", ""); 
  } 
 FOUT (tratar_TO2()); 
 } 
 
static void apagar_TO1 (void) 
 { 
 FIN (apagar_TO1()); 
 op_ev_cancel(TO1); 
 FOUT; 
 } 
 
static void apagar_TO2 (void) 
 { 
 FIN (apagar_TO2()); 
 op_ev_cancel (TO2); 
 FOUT; 
 } 
 
/* End of Function Block */ 
 
