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Abstract
The problem of learning an optimal convex combination of
basis models has been studied in a number of works, with
a focus on the theoretical analysis, but little investigation on
the empirical performance of the approach. In this paper, we
present some new theoretical insights, and empirical results
that demonstrate the effectiveness of the approach. Theoreti-
cally, we first consider whether we can replace convex com-
binations by linear combinations, and obtain convergence re-
sults similar to existing results for learning from a convex hull.
We present a negative result showing that the linear hull of
very simple basis functions can have unbounded capacity, and
is thus prone to overfitting. On the other hand, convex hulls
are still rich but have bounded capacities. In addition, we ob-
tain a generalization bound for a general class of Lipschitz
loss functions. Empirically, we first discuss how a convex
combination can be greedily learned with early stopping, and
how a convex combination can be non-greedily learned when
the number of basis models is known a priori. Our experi-
ments suggest that the greedy scheme is competitive with or
better than several baselines, including boosting and random
forests. The greedy algorithm requires little effort in hyper-
parameter tuning, and also seems to adapt to the underlying
complexity of the problem.
1 Introduction
Various machine learning methods combine given
basis models to form a richer model that can
represent more complex input-output relation-
ships. Such methods include random forests
(Breiman 2001) and boosting (Freund and Schapire 1995;
Mason et al. 2000a), which have often been found to
work well in domains with good features (e.g. see an
extensive comparison by Fernández-Delgado et al. (2014)).
Interestingly, even combining simple basis models like
decision stumps can work very well on hard problems
(Viola and Jones 2004). In this paper, we consider the
problem of finding an optimal convex combination
of basis models (Lee, Bartlett, and Williamson 1996;
Mannor, Meir, and Zhang 2003;
Koltchinskii, Panchenko, and others 2005;
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
Gao and Zhou 2013; Oglic and Gärtner 2016;
Wyner et al. 2017). We present some new theoretical
and empirical insights that demonstrate the effectiveness of
the approach.
We first consider whether we can obtain theoretical gen-
eralization guarantee for learning from the closely related
linear hull of the basis functions. Learning from a con-
vex hull can be seen as a regularized version of learning
from the corresponding linear hull, where we enforce con-
straints on the weights of the basis functions. Linear hulls are
known to provide universal approximations (Barron 1993;
Makovoz 1996), but our analysis shows that they can have
a rich structure and thus can be prone to overfitting. Specif-
ically, we show that the capacity of the linear hull of very
simple functions can be unbounded, while the convex hull is
still rich but has bounded capacity.
Our second contribution is a generalization result for a
general class of Lipschitz loss functions. A number of works
studied algorithms for learning a convex combination and
analyzed their generalization performance. However, previ-
ous works mostly focused on generalization performance
with quadratic loss (Lee, Bartlett, and Williamson 1996;
Mannor, Meir, and Zhang 2003) or large margin type anal-
ysis (Koltchinskii, Panchenko, and others 2005) for classifi-
cation problems. The quadratic loss is a special case of the
class of Lipschitz loss functions considered in this paper. In
addition, our result shows that we can obtain a O(1/
√
n)
convergence rate for log-loss in the classification setting.
Our proof is simple and only requires standard tools.
Empirically, we present the first extensive empirical eval-
uation of the performance of algorithms for learning from
convex hulls. Previous works mainly focused on a simple
greedy algorithm to learn a convex combination, we note
that there are more sophisticated algorithms that could be
used in practice but remain little explored yet. In particular,
in recent years, there is a strong interest in the Frank-Wolfe
(FW) algorithm and its variants (Jaggi 2013). We consider
using these algorithms to learn a convex combination in this
paper, which provide a natural way to build convex combi-
nations. We also show how a convex combination can be
non-greedily learned when the number of basis functions
is known a priori. Our experiments suggest that the greedy
scheme is competitive with or better than several baselines,
including boosting and random forests. The greedy algo-
rithm requires little effort in hyper-parameter tuning, and
also seems to adapt to the underlying complexity of the prob-
lem.
The remainder of this paper is organized as follows. Sec-
tion 2 provides further discussion to related works. Section 3
presents our theoretical analysis for learning from a convex
hull. Section 4 discusses some greedy learning algorithms,
and a non-greedy version assuming the number of basis
model is known. Section 5 presents an empirical compari-
son the algorithms for learning from convex hulls, and a few
baselines. Section 6 concludes the paper.
2 Related Work
A number of works have studied the generalization per-
formance of algorithms for learning convex combinations.
Lee, Bartlett, and Williamson (1996) considered learning a
convex combination of linear threshold units with bounded
fan-in for binary classification using quadratic loss, and
they showed that an optimal convex combination is PAC-
learnable. Mannor, Meir, and Zhang (2003) also considered
binary classification, and obtained a generalization result for
general basis functions and quadratic loss. They also ob-
tained a consistency result for more general loss functions.
Koltchinskii, Panchenko, and others (2005) provided some
generalization results for learning a convex combination by
maximizing margin. Oglic and Gärtner (2016) considered
regression with quadratic loss and presented a generalization
analysis for learning a convex combination of cosine ridge
functions. We obtained generalization bounds for a class of
Lipschitz loss functions and general basis functions.
Various authors considered greedy approaches for learn-
ing from a convex hull, which iteratively constructs a con-
vex combination by choosing a good convex combination
of the previous convex combination and a new basis func-
tion. Jones (1992) presented a greedy algorithm and showed
that it converges at O(1/k) rate for quadratic loss. This is
further developed by Lee, Bartlett, and Williamson (1996)
and Mannor, Meir, and Zhang (2003). Zhang (2003) gener-
alized these works to convex functionals. There are more
sophisticated greedy optimization algorithms that have yet
to be thoroughly explored for learning convex combina-
tions, such as the FW algorithm and its variants, which
have recently attracted significant attention in the numer-
ical optimization literature (Jaggi 2013). Recently, Bach
(2017) considered using the FW algorithm to learn neu-
ral networks with non-Euclidean regularizations, showing
that the sub-problems can be NP-hard. We discuss how the
FW algorithm and its variants (Guélat and Marcotte 1986;
Lacoste-Julien and Jaggi 2015) can be applied to learn con-
vex combinations, and show how a convex combination can
be learned in a non-greedy way given the number of ba-
sis functions. We empirically compared the effectiveness of
these algorithms.
Works on random forests (Breiman 2001) and boosting
(Mason et al. 2000b) are also closely related. A random
forest can be viewed as a convex combination of trees
independently trained on bootstrap samples, where the
trees have equal weights. Boosting algorithms greedily
construct a conic, instead of convex, combination of
basis functions, but for binary classification, a conic
combination can be converted to a convex combination
without changing the predictions. There are numerous
related works on the generalization performance of boost-
ing (e.g. see (Bartlett and Traskin 2007; Schapire 2013;
Gao and Zhou 2013)). Random forests are still less
well understood theoretically yet (Wyner et al. 2017),
and analysis can require unnatural assumptions
(Wager and Walther 2015). We empirically compared
algorithms for learning a convex combination with random
forests and boosting.
There have been also several recent applications of greedy
boosting for generative models. Specifically, Locatello et al.
(2018) show that boosting Variational Inference satisfies
a relaxed smoothness assumption which is sufficient for
the convergence of the functional Frank-Wolfe algorithm;
Grover and Ermon (2018) consider Bayes optimal classifica-
tion; and Tolstikhin et al. (2017) propose AdaGAN, which
is adapted from AdaBoost for Generative Adversarial Net-
works. Our work is orthogonal to these works in the sense
that we study discriminative models and learning from a
convex hull, instead of a linear or a conic hull. Moreover,
our bound might be interesting in comparison to vacuous
bounds that grows rapidly in the number of parameters, be-
cause while the number of parameters for a convex combi-
nation can be unbounded, our error bound depends only on
the pseudodimension of the basis models.
3 Theoretical Analysis
Given an i.i.d. sample z = ((x1, y1), . . . , (xn, yn)) drawn
from a distribution P (X,Y ) with support on X × Y ⊆
X × R, we want to learn a function f to minimize the risk
R(f) = EL(Y, f(X)), where L(y, yˆ) is the loss that f in-
curs when predicting y as yˆ, and the expectation is taken
with respect to P . The empirical risk of f is Rn(f) =
EnL(Y, f(X)) =
1
n
∑n
i=1 L(yi, f(xi)). Without loss of
generality, we assume X ⊆ Rd.
Given a class of basis functions G ⊆ YX , we use cok(G)
to denote the set of convex combinations of k functions in
G, that is,
cok(G) = {
k∑
i=1
αigi :
∑
i
αi = 1, each αi ≥ 0, each gi ∈ G}.
(1)
The convex hull of G is co(G) = ∪k≥1 cok(G). We will
also use link(G) to denote the set of linear combinations
of k functions in G, that is, link(G) = {
∑k
i=1 αigi :
α1, . . . , αk ∈ R, g1, . . . , gk ∈ G}. The linear hull of G is
lin(G) = ∪k≥1 link(G). The basis functions are assumed to
be bounded with Y = [−B,B], where B > 0 is a constant.
Capacity measures. A function class needs to be rich to be
able to fit observed data, but cannot be too rich so as to make
generalization possible, that is, it needs to have the right
capacity. Commonly used capacity measures include VC-
dimension, pseudodimension, and Rademacher complexity.
VC-dimension is defined for binary valued functions.
Specifically, for a class F of binary valued functions, its
VC-dimension dV C(F) is the largest m such that there ex-
istsm examples x1, . . . , xm such that the restriction of F to
these examples contains 2m functions. Equivalently, for any
y1, . . . , ym ∈ {0, 1}, there is a function f ∈ F such that
f(xi) = yi for all i. x1, . . . , xm is said to be shattered by F .
Pseudodimension (Pollard 1984) is a generalization of
VC-dimension to real-valued functions. The pseudodimen-
sion dP (F) of a class of real-valued functions F is de-
fined as the maximum number m such that there exists m
inputs x1, . . . , xm ∈ X , and thresholds t1, . . . , tm ∈ R
satisfying {(I(f(x1) ≥ t1), . . . , I(f(xm) ≥ tm)) : f ∈
F} = {0, 1}m. If F consists of binary-valued functions,
then dP (F) = dV C(F).
Another commonly used capacity measure is the
Rademacher complexity, which is defined asE supf∈F Rnf ,
where Rn is the Rademacher process defined by Rnf =
1
n
∑
i αif(xi, yi), with (xi, yi)’s being an i.i.d. sample, and
αi’s being independent Rademacher random variables (i.e.,
they have probability 0.5 to be -1 and 1). Expectation is
taken with respect to both the random sample and the
Rademacher variables.
We refer the readers to the book of Anthony and Bartlett
(2009) and the article of Mendelson (2003) for excellent dis-
cussions on these capacity measures, and generalization re-
sults for general function classes.
3.1 A Regularization Perspective
Several authors showed that linear hulls of various ba-
sis functions are universal approximators (Barron 1993;
Makovoz 1996). Naturally, one would like to learn using
linear hulls if possible. On the other hand, the richness of
the linear hulls also imply that they can be prone to over-
fitting and regularization is needed in learning. Learning
from the convex hull can be seen as a regularized version
of learning from the linear hull, where the regularizer is
I∞(f) =
{
0, f ∈ co(G),
∞, otherwise. . This is similar to ℓ2 regu-
larization in the sense that ℓ2 regularization constrained the
weights to be inside an ℓ2 ball, while here we constrain the
weights of the basis model to be inside a simplex. A key dif-
ference is that standard ℓ2 regularization is often applied to a
parametric model with fixed number of parameters, but here
the number of parameters can be infinite.
We compare the capacities of the linear hull and the con-
vex hull of a class of basis functions G with finite pseudodi-
mension, and demonstrate the effect of the regularizer I∞ in
controlling the capacity: while the convex hull can still be
rich, it has a more adequate capacity for generalization.
For a class of functions F , we shall use bin(F) = {x 7→
I(f(x) ≥ t) : f ∈ F , t ∈ R} to denote the thresholded bi-
nary version of F . Consider the set of linear threshold func-
tions T = {I(θ⊤x ≥ t) : θ ∈ Rd, t ∈ R}. It is well-
known that the VC-dimension of the thresholded versions
of the linear combination of k linear threshold functions can
grow quickly.
Proposition 1. ((Anthony and Bartlett 2009), Theorem 6.4)
The VC-dimension of bin(link(T )) is at least dk8 log2
(
k
4
)
for d > 3 and k ≤ 2d/2−2.
The above result implies that dP (link(T )) is at least
dk
8 log2
(
k
4
)
. A natural question is whether the VC-
dimension still grows at linearly when k > 2d/2−2. We give
an affirmative answer via a constructive proof. In addition,
we provide the counterpart results for the convex hull.
Proposition 2. (a) Assume that d ≥ 2. Then
dV C(bin(link(T ))) ≥ k, thus dP (link(T )) ≥ k, and
dP (lin(T )) = ∞. In addition, the Rademacher complexity
of lin(T ) is infinite.
(b) Assume that d ≥ 2. Then dV C(bin(cok+1(T ))) ≥ k,
thus dP (cok+1(T )) ≥ k, and dP (co(T )) = ∞, but the
Rademacher complexity of co(T ) is finite.
Proof. (a) Consider an arbitrary unit circle centered at the
origin, and any k points x1, . . . , xk which are equally spaced
on the circle. Let θi = xi and bi = 1 for i = 1, . . . , k.
For any labelling y1, . . . , yk ∈ {0, 1}, consider the linear
combination
f(x) =
k∑
i=1
yiI(θ
⊤
i x ≥ bi).
We have f(xi) = yi. The classifier t(x) = I(f(xi) ≥
1) is a thresholded classifier obtained from f , and thus
t ∈ bin(link(T )). In addition, t(x) = I(yi ≥ 1) =
yi. In short, for any y1, . . . , yk ∈ {0, 1}, there is a clas-
sifier t ∈ bin(link(T )) such that t(xi) = yi. Thus
dV C(bin(link(T ))) ≥ k. It follows that dP (link(T )) ≥ k,
and thus dP (lin(T )) =∞.
The Rademacher complexity of lin(T ) is infinity, because
for any c > 0, the Rademacher complexity of c lin(T ) is c
times that of lin(T ). On the other hand, c lin(T ) = lin(T ).
Hence the Rademacher complexity of lin(T ) can be arbitrar-
ily large, and is thus infinity.
(b) Consider the function h(x) = (1I(0⊤x ≥ 0.5) +
f(x))/(1 +
∑
i yi) = f(x)/(1 +
∑
i yi), where f is the
same as in (a). The function h(x) is a convex combination of
I(0⊤x ≥ 0.5), I(θ⊤1 x ≥ b1), . . . , I(θ⊤k x ≥ bk). For any xj ,
we have h(xj) = yj/(1+
∑
i yi) ≥ yj/(k+1), because each
yi is either 0 or 1. Hence we have I(h(xj) ≥ 1/(k+1)) = yj .
It follows that x1, . . . , xk can be shattered by the thresholded
version of cok+1(T ).
The Rademacher complexity of the convex hull is equal to
that of T according to Theorem 2.25 in (Mendelson 2003),
which is finite as dV C(T ) = d+ 1 is finite.
Proposition 2 shows that the linear hull has infinite ca-
pacity, both in terms of pseudodimension and in terms
of Rademacher complexity. Thus, it can overfit a training
dataset. On the other hand, the convex hull is more restricted
with a finite Rademacher complexity, but still rich because it
has infinite pseudodimension. This can be attributed to reg-
ularization effect imposed by the convex coefficients con-
straints.
3.2 Generalization Error Bounds
Consider the Bayes optimal function f∗(x) =
miny∈Y E[L(y, Y )|X = x]. For binary classification
problems (that is, Y = {−1, 1}) using the quadratic loss
L(y, f(x)) = (f(x)−y)2, Mannor, Meir, and Zhang (2003)
obtained the following uniform convergence rate with an
assumption on the uniform entropyH(ǫ, co(G), n) of co(G).
Theorem 1. (adapted from Theorem 9 in
(Mannor, Meir, and Zhang 2003)) Assume that for
all positive ǫ, H(ǫ, co(G), n) ≤ K(2B/ǫ)2ξ where
0 < ξ < 1. Then there exist constants c0, c1 > 0
that depend on ξ and K only, such that ∀δ ≥ c0,
with probability at least 1 − e−δ, for all f ∈ co(G),
R(f)−R(f∗) ≤ 4 (Rn(f)−Rn(f∗)) + c14B
2
ξ
(
δ
n
)1/(1+ξ)
.
(2)
Roughly, the indication of Theorem 1 is that minimizing
empirical risk Rn(f) over the convex hull reduces the ex-
pected risk R(f), because R(f∗) and Rn(f
∗) are fixed.
Note that if dP (G) = p, then the assumption on the
metric entropy H(ǫ, co(G), n) is satisfied with ξ = pp+2
(Wellner and Song 2002). In the following theorem, we
prove a more general bound for a class of Lipschitz loss
functions that includes the quadratic loss considered in The-
orem 1 as a special case. The proof is in the appendix.
Theorem 2. Assume that dP (G) = p < ∞, and
L(y, f(x)) = φ(f(x) − y) for a cφ-Lipschitz nonnegative
functionφ satisfying φ(0) = 0. With probability at least 1−δ,
for all f ∈ co(G),
R(f)−R(f∗) ≤ Rn(f)−Rn(f∗) + c√
n
, (3)
where c = 2cφB
(√
8 ln(1/δ) +
√
8 ln 2 +D
√
p
)
, and D
is an absolute constant.
Note that f∗ is generally not in the class co(G), thus the
chosen convex combination f may not reach the level of per-
formance of f∗. We are also often interested in the conver-
gence of the empirical minimizer to the optimal model in
the class co(G). We can obtain a convergence rate to the op-
timal convex combination by closely following the proof of
Theorem 2.
Theorem 3. Assume that dP (G) = p < ∞, L(y, f(x)) =
φ(f(x) − y) for a cφ-Lipschitz nonnegative function φ sat-
isfying φ(0) = 0. Let fˆ = argminf∈co(G)Rn(f), and
h∗ = argminf∈co(G)R(f), then with probability at least
1− δ,
R(fˆ) ≤ R(h∗) + c√
n
, (4)
where c = 4cφB
(√
2 ln(2/δ) +
√
2 ln 2 +D
√
p
)
.
For a convex hull, Theorem 3 practically says that the em-
pirical risk minimizer fˆ approaches the expected risk mini-
mizer h∗ at the rate 1/
√
n, as the number of samples n in-
creases.
As a special case, we have the following result for ℓq re-
gression.
Corollary 1. When L(y, f(x)) = |f(x)− y|q for some q ≥
1, the bounds in Theorem 2 and Theorem 3 hold with cφ =
q(2B)q−1.
Proof. We have L(y, f(x)) = φ(f(x) − y) where φ(u) =
|u|q. φ(u) has a Lipschitz constant of q(2B)q−1 in our case,
because we only consider u of the form f(x) − y, and thus
u ∈ [−2B, 2B], and for any u, v ∈ [−2B, 2B], we have
|φ(u) − φ(v)| = |qcq−1(|u| − |v|)| ≤ q(2B)q−1|u − v|,
where c is between |u| and |v. The first equation is obtained
by applying the mean value theorem to the function up, and
taking absolute values on both sides. The second inequality
follows because both |u| and |v| are not more than 2B, and
||u| − |v|| ≤ |u− v|.
Donahue et al. (1997) showed that tighter bounds can be
obtained for ℓp regression. Our analysis provides a looser
bound, but is simpler and can be applied to the classification
setting below.
For binary classification with Y = {−1, 1}, we can also
obtain anO(1/
√
n) generalization bound for a class of Lips-
chitz loss as a corollary of the proof of Theorem 2. The loss
in this case is Lipschitz in yf(x) (not f(x) − y as in the
regression case), with a positive value indicating that f(x)
better aligned with y. We sketch the proof in the Appendix.
Corollary 2. Assume that dP (G) = p < ∞, Y = {−1, 1},
L(y, f(x)) = φ(yf(x)) for a cφ-Lipschitz nonnegative func-
tion φ satisfying φ(0) = 0. Let fˆ = argminf∈co(G)Rn(f),
and h∗ = argminf∈co(G)R(f), then with probability at
least 1− δ,
R(fˆ) ≤ R(h∗) + c√
n
, (5)
where c is polynomial in cφ and
√
ln(1/δ).
As a special case, the above convergence rate holds for
the log-loss.
Corollary 3. For binary classification with y ∈ {−1, 1},
L(y, f(x)) = − ln 1
1+e−yf(x)
, the bound in Corollary 4
holds with cφ = 1.
Proof. Consider the lossL′(y, f(x) = − ln 2
1+e−yf(x)
. Then
L′(y, f(x)) = L(y, f(x)) − ln 2, that is, L and L′ differ
by only a constant, and thus it is sufficient to show that the
bound holds for L′. The modified loss L′(y, f(x)) has the
form φ(yf(x)) where φ(u) = − ln 21+e−u . We have φ(0) =
0. In addition, φ is 1-Lipschitz because the absolute value of
its derivative is |φ′(u)| = | −e−u1+e−u | ≤ 1. Hence L′ satisfies
the condition in Corollary 4, and the O(1/
√
n) bound there
holds for L′.
4 Algorithms
We consider a class of parametric basis models G = {gθ :
θ ∈ Rp}, where gθ denotes a model with parameters θ.
Specifically, we use small neural networks for gθ. The objec-
tive is to approximate the empirical risk minimizer of class
co(G), i.e. fˆ = argminf∈co(G)Rn(f).
4.1 Greedy Algorithms
The general greedy scheme is to start with some f0 ∈ H. At
iteration k, we choose appropriate αt ∈ [0, 1] and gt ∈ G,
for the new convex combination
ft+1 = (1 − αt)ft + αtgt. (6)
We run the algorithm up to the maximum number of itera-
tions T , and do early stopping if the improvements in the
last few iterations is negligible (less than a small threshold).
Such scheme generates sparse solutions in the sense that
at iteration t, the convex combination consists of at most t
basis functions, even though the optimal combination can
include arbitrarily large number of basis functions.
We present several instantiations of this scheme, obtained
by directly applying a fewwell-known algorithms in the opti-
mization literature, and point out some tricks that we employ.
We briefly describe the algorithms, but refer the readers to
the cited works for details. They involve functional optimiza-
tion sub-problems that are equivalent to finite-dimensional
numerical optimizations in our case. A key thing to take
note is that for the sub-problems at each iteration, we can
use stochastic gradient descent to solve them. Also note that
one can easily derive the closed form solution for the line-
search for γt if quadratic empirical risk is used. For other
risk criteria, there is no closed form solution, and we treat
that as a parameter in the numerical optimization problem in
each iteration.
A nonlinear greedy algorithm. One natural way
to choose gt and αt is to choose them jointly
so as to maximize the decrease in the empirical
risk (Jones 1992; Lee, Bartlett, and Williamson 1996;
Mannor, Meir, and Zhang 2003; Zhang 2003). Specifically,
θt, αt ← argminθ∈Rp,α∈[0,1]Rn((1− α)ft−1 + αgθ) (7)
For common loss functions, the RHS is usually a dif-
ferentiable function of θ and α, and thus the problem
can be solved using first-order methods. We used Adam
(Kingma and Ba 2014) in our experiments.
When the loss L(y, f(x)) is convex and smooth in f , it
is known, e.g. from (Zhang 2003), that Rn(ft) − Rn(fˆ) ≤
O(1/t). In fact, we can still achieve a convergence rate of
O(1/t), as long as we can solve the greedy step with an
error of O(1/t2) (Zhang 2003), that is, we choose gt and αt
such that
Rn((1 − αt)ft−1 + αtgt)
≤ min
g∈G,α∈[0,1]
Rn((1− α)ft−1 + αg) + c
t2
,
for some constant c > 0. In particular, this result applies to
the quadratic loss as it is convex in f .
The FW algorithm. The FW algorithm
(Frank and Wolfe 1956) does not choose gt to directly
minimize the risk functional at each iteration, but chooses it
by solving a linear functional minimization problem
gt = argmin
g∈G
〈∇Rn(ft−1), g〉. (8)
The step size αt can be taken as αt =
1
t+1 or chosen us-
ing line search. Note that ∇Rn(f) denotes the functional
gradient of Rn with respect to f , which is only non-zero at
the points in the sample and is thus finite. For the quadratic
loss L(y, f(x)) = (f(x) − y)2, gt is gθt with θt chosen
by θt = argminθ∈Rp
∑
i 2(ft−1(xi) − yi)gθ(xi). FW also
converges at an O(1/t) rate (e.g., see Jaggi (2013)).
Away-step and Pairwise FW. The away-step Frank-Wolfe
(AFW) (Guélat and Marcotte 1986), and the pairwise Frank-
Wolfe (PFW) (Lacoste-Julien and Jaggi 2015) are faster
variants which can converge at a linear rate when the solu-
tion is not at the boundary.
AFW either takes a standard FW step or an away step
which removes a basis network from current convex combi-
nation and redistributes the weight to remaining basis net-
works. Specifically, at each iteration, it finds gt ∈ G that
is most aligned with the negative gradient∇Rn(ft−1) as in
the FW algorithm, and a basis function at that is most mis-
aligned with the negative gradient ∇Rn(ft−1) from the set
of basis functions in ft−1. Here, we use the inner product of
two vectors to refer to the degree of alignment between them.
It then constructs a FW direction dFWt that moves toward gt,
and an away-step direction dAt that moves away from at. The
direction that is better aligned with the negative gradient is
then taken. For the away-step, the step size is restricted to be
in [0,
αat
1−αat
] so that the weight of at remains non-negative
in ft.
PFW swaps the weight of at and gt determined in AFW
by moving along the direction gt − at. Line search is used
to determine the optimal step size.
4.2 A Non-greedy Algorithm
If we know the number of basis models required a priori,
we can train the weights of the basis models and the convex
coefficients simultaneously. Instead of using constrained op-
timization techniques, we propose a simple unconstrained
parametrization of the convex coefficients that have been
observed to perform well in our experiments. Specifically,
if we know that the number of basis model is k, we repa-
rameterize the convex coefficients α1, . . . , αk as a func-
tion of the unconstrained parameter vector v ∈ Rk with
ci =
1/k+|vi|
1+
∑
k
i=1 |vi|
. The model
∑
i cigθi(x) can be seen as
a neural network that can be trained conventionally.
We also tried to use a softmax normalization, but it did
not work well in practice.
4.3 Implementation
We can use the scaled hard tanh unit hardtanh(x) =
Bmax(−1,min(x, 1)) as the output unit clamp the output
to [−B,B]. Sometimes it is beneficial to choose the scal-
ing factor B to be larger than the actual possible range, as
generally G contains the zero function, and with largerB, G
becomes larger.
If multiple outputs are needed, we train a model for each
output separately. If the convex hull contains the true input-
output function for each output channel, then it is easy to see
that the generalization theory for the case of single output
guarantees that we will learn all the input-output functions
eventually.
5 Experiments
We compare the performance of the greedy algorithms (nick-
named as GCE, which stands for greedy convex ensem-
ble) for learning convex combinations in Section 4 to study
whether it is beneficial to use more sophisticated greedy al-
gorithms. We also compare the greedy algorithms with XG-
Boost (XGB) and Random Forest (RF) to study how the
convex combination constructed, which can be seen as a
weighted ensemble, fare. Both XGB and RF provide strong
baselines and are state-of-the-art ensemble methods that
won many Kaggle competitions for non-CV non-NLP tasks.
In addition, we also compare the greedy algorithms with the
non-greedy method in Section 4.2 (ConvNet), and a stan-
dard regularized neural network (NN). Both ConvNet and
NN need to assume a given number of basis functions. Com-
parison with NN sheds light on how the regularization effect
of learning from a convex hull compare with standard ℓ2 reg-
ularization.
We used 12 datasets of various sizes and tasks: dia-
betes, boston, ca_housing, msd for regression; iris, wine,
breast_cancer, digits, cifar10_f, mnist, covertype, kddcup99
for classification. Most of the datasets are from UCI ML
Repository (Dheeru and Karra Taniskidou 2017). Table 3 in
Appendix B provides detailed information about the datasets
and their training/validation/test set split, which remain iden-
tical across all experiments. All data attributes are normal-
ized to have 0-mean 1-standard deviation.
5.1 Comparison of GCE Algorithms
Fig. 1 show the training and test error (MSE) on the msd
dataset for the four greedy algorithms discussed in Section 4.
For each variant, we train 100 modules, with each being a
single neuron of the form B tanh(uTx). Interestingly, the
non-linear greedy variant, which is most commonly studied,
is significantly slower than other variants. The PFW variant
has the best performance. We observed similar behavior of
the algorithms on other datasets and settings, thus we only
report the results for the PFW variant below.
5.2 Comparison of GCE with Other Algorithms
We compare GCE (using PFW to greedily choose new basis
functions), ConvNet, XGB, RF, and NN below.
Experimental setup. To ensure a fair comparison between
algorithms, we spent a significant effort to tune hyper-
parameters of competing algorithms. Particularly, XGB and
RF are tuned over 2000 hyper-parameters combinations for
small datasets (has less than 10000 training samples), and
over 200 combinations for large datasets.
The basis module for GCE is a two layers network with 1
or 10 hidden neurons for small datasets and 100 hidden neu-
rons for other datasets. GCE grows the network by adding
one basis module at a time until no improvement on vali-
dation set is detected, or until reaching the maximum limit
of 100 modules. ConvNet and NN are given the maximum
capacity achievable by GCE. For ConvNet, it is 100 mod-
ules, each of 10/100 hidden neurons for small/large datasets.
NN is a two layers neural net of 1000/10000 hidden neurons
for small/large datasets, respectively. ConvNet and NN are
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Figure 1: Performance of different variants of the greedy al-
gorithm on msd dataset. x−axis: number of modules added
to the convex combination. y−axis: performance measured
using mean square error. Solid curves indicate training error.
Dashed curves indicate test error.
tuned using grid search over learning_rate ∈ {0.01, 0.001},
regularization ∈ {0, 10−6, . . . , 10−1}, totaling in 14 com-
binations. GCE uses a fixed set of hyper-parameters with-
out tuning: learning_rate= 0.001, regularization= 0. All
these three algorithms use ReLU activation, MSE criterion
for training regression problem, cross entropy loss for clas-
sification. The training uses Adam SGD with learning_rate
reduced by 10 on plateau (training performance did not im-
prove for 10 consecutive epochs) until reaching the mini-
mum learning_rate of 10−5, at which point the optimizer
is ran for another 10 epochs and then returns the solution
with the best performance across all training epochs.
A detailed description of hyper-parameter tuning and ex-
perimental setup is given in Appendix B.
Results and Discussion. For each algorithm, among all
hyper-parameter tuning models, the model with the best val-
idation performance is selected. Its performance on test set
is reported in Table 1.
From Table 1, GCE has the best overall performance. Em-
pirically, for regression problems, GCE uses up the max-
imum number of basis functions, while for classification
problems, GCE often terminates way earlier than that, sug-
gesting that it is capable to adapt to the complexity of the
task.
Note that we have chosen a variety of datasets, from small
to large ones, in order to show that our algorithms work well
for diverse settings. Specifically, the small datasets are also
important, because they can be easily overfitted. Empirical
results show that GCE builds up the convex ensemble to just
a right capacity, but not more. Thus, it has good generaliza-
tion performance despite having almost no hyper-parameter
tuning, even for the smaller datasets, where overfitting could
easily occur. On the other extreme, overfitting a very large
datasets, like kddcup99, is hard. So, empirical results for this
dataset show that all models, including ours, have adequate
capacity, as they have similar generalization performance.
(a) Comparison of GCE against NN and ConvNet. NN and
ConvNet have very similar performance as GCE on several
Datasets GCE XGB RF NN ConvNet
diabetes 42.706 46.569 49.519 43.283 44.703
boston 2.165 2.271 2.705 2.217 2.232
ca_housing 0.435 0.393 0.416 0.440 0.437
msd 6.084 6.291 6.462 6.186 7.610
iris 0.00 6.67 6.67 3.33 10.00
wine 0.00 2.78 2.78 0.0 0.0
breast_cancer 3.51 4.39 8.77 3.51 4.39
digits 2.78 3.06 2.50 3.33 3.06
cifar10_f 4.86 5.40 5.16 5.00 4.92
mnist 1.22 1.66 2.32 1.24 1.11
covertype 26.70 26.39 27.73 26.89 26.56
kddcup99 0.01 0.01 0.01 0.01 0.01
Table 1: Summary of the empirical results. For regression
datasets (the first 4 lines), the reported numbers are MAE
on test set. For classification datasets (last 8 lines), the re-
ported numbers are misclassification rate (%) on test set.
XGBoost and RForest are tuned over more than 2000/200
hyper-parameters combinations for small/large datasets. NN
and ConvNet are tuned over 14 combinations. GCE grows
the model by one basis module at a time and stops when no
improvement is detected. GCE has best overall performance
as compared to other algorithms.
datasets. NN does not perform well on msd, iris, digits, and
cifar10_f, and ConvNet does not perform well on diabetes,
msd, iris, and breast_cancer. In particular, both NN and
ConvNet perform poorly on iris. We suspect that NN and
ConvNet may be more susceptible to local minimum, lead-
ing to an underfitted model, and tabulated the training and
test losses for GCE, NN and ConvNet in Table 2. While for
several datasets, the differences between the losses of these
three algorithms are small, large differences do show up on
other datasets. On diabetes and msd, both ConvNet and NN
seem to underfit, because both the training and test losses
are much larger than those of GCE. ConvNet and NN seem
to overfit boston, because although both its training and test
losses are smaller than those of GCE, its training loss is also
unusually smaller than its test loss. NN seems to overfit on
iris as well.
ConvNet is slightly poorer than NN overall. An unregu-
larized NN usually does not perform well. Since ConvNet
is trained without any additional regularization (such as ℓ2
regularization), this suggests that the convex hull constraint
has similar regularization effect as a standard regularization,
and the improved performance of GCEmay be due to greedy
training with early stopping.
GCE often learns a smaller model as compared to Con-
vNet and NN on classification problems and does not know
the number of components to use a priori. On the other hand,
both ConvNet and NN requires a priori knowledge of the
number of basis functions to use, which is set to be the maxi-
mum number of components used for GCE. Finding the best
size for a given problem is often hard.
(b) Comparison of GCE against XGBoost and RandomFor-
est. GCE shows clear performance advantage over XGBoost
and RandomForest on most domains, except that XGBoost
GCE loss ConvNet loss NN loss
Dataset test train test train test train
diabetes 42.70 46.3308 44.70 48.3658 43.28 51.6658
boston 2.1648 1.9196 2.2320 0.9298 2.2167 0.6421
ca_housing 0.4348 0.5291 0.4375 0.5731 0.4397 0.5394
msd 6.0842 7.8774 7.6103 11.6537 6.1858 8.4822
iris 0.2426 0.2267 0.2514 0.2691 0.2190 0.1243
wine 0.0010 0.0418 0.0238 0.1071 0.0012 0.0314
breast_cancer 0.1304 0.0532 0.1850 0.0138 0.1355 0.0747
digits 0.1429 0.0002 0.1345 0.0011 0.0938 0.0085
cifar10_f 0.4100 0.0000 0.2626 0.0000 0.2026 0.0004
mnist 0.0697 0.0000 0.0643 0.0000 0.0860 0.0000
covertype 0.8341 0.0502 1.0021 0.0468 1.2034 0.0192
kddcup99 0.0005 0.0003 0.0005 0.0003 0.0033 0.0003
Table 2: Training and test errors for GCE, ConvNet and NN.
has a clear advantage on ca_housing, and RandomForest per-
forming slightly better on digits.
While RandomForest and XGBoost have quite a few pa-
rameters to tune, and a proper tuning often requires search-
ing a large number of hyper-parameters, GCE works well
across datasets with a default setting for basis module opti-
mization (no tuning) and two options for module size. Over-
all, GCE is often more efficient than RandomForest and
XGBoost as there is little tuning needed. In addition, for
large datasets, RandomForest and XGBoost are slow due to
the lack of mechanism for mini-batch training and no GPU
speed-up.
6 Conclusion
We demonstrated that learning from a linear hull can be
prone to overfitting, while learning from a convex hull can
be viewed as implicitly regularized version of learning from
a linear hull, and has more adequate capacity for generaliza-
tion. We obtained the convergence rate for a class of Lip-
schitz loss function, which includes the typically studied
quadratic loss as a special case. Previous study on learn-
ing from a convex hull focused on simple greedy algorithms,
while somemore sophisticated algorithms can be applied but
little explored.We performed empirical evaluation of several
algorithms for learning a convex combination, and our ex-
periments suggest that the pairwise Frank-Wolfe algorithm
works best. Interestingly, PFW outperforms a few strong
baselines, including boosting and random forests. PFW is
also attractive in that it requires little hyperparameter tuning
and seems to be able to adapt to the complexity of the prob-
lems.
We observed that greedy training with early stopping out-
performs the non-greedy training algorithm. This is possibly
because a convex hull, though more constrained than a lin-
ear hull, is still quite rich, and greedy training together with
early stopping provides further regularization, leading to bet-
ter generalization.
While we focused on the case with neural networks as the
basis models, the greedy algorithms in Section 4 can be ap-
plied with trees as basis models. In the case of the nonlinear
greedy algorithm and a quadratic loss, the greedy step in-
volves training a regression tree given a fixed step size. For
FW variants and other losses, the objective function at each
greedy step no longer corresponds to a standard loss func-
tion though. Regarding generalization, since trees are non-
parametric, our generalization results do not hold, and we
may face similar challenges as analyzing random forests.
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A Proofs
Theorem 2. Assume that dP (G) = p < ∞, and
L(y, f(x)) = φ(f(x) − y) for a cφ-Lipschitz nonnegative
functionφ satisfying φ(0) = 0. With probability at least 1−δ,
for all f ∈ co(G),
R(f)−R(f∗) ≤ Rn(f)−Rn(f∗) + c√
n
, (3)
where c = 2cφB
(√
8 ln(1/δ) +
√
8 ln 2 +D
√
p
)
, and D
is an absolute constant.
Proof. For any function f , define its regret version rf by
rf (x, y) = L(y, f(x)) − L(y, f∗(x)). We call R = {rf :
f ∈ H} the regret class ofH.
For any i.i.d. sample z = ((x1, y1), . . . , (xn, yn)), we
first show that h(z) = supr∈R |Pr − Pnr| is concen-
trated around its expectation. Consider z′ obtained by re-
placing (xi, yi) with an arbitrary (x
′
i, y
′
i) ∈ X × Y . Then
it is easy to verify that h(z) satisfies the bounded differ-
ence property with a bound 2cφB/n. By the Lipschitz as-
sumption on φ, we have L(y, f(x)) = φ(f(x) − y) ≤
cφ|f(x)−y| ≤ 2cφB, thus |h(z)−h(z′)| ≤ supr∈R |Pnr−
P
′
nr| = supf∈H 1n | (L(yi, f(xi))− L(yi, f∗(xi))) −
(L(y′i, f(x
′
i))− L(yi, f∗(xi))) | ≤ 4cφBn . By McDiarmid’s
inequality, with probability at least 1− δ,
sup
r∈R
|Pr − Pnr| ≤ E sup
r∈R
|Pr − Pnr|+
√
32c2φB
2 ln(1/δ)
√
n
.
(I)
By a standard result (Koltchinskii (2001), Lemma 2.5), we
have
E sup
r∈R
|Pr − Pnr| ≤ 2E sup
r∈R
Rnr. (II)
Using the structural properties of Rademacher com-
plexities (Mendelson (2003), Theorem 2.25), we have
E sup
r∈R
Rnr = E sup
f∈co(G)
Rnrf
≤ E sup
f∈co(G)
Rnφ(f(·)− ·) + 2cφB
√
2 ln 2
n
(∗)
≤ 2cφE sup
f∈co(G)
Rn(f(·)− ·) + 2cφB
√
2 ln 2
n
≤ 2cφE sup
f∈co(G)
Rnf + 2Bcφ
√
2 ln 2
n
+ 2cφB
√
2 ln 2
n
≤ 2cφE sup
f∈co(G)
Rnf + 4cφB
√
2 ln 2
n
. (III)
We bound the Rademacher complexityE supf∈GRnf us-
ing a covering number argument, as follows. For any se-
quence x = (x1, . . . , xn) ∈ Xn, any f, g ∈ H, let
dx(f, g) =
(
1
n
∑
i(f(xi)− g(xi))2
)1/2
. Since dP (G) = d,
for any x,
N(ǫ,G, dx) ≤
(
C
ǫ
)2d
, (9)
where C > 0 is an absolute constant. Us-
ing Dudley’s entropy integral bound, we have
E sup
f∈G
Rnf ≤ C′BEz
∫ ∞
0
√
lnN(ǫ,G, dx)
n
dǫ = DB
√
d/n.
(IV)
where C′ andD are absolute constants.
Combining the inequalities (I)-(IV), we have with proba-
bility at least 1− δ, for any r ∈ R, we have
Pr ≤ Pnr + sup
r′∈R
|Pr′ − Pnr′|
≤ Pnr +
2cφB
(√
8 ln(1/δ) +
√
8 ln 2 +D
√
d
)
√
n
.
Corollary 4. Assume that dP (G) = p < ∞, Y = {−1, 1},
L(y, f(x)) = φ(yf(x)) for a cφ-Lipschitz nonnegative func-
tion φ satisfying φ(0) = 0. Let fˆ = argminf∈co(G)Rn(f),
and h∗ = argminf∈co(G)R(f), then with probability at
least 1− δ,
R(fˆ) ≤ R(h∗) + c√
n
, (10)
where c is polynomial in cφ and
√
ln(1/δ).
Proof sketch. First note that the loss L is bounded, because
φ is Lipschitz, and the margin yf(x) is in [−B,B]. This
allows the McDiarmid’s inequality in the proof of Theo-
rem 2 to go through. Secondly, Eq. (*) in the proof of The-
orem 2 becomes E supf∈co(G) Rnφ(·f(·)) + 2cφB
√
2 ln 2
n ,
where the first · is the output y, and the second · is the input
x. Now we can apply the Lipschitz property of φ to bound
the first term by 2cφE supf∈co(G) Rn · f(·). This is equal to
2cφE supf∈co(G) Rnf(·), because y ∈ {−1, 1}. The remain-
ing steps are similar to those in the proof of Theorem 2.
B Datasets and Experimental Setup
We used 12 datasets of various sizes and tasks (both
regression and classification) in the experiments.
Most of the datasets are from UCI ML Repository
(Dheeru and Karra Taniskidou 2017). Table 3 provides a
summary of the datasets.
To ensure a fair comparison between algorithms, we
spent a significant effort to tune the hyper-parameters of
competing algorithms. For each algorithm, the model with
the best validation performance is selected and the perfor-
mance on test set is reported. Small datasets (less than
10000 training samples, i.e. boston, diabetes, iris, dig-
its, wine, breast_cancer), allow for a larger number of
hyper-parameter tuning combinations. The details of hyper-
parameter tuning for each algorithm is as follows:
• XGBoost: Evaluation metric eval_metric=merror for
classification and eval_metric=rmse for regression.
num_boost_round=2000, early_stopping_rounds=50.
datasets task #dim #samples #train #valdtn #test
diabetes regr 10 442 282 71 89
boston regr 13 506 323 81 102
ca_housing regr 8 20,640 13,209 3,303 4,128
msd regr 90 515,345 †296,777 74,195 †144,373
iris class 4 150 96 24 30
wine class 13 178 113 29 36
breast_cancer class 30 569 364 91 114
digits class 64 1,797 1,149 288 360
cifar10_f class 342 60,000 †32,000 8,000 †20,000
mnist class 784 70,000 †38,400 9,600 †22,000
covertype class 54 581,012 †11,340 †2,268 †569,672
kddcup99 class 41 4,898,431 †2,645,152 661,288 †1,591,991
Table 3: Summary of datasets used in the experiments. ‡:
number of classes for classification and max |output| for
regression. †: a predefined set chosen by the author of the
respective dataset. If not predefined, training/test set is a
random split of 80%/20% of the dataset. Then, the train-
ing set is again split into 80% for training and 20% for
validation. boston, diabetes, iris, digits, wine, breast_cancer,
covertype, kddcup99, ca_housing are loaded using data util-
ity in scikit-learn package. (Year prediction) msd is taken
directly from UCI’s website. mnist and cifar10 are well
known datasets and are loaded using PyTorch data utili-
ties. cifar10_f is created by transforming cifar10 using a
trained DenseNet (95.16% accuracy on test set) and taking
the values of 342 features in the last convolutional layer.
Training/validation/test set remain identical across all exper-
iments. All data attributes are normalized to have 0-mean
1-standard deviation.
For small datasets, we start with eta=0.1 and do
100 random searches over the two most impor-
tant hyper-parameters in the following ranges:
max_depth ∈ {3, 5, 7, 9, 11, 13}, min_child_weight
∈ {0, 2, 4, 6, 8, 10, 12, 14, 16, 18}. The random search
is followed by a 5 × 5 fine tuning grid search around
the best value for each parameters. Next, we tune
gamma ∈ {0.0, 0.1, 0.2, 0.3, 0.4, 0.5}, followed by a
grid search for subsample ∈ {0.5, 0.6, 0.7, 0.8, 0.9}
and colsample_bytree ∈ {0.5, 0.6, 0.7, 0.8, 0.9},
followed by another grid search for reg_lambda
∈ {0, 0.0001, 0.001, 0.01, 0.1, 1, 10, 100} and reg_alpha
∈ {0, 0.1, 1}. Next, we tune the learning rate eta
∈ {0.2, 0.15, 0.05, 0.01, 0.005, 0.001}. Then finally
we do a 1000 random searches in the neighborhood
of the best value for all parameters. This process
generates in total about 2298 combinations of hyper-
parameters settings. For large datasets, the procedure
is similar, with more restrictive range of values for
secondary parameters: gamma ∈ {0, 0.05, 0.1, 0.2},
subsample ∈ {0.5, 0.6, 0.7, 0.8}, colsample_bytree
∈ {0.5, 0.6, 0.7, 0.8}, reg_lambda ∈ {0, 0.5, 1, 1.5}, eta
∈ {0.15, 0.05, 0.01}, which are also optimized separately
instead of jointly in pairs as before.
• RandomForest: Training criterion is gini for classifi-
cation and mse for regression. The maximum number
of trees is 2000, with early stoping if there is no im-
provement over 50 additional trees. For Random Forest,
we found that a large number of random searches is
often the most effective strategy. So, we do 4000/200
random searches for small/large datasets respectively.
The hyper-parameters and their range are as follows.
max_features ∈ {auto, sqrt, log2, 1, 3, 5, 0.1, 0.2, 0.3,
0.4, 0.5, 0.6, 0.7},
min_samples_leaf ∈ {1, 2, 5, 10, 20, 30, 50, 80, 120, 170,
230},
max_depth ∈ {1, 2, 5, 10, 20, 30, 50, 80, 120},
min_samples_split ∈ {2, 4, 6, 8, 10, 12, 14, 16},
no_bootstrap ∈ {True, False}.
• GCE, ConvNet, NN: The basis module for GCE is a
two layers network with 1 or 10 hidden neurons for
small datasets and 100 hidden neurons for other datasets.
The output of the basis module is bounded using the
hardtanh function scaled by the boundB. For classifica-
tion we set B = 10, for regression, B = 43 max |output|.
GCE grows the network by adding one basis module at
a time until no improvement on validation set is detected,
or until reaching the maximum limit of 100 modules. We
use Brent’s method as line search for parameter αt of
GCE. ConvNet and NN are given the maximum capacity
achievable by GCE. For ConvNet, it is 100 modules, each
of 10/100 hidden neurons for small/large datasets. NN is
a two layers neural net of 1000/10000 hidden neurons for
small/large datasets, respectively. For both small and large
datasets, ConvNet and NN are tuned using grid search
over learning_rate ∈ {0.01, 0.001}, regularization ∈
{0, 10−6, . . . , 10−1}, totaling in 14 combinations. GCE
uses a fixed set of hyper-parameters without tuning:
learning_rate = 0.001, regularization = 0. All these
three algorithms use ReLU activation, MSE criterion for
training regression problem, cross entropy loss for classifi-
cation. The training uses Adam SGDwith learning_rate
reduced by 10 on plateau (training performance did not
improve for 10 consecutive epochs) until reaching the
minimum learning rate of 10−5, at which point the op-
timizer is ran for another 10 epochs and then returns
the solution with the best performance across all training
epochs.
All experiments are implemented using Python and its
interface for XGBoost. Random Forest is from scikit-learn
package. Greedy variants and NN are implemented using Py-
Torch (Paszke et al. 2017) and are ran on a machine with In-
tel i5-7600K CPU @ 3.80GHz (4 cores) and 1x NVIDIA
GEFORCE GTX 1080 Ti GPU card. XGBoost and Random
Forest are run on cloud machines with Intel CPU E5-2650
v3 @ 2.30GHz (8 cores) and one NVIDIA GEFORCE RTX
2080 Ti GPU.
