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序論 
1.1 研究背景 
近年、⽇本では⾃然災害が頻繁に起こり、信頼性の⾼い防災システムの要求が⾼
まっている。特に通信業界では災害時の爆発的に増加するトラフィックに対応
できるネットワークの構築が最重要課題とされている。そのため、従来の研究で
は TCP/IP に基づくネットワークにより堅牢な防災システムの構築を⽬指して
きた。しかし、TCP/IP の防災システムでは特定のサーバーに対する集中的なア
クセスを避けることはできず、サーバーのダウンや通信障害を克服できていな
い。本論⽂ではトラフィックに対して従来の TCP/IP よりもはるかに⾼い耐久
性を持つ次世代のネットワーク ICN による防災システムを提案する。ICN では
各コンテンツに⼀意性を持った名前がついており、それらを⽤いてネットワー
クからコンテンツを探し出す。この時、コンテンツに名前をつける Naming や
その名前を元にコンテンツを要求する Interest packet という技術が必要となる。
本研究では、それらの技術を⾃然⾔語処理によりサポートし、ICN 実⽤化へ向
けた Naming ⽅法の検討を⾏う。 
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  1.2 本研究の⽬的 
本研究の⽬的は ICN においてユーザの要求を AI を⽤いて⾼確率で正しく理解
し、コンテンツのダウンロードを実現することである。気象観測装置や 4K カ
メラで観測した様々なデータの中から、ユーザの要求を解析することで適切な
データを取得する。 
 
 
 
1.3 本論⽂の構成 
本論⽂では、第 1 章で序論、第 2 章で ICN-Naming アーキテクチャー、第 3 章
で⾃然⾔語処理技術を⽤いた Naming アーキテクチャー、第 4 章で NLP のアル
ゴリズム、第 5 章で気象センサー応⽤システム、第 6 章で評価、第 7 章で考察、
第 8 章で結論を述べる構成となっている。 
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2. ICN Naming アーキテクチャー 
  2.1  ICN とは 
ICN はコンテンツ指向ネットワークとも⾔われるように、⼀意性を持ったコン
テンツ名を識別⼦とし、所望のコンテンツを最も近くのノードから取得する新
しいネットワークアーキテクチャである。現在の主流である TCP/IP とは異な
り、ユーザがコンテンツを要求した時点では、そのコンテンツがどこからダウ
ンロードされるかは決定されない。なぜなら、各コンテンツはサーバだけでな
く複数のノードにもキャッシュされていて、ダウンロードされる際は最も近く
のノードで処理が⾏われるからである。また、パケットは ICN ノード内にある
テーブルに基づいてコンテンツを持つノードまでルーティングされる。 
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ユーザによるコンテンツの要求からダウンロードされるまでの⼀連の流れを図
2.1.1 に⽰す。 
① ユーザ 1 がコンテンツを要求する。 
②,③ それぞれのルータを通って、コンテンツプロバイダーまで届く。 
④ 要求されたコンテンツがルータ 2 を通る。また、要求されたコンテンツは
複製されルータ 2 にキャッシュされる。 
⑤ 要求されたコンテンツがルータ 1 を通る。同様に、要求されたコンテンツ
は複製されルータ 1 にキャッシュされる。 
⑥ 要求されたコンテンツがユーザ 1 に届く。 
⑦ ユーザ 2 がユーザ 1 と同じコンテンツを要求する。 
⑧ ルータ 1 にキャッシュされたコンテンツがユーザ 2 に送られる。 
 
 
 
 
 
図 2.1.1  ICN 内のデータの流れ 
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  2.2  ICN に⽤いる Naming 構成 
ICN にキャッシュされているコンテンツには⼀意性を持った名前がつけられて
いる。そして、コンテンツの名前は
/waseda.com/satolab/today/video.mpg/_v1/ のように表現され、“/”で区切ら
れたプレフィックスに対する経路を各ルーターが持つことで、コンテンツをキ
ャッシュする経路上のルーターなどからコンテンツ取得が可能となる。このプ
レフィックスでは、URL に似た名前構造、つまり現在のインターネットで⽤い
られているドメイン名などを含むことで、コンテンツの⼀意性を担保しやすい
というメリットがある。そして、所望のコンテンツを取得するときはその名前
を元にパケット⽣成し転送先を決定していく。つまり、TCP/IP のように URL
を DNS により IP アドレスへ変換しサーバーへの経路を制御する⽅式とは異な
り、必ずしもサーバーからコンテンツをダウンロードするとは限らない。その
違いを図 2.2.1P に⽰す。 
 
 
 
図 2.2.1 インターネットと ICN の違い 
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  2.3  Naming 構成における要素技術 
上記で説明したように ICN は従来のネットワークと構造や仕組みが全く違う。
そのため、扱う上で今までとは異なる重要な技術がいくつかある。その中で
も、本研究の対象となった技術について説明する。 
     2.3.1 Interest Packet と Data Packet 
ICN の通信では Interest Packet と Data Packet の２種類のパケットを⽤いる。
これらはコンテンツ名を含み、名前に基づいてコンテンツを要求・送信する際
に使⽤される。本システム内では AI を⽤いることでユーザーの要求から⾃動
的に Interest Packet を⽣成する。 
 
 
 
図 2.3.1.1   ICN におけるパケットの構造 
 
     2.3.2 Naming 
ある規則に基づいてコンテンツに名前をつけることを Naming という。本シス
テム内においては 4K カメラで取得した画像に deep learning を⽤い, 
気象情報については⼀定のルールに基づいて⼀意な名前をつけた。 
図 2.3.2.1 は観測された気象データの Naming 構造を⽰している。43012 は
1990 年 1 ⽉ 1 ⽇からの⽇数を、1234 は 12 時 34 分を表している。また、
35.693/139.703 はカメラや気象センサーが置かれている場所の緯度経度情報で
ある。そして、その下の階層に気象データやカメラ映像情報が保存されてい
る。 
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つまり、この時観測された気温は/waseda/43012/1234/35.693/139.703/TEM
という名前で保存されている。 
 
 
図 2.3.2.1  Naming 構造 
 
 
 
  2.4 ICN の Naming における問題点 
ICN 特有の Naming という考え⽅には問題点がある。それはコンテンツに対し
どのように Naming を⾏い⼀意性を担保するか、またユーザの要求からどのよ
うに Interest Packet を作成しコンテンツと⾼確率で整合させるかという問題
だ。 
 
本研究ではユーザの要求から Interest Packet を⽣成する⼯程を、機械学習とニ
ューラルネットワークでの学習によって⾏い、それぞれの有⽤性を調べた。 
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3. ⾃然⾔語処理を⽤いた Naming アーキテクチャー 
本研究内で⽤いた AI 技術について説明する。 
 
  3.1 ⾃然⾔語処理技術 
⾃然⾔語処理技術(以下、「NLP」という)は⼈間がコミュニケーションを取る
ために⽇常で使う⾔語をコンピュータに処理させる技術である。数年前までは
機械学習による学習がメインで、⼈間がある程度の特徴量を与える必要があっ
た。この分野は近年の deep learning による技術⾰新の中でも、画像認識など
の技術に遅れをとっていた。しかし、様々なアルゴリズムの発明によってここ
数年で急速にその技術は発展している。そして、様々なサービスに取り⼊れら
れ、私たちの⽣活に⽋かせないものとなり始めている。 
そのため本システムでは Interest Packet を⽣成するために NLP の⼀つである
固有表現抽出を機械学習とニューラルネットワークにより⾏なった。これは⽂
章の中にある固有表現をそれぞれのタグに分類ことができるため、コンテンツ
要求から必要な固有表現を抽出し、それを Interest Packet ⽣成に使⽤した。 
 
 
図 3.1.1 AI 分野における NLP の位置付け 
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  3.2 画像認識と Naming アーキテクチャー 
     3.2.1 画像認識 
画像認識は対象物が写っている画像からその特徴量を分析・抽出することで対
象物が何であるかを判定する技術である。本システムにおいては、4K カメラ
により撮影した災害の画像を deep learning により識別することでコンテンツ
への⾃動 Naming を⾏う。現在は津波、⽕事、地震の識別モデルを作成し、そ
れらの画像が与えられたとき分類し Naming が⾏われる。また、Naming 構造
は図 2.3.2.1 のようになっており、⽇にち、時間、場所の下にそれぞれの画像
が保存されている。 
 
 
 
 
 
図 3.2.1.1 画像認識に⽤いた津波の画像の例 
引⽤[1] 災害写真データベース「津波により浸⽔した農地」 
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図 3.2.1.2 画像認識に⽤いた⽕事の画像の例 
引⽤[2] 著作権フリー画像素材集「住宅⽕災」 
 
 
 
 
図 3.2.1.3 画像認識に⽤いた地震の画像の例 
引⽤[3] 災害写真データベース「住家被害」 
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     3.2.2 Naming アーキテクチャー 
本研究ではクライアントからの⾃然⾔語による要求を機械学習およびニューラ
ルネットワークを⽤いた NLP を活⽤することで Interest Packet を⽣成するこ
とを⽬的とする。その後⽣成された Interest Packet は ICN に投げられ、コン
テンツとの照合を⾏い適切にコンテンツがダウンロードされることが望まれる
が、本研究ではその結果について⾔及はしない。 
本研究においてクライアントからの要求が正しく Interest Packet に変換される
例とそうでない例について図 3.2.2.1 と図 3.2.2.2 に⽰す。これらの例に⽰すよ
うに、⽂章からどのような情報を要求しているのかをリアルタイムに解析し、
抽出した情報を Interest packet に落とし込むことで⾃動的な処理を実現する。
その際、固有表現抽出を⽤いている。固有表現抽出は系列ラベリングの⼀つで
あり、⼊⼒⽂𝑥 = (𝑥$, 𝑥&, … , 𝑥() に対して，タグ系列𝑦 = (𝑦$, 𝑦&, … , 𝑦()を予測す
るタスクである。本研究では、⽂章内の単語を LOC(=地名)や PER(=⼈名)な
どの固有表現のクラスに分類する処理についての精度を調べた。 
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図 3.2.2.1  正しく Interest Packet が⽣成された例 
 
 
 
 
 
図 3.2.2.2  誤った Interest Packet が⽣成された例 
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4. NLP のアルゴリズム 
  4.1 アルゴリズム 
本研究において⾃然⾔語を学習する際に使⽤した学習アルゴリズムについて説
明する。 
 
     4.1.1 機械学習による⾃然⾔語処理のアルゴルズム 
本研究において機械学習による固有表現抽出を⽤いた Interest Packet ⽣成の際
に⽤いたアルゴリズムについて説明する。 
今回使⽤したアルゴリズムは Conditional Random Field(CRF)アルゴリズムで
ある。CRF は条件付き確率場のことで、⼊⼒ x から系列ラベル y を推定する識
別モデルの⼀つである。これは⼊⼒⽂字 X が与えられた時に、適切なタグ列 Y
を与える系列モデリングを⾏うのに適している。 
式(4.1)の𝑓,(𝑦-, 𝑦-.$, 𝑥, 𝑖)は素性関数といい、位置𝑖にある単語𝑥のタグ𝑦-とその⼀
つ前のタグ𝑦-.$の関係性を表す関数である。また、学習データから学習したパ
ラメータ𝜆,を⽤いて、𝑥が与えられた時そのタグが𝑦である条件付き確率を算出
する。 
 Pr(𝑦|𝑥; 𝛬) = $67 exp	(∑ ∑ 𝜆,𝑓,(𝑦-, 𝑦-.$, 𝑥, 𝑖),|=|.$->$ )    (式 4.1) 
 
その確率を元に式(4.2)に⽰すように、与えられた𝑥に対して尤もらしいタグ𝑦を
決定する。 
 𝑦? = 𝑎𝑟𝑔𝑚𝑎𝑥D Pr(𝑦|𝑥; 𝛬)     (式 4.2) 
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     4.1.2 ニューラルネットワーク学習と機械学習による⾃然⾔語
処理のアルゴルズム 
 
本研究においてニューラルネットワークと機械学習の組み合わせによる固有表
現抽出を⽤いた Interest Packet ⽣成に⽤いたアルゴリズムについて説明する。 
今回は RNN の問題点を補うために改良された Bi-LSTM と CRF を⽤いて固有
表現抽出を⾏った。 
LSTM は RNN 等で使⽤される中間層の代わりに LSTM 層という層を⽤いて学
習している。LSTM 層には図 4.1.2.1 に⽰すように Input Gate, Output Gate, 
Forget Gate, Memory Gate があり、これらを活⽤することで RNN ではできな
かった学習情報の⻑期保存を可能としている。従来の RNN では⼤量のデータ
を学習している中で、古い学習情報が希薄化してしまうことが問題となってい
た。しかし、LSTM 層を⽤いることにより⼤量のデータを学習しても重要な情
報のみを⻑期保存し、より精度の⾼い学習が可能となった。 
そして、Bi-LSTM は図 4.1.2.2 に⽰すように LSTM の学習を双⽅向から⾏った
ものである。例えば、「昨⽇、⼤隈重信像を⾒た」という⽂章があった時、「⼤
隈重信」という⼈がある像を⾒たと解釈できるがある⼈が「⼤隈重信像」を⾒
たとも解釈することができる。通常の LSTM では「昨⽇」「、」という情報を⾒
た時「⼤隈重信」を⼈として認識してしまう可能性が⾼い。⼀⽅で、Bi-LSTM
では「⾒た」「を」「像」などの情報を活⽤できるため、「⼤隈重信」を像の名
前の⼀部分と認識することができる。 
LSTM 層は⼊⼒としてベクトル𝑥Eを受け取り、Input Gate, Output Gate, Forget 
Gate, Memory Gate を経ることで⼊⼒ベクトルに関する情報を表す別のベクト
ルℎEを返す。ℎEは各タイムステップ t ごとに⽂脈を考慮した隠れ層のベクトル
である。LSTM 層では以下のような計算を⾏いℎEを最適化している。 
 
 
 𝑜E = 	𝜎(𝑊J𝑥E +	𝑅JℎE.$ +	𝑏J)     (式 4.3) 
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𝑖E = 	𝜎(𝑊-𝑥E +	𝑅-ℎE.$ +	𝑏-)     (式 4.4) 
 𝑓E = 	𝜎(𝑊N𝑥E +	𝑅NℎE.$ +	𝑏N)     (式 4.5) 
 𝑐E = 	 𝑖E⨂𝑧E 	+ 𝑐E.$⨂𝑓E     (式 4.6) 
 ℎE = 	𝑜N	⨂	tanh(𝑐E)     (式 4.7) 
 
ここで⨂はテンソル積、𝜎はシグモイド関数、𝑅J, 𝑅-, 𝑅Nはそれぞれ線形変換を表
す。	
 
 
 
 
図 4.1.2.1 LSTM 層の構造 
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図 4.1.2.2 Bi-LSTM による学習のイメージ 
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5. 気象センサー応⽤システム 
 5.1 システム構成 
私たちの提案する固有表現抽出を⽤いた Interest Packet ⽣成を採⽤した気象監
視システムを図 5.1 に⽰す。本システム内では 4K カメラと気象センサーはコ
ンテンツプロバイダーとして機能し、SNS はクライアントとしてコンテンツを
要求する。コンテンツプロバイダー側ではデータを取得し、そのデータから必
要な情報を抽出する。そして、抽出されたデータに ICN アプリケーションで
GPS 情報を付与し⾃動的に Naming する。 
この時、4K カメラでは画像認識により映像から対象物を抽出することでコン
テンツ内容を⽂字化し、気象情報はセンサーからのデータをそのまま処理する
ことで ICN コンテンツを⽣成する。 
その後それらのコンテンツは ICN 内にキャッシュされる。 
クライアント側では SNS から⾃然⾔語のコンテンツ要求を送信すると NLP ア
プリケーションで求められているコンテンツやそれに関する情報を抽出し、
Interest Packet を⽣成する。そして、それらは ICN に送信され所望のコンテン
ツを探しにいく。 
 
 
図 4.1 システムの全体図 
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 5.2  実験⽅法 
Interest Packet 作成のために⾏なった固有表現抽出の実験⽅法を下に⽰す。 
 
(ⅰ)データセットの⼊⼿ 
固有表現抽出の研究において頻繁に使⽤されるデータセットである CoNLL 
2003 を⽤いた。 
(ⅱ)学習 
CoNLL 2003 には学習⽤のデータセットと評価⽤のデータセットが⽤意されて
いる。そのため、学習⽤のデータセットを⽤いて、パラメータの最適化を⾏っ
た。このデータセットには図 5.2.1 に⽰すように 14040 個の⽂章と各単語にク
ラスを表すタグがあり、分類するクラスは 9 種類ある。それらを表 5.2.1 にま
とめる。 
 
表 5.2.1  学習データのクラス構成 
クラス名 個数 
B-LOC 4687 
I-LOC 691 
B-ORG 4265 
I-ORG 2307 
B-PER 4533 
I-PER 3212 
B-MISC 2089 
I-MISC 771 
O 100941 
合計 123496 
 
 
(ⅲ)評価 
⽤意されている評価⽤のデータセットを⽤いて、アルゴリズムの評価を⾏っ
た。このデータセットには 3249 個の⽂章があり、分類するクラスは 9 種類あ
る。それらを表 5.2.2 にまとめる。 
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表 5.2.1  学習データのクラス構成 
クラス名 個数 
B-LOC 1311 
I-LOC 169 
B-ORG 986 
I-ORG 588 
B-PER 1230 
I-PER 878 
B-MISC 675 
I-MISC 169 
O 30382 
合計 36388 
 
 
 
図 5.2.1  データセットの⼀部分  
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6. 評価 
⽂章中にある各固有表現の分類精度を表 7.1 にまとめた。データセットの中に
ある 9 個のクラスについて評価した。各タグに付いている B と I はそれぞれそ
の単語が固有表現の始めか途中であるかを表している。 
本実験における CRF アルゴリズムによる解析の結果を表 6.1 に、Bi-LSTM と
CRF による分析の結果を表 6.2 に⽰す。 
 
表 6.1 CRF アルゴリズムによる固有表現抽出の結果  
precision recall f1-score support 
BLOC       0.97      0.73    0.83    1893 
I-LOC       0.87      0.73    0.80     377 
BORG       0.96      0.64    0.77    1533 
IORG       0.87      0.87    0.87    1050 
BPER       0.93      0.79    0.85    1524 
I-PER       0.91      0.93    0.92     947 
BMISC       0.96      0.68      0.80      1021 
IMISC       0.84      0.52      0.64     313 
 
表 6.2 Bi-LISTM と CRF アルゴリズムによる固有表現抽出の結果  
precision recall f1-score support 
B-LOC 0.91 0.89 0.9 1063 
I-LOC 0.86 0.76 0.81 174 
B-ORG 0.76 0.85 0.8 921 
I-ORG 0.76 0.8 0.78 539 
B-PER 0.78 0.92 0.84 1036 
I-PER 0.85 0.93 0.89 704 
B-MISC 0.79 0.83 0.81 540 
I-MISC 0.68 0.8 0.74 183 
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次に、全てのタグについての分類精度を評価したマクロ平均を表 6.3 にまとめ
る。 
 
表 6.3 2 つのモデルにおけるマクロ平均  
precision recall f1-score support 
CRF 0.91 0.74 0.81 8658 
Bi-LSTM と CRF 0.84 0.88 0.85 5160 
 
 
 
7. 考察 
表 6.1 を⾒ると、CRF を⽤いた機械学習では precision(適合率)が recall(再現
率)より⾼いことがわかる。⼀⽅で、表 6.2 を⾒ると、Bi-LSTM-CRF を⽤いた
モデルでは recall(再現率)が precision(適合率)より⾼いことが確認できる。こ
られの指標はトレードオフの関係にあるため、⼀概にどちらが良いと結論づけ
ることはできない。 
しかし、性能の評価に⽤いられる f1-score は Bi-LSTM-CRF アルゴリズムを⽤
いたモデルの⽅が⾼く、良い性能であると考えられる。実際にマクロ平均にお
いても、Bi-LSTM-CRF アルゴリズムの⽅が⾼い性能値を⽰している。 
Bi-LSTM-CRF アルゴリズムにおいては図 7.1 に⽰すように学習を繰り返すこ
とにより精度が⾼くなっていることがわかる。しかし、エポックが 7 回を越え
ると過学習が起き始める。また、図 7.2 からもエポックが 7 回あたりから損失
が減少しなくなり学習が頭打ちになっていることが確認できる。 
以上のことから、固有表現抽出のモデルとして Bi-LSTM-CRF アルゴリズムは
CRF アルゴリズムより優れており、過学習を防ぐ処理を⾏うことでより精度の
⾼いモデルになると考えられる。 
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図 7.1  Bi-LSTM-CRF アルゴリズムにおけるエポックと分類精度の関係 
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図 7.2  Bi-LSTM-CRF アルゴリズムにおけるエポックと損失の関係 
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8. 結論 
単純にモデルの分類性能を⽐較すると Bi-LSTM-CRF アルゴリズムが優れてい
ることがわかる。さらに、ハイパーパラメータの最適化や過学習の防⽌をする
ことでその性能は向上することが考えられる。しかし、この固有表現抽出は
ICN のシステム内で Interest packet を⽣成するために使⽤することを想定して
いる。そのため、予測したタグが実際にそのタグである確率を⽰す適合率を重
視する必要がある可能性もある。よって、モデルの選定は想定するユースケー
スとモデルの特性を考慮し決定する必要がある。 
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