Let X and Y be two topological spaces. From a pair of maps f : Closed(X) → Closed(Y ) and g : Closed(Y ) → Closed(X) with good properties, we are able to construct a topology on the set X∪Y such that the subspace topologies of X and Y coincides with the original topologies. In this paper we develop this theory, in special when X is open.
Introduction
Let X and Y be topological spaces and maps f : Closed(X) → Closed(Y ) and g : Closed(Y ) → Closed(X) that preserves the empty set and finite unions, ∀A ∈ Closed(X), g • f (A) ⊆ A and ∀B ∈ Closed(Y ), f • g(B) ⊆ B. From f and g, we construct a topological space X + f,g Y where the set is X∪Y and it extends both topologies. Reciprocally, if a space Z is the union of two disjoint subspaces X and Y , then there exists a unique pair of maps f and g with those properties such that Z = X + f,g Y . We say that Z is a sum of the spaces X and Y .
The special case where g is a constant map equals to the empty set is equivalent to say that the space X is open in X + f,g Y . It turns out to be a convenient tool to work with compactifications of locally compact spaces. This construction has appeared in [5] in the proof of the existence of the Attractor-Sum.
Our first objective with this paper is to develop the theory of sum of spaces. We used that on two preprints [11] and [12] of geometric group theory to do a correspondence theory of perspective compactifications on the first one and to blow up bounded parabolic points on perspective compactifications on the second one. Those tools developed on the present paper are quite useful to simplify constructions of some topological spaces and to give quite simple proofs of continuity of some maps. Actually, if we have a map X + f,g Y → Z + h,j W that sends X to Z and Y to W and it is continuous when restricted to X and when restricted to Y , then the continuity of the whole map is equivalent to a diagram problem (Proposition 4.2) .
Our second objective with this paper is to give some applications of this theory of sum of spaces to compactifications of Hausdorff locally compact spaces. The first one is a version using sum of spaces of a classical construction of the Freudenthal compactification of a locally compact non compact space that is Hausdorff, connected and locally connected. The second one is, from a proper map X → Y , where X and Y are Hausdorff locally compact spaces, to transfer functorialy a compactification of Y to a compactification of X, preserving remainders (Proposition 7.13 ). This has three major consequences:
1. If (X, ε) and (Y, ζ) are locally compact paracompact Hausdorff spaces with suitable coarse structures (in the sense of John Roe's book [10] ) and if they are coarse equivalent, then there exists a correspondence between the metrizable compactifications of X that agrees with ε and metrizable compactifications of Y that agrees with ζ (Theorem 7.38). Furthermore, if such coarse equivalence is continuous with continuous quasi-inverse, then there exists a correspondence between the compactifications of X that agrees with ε and compactifications of Y that agrees with ζ (Theorem 7.33). A similar construction was used by Guilbault and Moran [6] on their Boundary Swapping Theorem to EZ-structures of groups. In [11] we also have some similar construction for groups that generalizes a construction from Gerasimov's Attractor-Sum Theorem [5] . In the future we intend to unify those three constructions.
2. If X is the coproduct of the Hausdorff compact spaces {C i } i∈Γ , then the category of compactifications of Γ (with the discrete topology) is isomorphic with a full subcategory of the compactifications of X (Theorem 7.45).
3. If Z is a compact metrizable space, then there exists, up to homeomorphisms, a unique compactification of the Cantor set minus one point such that the remainder is homeomorphic to Z (Theorem 7.54).
Preliminaries
This section contains some well known results that are used through this paper.
We use the symbol , besides its usual propose, on the end of a proposition, lemma or theorem to say that its proof follows immediately from the previous considerations. Proposition 1.18 . (Proposition 2.23 of [10] ) Let X be a coarsely connected proper coarse space. A subset of X is bounded if and only if it is topologically bounded. Definition 1.19 . A map f : (X, ε) → (Y, ζ) is coarse if ∀e ∈ ε, f (e) ∈ ζ and ∀B ⊆ Y bounded, f −1 (B) is bounded. Definition 1.20. Let S be a set and (X, ε) a coarse space. Two maps f, g : S → X are close if {(f (s), g(s)) : s ∈ S} ∈ ε. Definition 1.21. Two coarse spaces (X, ε) and (Y, ζ) are coarsely equivalent if there exists two coarse maps f : X → Y and g : Y → X that are quasiinverses, i.e. f • g is close to id Y and g • f is close to id X . Proposition 1.22. (Theorem 2.27 of [10] ) Let X be a locally compact paracompact space, W a compactfication of X (i.e. W is Hausdorff compact, contains X as subspace and X is dense in W ), ∂X = W −X and e ⊆ X ×X.
The following conditions are equivalent:
2. e is proper and if {(x γ , y γ )} γ∈Γ is net contained in e such that lim x γ =
x ∈ ∂X, then lim y γ = x.
3. e is proper and ∀x ∈ ∂X, ∀V neighbourhood of x in W , there exists U a neighbourhood of x such that U ⊆ V and e ∩ (U × (X − V )) = ∅.
We say that e is perspective if it satisfies these equivalent definitions. We denote by ε W the set of perspective subsets of X × X. Then (X, ε W ) is a coarsely connected proper coarse space.
2 Sums of spaces Definition 2.1 . Let X and Y be topological spaces. We say that an application f :
Therefore, let's denote by τ f the set of the complements of this closed sets and X + f Y = (X∪Y, τ f ).
We have also that ∅ ∩ X = ∅ ∈ Closed(X),
Finally, let {A i } i∈Γ be a family of closed sets. Then (
For our purposes it is only necessary this definition of sum of spaces. However, for the sake of completeness, we present the more general definition and also develop the theory about it. Definition 2.3. Let X and Y be topological spaces. We say that two applications f : Closed(X) → Closed(Y ) and g : Closed(Y ) → Closed(X) are an admissible pair if f and g are admissible maps, ∀A ∈ Closed(X),
When ∅ : Closed(Y ) → Closed(X) is the constant map to the empty set, we have that X + f,g Y = X + f Y . Note that for every admissible map f , the pair f, ∅ is always admissible.
We have that D ∈ Closed(
Thus,
As a simple example, we have:
3 Topological Properties 
) are open sets that separate a and b.
Thus, X + f Y is Hausdorff.
Compactness
Proposition 3.3. Let X, Y be topological spaces with Y compact and f an admissible map.
Thus, every filter has a cluster point, which implies that X + f Y is compact. 
Continuous maps between sums of spaces
Our next concern is to decide when those maps are continuous. Proposition 4.2. Let X + f,g Y and Z + h,j W be topological spaces and ψ : X → Z and φ : Y → W continuous maps. Then, the application
Remark. In another words, ψ + φ is continuous if and only if we have the diagrams:
Let's prove that this set is closed, showing that it is equal to its closure. We have that
Using the second diagram we have analogously that
and follows the equality. Thus, ψ + φ is continuous. (⇐) Let's suppose that ψ + φ is continuous. Let A be a closed set in Z. We have that A ∪ h(A) is closed in Z + h,j W . By continuity of the map ψ + φ, we have that (ψ
5 Composition of sums of spaces Proposition 5.1 . Let X + f W, Y and Z be topological spaces and let Π :
Let X + f W, Y and Z be topological spaces and consider the admissible maps:
. The other cases are analogous.
are continuous maps that form the diagrams:
Proof. Consider the diagram:
Z are actions by homeomorphisms (where µ + ν is defined as the disjoint union of the pair of actions µ : G 2 X and ν : G 2 W ) such that form the following diagrams for each g ∈ G 1 :
Proof. It follows by the last proposition that ∀g ∈ G 1 , (ψ + φ)(g, ) is continuous (and then a homeomorphism, since its inverse is (ψ + φ)(g −1 , ), which is also continuous). Thus, ψ + φ :
And a useful proposition about separation:
Proposition 5.5. Let X + f W, Y and Z be Hausdorff topological spaces such that Y and X are locally compact and Π : Closed(Y ) → Closed(X),
Corollary 5.6. Let X + f W and Y be Hausdorff topological spaces such that Y and X are locally compact and Π :
Let's consider two special cases of composition of sums of spaces that shall be useful:
Pullbacks
Definition 5.7. Let X + f W , Y and Z be topological spaces, π : Y → X and ̟ : Z → W be two applications. Consider the admissible applications Π : Closed(Y ) → Closed(X) and Σ : Closed(W ) → Closed(Z) defined as Π(A) = Cl X (π(A)) and Σ(A) = Cl Z (̟ −1 (A)). We define the pullback of f with respect to the maps π and ̟ by f * (A) = f ΣΠ (A) = Cl Z (̟ −1 (f (Cl X (π(A))))).
Proposition 5.8. If π and ̟ are continuous, then π+̟ :
In another words, we have the diagram:
Proposition 5.9. Let's suppose that π and ̟ are continuous and let
In another words, if π and ̟ are continuous, then f * induces the coarsest topology (between the topologies that extend the topologies of Y and Z) such that the map π + ̟ is continuous.
are continuous maps that commute the diagrams:
We are showing that we have these diagrams:
By the Cube Lemma, it follows that ψ + φ :
Proof. Since π and ̟ are α -equivariant, we have that ∀g ∈ G the diagrams commute:
G G W By the last proposition it follows that (ψ + φ)(g, ) = ψ(g, ) + φ(g, ) is continuous. Thus, ψ + φ is an action by homeomorphisms.
There are some properties of the pullback:
and ̟(y) (which are different points since π(x) ∈ X and ̟(y) ∈ W ). So (π + ̟) −1 (U) and (π + ̟) −1 (V ) separate x and y. Now, let x, y ∈ Z. Since ̟ is injective, we have that ̟(x) = ̟(y) and, since X + f W is Hausdorff, there exists U and V disjoint open sets in X + f W that separate ̟(x) and ̟(y). Hence, (π + ̟) −1 (U)
Proposition 5.13. If π and ̟ are closed and ̟ is surjective, then the map
By the universal property of the subspace topology we have that id X 1 ∪Y 1 : X 1 + f 1 Y 1 → Z is continuous and, by the universal property of the pullback, we have the continuity of the inverse. Thus, both topologies coincide. π(ρ(A) )))))) = Cl Z ((̟ • ̺) −1 (f (Cl X (π • ρ(A))))).
Remark.
If U + f * * V is compact and U + (f * ) * V is Hausdorff, then f * * = (f * ) * . Definition 5.17 . Let X + f W, Y, Z be topological spaces and π : X → Y and ̟ : W → Z continuous maps. Let's consider the admissible maps Π : Closed(Y ) → Closed(X) and Σ : Closed(W ) → Closed(Z) as Π(A) = π −1 (A) and Σ(A) = Cl Z (̟(A) ). We define the pushforward of f by the maps π and ̟ by f * (A) = f ΣΠ (A) = Cl Z (̟(f (π −1 (A)))). 1 (A) ), that is, we have the diagram:
Pushforwards
Proposition 5.19. If ̟ is closed and injective, then the diagram commutes:
). Since ̟ is injective and closed, we have that
In another words, if ̟ is injective and closed, then f * induces the finer topology (between the topologies that extend the topologies of X and W ) such that the map π + ̟ is continuous.
are continuous and commute the diagrams:
). So we have the diagrams (the first one is immediate from the hypothesis):
And a property of the pushforward: Proposition 5.22. If X + f W and Z are compact and π is surjective, then Y + f * Z is compact.
The next two propositions relate the notions of pullback and pushforward.
Proposition 5.23. Let X + f W , Y and Z be topological spaces and π : Y → X, ̟ : Z → W be continuous maps. If π and ̟ are surjective, then
The other statement is analogous.
Proposition 5.24. Let X + f W , Y and Z be topological spaces and two continuous maps π : X → Y and ̟ :
6 Limits Definition 6.1. Let X be a locally compact space. We define SUM(X) as the category whose objects are Hausdorff spaces of the form X + f Y and morphisms are continuous maps of the form id + φ :
In this section we are going to construct the limits of this category. Proposition 6.2. The one point compactification X + f∞ {∞} is the terminal object in SUM(X).
it must be unique (φ must be the constant map). Let's check that such map is continuous (and then a morphism). Let
Thus, id + φ is continuous and then X + f∞ {∞} is the terminal object in SUM(X). Proposition 6.3. Let C be a category. We define a new categoryĈ whose objects are the same as C and one new object ∞ and the morphisms are the same as C and for each c ∈Ĉ, a new morphism e c : c → ∞. For morphisms in C, the new composition is the same. For a morphism α : c 1 → c 2 of C, we define e c 2 • α = e c 1 . And, finally, we define, for c ∈ C, e ∞ • e c = e c . This becomes actually a category.
Proof. We have that the identity of an object in C continuous to be its identity on the new category and id ∞ = e ∞ . Let α i : c i → c i+1 be morphisms in C. We have that (α 3 •α 2 )•α 1 = α 3 •(α 2 •α 1 ), since this compositions are just the same as in C,
Thus, the composition is associative, which implies thatĈ is a category.
Let F : C → SUM(X) be a covariant functor, where C is a small category. We have that ∀c ∈ C, F (c) = X + fc Y c . Proposition 6.4. There exists only one extensionF :Ĉ → SUM(X) of F such thatF (∞) = X + f∞ {∞}.
Proof. It is clear that, if such extension exists, it must be unique, since it is already defined on the objects, on the morphisms in C and for the morphisms e c : c → ∞, it must be the unique morphism of the formF (c) → ∞. Let's check thatF is actually a functor. If c ∈ C, thenF (id c ) = F idc = id F (c) andF (id ∞ ) = id X+ f∞ {∞} , by definition ofF . Let α i : c i → c i+1 and e c i : c i → ∞ be morphisms inĈ, with c i ∈ C (there is no morphism of the form γ : ∞ → c i and the only morphism γ : ∞ → ∞ is the identity). We have thatF (α if x = y or π ∞ (x) = π ∞ (y) ∈ X. In the case, ∀c ∈Ĉ,F (e c ) • π c (x) = π ∞ (x) = π ∞ (y) =F (e c ) • π c (y), which implies that π c (x) = π c (y), sinceF (e c )| X is injective (in a fact it is the identity in X). So the diagram commutes ∀c, c ′ ∈Ĉ and α : c → c ′ morphism:
)/ ∼ is the quotient map and ω c and ω c ′ are the maps that commutes the upper triangles (they are continuous because of the quotient topology). So the whole diagram commutes, which implies, by the universal property of the limit, that ω is an homeomorphism, which implies that ∼ is trivial and then π 
Proof. Let, for c ∈Ĉ, ν c :F (c) →F (c) be the inclusion map. By the definition ofF , we have that {v c } c∈Ĉ is a natural transformation, which implies that it induces a continuous map ν : lim
, which implies that ∀c ∈Ĉ, ̟ c (x) = ̟ c (y), since ν c is injective. So x = y and then ν is injective. Let x / ∈ Im ∆. If there exists c 0 ∈Ĉ : π c 0 (x) ∈ X, then π ∞ (x) = π c 0 (x) ∈ X, which implies that ∀c ∈Ĉ, π c (x) ∈ X, contradicting the fact that x / ∈ Im ∆. So ∀c ∈Ĉ, π c (x) ∈ Y c . Since ∀α : c → d,F (α)(π c (x)) = F (α)(π c (x)) = π d (x), there exists y ∈ lim ←−F , such that ∀c ∈Ĉ, ̟ c (y) = π c (x). So ∀c ∈Ĉ, π c • ν(y) = ν c • ̟ c (y) = ̟ c (y) = π c (x), which implies that ν(y) = x and then (lim
Since lim ←−F is compact and ν is injective, we have that lim Proof. We have that lim ←−F satisfies the limit conditions since it satisfies the conditions in T op with more morphisms. Proof. Both functors have the same cones because they agree in C andF (∞) is the terminal object in SUM(X). So they have the same limit.
Observe that X does not need to be dense on the limit, even when X is dense in F (c), ∀c ∈ C:
Example. Consider two copies of the two point compactification space
So let's consider Sum(X) the full subcategory of SUM(X) whose objects are the spaces where X is dense. Proposition 6.9. Let I : Sum(X) → SUM(X) be the inclusion functor and J : SUM(X) → Sum(X) the functor that sends a space
is the only morphism that commutes the diagram: Proof. RAPL. Proposition 6.11. Let F : C → Sum(X) be a functor, where C is a codirected poset. Then, X is dense in X + f Y = lim
Compactifications

Freudenthal compactification
Let X be a Hausdorff connected and locally connected space. We construct the Freudenthal compactification of X [4] using the language of sum of spaces. For K ⊆ X let's define π u 0 (X − K) as the set of unbounded connected components of X − K with the discrete topology (boundedness here means that its closure in X is compact). Proposition 7.1. ∀K ⊆ X compact, π u 0 (X − K) is finite.
Proof. Let V be an open set such that K ⊆ V and Cl X (V ) is compact (it exists since X is locally compact). Let S = {U ∈ π u 0 (X − K) : U ∩ V = ∅}. Since X is connected, ∂V = ∅. Let, ∀p ∈ ∂V, V p be an open and connected neighbourhood of p such that V p ∩ K = ∅. Let {V p 1 , ..., V pn } be a finite subcover of ∂V (∂V is compact, since Cl X V is compact). If U ∈ S, then there exists i ∈ {1, ..., n} :
is an open set as well, contradicting the fact that X is connected. Thus, π u 0 (X − K) = S, which implies that π u 0 (X − K) is finite.
If K 1 , K 2 are two compact subspaces of X with K 1 ⊆ K 2 , take the map
Closed(X)
Let K be the category defined by the poset of compact subspaces of X with the partial order defined by inclusions. Let ̥ :
Proof. It is immediate from the Propositions 6.6 and 6.11. Lemma 7.7. Let X + g Z ∈ Sum(X) be a compact space with Z totally disconnected. For K ⊆ X a compact, we define, for z 1 , z 2 ∈ Z, z 1 ∼ K z 2 if z 1 and z 2 are in the same connected component in (X + g Z) − K and extend trivially to X + g Z. Let's define Z K = Z/ ∼ K , g K an admissible map such that X + g K Z K = X + g Z/ ∼ K (via the identification of X with its classes) and the functor ̥ g : K → Sum(X) defined by ̥ g (K) = X + g K Z K and ̥ g (K 1 ⊆ K 2 ) : X + g K 2 Z K 2 → X + g K 1 Z K 1 the quotient map. Then, lim
Remark. We have that Z = g(Cl X (X − K)) = U ∈π u 0 (X−K) g(Cl X (U)), which implies that every element of Z is in the closure of some element of π u 0 (X −K) and then in a connected component of some element of π u 0 (X − K). Since π u 0 (X − K) is finite and each element of Z must be in a component of an element of π u 0 (X − K) , it follows that Z K is finite. We have also that every connected component is closed, which implies that every class of Z is closed. So ∼ K = ∆ 2 (X + g Z) ∪ z∈Z [z] is closed, which implies that X + g K Z K is Hausdorff, and then, an element of Sum(X).
Proof. Let, for K ⊆ X compact, id+η K : X + g Z → X + g K Z K be the quotient map. We have that X + g Z, together with the family {id + η K } K∈K , is a cone of ̥. So it inducts a continuous map id+η :
Since K is codirected and ∀K ∈ K, X is dense in X + g K Z K , it follows that X is dense in X +gZ and then, the map id + η is surjective. Let x = y ∈ Z. Since Z is totally disconnected, there exists a clopen set A of Z such that x ∈ A and y ∈ Z − A. Since X + g Z is normal, there exists A,B, open sets of X + g Z, such that A ⊆Ã, Z − A ⊆B andÃ ∩B = ∅. Take K = (X + g Z) − (Ã ∪B). We have that K is compact and K ⊆ X. Since (X + g Z) − K =Ã ∪B andÃ andB are open in X + g Z, we have thatÃ andB are clopen in (X + g Z) − K. So x and y are not in the same connected component of (X + g Z) − K, which implies that x ≁ K y and then η K (x) = η K (y). So (id + η)(x) = (id + η)(y), which implies that id + η is injective. Thus, id + η is bijective and, since X + g Z is compact and X +gZ is Hausdorff, it is a homeomorphism. Proposition 7.8. Let X + g Z ∈ Sum(X) be a compact space with Z totally disconnected. Then, there exists only one continuous surjective map of the form id : φ : X + f Ends(X) → X + g Z.
Proof. Let K ⊆ X be a compact. We define ζ K : π u 0 (X − K) → Z K as ζ K (U) = [z], where z is in the same component of U in X − K. By the definition of ∼ K , the map ζ K is well defined, it is continuous because the space π u 0 (X − K) is discrete and is surjective since every element of Z is in some connected component of an element of π u 0 (X − K). Let F ∈ Closed(X) and U ∈ f K (F ). We have that F ∩ U is unbounded. Let z ∈ Cl X+g Z (F ∩ U) ∩ Z (it exists since F ∩ U is unbounded). Since U is connected, z is in the connected component of U, which implies that ζ K (U) = [z], and then, U ∈ ζ −1 K ([z]). However, [z] ∈ Cl X+g K Z K (F ∩ U) ∩ Z K = g K (F ) (since z ∈ Cl X+gZ (F ∩ U) ∩ Z and the quotient map is continuous). So f K (F ) ⊆ ζ −1 K (g K (F )). In another words, we have the diagram:
It is clear that the diagram commutes:
So it induces a continuous map id + ζ : X + f Ends(X) → X + g Z. Since X is dense in X + f Ends(X), it is the only map that extends id X and since X is dense in X + g Z, it follows that the map must be surjective. Corollary 7.9. Let X + g Z ∈ SUM(X) be a compact space with Z totally disconnected. Then, there exists only one continuous surjective map of the form id : φ : X + f Ends(X) → X + g Z.
Proof. Just apply the last proposition to the subspace X ∪ g(X).
So X + f Ends(X) is the Freudenthal compactification of X. Proposition 7.10. Let X 1 , X 2 be locally compact, connected and locally connected spaces and j : X 1 → X 2 be a proper continuous map. Then, there exists a unique continuous extension to the Freudenthal compactifications:
is connected, which implies that it is contained in a connected component of X 2 − K. If j(U) is bounded, then Cl X 2 (j(U)) is compact, which implies that j −1 (Cl X 2 (j(U))) is compact (since j is proper). But j −1 (Cl X 2 (j(U))) ⊇ U, contradicting the fact that U ∈ π u 0 (X 1 − j −1 (K)). So j(U) is contained in an (unique) element of π u 0 (X 2 − K). Consider the map j K : π u 0 (X 1 − j −1 (K)) → π u 0 (X 2 − K) defined by j K (U) equal to the connected component of j(U). Since π u 0 (X 1 − j −1 (K)) is discrete, it follows that j K is continuous.
Let F be a closed subset of X 2 . Then, we have that
Then, the map j+j K :
is continuous. It is clear that, ∀K 1 ⊆ K 2 ⊆ X 2 compact subspaces, the diagram commutes:
So it induces a continuous mapj : X 1 + f 1 Ends(X 1 ) → X 2 + f 2 Ends(X 2 ) that extends j. The uniqueness comes from the fact that the space is dense on its compactification. The existence of limits described on the last section gives us an easier way to construct the Freudenthal compactification that works for every locally compact Hausdorff space: Proposition 7.11. Let X be a locally compact Hausdorff space. Then, there exists a universal compactification of X such that the remainder is totally disconnected.
Proof. Let {X + f i Y i } i∈Γ be the collection of all compactifications of X such that Y i is totally disconnected. Since all of them are quotients of the Stone-Cech compactification, it follows that this collection is actually a set. So there exists a product X + f Y for those spaces on the category Sum(X). Since this product is the closure of X in the pullback on the category T op, we have that X + f Y is compact and Y is a subspace of Y i , which implies that Y is totally disconnected. The projection maps are the unique maps to the spaces X + f i Y i that are the identity on X, since X is dense. Thus, X + f Y is the universal compactification of X such that the remainder is totally disconnected.
Functors
Definition 7.12. Let X be a locally compact Hausdorff space. Let Comp(X) be the category whose objects are compact spaces of the form X + f W , where W is a Hausdorff compact space and morphisms are continuous maps that are the identity on X. Let T 2 Comp(X) be the full subcategory of Comp(X) whose objects are Hausdorff spaces. Proposition 7.13 . Let X and Y be two locally compact Hausdorff spaces and π : X → Y a proper map. Then, the map Π :
Since π is a proper map and Y + f Z is compact, it follows by Proposition 5.14 that X + f * Z is compact.
Let id + ̟ : Y + f Z → Y + g W be a continuous map. The following diagrams commute:
By the Cube Lemma we have that the map id + ̟ : X + f * Z → X + g * W is continuous. Thus, it follows that Π is a functor.
Proposition 7.14. The functor Π sends compactifications of X to compactifications of X.
Compactification means that X is dense in the whole space. Proposition 7.15. If π is continuous, then the functor Π sends Hausdorff spaces to Hausdorff spaces.
We will use Π as any of its restrictions. It may not cause confusion. is a preorder on the power set of X.
Proof. Let A ⊆ X. We have that ∆X ∈ ε. So A = B(A, ∆X), which implies that A A. Let A, B, C ⊆ X such that A B and B C. There exists e, e ′ ∈ ε such that A ∈ B(B, e) and B ∈ B(C, e ′ ). Let a ∈ A. There exists b ∈ B such that (a, b) ∈ e and there exists c ∈ C such that (b, c) ∈ E ′ . So (a, c) ∈ e ′ • e, which implies that A ∈ B(C, e ′ • e) and then A C.
Thus is a preorder.
We denote by ∼ the equivalence relation defined by A ∼ B if A B and B A.
Proof. Let e ∈ ζ. We already know that e is proper. Let {(x γ , y γ )} γ∈Γ ⊆ e be a net such that {x γ } γ∈Γ converges to x ∈ W . Let y be a cluster point of {y γ } γ∈Γ . Since e is proper, it follows that y ∈ W . Since π is continuous, we have that π + id : Y + f * W → X + f W is continuous. So {(π(x γ ), π(y γ ))} γ∈Γ ⊆ π(e) ∈ ε, the net {π(x γ )} γ∈Γ converges to x and y is a cluster point of {π(y γ )} γ∈Γ . Since π(e) ∈ ε and {π(x γ )} γ∈Γ converges to x, it follows that y = x. So x is the unique cluster point of {y γ } γ∈Γ , which implies that this net converges to x.
Thus e ∈ ζ f * and then ζ f * ⊇ ζ.
Let Λ : Comp(Y ) → Comp(X) be the functor given by the pullback relative to ̟. Theorem 7.33. If π and ̟ are continuous, then the categories P ers(ε) and P ers(ζ) are isomorphic.
Proof. We have that Π and Λ preserve the perspectivity property, ∀X
It is clear also that every morphism is preserved by Π • Λ and Λ • Π. Thus, Π and Λ are inverses, which implies that P ers(ε) and P ers(ζ) are isomorphic. This is enough to discrete spaces, being useful to study discrete groups. Another class of spaces such that this is enough is the ANR spaces with finite macroscopic dimension: Proposition 7.34. (Corollary 5.4 of [6] ) Let X and Y be ANR spaces with finite macroscopic dimension that and ε and ζ are the bounded coarse structures associated to the metrics of X and Y , respectively. If π : X → Y is a coarse equivalence with coarse inverse ̟, then there exists a coarse equivalence π ′ : X → Y and a coarse inverse ̟ ′ such that π ′ is close to π and ̟ ′ is close to ̟. Corollary 7.35. Let X and Y be ANR spaces with finite macroscopic dimension that are coarse equivalent and ε and ζ are the bounded coarse structures associated to the metrics of X and Y , respectively. Then the categories P ers(ε) and P ers(ζ) are isomorphic.
Proof. If a π : X → Y is a coarse equivalence and ̟ its quasi-inverse, then there exists π ′ close to π and ̟ ′ close to ̟ that are continuous. So P ers(ε) and P ers(ζ) are isomorphic by the previous theorem.
Remark. Since π is close to π ′ and ̟ is close to ̟ ′ , the functors given by the pullbacks of π and ̟ are the same of the functors given by the pullbacks of π ′ and ̟ ′ , respectively. So they are isomorphisms.
Proof. Let A ⊆ X be a compact set. Then, there exists i 1 , ..., i n ∈ Γ such that
Thus ι is coarse.
Proposition 7.44. π and ι are quasi-inverses.
Proof. By the definition of ι, we have that π
which implies that {(a, ι • π(a)) : a ∈ X} ∈ ε. So ι • π and id X are close. Thus, π and ι are quasi-inverses.
Theorem 7.45. P ers(ε) ∼ = T 2 Comp(Γ). Furthermore, such isomorphism preserves the boundaries of the spaces.
Proof. (⇒) Let Π : P ers(ζ) → P ers(ε) be the isomorphism inducted by π. We have that X + f Y = Π(Γ + g Y ) for some Γ + g Y ∈ P ers(ζ). So f = g * , which implies that the map π + id : X + f Y → Γ + g Y is continuous. There exists a bijective map t : X + f Y / ∼→ Γ+ g Y such that the following diagram commutes:
Where ρ is the quotient map. Since X + f Y / ∼ is compact and Γ + g Y is Hausdorff, it follows that t is a homeomorphism. Thus X + f Y / ∼ is Hausdorff.
(⇐) Let e ∈ ε and {(x i , y i )} i∈Υ ⊆ e a net such that {x i } i∈Υ converges to an element x ∈ Y . We have that X + f Y / ∼ is Hausdorff, which implies that it is homeomorphic to Γ + g Y for some choice of g such that the diagram commutes:
Where ρ is the quotient map and t is a homeomorphism. We have that Γ + g Y is perspective, which implies that ζ ⊆ ζ g . So {(π(x i ), π(y i ))} i∈Υ ⊆ π(e) ∈ ζ and {π(x i )} i∈Υ converges to x (because π + id is continuous). Since ζ ⊆ ζ g , we have that {π(y i )} i∈Υ converges to x. Since #(π + id) −1 (x) = 1, we have that {y i } i∈Υ also converges to x.
Let A be a bounded subset of X. We have that π(A) is bounded and π(e) is proper, which implies that B(π(A), π(e)) is bounded. But π(B(A, e)) ⊆ B(π(A), π(e)), which implies that π(B(A, e)) is bounded. Then π −1 (π (B(A, e) )) is bounded. Since B(A, e) ⊆ π −1 (π (B(A, e) )), we have that B(A, e) is bounded. Analogously B(A, e −1 ) is also bounded. Thus e ∈ ε f and then X + f Y ∈ P ers(ε). Corollary 7.47. Let X be a Hausdorff locally compact space. If X can be decomposed in a coproduct of any infinite cardinality of compact spaces, then X has an infinite amount of non equivalent compactifications.
As consequence, we have an easy proof that spaces like the first uncountable ordinal [0, ω 1 ) and the deleted Tychonoff plank [0, ω 1 ]×[0, ω 0 ]−{(ω 1 , ω 0 )} cannot be decomposed in a coproduct of any cardinality of compact spaces, since their Stone-Cech compactifications coincide with the one-point compactifications (Example 19.13 of [13] ).
Let C be a compact Hausdorff space and let's consider that Γ = N and ∀i ∈ N, there exists homeomorphisms η i : C → C i and η ′ i :
Let's consider π, π ′ : X → N such that ∀i ∈ N, π(C i ) = i and π ′ (C ′ i ) = i and ε and ε ′ the coarse structures on X induced by π and π ′ , respectively. Proposition 7.48. (Pelczyński, p. 87 of [9] ) Let Z be a compact metrizable space. Then there exists, up to homeomorphisms, a unique compactification of N with boundary Z. Proposition 7.49. Let Z be a compact metrizable space. If X + f Z ∈ P ers(ε) and X + g Z ∈ P ers(ε ′ ), then they are homeomorphic.
Remark. Such homeomorphism doesn't need to be a morphism of Comp(X).
Proof. There exists an homeomorphism θ + id : N + f * Z → N + g * Z (the pushforwards are taken with respect to the pairs π and id and π ′ and id, respectively and they are Hausdorff since X + f Z and X + g Z are perspective). Let η : X → X be the homeomorphism such that ∀i ∈ N, ∀x ∈ C i , η(x) = η ′ θ(i) • η −1 i (x). The following diagrams are commutative:
by the Cube Lemma the map η + id : X + (f * ) * Z → X + (g * ) * Z is a homeomorphism. Since those compactifications are perspective, (f * ) * = f and (g * ) * = g, which implies that η + id : X + f Z → X + g Z is a homeomorphism.
7.6
The Cantor set minus one point Definition 7.50 . (Topological quasiconvexity of an equivalence relation) Let X be a Hausdorff compact space and ∼ an equivalence relation on X. Then ∼ is topologically quasiconvex if ∀q ∈ X, the equivalence class [q] is closed and ∀u ∈ U, #{[x] ⊆ X : [x] / ∈ Small(u)} < ℵ 0 , with U the only uniform structure compatible with the topology of X.
This terminology comes after the concept of dynamic quasiconvexity in geometric group theory. The two definitions are related but it is not our objective to work with groups on this paper (this topic will be covered in [12] ). Proposition 7.51. Let X be a Hausdorff compact space and ∼ a quasiconvex equivalence class on X. If A ⊆ X/ ∼, we define ∼ A = ∆ 2 X ∪ Proof. Let (x, y) ∈ Cl X 2 (∼ A ) −∆ 2 X. Since X is Hausdorff, ∃u ∈ U : (x, y) / ∈ u (with U the unique uniform structure compatible with the topology of X).
Let v ∈ U such that v is simetric and v 5 ⊆ u. Take a = B(x, v) × B(y, v). If [q] 2 ) = ∅. From the topological quasiconvexity, we have that the set F = {[q] ∈ A : [q] / ∈ Small(v)} is finite. Since (x, y) ∈ Cl X 2 (∼ A ), for every U ⊆ a, neighbourhood of (x, y), U∩ ∼ A = ∅, which implies that U ∩ [q] 2 , which implies that (x, y) ∈∼ A . So ∼ A is closed. Since X is Hausdorff compact and ∼ A is closed, it follows from Aleksandrov Theorem that X/ ∼ A is Hausdorff.
Let K 0 denote the Cantor set minus one point. Lemma 7.52 . Let X be a Hausdorff locally compact Lindelöf 0-dimensional space and U a uniform structure compatible with the topology of X. Then ∀u ∈ U, ∃V a partition of X by compact open u-small sets.
Proof. We have that ∀u ∈ U, ∃U a clopen cover of K 0 by u -small sets. Since X is 0-dimensional and locally compact, we are able to build a refinement U ′ such that every element is compact and open. Since X is Lindelöf we are able to take a subcover of U ′ , U ′′ = {U i } i∈N . We take V 1 = U 1 , V i = U i − (U 1 ∪ ... ∪ U i−1 ) for i ∈ N and U ′′′ = {V i } i∈N . We have that U ′′′ is a refinement of U ′′ by compact open sets and is also a partition of X. Since U ′′′ is a refinement of U, it consists of u-small sets. So ∀u ∈ U, ∃V a countable partition of X by compact open u-small sets. Proof. Let U be the unique uniform structure compatible with the topology of K 0 + f Z. By the Propositions 7.46 and 7.51 it is enough to proof that ∀u ∈ U, #{j ∈ N : L j / ∈ Small(u)} < ℵ 0 . Since K 0 + f Z is metrizable, there exists a base {u i } i∈N of U. Take U = {V i } i∈N a partition of K 0 by compact open u 1 -small sets. We have that ∀i ∈ N, V i is a compact 0-dimensional Hausdorff space. So it has a partition U i = {V i,1 , ..., V i,k i } by compact open u i -small sets. We have that ∀i, j ∈ N, V i,j is open in K 0 + f Z, since it is open in V i . It follows that U ′ = i∈N U i is a partition of K 0 by compact open sets. Let u ∈ U and L ∈ {V ∈ U ′ : V / ∈ Small(u)}. Let i ∈ N such that u i ⊆ u. We have that L / ∈ Small(u i ), which implies that L ∈ i−1 j=1 U j which is a finite set. Thus
{V ∈ U ′ : V / ∈ Small(u)} is finite.
Theorem 7.54. Let Z be a compact metrizable space. Then there exists, up to homeomorphisms, a unique compactification of K 0 with boundary Z.
Proof. Let K 0 + f Z, K 0 + g Z ∈ Comp(K 0 ). Then, there exists {L i } i∈N and {L ′ i } i∈N partitions of K 0 such that the compactifications are perspective relative to those partitions, respectively. So, by the Proposition 7.49, there exists an homeomorphism between K 0 + f Z and K 0 + g Z.
