This paper deals with the field enhancement, that is, the gradient blow-up, due to presence of a bow-tie structure of perfectly conducting inclusions in two dimensions. The bow-tie structure consists of two disjoint bounded domains which have corners with possibly different aperture angles. The domains are parts of cones near the vertices, and they are nearly touching to each other. We characterize the field enhancement using explicit functions and, as consequences, derive optimal estimates of the gradient in terms of the distance between two inclusions and aperture angles of the corners. The estimates show that the field is enhanced beyond the corner singularities due to the interaction between two inclusions.
Introduction
This paper concerns with the field enhancement, in other words the gradient blow-up, which occurs due to presence of closely located two perfectly conducting inclusions. If we denote those inclusions by Ω 1 and Ω 2 , then the problem to be considered is the following: Here, h is a given harmonic function in R 2 whose gradient represents the background field in absence of inclusions. The values c 1 and c 2 on the boundaries of inclusions are (unknown) constants depending on h and inclusions, and they are determined by the zero total flux condition on ∂Ω j (the third condition of (1.1)). The problem (1.1) may be regarded as a conductivity problem in the context of electromagnetism, or an anti-plane elasticity problem in the context of elasticity. The solution u having constant values on ∂Ω j indicates that Ω j is either a perfectly conducting inclusion (the conductivity being ∞) or a hard inclusion (the shear modulus being ∞). The gradient of the solution u to (1.1) is either the electrical field or the stress. It can be arbitrarily large as the distance between two inclusions tends to zero, and the problem is to derive optimal estimates of the blow-up in terms of the distance between inclusions or to characterize its singular behavior using some explicit functions.
Let u be the solution to (1.1), and let ǫ := dist(Ω 1 , Ω 2 ).
( 1.2)
The problem of estimating |∇u| in terms of ǫ was first raised in [3] in relation to stress analysis of composites, and there has been significant progress on this problem in the last decade or so. It is proved that the optimal blow-up rate of |∇u| is ǫ −1/2 in two dimensions [2, 17] , and (ǫ| ln ǫ|) −1 in three dimensions [5] . The singular behavior of ∇u is characterized asymptotically in [1, 10, 11, 12] . It is worth mentioning that the gradient estimate was extended to the case of insulating inclusions [2, 6, 18] , non-homogeneous case [7] , p-Laplacian [8] , and the Lamé system of the linear elasticity [4, 13] . All the above mentioned work deal with inclusions with smooth boundaries, C 2,α boundaries to be precise. However, for some purposes such as imaging, the stronger gradient blow-up is desirable (see, for example, [16] ), and for that it is natural to consider structures consisting of inclusions with corners instead of those with smooth boundaries. One such a structure is the bow-tie structure as depicted in Figure 1 . In fact, there are some works dealing with field enhancement on the bow-tie structure, for which we refer to the above mentioned article and references therein. However, a rigorous quantitative analysis of the field enhancement is missing as far as we are aware of, and it is the purpose of this paper to derive optimal estimates for the field enhancement due to presence of the bow-tie structure. The gradient blow-up due to presence of the bow-tie structure is particularly interesting since two different types of singularities of the gradient are expected: one due to presence of corners and the other due to the interaction between closely located inclusions. Since the fundamental work of Kontratiev [14] on the corner singularity (see also [9, 15] ), it is well known that near the vertex of a corner with the aperture angle α, the gradient of the solution to the Laplace equation has singularity of the form |X − V | −1+β where β = π 2π−α . In the bow-tie structure, two vertices are closely located. So one can expect the corner singularity may be amplified due to the interaction of the inclusions. The results of this paper confirm the expectation in a quantitatively precise manner.
Let V j be the vertex of Ω j and the aperture angle at V j be α j (j = 1, 2). We show, for example, that the gradient of the solution to (1.1) behaves near the vertex V j as
where
(see Theorem 5.4) . So, the corner singularity |X − V j | −1+β j is amplified by the factor of ǫ −β j /| log ǫ|. According to (1.3) , the magnitude of the gradient is larger than ǫ −1 /| log ǫ| provided that |X − V j | ≤ ǫ. This blow-up rate is much larger than the one in the case of inclusions with smooth boundaries, where the blow-up rate is ǫ −1/2 as mentioned before.
We also obtain estimates of |∇u(X)| when X is relatively away from the vertices (Theorem 5.2), which shows as well that the corner singularity is amplified on the bow-tie structure.
In this paper we assume that the aperture angles α 1 and α 2 satisfies 0 < α j ≤ π and
for some positive constants C 1 and C 2 . Estimates to be derived in the sequel depend on C 1 and C 2 . So, one of angles is allowed to be π. This paper is organized as follows. In section 2 we define the bow-tie structure and investigate the corner singularity in the case of the present paper, where there are two corners. In section 3 we introduce some auxiliary functions to be used in later sections. In section 4, we introduce singular functions which capture singular behavior of ∇u. The main results and their proofs are presented in section 5. The last section is to estimate a coefficient, which is crucial in achieving lower bounds.
Throughout this paper, the expression A B implies that there is a constant C independent of ǫ and the background potential h such that A ≤ CB, and A ≃ B implies that both A B and B A hold.
Corner singularities
Let Γ 1 be the open cone in the left-half space with the vertex at S 1 := (−1/2, 0) and the aperture angle α 1 at S 1 , namely,
and let
which is the open cone in the right-half space with the vertex at S 2 := (1/2, 0) and the aperture angle α 2 at S 2 . Then inclusions Ω 1 and Ω 2 , which constitute the bow-tie structure, can be defined locally as translates of Γ 1 and Γ 2 : Let
Then, Ω 1 and Ω 2 are bounded domains whose boundaries are smooth except at vertices V 1 := (−ǫ/2, 0) and V 2 := (ǫ/2, 0), respectively, such that
for some δ > 0. Here and throughout this paper B δ (P ) denotes the open disk of radius δ centered at P , and if P = O, the origin, then we simply denote it by B δ . We emphasize that if Γ 1 and Γ 2 are scaled by ǫ, then they become Ω 1 and Ω 2 near the origin O, that is, Choose and fix a point P j on ∂Γ j ∩ {(x, y) : y > 0} for j = 1, 2, and define θ j (X) and r j (X) for X ∈ R 2 \ Γ j (j = 1, 2) by
and
See Figure 2 . Let β j be the number defined by (1.4) and define the functions B j (X) for j = 1, 2 by
The function B j is the singular part of the solution to the elliptic problem when the domain has a corner of the angle 2π − α j (see [9] ). Note that ∇B j has a singularity of order β j − 1 at the vertex S j . In fact, one can easily see that
Since the bow-tie structure has two corners, the function B 1 − bB 2 plays an important role in the sequel, where b is a positive number determined by angles α 1 and α 2 (see Theorem 5.3). In the following we look into its properties.
Lemma 2.1 For j = 1, 2, let ν j be the normal vector of ∂Γ j pointing towards the inside of Γ j . The following holds:
Proof. Let us prove (i) only.
(ii) can be proved similarly.
Hopf's lemma. So, the first inequality in (2.9) follows.
To prove the second inequality in (2.9), we note that X = (x, y) in R 2 \ Γ 2 can be represented, using the polar coordinates with respect to S 2 as defined in (2.5) and (2.6), as
So we see that
where U −θ 2 −α 2 /2 is the matrix of rotation by −θ 2 − α 2 /2 with respect to S 2 . So, one can see that
One can also see that
It then follows that
If X = (x, y) ∈ ∂Γ 1 with y ≥ 0, then we have
and hence
Note that the term on the far left-hand side is linear in α 1 . By substituting α 1 = 0 and π, we see that it is bounded from below by π/2. Likewise one can see that the term on the far right-hand side is bounded from above by π. So, we have
Now the second inequality in (2.9) follows from (2.12), and the proof is complete for X = (x, y) with y > 0. The case when y < 0 can be treated in the same way. This completes the proof.
The following proposition shows that there is no cancellation between two gradients ∇B 1 and −∇B 2 entering ∇B 1 − b∇B 2 . 
Proof. We begin the proof by showing that (2.13) holds on
for any sufficiently large R > 0. To do so, we define l
respectively, so that we have
First, we prove (2.13) on l + R . Let (r, θ) be the usual polar coordinates with respect to O, the origin. We write X = re iθ by identifying points in R 2 with complex numbers. Note that log Re iθ − 1 2 = log r 2 + i θ 2 + α 2 2 (2.14)
on l + R . Since |Re iθ − 1/2| = r 2 , we infer that
for all sufficiently large R. By differentiating both sides of (2.14) with respect to θ, we obtain
from which we infer that
provided that R is sufficiently large. Here and in the following the constant C may differ at each occurrence. It then follows that
for all sufficiently large R.
One can see that there is R 0 such that 0 ≤ β j θ 2 (X) ≤ π/2 − θ 0 for some θ 0 > 0 for all
This together with (2.16) shows that there is R 1 such that
for all X ∈ l + R with R ≥ R 1 . We also have
It then follows from (2.15), (2.18) and (2.19) that
In the same way, one can show that there is a positive constant C independent of R such that 1 r 1
Combining (2.20) and (2.21), we arrive at
In the same way, we obtain an analogous estimate on l − R . In short, we have shown that there are R 2 and C > 0 independent of R ≥ R 2 such that
By the equality (2.8), there exists a constant C depending on aperture angles α 1 and α 2 such that
Since b > 0 and ∂ ν 1 B 2 (X) ≥ 0 (the second inequality in (2.9)), we have
Similarly, one can show that (2.13) holds for X ∈ (∂Γ 2 ∩ B R 2 ) \ {S 2 }. These together with (2.22) and (2.23) complete the proof that (2.13) holds on
If we identify points in the plane with complex numbers, then ∇B 1 , ∇B 2 and ∇B 1 − b∇B 2 are conjugates of analytic functions. Since (2.13) holds on
where C is a constant independent of R ≥ R 2 . It then follows from the maximum modulus theorem that
Analogously we can derive the above inequality with B 1 on the left-hand side is replaced by B 2 . Since C in the estimates is independent of R, we arrive at (2.13), and the proof is complete.
Auxiliary functions on cones and their estimates
In this section we construct some auxiliary functions which are used in an essential way for analysing singular behavior of ∇u where u is the solution to (1.1). We first construct functions in R 2 \ Γ 1 ∪ Γ 2 , and then scale them by ǫ in the next section. Let, for ease of notation,
Let P j be a point on ∂Γ j ∩ {(x, y) : y > 0} for j = 1, 2 as in the previous section, and let Q be the intersection point of two straight lines containing the line segments P 1 S 1 and P 2 S 2 . Specifically, Q is given by We emphasize that Q depends on α 1 and α 2 . In fact, |Q| → ∞ as α 1 + α 2 → 2π. Under the assumption (1.5) of this paper, we have |Q| ≈ 1.
Using the point Q, we define φ(X) for X ∈ Π + to be the angle between − − → QP 1 and − − → QX.
Then one can easily see that
We also define ρ = ρ(X) to be the distance between X and Q, namely,
So, (ρ, φ) is the polar coordinate system with respect to Q in Π + . See Figure 3 . Let w be the solution to
We then extend φ and w to Π as symmetric functions with respect to the x-axis, namely,
Lemma 3.1 The following holds:
(i) The function φ + w is harmonic in Π, φ + w = 0 on ∂Γ 1 , and
where X * = (x, |y|) for X = (x, y).
Proof. Since φ + w is harmonic in Π + and
The rest of (i) follows from definitions of φ and w.
To prove (ii) we first observe that the set {X : ρ > ρ 0 , 0 < φ < π/γ} is contained in Π + . Because of the second condition in (3.5), w admits the following Fourier series expansion for X ∈ Π + satisfying ρ(X) > ρ 0 :
we have
, and hence
Now, (3.6) follows since w is symmetric with respect to the x-axis. We see from (3.9) that
Then (ii) yields
provided that ρ > (2C) 1/γ . It implies that φ + w is increasing along the arc {X : ρ = ρ 1 } where ρ 1 is a constant satisfying ρ 1 > (2C) 1/γ . Since φ + w = 0 on ∂Γ 1 and φ + w = π/γ on ∂Γ 2 , we infer that (3.7) holds on the arc {X :
Since φ + w is symmetric with respect to the x-axis, (iii) follows from the maximal principle. This completes the proof. 
If the aperture angles are the same, namely, α 1 = α 2 , then b = 1.
Proof. We first consider the case when X is near S 1 . Since φ + w = 0 on ∂Γ 1 and the aperture angle of Γ 1 is α 1 = 2π − π/β 1 , φ + w admits the Fourier series expansion
∞ n=2 a n r 1 (X) nβ 1 sin(nβ 1 θ 1 (X)) converges for r 1 < 1, its gradient converges uniformly for r 1 ≤ r 0 < 1. We simply take r 0 = 0.9. Since B 1 = r
for some constant C and for all X in B 0.9 (S 1 ) \ Γ 1 . Let Γ 1/2 be the arc {X :
Then, the constant a is given by
We then infer from (3.7) that
Applying the same argument to φ + w − π/γ in B 1 (S 2 ) \ Γ 2 , we see that there is a constantã such that
for all X ∈ B 0.9 (S 2 ) \ Γ 2 . Since 0 > φ + w − π/γ > −π/γ, we obtain in the same way as before 0 <ã < 2 β 2 +2 γ . Note that ∇B 2 is bounded in B 0.9 (S 1 ) and ∇B 1 is bounded in B 0.9 (S 2 ). So, it follows from (3.12) and (3.14) that
We now prove (3.11) away from S 1 and S 2 . For doing so, set
According to (3.7), the harmonic function φ + w is constant on ∂Γ 1 and ∂Γ 2 , and its range in Π is bounded by 0 and π/γ. So, for any X 0 ∈ Π 0 , φ + w can be extended locally as a harmonic function in B 1/2 (X 0 ) so that the extended function is bounded below and above by −π/γ and 2π/γ, respectively. Then, the standard gradient estimate for harmonic functions (with R = 1/2) yields
Meanwhile, since Π 0 is at distance larger than 1/2 from S 1 and S 2 , we have
Therefore, we have for X ∈ Π 0
This estimate together with (3.16) yield the desired estimate (3.11).
Singular functions and a representation of the solution
In this section we introduce some auxiliary functions on R 2 \ (Ω 1 ∪ Ω 2 ), which capture the singular behavior of the gradient of the solution to (1.1). Let q be the solution to
Here, d 1 and d 2 are constants determined by the third condition in (4.1) and depend on ǫ. A proof of the existence and uniqueness of the solution to (4.1) can be found in [1] . It is worth mentioning that
which can be seen using Hopf's lemma. The singular function of a similar type was first introduced in [17] and used to estimate the gradient blow-up when Ω 1 and Ω 2 are planar domains with smooth boundaries. Recently, it has been used in an essential way to characterize the gradient blow-up when the inclusions have smooth boundaries [1, 10] . If domains have smooth boundaries, then we approximate each of them with the osculating disk. Since the singular function is explicit when Ω j are disks, we can obtain an explicit approximation of q.
However, since the domains under consideration in this paper have corners, such a method do not apply. In this section, we introduce some intermediate auxiliary functions which yield a good approximation of q.
The first intermediate function, η, is defined to be the solution to
3)
The connection between q and η can be seen in the relations
We emphasize that (4.4) shows that the solution η to (4.3) uniquely exists. Moreover, it shows that η(X) → a constant, as |X| → ∞. (4.6)
Since Ω j are symmetric with respect to the x-axis, so is η, and hence ∂ ν η = 0 on the line segment between two vertices V 1 and V 2 . So, in view of (i) and (iii) of Lemma 3.1, it is natural to compare η with γ π (φ + w) (ǫ −1 X). For such a comparison we obtain the following lemma. We mention that the dilation
There is δ 1 < δ independent of ǫ such that
Proof. We first prove that there are constants δ 1 < δ, C 1 and C 2 independent of ǫ such that
for all X ∈ ∂(B δ 1 \ (Ω 1 ∪ Ω 2 )). Furthermore, the right-hand side of the above does not vanish.
To prove (4.9) on ∂Ω 1 and ∂Ω 2 near O, let v 1+ and v 1− be the solutions to
and v 2+ and v 2− be the solutions to
(4.11)
Note that v 1+ − v and v 1− − v respectively attain the minimum and the maximum on ∂Ω 1 ∩ B δ . So, by Hopf's lemma, we have
In the same way, we also have
Since v 1+ = 0 on ∂Ω 1 ∩ B δ , there are positive constants a and C 3 , and a function ψ such that v 1+ can be expressed as v 1+ (X) = aB 1 (X − L ǫ ) + ψ(X) (4.14)
In fact, ψ can be expressed as
for some constants a n , and the Fourier series converges for X satisfying |X − L ǫ | < δ 2 + s for some s > 0. So we achieve (4.15).
Note that there is a constant C 4 > 0 such that
So, we infer from (4.14) and (4.15) that
In the same way we show that
It then follows from (4.12) that there exists a constant, say C 5 , such that
, ∇B 1 in (4.16) can be replaced with the normal derivative ν 1 · ∇B 1 . That is, we have
Moreover, a small variation of arguments to prove (2.9) shows that
for all X ∈ ∂Ω 1 ∩ B δ 2 (V 1 ). Furthermore, one can easily see that
for all X ∈ ∂Ω 1 ∩ B δ 2 (V 1 ). So, we infer from (4.17) that
for all X ∈ ∂Ω 1 ∩ B δ 2 (V 1 ). We emphasize that (4.20) holds for any positive constant C and its right-hand side is non-vanishing. Similarly to (4.16), we obtain
It is worth mentioning that here we use (4.13), not (4.12). And, in a similar way, we can show that (4.20) holds with C 5 replaced with some other constant, say C 7 , for all X ∈ ∂Ω 2 ∩ B δ 2 (V 2 ) and for any positive constant C.
. Then, we arrive at
for all X ∈ (∂Ω 1 ∪ ∂Ω 2 ) ∩ B δ 3 and for any positive constant C. We now prove (4.9) on ∂B
By the maximum principle, we have |η| ≤ 1. We also have | γ π (φ + w)| ≤ 1 from (3.7). So it follows from the definition (4.
The function v takes constant values on B δ 3 ∩ ∂Ω 1 and B δ 3 ∩ ∂Ω 2 , and
It is helpful to mention here that v actually takes value 0 on B δ 3 ∩ ∂Ω 1 and B δ 3 ∩ ∂Ω 2 . But we only use the weaker property (4.24). We then infer from the standard gradient estimate as used in (3.17) that if δ 1 < δ 3 , then there is a constant C 9 (independent of ǫ) such that
, we may choose the constant C appearing in (4.22) large enough (and denote it by C 2 ) so that
, where C 8 and C 9 are constants appearing in (4.22) and (4.25), respectively. Then, we have
is proved with C 1 = C 8 .
If we identify points in the plane with complex numbers, then ∇v and ∇B 1 (X − L ǫ ) − ∇B 2 (X − R ǫ ) + C 2 (x + 1/2, y) are conjugates of analytic functions. Furthermore, the latter function does not vanish in B δ 1 \ (Ω 1 ∪ Ω 2 ) due to the maximum modulus theorem. So, we see that
for some constant C. It then follows from the triangular inequality that (4.8) follows and the proof is complete.
Define the constant c(u) by 27) and define the function σ by
We prove the following lemma.
Lemma 4.2
Let Ω be a bounded set containing B δ and Ω 1 ∪ Ω 2 . There is δ 1 independent of ǫ such that
Proof. Thanks to (4.29), (4.30) can be proved in the same way as the proof of Lemma 4.1, once we prove that
To prove (4.31), let
where the limit exists as seen at (4.6). Then we have 0 < η 0 < 1, and
In fact, we denote the right-hand side of the above by f , then f is harmonic in R 2 \Ω 1 ∪ Ω 2 , f (X) → 0 as |X| → ∞, f is constant on ∂Ω j for j = 1, 2, and f | ∂Ω 2 −f | ∂Ω 1 = q| ∂Ω 2 −q| ∂Ω 1 . So, (4.32) holds. We then have
It was proven in [17] that
Thus, we have
Since ∂ ν q is either positive or negative on ∂Ω j for j = 1, 2, we have
Since 0 < η ≤ 1 and 0 < η 0 < 1, it follows that
We then obtain from (4.35)
Then (4.31) follows from (4.33), (4.36) and (4.37).
Lemma 4.3
There is ǫ 0 > 0 such that
Proof. We first observe from (4.5) that
So, it suffices to prove
To prove (4.39), we write
where δ 1 is the number appearing in Lemmas 4.1 and 4.2. Since η is constant on ∂Ω 2 , 0 ≤ η ≤ 1, and the set ∂Ω 2 \ B δ 1 is at some distance from the vertex V 2 , there is r 0 independent of ǫ such that η is extended by reflection as a harmonic function in B r 0 (X) for each X ∈ ∂Ω 2 \ B δ 1 by a conformal mapping and the extended function, which is still denoted by η, satisfies −1 ≤ η ≤ 2. So, we have
for any X ∈ ∂Ω 2 \ B δ 1 . Thus, there exists a constant M 1 independent of ǫ and h such that
In view of (4.7), we may write II as
By Lemma 4.1, we have
where the last inequality holds since β j > 0. If we make a change of variables ǫ −1 X → X, it follows from Lemma 3.2 that
The same change of variables yields that
where ∂Γ + 2 = {X ∈ ∂Γ 2 : y > 0}. Let ρ 0 := max{|S 1 − Q|, |S 2 − Q|} as in Lemma 3.1 (ii). Since |S 1 − S 2 | = 1, the triangular inequality shows that
So, we have from (3.9) that
It then follows from the Cauchy-Schwartz inequality and (3.10) that
We apply the same change of variables ǫ −1 X → X to see that
|∂ ν φ(X)|ds.
So, we have 
Here, Ω is the domain appearing in Lemma 4.2.
Proof. From (4.5), (4.27), and (4.34), we have
We only deal with the integral over ∂Ω 2 to prove that it is bounded independently of ǫ.
The integral over ∂Ω 1 can be dealt with in the same way. Using (4.7), we write
Using the same arguments for the proof of Lemma 4.3, one can show that
To estimate I 5 , let ∂Ω ± 2 = {X ∈ ∂Ω 2 : ± y ≥ 0}. We then have
The integral over ∂Ω
) can be dealt with in the exactly same manner. So, we have
This completes the proof.
Estimates for the field enhancement
In this section we present main estimates of the gradient ∇u of the solution u to (1.1). We derive two different estimates, one for points quite close to the vertices and the other for those relatively away from the vertices. Let us first consider the case when X is relatively away from the vertices. By (4.5) and (4.28), we have ∇u = c(u)∇q + ∇σ = c(u)(q| ∂Ω 2 − q| ∂Ω 1 )∇η + ∇σ.
It then follows from (4.7) that
We now show that (∇φ)(ǫ −1 X) is the major term in describing singular behavior of ∇u. To do so, let
This is a crucial fact in determining a upper bound on |∇u| in the sequel. A lower bound on |a ǫ | also determines a lower bound on |∇u|. However, a ǫ may or may not be 0 depending on the configuration of inclusions and the background potential h. We show in section 6 that a ǫ is bounded below if h(x, y) = x, given the configuration of the bow-tie structure in the paper.
Then we obtain the following theorem.
Theorem 5.1 Let u be the solution to (1.1) . Then ∇u admits the following decomposition:
Moreover, the following estimates hold for all X ∈ B δ 1 \ Ω 1 ∪ Ω 2 with |X| ≥ 2ǫ, where δ 1 is the constant appearing in Lemma 4.2:
Proof. The decomposition (5.5) is an immediate consequence of (5.1)-(5.4). If X = (x, y) ∈ B δ 1 \ Ω 1 ∪ Ω 2 is such that |X| ≥ 2ǫ and y > 0, then
where ρ 0 is the number appearing in Lemma 3.1 (ii), and
So, it follows from (3.6) that
Since |∇φ| = ρ −1 , we have
So, we have (5.6) and (5.7) when y > 0. Since φ and w are symmetric with respect to the x-axis, we obtain (5.6) and (5.7) for y < 0 as well. According to Lemmas 4.1, 4.2, 4.3, and 4.4, we have
Likewise, we have
So, we have
Let us now derive estimates of |∇u|. We first observe from Theorem 5.1 that the following holds:
as long as X ∈ B δ 1 \ Ω 1 ∪ Ω 2 and 2ǫ ≤ |X| ≤ | log ǫ| −1/β , where β := min{β 1 , β 2 }.
To derive the opposite inequality, we see from (5.6)-(5.8) that there are positive constants, say C φ , C w and C R , independent of ǫ and X such that
as long as X ∈ B δ 1 \ Ω 1 ∪ Ω 2 and |X| ≥ 2ǫ. We then have
It then follows from (5.5) that
Here we assumed |X| ≤ 1. Suppose that |a ǫ | ≥ a 0 for some positive constant a 0 . In such a case, if
In short, we obtain the following theorem.
(ii) Suppose that |a ǫ | ≥ a 0 for some positive constant a 0 . There are positive constants c 1 ≥ 2 and c 2 independent of ǫ and X such that
for all X satisfying c 1 ǫ ≤ |X| ≤ c 2 | log ǫ| −1/β .
Theorem 5.2 reveals that the singularity of ∇u(X) is stronger than the corner singularity which is of the order |X| −1+β 1 or |X| −1+β 2 .
We now look into the case when X is close to vertices and obtain the following theorem for asymptotic behavior of ∇u(X). 
Theorem 5.3 Let u be the solution to (1.1). Then ∇u admits the decomposition
Then, we see from (5.5) that (5.13) holds with
We infer from (3.11) that
which together with (5.10) yields (5.14). This completes the proof. Since
we infer from (2.13) that
As one can see from (5.16), we treat the term N (ǫ −1 X) as an error term. Since N (ǫ −1 X) is bounded, the decomposition (5.13) is meaningful only if |(∇B 1 −b∇B 2 )(ǫ −1 X)| is bounded below, or |X − V j | ≤ c 0 ǫ for some c 0 . In such a case, we have
So, we obtain the following theorem. Inequalities (5.19) and (5.20) show that the corner singularity |X − V j | β j −1 is amplified by the factor of ǫ −β j /| log ǫ|, which is due to the interaction between two perfectly conducting inclusions. It is worth emphasizing that the blow-up magnitude ǫ −β j | log ǫ| |X − V j | β j −1 is much larger than that for the case when inclusions have smooth boundaries, namely, ǫ −1/2 , as mentioned in Introduction.
A lower estimate of a ǫ
The estimates from below in Theorems 5.2 and 5.4 are obtained under the assumption that |a ǫ | ≥ a 0 for some positive constant a 0 independent of ǫ. We now show that this assumption can be fulfilled for some background potential h. It is worth emphasizing that there are other cases of h where a ǫ = 0. For example, if inclusions Ω 1 and Ω 2 are symmetric with respect to the y-axis and h(x, y) = y, then one can easily see that u(−x, y) is a solution to (1.1) if u(x, y) is. It implies that u| ∂Ω 1 = u| ∂Ω 2 , and hence a ǫ = 0.
We have the following theorem (without assuming that Ω 1 and Ω 2 are symmetric with respect to the y-axis). To estimate ∂Ω 2 x∂ ν ηds, we choose positive constants r 0 and δ 0 regardless of small ǫ > 0 so that B r 0 (V 1 − (δ 0 , 0)) ⊂ Ω 1 . We emphasize that ζ is independent of ǫ. Since 1 ≥ ζ(X) ≥ η(X) ≥ 0 for X ∈ R 2 \ Ω 1 ∪ Ω 2 and ζ = η = 1 on ∂Ω 2 , we infer from Hopf's lemma that 0 < ∂ ν ζ ≤ ∂ ν η on ∂Ω 2 .
Hence, there exists a constant C 2 > 0 regardless of ǫ such that This together with (6.2) shows that a ǫ is bounded below regardless of ǫ, and the proof is complete.
Conclusion
In this paper we deal with the field enhancement due to presence of a bow-tie structure consisting of two perfectly conducting inclusions with corners. We introduce auxiliary functions to capture singular behavior of the field as the distance ǫ between two inclusions tends to 0. As consequences we obtain optimal bounds on the size of the field in the region close to vertices and the region relatively away from (but still close to) vertices. The estimates show that the field is enhanced beyond the corner singularities due to the interaction between inclusions. There may be a gap between two regions of estimates. In the gap the lower bound on |∇u| is not obtained, and it is interesting to fill the gap.
