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We establish a stochastic extension of Ramsey’s theorem. Any
Markov chain generates a ﬁltration relative to which one may
deﬁne a notion of stopping times. A stochastic colouring is any
k-valued (k < ∞) colour function deﬁned on all pairs consisting of
a bounded stopping time and a ﬁnite partial history of the chain
truncated before this stopping time. For any bounded stopping
time θ and any inﬁnite history ω of the Markov chain, let ω|θ
denote the ﬁnite partial history up to and including the time
θ(ω). Given k = 2, for every  > 0, we prove that there is an
increasing sequence θ1 < θ2 < · · · of bounded stopping times
having the property that, with probability greater than 1 − , the
history ω is such that the values assigned to all pairs (ω|θi, θ j),
with i < j, are the same. Just as with the classical Ramsey theorem,
we also obtain an analogous ﬁnitary stochastic Ramsey theorem.
Furthermore, with appropriate ﬁniteness assumptions, the time
one must wait for the last stopping time (in the ﬁnitary case) is
uniformly bounded, independently of the probability transitions.
We generalise the results to any ﬁnite number k of colours.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let C be a ﬁnite set whose elements are colours. Ramsey [7] proved that, for every function that
assigns a colour c(k, l) ∈ C to every two positive integers k < l, there is an increasing sequence of
integers n1 < n2 < · · · such that c(n1,n2) = c(ni,n j) for all i < j. (For a textbook treatment, see [3].)
We prove a stochastic Ramsey theorem.
To state our result, we ﬁrst establish some notation for standard concepts from topology and prob-
ability, which we need to import into our combinatorial analysis. We denote the set {1,2, . . .} by N.
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and deﬁne the history space to be Ω :=∏n Jn . For any n in N, denote ∏1mn Jm by Ωn . Any q
in Ωn is a partial history with length n, and we denote the length of q by ‖q‖. Write Ω<∞ for ⋃n Ωn .
We give Ω the Tychonoff product topology: for a basic open set U in the Tychonoff product Ω , we
have U =∏m Um with each Um open in Jm and with the support of U , i.e., {m: Um = Jm}, ﬁnite. Let
Fn be the σ -algebra on Ω of Borel sets generated by the basic open sets with support included in
{1, . . . ,n}. That is, Fn is the collection of all events included in Ω that are known at stage n to be
true or false (so knowable) from the course of history. Then {Fn}n0 is a ﬁltration, i.e., an increasing
family of sub-σ -algebras of P(Ω): F0 ⊆ F1 ⊆ · · · ⊆ P(Ω), where P(Ω) is the power set of Ω . Deﬁne
F∞ to be the σ -algebra of Borel sets on Ω . Let P be a probability measure on (Ω,F∞). For a state-
ment F about histories ω of Ω , if {ω: F (ω) is true} ∈ F∞ , then we denote P {ω: F (ω) is true} by
P (F ). We call (Ω,F∞) and (Ω,F∞, P ) the measurable space and the probability space constructed
from the sequence { Jn}n∈N of sets of states, respectively.
We write an element in Ω as ω = {ω(n)}n∈N where ω(n) is in Jn for each n. We denote by ω|n
the partial history of ω truncated at stage n, i.e., ω|n := {ω(1), . . . ,ω(n)}. Deﬁne the basic open set
determined by a q in Ωn by B(q) := {ω ∈ Ω: ω|n = q}. A mapping τ : Ω → {0,1,2, . . . ,∞} is called a
stopping time if
∀n∞, {τ = n} = {ω ∈ Ω: τ (ω) = n} ∈ Fn.
That is, by stage n the decision whether or not to execute some action (referred to as ‘stopping’) is
a ‘knowable’ event in relation to the information so far disclosed by history. For every n in N, we
denote by Tn the collection of all stopping times τ on Ω bounded by n, and put T :=⋃n Tn . For any
τ ∈ T and any ω ∈ Ω , it is natural to denote the partial history of ω restricted to τ by
ω|τ := ω|τ (ω) = {ω(1), . . . ,ω(τ (ω))}.
We call ω|τ a stopping place of τ on ω, and denote by Sτ := {ω|τ : ω ∈ Ω} the set of stopping places
of τ . We say that τ is consistent with q ∈ Ωn , and write τ ∈ T (q), if τ (ω) > n ∀ω ∈ B(q). Note that
the collection T of bounded stopping times has a natural partial order. Namely, for any two bounded
stopping times σ ,τ ∈ T , we say that σ is ahead of τ , and write σ < τ , if σ(ω) < τ(ω) ∀ω ∈ Ω .
Denote the partial ordered pairs of bounded stopping times by
T (2) := {(σ , τ ): σ ,τ ∈ T and σ < τ}.
We also need the following notion of a stochastic colouring.
Deﬁnition 1.1. Given a set C of colours, a stochastic colouring f is a mapping from Z := {(q, τ ): q ∈
Ω<∞ and τ ∈ T (q)} to C . The induced stochastic colouring fˆ of f is a mapping from T (2) × Ω to C
deﬁned by
fˆ σ ,τ (ω) := f (ω|σ ,τ ) ∀(σ , τ ) ∈ T (2) ∀ω ∈ Ω.
Comment 1. The set Z here is the key for Deﬁnition 1.1 and later in the proof of Theorem 1.4 and
Theorem 6.1. There some of the arguments reduce to the consideration of the case when all J i are
ﬁnite. In this circumstance, Z is countable. To see this, ﬁrst note that, for a given n in N, each τ
in Tn is uniquely encodable by reference to its stopping places, which are contained in a ﬁnite set
of cardinality
∏
in | J i |. By the same argument, for given τ in Tn , the set of partial histories q with
which τ is consistent, i.e., τ ∈ T (q), is ﬁnite.
Note that if some J i is inﬁnite, then Z is uncountable.
Comment 2. For the deﬁnition of fˆ σ ,τ (ω), note that if τ and σ are bounded stopping times with
τ > σ , then τ is consistent with ω|σ , as
τ (ω) > ‖ω|σ‖ = σ(ω) ∀ω ∈ Ω.
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if the replacement were made, the proofs of all theorems in this paper would still only refer to the
action of the stochastic colouring on all bounded stopping times.
We are now ready to state our stochastic Ramsey theorem. It implies the classical result when
| J i | = 1 ∀i ∈ N.
Theorem 1.2 (Stochastic inﬁnitary Ramsey theorem). Given a probability space (Ω,F∞, P ) constructed from
a sequence { J i}i∈N of sets of states and a stochastic colouring f with values in a ﬁnite set C , then for every
 > 0 there exists an increasing sequence of bounded stopping times θ1 < θ2 < θ3 < · · · such that
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j) > 1− ,
where fˆ is the induced stochastic colouring of f .
We defer the proof to Section 5 and ﬁrstly focus on the following theorem, which contains the
essence of the argument.
Theorem 1.3 (Finite-state two-colour stochastic partition theorem). For a set C = {c1, c2}, a probability space
(Ω,F∞, P ) constructed from a sequence of sets of ﬁnitely many states, and a stochastic colouring f with
values in C , for every  > 0, there exist a natural number N, two sets S1, S2 ∈ FN with S1 ∪ S2 = Ω , and a
sequence of bounded stopping times θ1 < θ2 < · · · such that
P ( fˆ θi ,θ j = c1, ∀1 i < j|S1) > 1− , if P (S1) > 0,
and
P ( fˆ θi ,θ j = c2, ∀1 i < j|S2) > 1− , if P (S2) > 0.
The main idea in the proof of Theorem 1.3 is to view Ω<∞ as a tree. (See [5] for an account of
probability theory on trees.) In this tree setting, which we develop in Section 3, we can deﬁne new
ﬁner ﬁltrations by modiﬁcations (pruning) of the tree structure. Our approach can be interpreted,
but only as a matter of convenience, in the language of Markov chains, via the projection process
Xn(ω) := ω|n. (For other aspects of Markov chains and Ramsey theory see e.g. [2].)
After proving Theorem 1.3 in Section 4, we shall give a brief proof of a generalised version of
it for any set C of ﬁnite colours. Later in Section 7, we will explain why, unlike with the classical
Ramsey theorem, it is not straightforward to prove the general case of an arbitrary ﬁnite number of
colours in C by induction on stochastic extension. In Section 5, we consider the case that some J i in
{ Jn}n∈N are countably inﬁnite sets: we sacriﬁce a very small probability relative to  , and ignore all
but ﬁnitely many states in each J i . This method reduces the problem of countably many states to a
problem of ﬁnitely many states. As promised, that will complete the proof of Theorem 1.2.
Similarly to Ramsey’s theorem, a ﬁnite version of Theorem 1.2 can be proved by compactness argu-
ments. This is done in Section 6. Surprisingly, in the case that J i is a ﬁnite set for every i, we obtain
in Theorem 1.4 below a strong ﬁnite version of Theorem 1.2 applicable to all stochastic colourings f
and all probability measures P deﬁned on the measurable space; that is, n(m, ) mentioned below
does not depend on f or P .
Theorem 1.4 (Strong stochastic ﬁnitary Ramsey theorem). For a measurable space (Ω,F∞) constructed from
a sequence of sets each containing ﬁnitely many states, a set C of ﬁnitely many colours, a natural number
m  2 and any  > 0, there exists n = n(m, ) ∈ N such that, for every probability measure P deﬁned on
(Ω,F∞) and every stochastic colouring f with values in C , there exist m bounded stopping times θ1 < θ2 <
· · · < θm  n with
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j m) > 1− .
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induce results in the deterministic Ramsey theorem. For example, suppose that fˆ σ ,τ is a constant
function on Ω for each (σ , τ ) ∈ T (2) . Then we can simply conﬁne ourselves to the sequence of
bounded stopping times {θn} in which θn(ω) = n ∀ω ∈ Ω ∀n > 0. The problem of ﬁnding an inﬁ-
nite sequence of bounded stopping times on which fˆ is monochromatic is here simply a problem in
classical Ramsey theory.
Shmaya and Solan [8] considered a stochastic Ramsey theorem in a general probability space
(Ω,F∞, P ) with a given ﬁltration {Fn} (where Fn ⊆ F∞ ∀n ∈ N). They deﬁned an NT function in
the stochastic setting as follows. An NT function is one that assigns to every nonnegative integer n
and every bounded stopping time τ an Fn-measurable function cn,τ deﬁned over the set {τ > n}
with range C . They also imposed an F -consistency requirement: if τ1 = τ2 > n on F with F ∈ Fn ,
then cn,τ1 = cn,τ2 on F . When σ and τ are two bounded stopping times with σ < τ , they put
cσ ,τ (ω) := cσ(ω),τ (ω), and thus made cσ ,τ an Fσ -measurable random variable. Under these con-
ditions, they derived the weaker conclusion of the existence of a stepwise monochromatic path
rather than a Ramsey theorem: for every ﬁnite set C of colours, every F -consistent NT function c
and every  > 0, there exists a sequence of bounded stopping times 0  θ1 < θ2 < · · · such that
P (cθ1,θ2 = cθi ,θi+1 ∀i) > 1 −  . In their paper they commented that ‘the natural stochastic generalisa-
tion of Ramsey’s theorem requires the stronger condition that P (cθ1,θ2 = cθi ,θ j ∀0< i < j) 1−  . We
do not know whether this generalisation is correct’. Their hunch turned out to be right, at least in
our ‘tree’ context, as the current paper demonstrates.
Our stochastic colouring in Deﬁnition 1.1 is almost the same as an NT function in the case that
the measurable space (Ω,F∞) is constructed from a sequence of sets of states, except that our
Deﬁnition 1.1 does not need the F -consistency condition. Given a partial history q ∈ Ω<∞ , con-
sider two bounded stopping times τ1, τ2 ∈ T (q) where ω|τ1 = ω|τ2 ∀ω ∈ B(q). In this context,
the F -consistency condition of Shmaya and Solan requires that f (q, τ1) = f (q, τ2). That is, for any
q ∈ Ω<∞ and any τ ∈ T (q), it is the subset {ω|τ : ω ∈ B(q)} of {ω|τ : ω ∈ Ω} that determines the
value of f (q, τ ). By contrast, our Deﬁnition 1.1 places no such requirement: the value of f (q, τ ) in
the above context is allowed to be determined by the larger set {ω|τ : ω ∈ Ω}; so Deﬁnition 1.1 also
includes stochastic colourings with F -consistency. Note that, in the case of (Ω,F∞) constructed from
a sequence of sets of countably many states (Markov chain), the stochastic inﬁnitary Ramsey theorem
(Theorem 1.2) not only includes the result of Shmaya and Solan: P ( fˆ θ1,θ2 = fˆ θi ,θi+1 ∀i) > 1 −  , but
also answers aﬃrmatively their open question.
2. An example
We show that the condition  > 0 in the stochastic Ramsey theorem is indispensable. Here is an
example of tossing a coin inﬁnitely many times, which is similar to the example given by Shmaya and
Solan in [8]. Let C = {Red,Blue}, Jn = {Head,Tail} ∀n ∈ N. For any partial history q ∈ Ωn , let
P
(
ω: ω|n = q and ω(n + 1) = Head |B(q))= 1/2,
and
P
(
ω: ω|n = q and ω(n + 1) = Tail |B(q))= 1/2.
For any partial history q = (q(1), . . . ,q(n),q(n + 1) = Head), let f (q, τ ) = Red ∀τ ∈ T (q); for any
partial history q = (q(1), . . . ,q(n),q(n + 1) = Tail), let f (q, τ ) = Blue ∀τ ∈ T (q). That is, the value of
f (q, τ ) is determined by the last coordinate of the partial history q only. Consider any three bounded
stopping times θ1 < θ2 < θ3 in which θ2 ∈ TN for some N . For the history ω1 = (ω1(1),ω1(2), . . .)
in which ω1(k) = Head ∀k ∈ N, it follows that f (ω1|θ1, θ2) = f (ω1|θ1, θ3) = Red. Now consider ω2 =
(ω2(1),ω2(2), . . .) in which ω2(k) = Head ∀1 k ‖ω1|θ1‖ and ω2(k) = Tail ∀k > ‖ω1|θ1‖. It follows
that f (ω2|θ2, θ3) = Blue, and P (B(ω2|θ2))  1/2N . Note that B(ω2|θ1) ⊃ B(ω2|θ2), from which we
may infer that P ( fˆ θ1,θ2 = fˆ θ1,θ3 = fˆθ2,θ3 ) 1− 1/2N .
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The set Ω<∞ ordered by sequence extension forms a directed tree F. We regard it as directed
downwards and call it the tree of partial histories. For convenience, denote the node set of F by VF ,
i.e., VF = Ω<∞ . A node in F is a partial history, and in particular, the root of F is the empty partial
history. In the tree F, we see that a directed edge is an extension of a partial history, while an inﬁnite
directed path from the root of F is a history. Deﬁne a covering set V¯ in F to be a subset of VF such
that any path in F goes through inﬁnitely many nodes in V¯ . Hence, at each node q ∈ V¯ , along any
path ω with ω ∈ B(q), there exists a unique node q+
V¯
(ω) which is the ﬁrst node in V¯ gone through
by path ω after q. Deﬁne a covering subforest of F generated from a covering set V¯ in F to be a forest
with node set V¯ and directed edge set {(q,q+
V¯
(ω)): q ∈ V¯ ,ω ∈ B(q)}. For any covering subforest G
of F, we denote its node set by VG . Any covering set V¯ in a covering subforest G determines a
covering subforest of the covering subforest G. Note that a covering subforest of F is a subtree of F
if and only if V¯ includes the root of F.
Given a covering subforest G of F, we say that a stopping time θ is adapted to G if ω|θ ∈ VG
∀ω ∈ Ω . Given a stopping time θ adapted to G, we denote the set of nodes {ω|θ : ω ∈ Ω} by Sθ (G),
and call it the set of stopping places of θ in G, so extending the notation in Section 1 (by emphasising
restriction to certain subforest). Intuitively, a stopping time θ is adapted to G if, according to θ ,
we always stop at a partial history which is a node in G, and Sθ (G) is the set of all such nodes
determined by θ in G.
The deﬁnition of a covering subforest is closely related to bounded stopping times. Given a cov-
ering subforest G of F, for any n  0, deﬁne σn(G) to be a bounded stopping time adapted to G
such that, for any ω ∈ Ω , ω|σn(G) is the (n + 1)st node in G along the directed path ω in F. Denote
Sσn(G)(G) by Ln(G), and call it the nth level set of G. We see that VG =
⋃
n0 Ln(G), from which we
may infer that the sequence {Ln(G)} generates the covering subforest G of F. The following lemma
shows a way of constructing a covering subforest of F from a sequence of covering subforests of F.
We call this a fusion lemma by analogy with set theory usage (see e.g. [4, Chapter 15]).
Lemma 3.1 (Fusion lemma). Given a sequence of covering subforests {Gn} of F with VGn ⊇ VGn+1 ∀n 0, the
sequence {Ln(Gn)}n0 generates a covering subforest G′ of F.
Proof. Since VGn ⊇ VGn+1 , σn(Gn) < σn+1(Gn) σn+1(Gn+1). That implies Li(Gi)∩ L j(G j) = ∅ ∀i = j.
It then follows immediately that any path ω in F goes through inﬁnitely many nodes in VG′ :=⋃
n0 Ln(Gn). Thus, VG′ is a covering set in F, which completes the proof. 
Let G be a covering subforest of F. At each n 0, deﬁne the σ -algebra generated by Ln(G) to be
Gn := σ
{
B(q): q ∈ Ln(G)
}
.
If G = F, then Gn is exactly Fn for every n.
Given a covering subforest G of F generated from V¯ and a covering set S in G, we say that
S generates a covering subforest pruned below σi(G) if S ⊃⋃0ni Ln(G). (The nth level sets of G
and G′ are the same for each n with 0  n  i.) If a node q is in Li(G), a covering subforest of G
pruned below σi(G) is also called a covering subforest of G pruned below q’s level. Note that this
last deﬁnition is meant to be a quick way of saying that pruning occurs below all the nodes in G of
the same level as q.
4. The stochastic Ramsey theorem for sets of ﬁnitely many states
In this section we prove the ﬁnite-state two-colour stochastic partition theorem (Theorem 1.3)
and its generalisation (Theorem 4.6). We begin with a simple but important observation. In the case
that J i is a set of ﬁnitely many states for each i, for any covering subforest G of F and any bounded
stopping time θ adapted to G, the set of stopping places of θ in G introduced in Section 3, i.e., Sθ (G),
is ﬁnite.
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stochastic colouring f . Then we shall extract a covering subforest F¯ of A, which has a ‘nice’ partition
of its node set V
F¯
. Finally, we shall show that there exists a sequence of bounded stopping times
θ1 < θ2 < · · · adapted to F¯ which satisﬁes Theorem 1.3.
We write Red and Blue for c1 and c2. Denote {0,1,2, . . .} by Z+ . Now we introduce some prelim-
inary technical deﬁnitions and results.
Deﬁnition 4.1. A well-structured subtree A under the stochastic colouring f is a covering subtree of F
with a partition of its node set VA = R(A) ∪ B(A) such that for any covering subforest G of A and
any ﬁnite subset S ⊂ VG , there exists an inﬁnite sequence of bounded stopping times δ1 < δ2 < · · ·
adapted to G with the property
f (q, δl) = Red ∀q ∈ S ∩ R(A) ∀l > 0
and
f (q, δl) = Blue ∀q ∈ S ∩ B(A) ∀l > 0.
Remark. The partition above may be degenerate, that is, one of the partitioning sets of VA may be
empty.
We intend to ﬁnd a well-structured subtree A of F under f by breadth-ﬁrst search. When we
deﬁne inductively a sequence of nodes {qi}, each node in it will be labelled with a symbol r or b. We
will show that the sequence {qi} generates a well-structured subtree A of F under f and the two
collections of nodes labelled with r and b are respectively the two partitioning sets of nodes, R(A)
and B(A). In doing so, we will need the following marking scheme and a related lemma.
Deﬁnition 4.2. Given a covering subforest G of F and a ﬁnite set M of nodes with M ⊆ VG , for every
node q in VG \M , mark q with r relative to M in G if, for any covering subforest G′ of G, there exists
an inﬁnite sequence of bounded stopping times δ1 < δ2 < · · · adapted to G′ such that
f (q, δl) = f (q¯, δl) = Red ∀l > 0 ∀q¯ ∈ M.
Mark q with b relative to M in G if q cannot be marked with r relative to M in G.
Note that in the condition ‘for any covering subforest G′ of G’ above we do not need either q ∈ VG′
or M ⊂ VG′ .
As a consequence of the deﬁnition above, a node q is marked with b relative to M in G in either
of the two following circumstances.
I. There exists a covering subforest G¯ of G such that no inﬁnite sequence of bounded stopping
times δ1 < δ2 < · · · adapted to G¯ has the property that f (q¯, δl) = Red ∀l > 0 ∀q¯ ∈ M .
II. There exists a covering subforest G′ of G such that, for any sequence of bounded stopping times
δ1 < δ2 < · · · adapted to G′ which has the property that f (q¯, δl) = Red ∀l > 0 ∀q¯ ∈ M , there exists
N ∈ N such that f (q, δi) = Blue ∀i  N .
For any such G′ in the condition II, we say that q is marked with b relative to M with witness G′
in G. (G′ is a witness to the condition II.) Note that the ﬁnite set M can be empty. In such a
case, the condition II simpliﬁes down to the existence of a covering subforest G′ of G such that,
for any sequence of bounded stopping times δ1 < δ2 < · · · adapted to G′ , there exists N ∈ N such that
f (q, δi) = Blue ∀i  N .
Remark. In the proof of Lemma 4.4 later, the fact that a node q is labelled with b always follows from
the condition II above.
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forest G(q)(M) of G pruned below q’s level such that q is marked with b relative to M with witness G(q)(M)
in G.
Proof. Suppose q ∈ Li(G) for some i. Consider a new covering subforest G¯ of G generated from a
covering set (
⋃
0ni Ln(G))∪VG′ , which means that G¯ is a covering subforest of G pruned below q’s
level. Because we are only concerned with the existence of an inﬁnite sequence of bounded stopping
times, and Ln(G¯) = Ln(G′) ∀n > i, q is also marked with b relative to M with witness G¯ in G. Hence
G¯ satisﬁes to be one desired G(q)(M). 
We use the word ‘marking’ only in the sense above, in distinction to ‘labelling’ used as a generic
term.
Lemma 4.4. Given a stochastic colouring f , there exists in the tree of histories F a well-structured subtree A
under f .
Proof. We ﬁrst extract a subtree A of F by a labelling process, then prove this subtree A is a well-
structured subtree of F under f .
Step 1. We construct an increasing sequence of collections of nodes {Ei} with E0 = ∅ and Ei ⊆ Ei+1
∀i  0, a sequence of covering subforests {Gi} of F with G0 = F and VGi ⊇ VGi+1 ∀i  0, and a partial
labelling of Gi with symbols r and b. Given Ei and Gi , we will pick one node qi which has not
been labelled in Gi to deﬁne Ei+1 and Gi+1. If qi is marked with r relative to Ei in Gi , we will
let Ei+1 = Ei ∪ {qi}, Gi+1 = Gi , and label qi with r. Otherwise, by inductive hypothesis, we will see
that q is marked with b relative to Ei in Gi by the condition II below Deﬁnition 4.2. It follows from
Lemma 4.3 that there exists a covering subforest Gi(qi)(Ei) of Gi pruned below qi ’s level. Let Gi+1
be this Gi(qi)(Ei), let Ei+1 = Ei , and label qi with b.
We now explain how to determine the nodes qi which are to be checked. Denote the root of F
by q0. After obtaining E1 and G1 from q0, E0 and G0, we enumerate all nodes in L1(G1). Note as be-
fore that L1(G1) is ﬁnite. Suppose |L1(G1)| = l1; enumerate the elements of L1(G1) as q1,q2, . . . ,ql1 .
Applying the above process to q1,q2, . . . ,ql1 in turn, we obtain two ﬁnite sequences {Ei} and {Gi}
in which 1 < i  l1 + 1. Note that L1(G1) = L1(Gi+1) ∀1 i  l1, since if qi is labelled with b, Gi+1
is a covering subforest of Gi pruned below σ1(Gi). It follows that all q1 to ql1 indexed in G1 are in
L1(Gi) for all 0 < i  l1 + 1. We then enumerate all nodes in L2(Gl1+1) as ql1+1,ql1+2, . . . ,ql1+l2 . By
applying the process to ql1+1,ql1+2, . . . ,ql1+l2 , we obtain two ﬁnite sequences {Ei} and {Gi} in which
l1 + 1< i  l1 + l2 + 1. We can then deﬁne all Li+1(G1+∑mi lm ) for all i in a similar way.
Let l0 = 1. Deﬁne z(k) =∑0ik li . Given k, it follows that Ln(Gz(k)) = Ln(Gi) ∀0  n  k ∀i >
z(k), and in any Gi with i  z(k), all nodes in
⋃
0nk Ln(Gi) have already been labelled. Note that
VGz(k) ⊇ VGz(k+1) ∀k 0. So, by the fusion lemma (Lemma 3.1), the sequence {Lk(Gz(k))}k0 generates a
covering subforest of F. Denote this covering subforest by A. Note that since L0(Gz(0)) only contains
the root of F, A is actually a covering subtree of F. From the deﬁnition of z(k), A is the covering
subtree that contains exactly the nodes labelled with r or b. The union of the collections {Ei: i ∈ Z+}
is the union of all nodes labelled with r in A.
Step 2. We keep the index order of VA = {qi}i∈Z+ as in the labelling process above, and denote the
two collections of nodes labelled with r and b by Sr and Sb, respectively. That is, Sr =⋃i∈Z+ Ei and
Sb = VA \ Sr. We show that the two partitioning sets Sr and Sb of VA can be regarded as R(A) and
B(A), respectively, in Deﬁnition 4.1 and hence the covering subtree A is a well-structured subtree
under f .
For any covering subforest G of A and any ﬁnite set S ⊂ VA , we deﬁne
d(S) := min
{
n:
⋃
0in
Li(A) ⊇ S
}
.
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see that in fact⋃
0id
Li(A) =
{
qi: 0 i < z(d)
}
.
Hence S ⊆ {qi: 0 i < z(d)}. Recall that
Ei = {ql: 0 l < i, ql is labelled with r}.
It follows that Sr ∩ S ⊆ Ez(d) . On the other hand, if Ez(d) = ∅, then for any covering subforest of Gz(d) ,
and hence in particular for G (note VG ⊆ VA ⊆ VGz(d) ), there exists an inﬁnite increasing sequence{δi} of bounded stopping times adapted to G such that
f (q, δi) = Red ∀q ∈ Ez(d) ∀i > 0,
by the deﬁnition of r. Therefore,
f (q, δi) = Red ∀q ∈ Sr ∩ S ∀i > 0.
If Ez(d) = ∅, pick any inﬁnite increasing sequence of bounded stopping times adapted to G to be
{δi}i>0.
Without loss of generality, we suppose Sb ∩ S = ∅ and consider one node indexed as qm . By the
deﬁnition of Gm(qm)(Em) and the condition II of the deﬁnition of b, for any inﬁnite increasing se-
quence {τi} of bounded stopping times adapted to Gm(qm)(Em) with
f (q, τi) = Red ∀i > 0 ∀q ∈ Em,
there exists Nm ∈ N such that f (qm, τi) = Blue ∀i  Nm . Since each bounded stopping time in {δi}i∈N
is adapted to G and G is a covering subforest of Gm(qm)(Em), each bounded stopping time in {δi}i∈N
is also adapted to Gm(qm)(Em). Because Ez(d) ⊇ Em , we see
f (q, δi) = Red ∀i > 0 ∀q ∈ Em.
Therefore, we can take the sequence {δi} for the sequence {τi} above. Furthermore, for every node qm
in Sb ∩ S , we can likewise take {δi} again for the sequence {τi} above. Hence there exists a corre-
sponding Nm ∈ N such that
f (qm, δi) = Blue ∀i  Nm.
Because Sb ∩ S is ﬁnite, we can deﬁne N to be the maximum of those Nm . Hence,
f (q, δi) = Blue ∀q ∈ Sb ∩ S ∀i  N.
Deﬁne a new inﬁnite sequence of bounded stopping time {δ′i}i∈N such that δ′i = δi+N ∀i ∈ N. This is
one desired sequence of bounded stopping times in Deﬁnition 4.1, for the ﬁnite set S in the covering
subforest G. 
Comment on the labelling process. The covering subforest A is generated from the covering set
{qi}i∈Z+ . In practice, we achieve A by building the sequence {Ln(A)} from the sequence {qi}. For all i,
it is important to replace the current covering subforest Gi by a covering subforest pruned below qi ’s
level, if qi is labelled with b. If we simply replace Gi by an arbitrary covering subforest G′ when qi is
marked with b relative to Ei with witness G′ in Gi , then we may fail to achieve the desired sequence
{Ln(A)}. Consider the extreme case of every qi labelled with b, and assume that we are now build-
ing Lm(A) in which m > 0, and that the minimum number of nodes in Gi to form an Lm(A) in Gi
with the current subsequence {qk}0ki is l. The arbitrary covering subforest G′ may stretch out so
wildly that to form a Lm(A) in G′ , the minimum number of nodes in G′ with the current {qk}0ki
is far greater than l + 1. We can, however, only include one node qi+1 into the sequence {qk}. If we
regard this G′ as Gi+1, and achieve a sequence {qk}k0 in this way, we may never obtain the desired
Lm(A). In that case, the sequence {qk}k0 is not a covering set, and we cannot generate any covering
subforest from it.
1400 Z. Xu / Journal of Combinatorial Theory, Series A 118 (2011) 1392–1409We ﬁx one well-structured subtree A of F under f obtained by the labelling process. As in the
deﬁnition after Lemma 3.1, we obtain the ﬁltration {An} from this A. That is, for each n ∈ Z+ , An =
σ {B(q): q ∈ Ln(A)}.
For our next result, we need a further notation. In any covering subforest G of A, for any bounded
stopping time θ adapted to G, we denote
rθ (G) :=
⋃{
B(q): q ∈ Sθ (G) ∩ R(A)
}
and
bθ (G) :=
⋃{
B(q): q ∈ Sθ (G) ∩ B(A)
}
.
The following lemma says that, for any  > 0, we can ﬁnd a ‘nice’ covering subforest F¯ of A with
an associated ﬁltration {F¯n}. In {F¯n}, we can approximate the set S ∈ F¯∞ where for any ω ∈ S the
nodes in A along the path ω are labelled with r inﬁnitely often (b eventually, respectively), by a set R
(B , respectively) in F¯1. Furthermore, we can arrange that R ∪ B = Ω , and the probability that a path
includes no node labelled with b (r, respectively) in F¯ conditional on R (B , respectively) is greater
than 1− 5/8. We prove this lemma by a method adapted from one used in [8].
Lemma 4.5. For any  > 0, there exists a covering subforest F¯ of A with the associated ﬁltration {F¯n} which
has two sets R, B ∈ F¯1 such that R ∪ B = Ω and, for any sequence of bounded stopping times θ1 < θ2 < · · ·
adapted to F¯,
P
(⋂
i1
rθi (F¯)|R
)
> 1− 5/8, if P (R) > 0,
and
P
(⋂
i1
bθi (F¯)|B
)
> 1− 5/8, if P (B) > 0.
Proof. Adopt the abbreviation σi := σi(A) in this proof. Then {rσi (A)}i∈Z+ and {bσi (A)}i∈Z+ are well
deﬁned in A. Because rσi (A),bσi (A) ∈ Ai and Li(A) is ﬁnite for every i, {rσi (A) i.o.} and {bσi (A) ev.}
are both Borel measurable sets in A∞ . Let YR := {rσi (A) i.o.} and YB := {bσi (A) ev.}. Note that the
topological space associated with A is a Cantor space, in particular a metric space. Since any measure
on a metric space is regular (cf. [6, Theorem II.1.2]), P is regular in A∞ . Therefore, there exists N ∈ N
such that we can ﬁnd two sets R, B ∈ AN to approximate YR , YB respectively, i.e.,
(a) R ∪ B = Ω ,
(b) P (YR |R) > 1− /2, if P (R) > 0,
(c) P (YB |B) > 1− /2, if P (B) > 0.
Without loss of generality, assume both P (R) and P (B) are positive. Note that ‘bσi (A) eventually’
implies ‘bσi (A) inﬁnitely often’. Hence, for any 
′ > 0 and any x ∈ N, there exists y ∈ N with y > x
such that
P
( ⋃
xi<y
rσi (A)|YR
)
> 1− ′
and
P
( ⋃
xi<y
bσi (A)|YB
)
> 1− ′.
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denoted by {SRl}l1 and {SBl}l1 with SRl :=⋃nl−1i<nl rσi (A) and SBl :=⋃nl−1i<nl bσi (A), such
that for every l 1
P (SRl|YR) > 1− (1/8)
(
/2l
)
and
P (SBl|YB) > 1− (1/8)
(
/2l
)
.
It follows that
P
(⋂
l1
SRl|YR
)
> 1− /8
and
P
(⋂
l1
SBl|YB
)
> 1− /8.
From P (YR |R) > 1− /2 and P (YB |B) > 1− /2, we may infer that
P
(⋂
l1
SRl|R
)
> 1− 5/8
and
P
(⋂
l1
SBl|B
)
> 1− 5/8.
For each l 1, deﬁne a stopping time δl adapted to A so that on SRl ∩ R
δl(ω) =min
{
i: σnl−1(ω) i < σnl (ω); ω|i ∈ R(A)
}
,
on SBl ∩ B
δl(ω) =min
{
i: σnl−1(ω) i < σnl (ω); ω|i ∈ B(A)
}
,
and on (R \ SRl) ∪ (B \ SBl),
δl(ω) = nl − 1.
Deﬁne a covering subforest F¯ so that
σl(F¯) := δl+1 ∀l 0.
For any inﬁnite increasing sequence of bounded stopping times {θi} adapted to F¯,(⋂
i1
rθi (F¯)
)
∩ R ⊇
(⋂
l1
SRl
)
∩ R
and (⋂
i1
bθi (F¯)
)
∩ B ⊇
(⋂
l1
SBl
)
∩ B.
This completes the proof. 
We are now ready to prove the ﬁnite-state two-colour stochastic partition theorem (Theorem 1.3).
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σ0(F¯). We construct the desired inﬁnite increasing sequence of bounded stopping times inductively.
Suppose that we have obtained 〈θ1, θ2, . . . , θk〉. Denote ⋃1ik Sθi (F¯) by Sk . Since F¯ is a covering sub-
forest of A and Sk is ﬁnite, by Deﬁnition 4.1, there exists an inﬁnite increasing sequence of bounded
stopping times {δki }i∈N adapted to F¯ with the property
f
(
q, δki
)= Red ∀q ∈ Sk ∩ R(A) ∀i > 0
and
f
(
q, δki
)= Blue ∀q ∈ Sk ∩ B(A) ∀i > 0.
Deﬁne θk+1 to be δk1. In this way, we ﬁnd an inﬁnite increasing sequence of bounded stopping times{θn}n∈N . It follows from Lemma 4.5 that, for all initial subsequences 〈θ1, . . . , θi〉 (i  2) in it,
P ( fˆ θl,θm = Red ∀1 l <m i|R) > 1− 5/8, if P (R) > 0,
and
P ( fˆ θl,θm = Blue ∀1 l <m i|B) > 1− 5/8, if P (B) > 0,
which completes the proof. 
Given the proof of Theorem 1.3, the multiple-colour case is straightforward except some minor
modiﬁcation in the marking process. For completeness, we give below this more general theorem for
the set of colours C = {c1, . . . , ck} with k 2. (Of course, for k = 1, the problem is trivial.)
Theorem 4.6 (Finite-state ﬁnite-colour stochastic partition theorem). For a set C = {c1, c2, . . . , ck}, a proba-
bility space (Ω,F∞, P ) constructed from a sequence of sets of ﬁnitely many states, and a stochastic colour-
ing f with values in C , for every  > 0, there exist a natural number N, k sets Qm ∈ FN ∀1 m  k with⋃
1mk Q i = Ω , and a sequence of bounded stopping times θ1 < θ2 < · · · such that
∀1m k, P ( fˆ θi ,θ j = cm, ∀1 i < j|Qm) > 1− , if P (Qm) > 0.
Preparation for the Proof. We ﬁrst give the deﬁnition of a well-structured subtree with respect to the
multi-colour set C = {c1, c2, . . . , ck}: a well-structured subtree A under the stochastic colouring f is a
covering subtree of F with a partition of its node set VA =⋃1ik Si(A) such that, for any covering
subforest G of A and any ﬁnite subset S ⊂ VG , there exists an inﬁnite sequence of bounded stopping
times δ1 < δ2 < · · · adapted to G with the property that, for any i with 1 i  k,
f (q, δl) = ci ∀q ∈ S ∩ Si(A) ∀l > 0.
We need a more elaborate multi-colour marking scheme below to ﬁnd a well-structured subtree A
from F under the stochastic colouring f valued in C = {c1, c2, . . . , ck}. As with the two-colour marking
scheme, here nodes will be ‘marked’ using distinct symbols s1, . . . , sk corresponding to the colours
c1, . . . , ck . This is done by means of a deﬁnition that begins with a symbol s1 and refers to a property
involving only the colour c1, and then proceeds to a symbol sm (1<m < k) by reference to a property
involving only the colours c1, . . . , cm (in such a way that sm is the earliest available to mark with – see
condition b3 below). The ﬁnal symbol sk (corresponding to ck) is ‘complementary’ to all the preceding
cases, as we shall see. To avoid confusion, we have denoted the symbols by s1, . . . , sk rather than
c1, . . . , ck .
Suppose that we are given a covering subforest G of F and a (k−1) sequence 〈M1,M2, . . . ,Mk−1〉
of sets of nodes with the following properties.
I. Mi ⊆ VG ∀1 i < k.
II. Mi is ﬁnite (perhaps empty) for each 1 i < k.
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δ2 < · · · adapted to G′ such that, for any i with 1 i < k, f (qi, δl) = ci ∀l > 0 ∀qi ∈ Mi .
We call such a sequence 〈M1,M2, . . . ,Mk−1〉 a (k − 1)-matched collection in G.
For every node q in VG \ (⋃1i<k Mi), mark q as follows.
a. Mark q with s1 relative to 〈M1,M2, . . . ,Mk−1〉 in G if, for any covering subforest G′ of G, there
exists a sequence of bounded stopping times δ1 < δ2 < · · · adapted to G′ such that, for any i with
1 i < k, f (qi, δl) = ci ∀l > 0 ∀qi ∈ Mi and f (q, δl) = c1 ∀l > 0.
b. Mark q with sm (1<m < k) relative to 〈M1,M2, . . . ,Mk−1〉 in G if q satisﬁes the three conditions
below with respect to sm .
b1. There exists a covering subforest Gm of G pruned below q’s level such that for any sequence
of bounded stopping times δ1 < δ2 < · · · adapted to Gm which has the property that, for
any i with 1  i < k, f (qi, δl) = ci ∀l > 0 ∀qi ∈ Mi , there exists N ∈ N such that f (q, δl) /∈
{c1, . . . , cm−1} ∀l N . Denote any one such Gm by G(q)(〈M1,M2, . . . ,Mk−1〉)(m).
b2. For any covering subforest G′ of G(q)(〈M1,M2, . . . ,Mk−1〉)(m), there exists a sequence of
bounded stopping times τ1 < τ2 < · · · adapted to G′ such that, for any i with 1  i < k,
f (qi, τl) = ci ∀l > 0 ∀qi ∈ Mi and f (q, τl) = cm ∀l > 0.
b3. For all 1< i <m, q does not satisfy the conjunction of 1 and 2 above with respect to si . (Thus
sm is the earliest symbol to satisfy both 1 and 2.)
c. Mark q with sk relative to 〈M1,M2, . . . ,Mk−1〉 in G if q cannot be marked with any of s1, . . . , sk−1
relative to 〈M1,M2, . . . ,Mk−1〉 in G.
According to the deﬁnition above, a node q is marked with sk relative to 〈M1,M2, . . . ,Mk−1〉 if the
following circumstance holds. There exists a covering subforest G′ of G pruned below q’s level such
that for any sequence of bounded stopping times δ1 < δ2 < · · · adapted to G′ there exists N ∈ N with
f (q, δl) = ck ∀l  N , provided that, for all i with 1  i < k, f (qi, δl) = ci ∀l > 0 ∀qi ∈ Mi . Denote any
one such G′ by G(q)(〈M1,M2, . . . ,Mk−1〉)(k).
Brief Proof of Theorem 4.6. We construct:
i. k − 1 families {E1i }, . . . , {Ek−1i } (consisting of nodes) with Em0 = ∅ and Emi ⊆ Emi+1 ∀0 < m < k∀i  0;
ii. a sequence of covering subforests {Gi} of F with G0 = F and VGi ⊇ VGi+1 ∀i  0; and
iii. a partial labelling of Gi with symbols in {s1, . . . , sk}.
The inductive hypothesis ensures that the (k − 1) sequence 〈E1i , . . . , Ek−1i 〉 to be constructed forms
a (k − 1)-matched collection in Gi for each i. Given E1i , . . . , Ek−1i and Gi , we will, by an analogous
procedure to that in the earlier proof of Lemma 4.4, pick some node qi which has not been labelled
in Gi to deﬁne E1i+1, . . . , E
k−1
i+1 and Gi+1. We proceed in parallel to the deﬁnition of a multi-colour
marking scheme:
a. If qi is marked with s1 relative to 〈E1i , . . . , Ek−1i 〉 in Gi , let E1i+1 = E1i ∪{qi}, Emi+1 = Emi ∀1<m < k,
Gi+1 = Gi , and label qi with s1.
b. If qi is marked with sl (1 < l < k) relative to 〈E1i , . . . , Ek−1i 〉 in Gi , then there exists a cover-
ing subforest Gi(qi)(〈E1i , . . . , Ek−1i 〉)(l) of Gi pruned below qi ’s level, as in b1. Let Gi+1 be this
Gi(qi)(〈E1i , . . . , Ek−1i 〉)(l), let Eli+1 = Eli ∪ {qi}, Emi+1 = Emi ∀0 < m < l and l < m < k, and label qi
with sl .
c. If qi is marked with sk relative to 〈E1i , . . . , Ek−1i 〉 in Gi , then there exists a covering subforest
Gi(qi)(〈E1i , . . . , Ek−1i 〉)(k) of Gi pruned below qi ’s level, as in the paragraph following c above.
Take this Gi(qi)(〈E1i , . . . , Ek−1i 〉)(k) to be Gi+1, let Emi+1 = Emi ∀0<m < k, and label qi with sk .
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which contains exactly all nodes labelled. We introduce a similar deﬁnition of Siθ for a bounded
stopping time θ adapted to A, namely
Siθ =
{
B(q): q ∈ Sθ (A) ∩ Si(A)
} ∀1 i  k,
and then one may prove a lemma for |C | = k corresponding to Lemma 4.5. That is, within a well-
structured subtree A of F under f , for any  > 0, there exists a covering subforest F¯ of A with
the associated ﬁltration {F¯n} and sets Qm ∈ F¯1 ∀1m  k with ⋃1mk Q i = Ω such that, for any
inﬁnite sequence of bounded stopping times θ1 < θ2 < · · · adapted to F¯, for all 1m k,
P
(⋂
l1
Smθl |Qm
)
> 1− 5/8, if P (Qm) > 0.
Then one completes the proof by similar arguments as in the ﬁnite-state two-colour stochastic parti-
tion theorem (Theorem 1.3).
5. The stochastic Ramsey theorem for sets of countably many states
Before proving the stochastic inﬁnitary Ramsey theorem (Theorem 1.2), we comment on the ap-
proach to be taken. Suppose that in the sequence { J i}i∈N of sets of states, some J i are countably
inﬁnite sets, and we arrive at the probability space (Ω,F∞, P ) constructed from { J i}i∈N . If we repre-
sent Ω as the tree F deﬁned in Section 3, then for some bounded stopping times θ > 0 in F, the set
of stopping places of θ in F, i.e., Sθ (F), is inﬁnite. That may invalidate the approach in Section 4. The
extreme case is that J i is a countably inﬁnite set for all i. Then, for any covering subforest G of F
and any i > 0, Li(G) is inﬁnite. Hence, we would never ﬁnish the labelling process, if we insisted on
following exactly the same procedure as in Section 4.
To prove Theorem 1.2, we follow the strategy mentioned in the Introduction: ignore all but ﬁnitely
many nodes at each level of the tree F so that the probability of the ignored part of F is ‘small’, and
the remaining tree looks like one constructed from a sequence of sets of ﬁnitely many states; then
we can prove the result by the ﬁnite-state ﬁnite-colour stochastic partition theorem (Theorem 4.6).
This is in the nature of routine. For a detailed proof, there is a technical problem: the ﬁnite set of
successor nodes at level n + 1 depends on its predecessor node at level n. Recall that our setting in
Theorem 4.6 and Theorem 1.3 requires a ‘uniform’ Jn+1, that is, every node at level n has the same
ﬁnite set of successor nodes at level n + 1. To this end, we shall construct an adjusted probability
space (Ω ′,F ′∞, P ′) from a sequence { J ′i}i∈N of sets of ﬁnitely many states. By Theorem 4.6, we then
ﬁnd a ‘solution sequence’ {θ ′n}n∈N of increasing bounded stopping times after deﬁning a new stochastic
colouring f ′ on (Ω ′,F ′∞, P ′). We will eventually show that an image sequence {θn}n∈N deﬁned on
the original probability space (Ω,F∞, P ) satisﬁes the condition of Theorem 1.2.
For any partial history q ∈ Ωn , denote the collection of extensions of q at stage n+1, i.e., {ω|(n+1):
ω ∈ B(q)}, by e(q).
Proof of Theorem 1.2. Let  > 0 be given. To obtain the adjusted probability space constructed from
a sequence of sets of ﬁnitely many states, we ﬁrst construct a ‘bridging’ probability space (Ω˜, F˜∞, P˜ )
from (Ω,F∞, P ) by deﬁning the collection Ω˜n of partial histories for each n.
We place an absorbing state ∗ in the yet-to-be-constructed J˜n for all n with the property that for
any partial history q˜ = (q˜(1), . . . , q˜(n) = ∗), the only extension of q˜ in the yet-to-be-constructed Ω˜n+1
is (q˜(1), . . . , q˜(n) = ∗, q˜(n + 1) = ∗). Let Ω˜0 = Ω0, i.e., the set of empty partial history. Assume that
we have already deﬁned Ω˜n for all 0 n k. For every partial history q˜ = (q˜(1), . . . , q˜(k)), if q˜(k) = ∗,
then we already know the only extension of q˜ at stage k + 1 is (q˜(1), . . . , q˜(k) = ∗, q˜(k + 1) = ∗).
If q˜(k) = ∗, the inductive assumption is q˜ ∈ Ωk and P˜ (B(q˜)) = P (B(q˜)) > 0. Now we deﬁne a set
c(q˜) ⊆ e(q˜) with the following properties.
Z. Xu / Journal of Combinatorial Theory, Series A 118 (2011) 1392–1409 14051. e(q˜) \ c(q˜) is ﬁnite.
2. ∀q ∈ (e(q˜) \ c(q˜)), P(B(q))> 0.
3.
∑
q∈c(q˜)
P
(
B(q)|B(q˜))< 
3(2k+1)
.
Denote {q˜(1), . . . , q˜(k),∗} by q˜∧∗. We deﬁne the collection of extensions of q˜ at stage k + 1 to be
e˜(q˜) := (e(q˜) \ c(q˜)) ∪ {q˜∧∗}. Deﬁne
P˜
(
B(q)|B(q˜)) := P(B(q)|B(q˜)) ∀q ∈ (e(q˜) \ c(q˜))
and
P˜
(
B
(
q˜∧∗)|B(q˜)) := ∑
q∈c(q˜)
P
(
B(q)|B(q˜)).
We see that every partial history in e˜(q˜) satisﬁes the inductive assumption at stage k+1. Then we can
achieve Ω˜n for all n and hence the history space Ω˜ . The existence of a probability measure P˜ follows
from the Kolmogorov Extension Theorem (cf. [1, Theorem 36.2]). We then construct the probability
space (Ω˜, F˜∞, P˜ ) in a similar way to (Ω,F∞, P ).
We can modify (Ω˜, F˜∞, P˜ ) to a further probability space (Ω ′,F ′∞, P ′) (the adjusted proba-
bility space) which will be constructed from a sequence of sets of ﬁnitely many states. For all
q˜ = (q˜(1), . . . , q˜(k)) ∈ Ω˜k , deﬁne the collection of the last coordinates of partial histories in e˜(q˜)
by L˜(q˜). That is,
L˜(q˜) := {h: (q˜(1), . . . , q˜(k),h) ∈ e˜(q˜)}.
Deﬁne
J ′k+1 :=
⋃
q˜∈Ω˜k
L˜(q˜).
Note that for every q˜ ∈ Ω˜<∞ , e˜(q˜) is ﬁnite, and hence L˜(q˜) is ﬁnite. It follows that J ′k+1 is ﬁnite for
every k, because Ω˜k is ﬁnite. Deﬁne
Ω ′ :=
∏
k
J ′k, Ω
′
k :=
∏
mk
J ′k, Ω
′
<∞ :=
⋃
k
Ω ′k.
We see that the new measurable space (Ω ′,F ′∞) is constructed from the sequence { J ′k}k∈N of sets of
ﬁnitely many states. For every q′ ∈ Ω ′<∞ , let
P ′
(
B
(
q′
)) :=
{
P˜ (B(q′)) if q′ ∈ Ω˜<∞,
0 if q′ /∈ Ω˜<∞.
The existence of probability measure P ′ again follows from the Kolmogorov Extension Theorem (cf.
[1, Theorem 36.2]).
Denote the collection of all bounded stopping times on (Ω ′,F ′∞, P ′) by T ′ . For any ω =
(ω(1),ω(2), . . .) in Ω , deﬁne a shadow history s(ω) in Ω ′ as follows. If ω ∈ Ω ′ , let s(ω) = ω. If
ω /∈ Ω ′ , then there exists a unique new history ω′ = (ω′(1),ω′(2), . . . ,ω′(m), . . .) ∈ Ω ′ such that
ω′(i) = ω(i) ∀1  i < m and ω′(i) = ∗ ∀i  m, and we let s(ω) = ω′ . Deﬁne y to be an injective
mapping from T ′ to T such that y(θ ′)(ω) = θ ′(s(ω)).
We still assume that C = {c1, . . . , ck}. From the stochastic colouring f with values in C , we deﬁne
the new stochastic colouring f ′ such that for all pairs (q′, τ ′) with q′ ∈ Ω ′<∞ and τ ′ ∈ T ′(q′)
f ′
(
q′, τ ′
) :=
{
f (q′, y(τ ′)) if q′ = (h′1, . . . ,h′n = ∗),
c if q′ = (h′ , . . . ,h′ = ∗).1 1 n
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bounded stopping times 0 θ ′1 < θ ′2 < θ ′3 < · · · deﬁned on (Ω ′,F ′∞, P ′) such that
P ′
(
fˆ ′
θ ′1,θ ′2
= fˆ ′
θ ′i ,θ ′j
∀1 i < j)> 1− 5/8.
As
P
(
Ω ∩ Ω ′)= P ′(Ω ∩ Ω ′)> 1− /3,
and for any Borel measurable set S ⊆ Ω ∩ Ω ′ , P (S) = P ′(S), we ﬁnd that
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j) > 1− 
where θn := y(θ ′n) ∀n ∈ N. 
6. Finite stochastic Ramsey theorem
Before proving the strong stochastic ﬁnitary Ramsey theorem (Theorem 1.4), we use the stochastic
inﬁnitary Ramsey theorem (Theorem 1.2) to prove the following result. This time n(m, , P ) men-
tioned below depends on P , but not on f .
Theorem 6.1 (Stochastic ﬁnitary Ramsey theorem). For a probability space (Ω,F∞, P ) constructed from a
sequence of sets of countably many states, a set C of ﬁnitely many colours, a natural number m  2 and any
 > 0, there exists n = n(m, , P ) ∈ N such that for every stochastic colouring f with values in C , there exist
m bounded stopping times θ1 < θ2 < · · · < θm  n which satisfy
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j m) > 1− .
Proof. Recall from Deﬁnition 1.1 that
Z = {(q, τ ): q ∈ Ω<∞, τ ∈ T (q)}.
We ﬁrstly suppose that (Ω,F∞, P ) is constructed from the sequence { Jn}n∈N where each Jn is ﬁnite.
The set of all stochastic colourings f is [C]Z : the ﬁnite set [C] has the discrete topology, and [C]Z the
product topology. By Tychonoff’s theorem, this space is compact. For each collection Q of m bounded
stopping times Q = {θ1, θ2, . . . , θm} with θi < θ j ∀i < j, we deﬁne the subset CQ of stochastic colour-
ings included in [C]Z to comprise those f with
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j m) > 1− 5/8.
We claim and now prove that CQ is open in [C]Z for every such Q = {θ1, θ2, . . . , θm}.
For a stochastic colouring f ∈ [C]Z , we write
A( f , Q ) :=
⋂
ω∈Ω,1i< jm
{
g ∈ [C]Z : g(ω|θi, θ j) = f (ω|θi, θ j)
}
.
If f is in CQ , then any stochastic colouring f ′ which agrees with f on Q , i.e., f ′ ∈ A( f , Q ), is also
in CQ . Given ω in Ω and a pair of i and j with 1  i < j  m, it follows from the deﬁnition of
open sets in a product space that {g ∈ [C]Z : g(ω|θi, θ j) = f (ω|θi, θ j)} is open in [C]Z . As each Jn in
{ Jn}n∈N is ﬁnite, A( f , Q ) is actually a ﬁnite intersection of these open sets in [C]Z ; this is because
there are only ﬁnitely many nodes of the form ω|θi for each bounded θi . Since A( f , Q ) is a subset
of CQ for each f in CQ ,
⋃
f ∈CQ A( f , Q ) = CQ is also open, which completes the proof of the claim.
The stochastic inﬁnitary Ramsey theorem (Theorem 1.2) asserts that these sets CQ cover the whole
of [C]Z . By compactness, some ﬁnite collection {CQ 1 , . . . ,CQt } also covers [C]Z . This implies that every
stochastic colouring f on
⋃t
i=1 Q i has
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j m) > 1− 5/8
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⋃t
i=1 Q i such that ∀1 l t ∀θm ∈ Ql ,
θm < n.
For the case that at least one Jn is countably inﬁnite, we construct an adjusted probability space
(Ω ′,F ′∞, P ′) from the sequence { J ′n}n∈N of sets of ﬁnitely many states, as in the proof of Theorem 1.2.
Recall the deﬁnition of new stochastic colouring f ′ , shadow history s(ω) and the injective mapping y :
T ′ → T in the proof of Theorem 1.2. From the result for the case of ﬁnite Jn for all n above, follows
the existence of n′ = n′(m,5/8, P ′) ∈ N such that for every new stochastic colouring g′ deﬁned in
(Ω ′,F ′∞), there exist m bounded stopping times θ ′1 < θ ′2 < · · · < θ ′m  n′ with the property that
P ′
(
fˆ ′
θ ′1,θ ′2
= fˆ ′
θ ′i ,θ ′j
∀1 i < j m)> 1− 5/8.
We now show that we can regard this n′ as a qualiﬁed bound n(m, , P ) for (Ω,F∞, P ). Given a
stochastic colouring f deﬁned in (Ω,F∞), we construct the corresponding new stochastic colour-
ing f ′ deﬁned in (Ω ′,F ′∞) and a sequence of bounded stopping times θ ′1 < θ ′2 < · · · < θ ′m  n′ which
satisﬁes the property above. Deﬁne a sequence of bounded stopping times θ1 < θ2 < · · · < θm where
θi := y(θ ′i ) ∀1 i m. Recall that
f
(
q′, y
(
τ ′
))= f ′(q′, τ ′) ∀q′ ∈ Ω<∞ ∩ Ω ′<∞, τ ′ ∈ T ′(q′).
So for any ω with s(ω)|θ ′m−1 ∈ Ω<∞ ,
fˆ θi ,θ j (ω) = fˆ ′θ ′i ,θ ′j
(
s(ω)
) ∀1 i < j m.
Recall at the end of the proof of Theorem 1.2 that P (Ω ∩ Ω ′) = P ′(Ω ∩ Ω ′) > 1 − /3, and for any
Borel measurable set S ⊆ Ω ∩ Ω ′ , we have P (S) = P ′(S). Hence
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j m) > 1− ,
and it follows from the deﬁnition of y that θm  n′ . 
We now employ a similar procedure to prove the strong stochastic ﬁnitary Ramsey theorem (The-
orem 1.4). Assume that J i are ﬁnite for all i. Given a measurable space (Ω,F∞) constructed from
{ J i}i∈N , denote by M the space of all probability measures deﬁned on this (Ω,F∞). We will refer
to the weak topology of M in the proof below. We need to know that M is compact and that for
any event E (say E ∈ Fn) and any constant η ∈ R the set of probabilities P such that P (E) > η, i.e.,
{P ∈ M: ∫ 1E dP > η}, is open in the weak topology.
Proof of Theorem 1.4. Recall again the deﬁnition of Z . The set of all stochastic colourings f is [C]Z :
the ﬁnite set [C] has the discrete topology, and [C]Z the countable product topology. By Tychonoff’s
theorem, this space is compact. Ω is a Cantor space, and hence also a compact metric space. Since the
set M of probability measures on a compact metric space with the weak topology is a compact metric
space (cf. [6, Theorem II.6.4]), the product M × [C]Z is also compact. For each collection Q of m
bounded stopping times Q = {θ1, θ2, . . . , θm} with θi < θ j ∀i < j, we deﬁne the subset SQ included in
M × [C]Z such that for each (P , f ) in SQ
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j m) > 1− .
For every such Q = {θ1, θ2, . . . , θm}, we now prove that SQ is open in M × [C]Z . We copy the
deﬁnition of the class A( f , Q ) for a stochastic colouring f in [C]Z from the proof of Theorem 6.1.
That is, we again put
A( f , Q ) :=
⋂
ω∈Ω,1i< jm
{
g ∈ [C]Z : g(ω|θi, θ j) = f (ω|θi, θ j)
}
.
From the claim in Theorem 6.1, it follows that A( f , Q ) is open in [C]Z for each f . Given an f in
[C]Z , the subset M( f ) := {P ∈ M: P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1  i < j m) > 1 − } is an open set in M
1408 Z. Xu / Journal of Combinatorial Theory, Series A 118 (2011) 1392–1409(as noted in the preliminaries before the proof). Therefore, SQ =⋃ f ∈[C]Z (M( f )× A( f , Q )) is open in
M × [C]Z .
The stochastic inﬁnitary Ramsey theorem (Theorem 1.2) asserts that these sets SQ cover the whole
of M × [C]Z . By compactness, some ﬁnite collection {SQ 1 , SQ 2 , . . . , SQt } also covers M × [C]Z . This
implies that every pair (P , f ) comprising a probability measure P and a stochastic colouring f on⋃t
i=1 Q i has
P ( fˆ θ1,θ2 = fˆ θi ,θ j ∀1 i < j m) > 1− 
on at least one of the Q i . Then we may take n for any bound of
⋃t
i=1 Q i such that ∀1 l t ∀θm ∈ Ql ,
θm < n. 
7. Further comments
We revisit the question of why it is not straightforward to prove the general result on a set C of
arbitrarily many ﬁnite colours by induction on the number of colours. Suppose that we have proved
the stochastic Ramsey theorem in the case of C = {c1, c2, . . . , cn}, and so have obtained a sequence
{Si}1in of subsets in Ω which satisﬁes that ⋃1in Si = Ω and that there exists a sequence of
bounded stopping times θ1 < θ2 < · · · such that P ( fˆ θl,θk = ci ∀1 l < k|Si) > 1 −  ∀1 i  n. If we
try to use the induction to prove the case of C = {c1, c2, . . . , cn, cn+1}, then we will need to combine
two colours in C to create a new virtual colour, e.g. c′n replacing cn and cn+1 in C , and hence reduce|C | back to n. Then, we can get a sequence {S ′i}1in of subsets in Ω and {θ ′i }i∈N as before. However,
when the virtual colour c′n is transferred back to the original colours cn and cn+1, we have no idea at
all about the probability distribution of fˆ θ ′i ,θ
′
j
(ω) for any i < j, conditional on the set S ′n . We say that
a stopping time σ is obtained by ‘mixing’ a sequence of stopping times {σi}i∈N , if σ is a stopping time
which satisﬁes σ(ω) ∈ {σ1(ω),σ2(ω), . . .} ∀ω ∈ Ω . Usually a stopping time obtained by mixing {θ ′i }
is not in the sequence {θ ′i }. Hence, we cannot conﬁne ourselves to {θ ′i }i∈N and reuse the arguments
in the case of |C | = 2 to separate cn and cn+1 from c′n . For the deterministic Ramsey theorem, no
concept of ‘mixing’ is involved. The only non-trivial relation we need to consider is ‘inclusion’. So, it
is natural to apply induction in the classical Ramsey theorem, while in the stochastic Ramsey theorem,
we need to construct a new inﬁnite sequence of bounded stopping times from scratch for the case of
|C | = n + 1. We have seen that similar techniques, as in the proof of the case |C | = 2, can be used to
prove the general case, i.e., the stochastic inﬁnitary Ramsey theorem (Theorem 1.2).
As indicated in Section 1, the stochastic Ramsey theorem is an extension of Ramsey’s theorem. So
it is natural to ask whether the stochastic versions of other theorems from Ramsey theory exist. In
addition, we may enquire about the stochastic version of Ramsey numbers. According to the strong
stochastic ﬁnitary Ramsey theorem (Theorem 1.4), a uniform bound n exists for all stochastic colour-
ings f and all probability measures deﬁned on (Ω,F∞), once C , (Ω,F∞), m and  > 0 are ﬁxed.
It may be diﬃcult to determine the lowest bound in a general case at the ﬁrst attempt, but we can
try a basic example ﬁrst. Assume C = {Red,Blue} and assume (Ω,F∞) as in the model of tossing a
coin inﬁnitely many times in Section 2, which implies that F is a binary tree. For m > 2 and  > 0,
we deﬁne R(m, ) to be the lowest bound n with respect to these C , (Ω,F∞), m and  . It would be
interesting to determine the number R(m, ).
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