In this paper, we posed a random iterative algorithm for generalized multivalued random variational like inclusions. We define the random relaxed Lipschitz and relaxed monotone mappings and prove the existence and convergence of solutions of the random iterative sequences generated by a random iterative algorithm.
Introduction
It is well know that the study of random equations involving random operators in view of their need in dealing with probabilistic models in applied sciences is very important. It has also been well documented that the introduction of the randomness leads to several questions including the measurability and probabilistic aspect of solutions [1] [2] [3] [4] .
The systematic study of random equations employing the techniques of functional analysis was first introduced by Prague school of probabilistic by Spacek [5] and Hans [6] . This has received considerable attention from numerous authors, e.g. Adomian [7] , Tsokos and Padgett [8] , Cho et al. [9] , and Chang and Huang [10] . The main question concerning random operator equations are essen-tially the same as those of deterministic operator equa-tions, that is question of existence, uniqueness, characteri-zation, contraction and approximation of solutions. The theory of randomness, however leads to several new questions like measurability of solutions, probabilistic and statistical aspects of random solutions, estimate for the difference between the mean value of the solutions of the random equations and deterministic solutions of the averaged equations.
The theory of variational inequality provides a natural and elegant framework for study of many seemingly unrelated free boundary value problems arising in various branches of engineering, mathematics and financial sciences. Variational inequalities have many deep results dealing with nonlinear partial differential equations which play important and fundamental role in general equilibrium theory, economics, managerial sciences and operation research, see [11, 12] .
Motivated and inspired by the recent research work going in these fields [13] [14] [15] [16] [17] , we consider the generalized multivalued random variational like inclusions and construct its random iterative algorithm. Then we prove the existence and convergence of random solutions of the problem and establish its equivalence with original problem. 
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Random Iterative Algorithm
In this section, we use the proximal point technique to suggest a random iterative algorithm for solving the problem (1). For this purpose, we assume that Proof. From the definition of
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