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Abstract 
The reliability function for a component which has strength  independently exposed two stresses ;𝑅1, also when 
exposed three stresses;  𝑅2  using Weibull distribution with unknown scale and known shape parameters ,and 
using Invers Lindley distribution  . Estimate the reliability 𝑅1 , 𝑅2  for Weibull distribution by four methods 
(MLE,MOM,LSE and WLSE) and also in the numerical simulation study a comparison between the four estimates 
by MES ,MAPE are introduced.   
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1. Introduction  
Acquire term stress especially in the contemporary human life the importanceahead of the second half of the 
twentieth century, we are all exposed in our daily lives to pressures or stresses constant psychological and 
variable On the other hand We do not have, enough  strength or  durability (Strength) to overcome these stresses 
or psychological stress, from this point has become a term stress - durability subject of study and research in the 
it  humanities and psychology and genetics by trying to researchers give an explanation of the nature of the 
relationship between stress and the ability to afford it(AL- Badran 2014).a component which has strength 
independently exposed to two stresses studied by   Hanagal  & Karaday et al  (Hanagal 1999), (Karaday et 
2011). 
The Weibull distribution is attributed to the Swedish physicist  Waloddi Weibull which is derived and used this 
distribution in (1939) to study the   properties  of the industrially produced number (Ghanim 2015) it's  also  
considered  as one  of  the  distributions  that   applied  in  many fields such as industrial engineering to represent  
replaced and manufacturing  time (Laazm 2011) 
The cdf of W(𝜃, 𝛼)is : 𝐹(𝑥) =1−𝑒−
𝑥𝜃
𝛼  𝑥 > 0; 𝜃, 𝛼 > 0 Where 𝜃, 𝛼 are shape and scal parameters respectively.Its 
PDF is:𝑓(𝑥) = 𝜃
𝛼
  𝑥𝜃−1 𝑒−
𝑥𝜃
𝛼 𝑥 > 0; 𝜃, 𝛼 > 0. 
The inverse Lindely is continuous distribution considering the fact that all inverse  distribution possess the 
upside-down bathtub shape for their hazard  rates, we ,in this article,proposed a inverted version of the Lindely 
distribution that can be effectively used to model the upside- down bathtub shape hazard  rates data. if random 
variable Y has a Lindely distribution LD(𝜏),then the random variable X=(1/Y) is said to be follow the inverse 













) 𝑒−  
𝜏
 𝑥    𝑥 >
0, 𝜏 > 0 (Sharma et al 2014). 
The main aim of this article is to discuss the derivation of the mathematical formula of reliability in case 
component  has  one  strength and  exposed  two independent stress 𝑹𝟏, for weibull, inverse Lindely distribution 
also when case component  has  one  strength its  exposed three independent stress 𝑹𝟐  for weibull, inverse 
Lindely distribution then estimation 𝑹𝟏 , 𝑹𝟐  for weibull distribution by using MLE,MOM,LSE and WLSE 
methods, and comparison among the results of the estimation methods by using mean square error (MSE) and 
mean absolute percentage error (MAPE), that will get from a simulation study. 
 
2.Two Stress- one Strength Component Reliability 
when a component exposed to two independent 𝑌𝑖 ,i=1,2 stresses then  the stress-strength reliabilit is 𝑅1 =
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 2.1 For weibull distribution        
Let  the  strength random  variable of the  componen represented by X  as a W(𝜃, 𝛼) , and the component 
subjected  to two stress random variables are represented by 𝑌𝑖 , i = 1,2 following weibull distribution with the 
parameters W(𝜃, 𝛼𝑖);𝑖 = 1,2.Probability density functions (pdf) and cumulative distribution functions cdf of  the 
random variables are given as: 
𝑓(𝑥) = 𝜃
𝛼
  𝑥𝜃−1 𝑒−
𝑥𝜃
𝛼    𝑥 > 0; 𝜃, 𝛼 > 0                                                                                                    (1)  




𝛼1   𝑦1 ≥ 0, 𝜃, 𝛼1 > 0                                                                                                   (2) 




𝛼2   𝑦2 ≥ 0, 𝜃, 𝛼2 > 0                                                                                                  (3) 
Hence , the model reliability of such a component, 𝑅1, is given by 










 Since the r. vs are non- identical independently distributed, then: 
 𝑅1 = ∫ 𝐹1𝑦1(𝑥)𝐹2𝑦2(𝑥)𝑓(𝑥)𝑑𝑥 
∞
𝑥=0
                                                                                                         (4)  
the stress- strength reliability𝑅1𝑤 of weibull can be obtained by substitution (1) , (2) and(3)  in (4), as: 
𝑅1𝑤 = ∫ (1 − 𝑒
−
𝑥𝜃







  𝑥𝜃−1 𝑒−  
𝑥𝜃
𝛼        

























By transformation:, we get the final Expression of 𝑅1as: 
𝑹𝟏𝑾 = 1 −   
𝛼1





                                                                                            (5) 
 
2.2 For Inverse Lindely distribution 
Let X the strength random variable of inverse Lindely  with parameter (𝜏), and 𝑌𝑖 , i = 1,2 the stress random 
variables following inverse Lindely  with the parameters (𝜏𝑖); 𝑖 = 1,2. the Probability density functions (pdf) and 









𝑥 ; 𝑥 > 0, 𝜏 > 0                                                                                                       (6) 








𝑦1  , 𝑦1 > 0, 𝜏1 > 0                                                                                       (7) 








𝑦2  , 𝑦2 > 0, 𝜏2 > 0                                                                                        (8) 
the stress- strength reliability 𝑅1𝐼𝐿𝐷 of Invers Lindley can be obtained by substitution (6) , (7) and(8)  in (4), as: 










































































































































































then by transformation, we get the reliability 𝑅1𝐼𝐿𝐷  as: 







































3.Three Stress- one Strength Component Reliability 
when a component exposed to three independent 𝑌𝑖 , i = 1,2,3 stresses we get the stress-strength  reliability as  
𝑅2 = ∫ 𝐹1𝑦1(𝑥) 𝐹2𝑦2(𝑥) 𝐹3𝑦3(𝑥)𝑓(𝑥)𝑑𝑥  
∞
𝑥=0
                                                                     (9) 
in  section we will find Theoretical Expression of 𝑅2 for  weibull and inverse Lindely distribution.  
 3.1 For weibull distribution 
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When the component have strength X of weibull distribution its exposed to three independent stress 𝑌𝑖 , i = 1,2,3 
following weibull distribution with the parameters (𝜃, 𝛼𝑖); 𝑖 = 1,2 ,3 then Probability density functions (pdf) and 




𝛼3     𝑦3 ≥ 0, 𝜃, 𝛼3 > 0                                                                                        (10) 
the stress- strength reliability𝑅2𝑤 of weibull can be obtained by substitution (1) , (2) ,( 3)and(10)  in (9), as: 
𝑅2𝑤 = ∫ (1 − 𝑒
−
𝑥𝜃
𝛼1) (1 − 𝑒−
𝑥𝜃







  𝑥𝜃−1 𝑒− 
𝑥𝜃



























































           
Finally the 𝑅2𝑊can be expressed as: 















    
(11)  
                                                                                                               
 3.2 For Inverse Lindely distribution 
when the component have strength X of inverse Lindely  distribution its exposed to three independent stress 𝑌𝑖 , i 
= 1,2,3 following inverse Lindely distribution  with the parameters (𝜃, 𝛼𝑖); 𝑖 = 1,2 ,3 then Probability density 
functions (pdf) and cumulative distribution functions cdf of the random variables are given in(6),(7),(8) and 







𝑥      ;  𝑥 > 0, 𝜏3 > 0                                            (12) 
the stress- strength reliability𝑅2𝐼𝐿𝐷 of Invers Lindley can be obtained by substitution(6), (7),( 8)and(12)  in (9), 
as: 






























) 𝑒−   
  𝜏

























































































































































































































































Finally the 𝑅2𝐼𝐿𝐷can be expressed as: 
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𝝉𝟏𝝉
𝟐 
 (𝟏+𝝉𝟏)(𝟏+𝝉)  
    [  
┌𝟑
(𝝉𝟏+𝝉𝟐+𝝉𝟑+𝝉)
𝟑   +     
┌𝟐
(𝝉𝟏+𝝉𝟐+𝝉𝟑+𝝉)
𝟐] +   
𝝉𝟐𝝉
𝟐 
(𝟏+𝝉𝟐)(𝟏+𝝉)   














𝟑 +  
┌𝟐
( 𝝉𝟏+𝝉𝟐+𝝉𝟑+𝝉)

































4.Different method of estimation for weibull distribution 
The unknown scale parameters of 𝑅1𝑊and𝑅2𝑊 for WD have been estimated by four methods of estimation; ML, 
MOM ,LS and WLS. 
 
4.1 Maximum likelihood function (MLE) 
 The  term  maximum  likelihood  refers to a  method  of   estimating parameters of  a population  from   a 
random sample. It is  applied  when  we know  the general form of distribution of the   population but when  one    
or more parameters   of this distribution  are unknown. The method  consists in choosing      an estimator of    
unknown   parameter whose values  maximize the probability of obtaining the observed sample(Alwan 
2015).let    𝑥1, 𝑥2 … , 𝑥𝑛 strength random sample of size n from W( 𝜃, 𝛼) where 𝛼  is unknown parameter and 
where  𝜃 is known then  the likelihood function using equation (1) as:- 











𝑖=1   











                                                                                                                              (13)  








In the same way, let 𝑌1 , 𝑌2 , 𝑌3  stress random variable have  𝑊(𝜃, 𝛼1), 𝑊(𝜃, 𝛼2)𝑊(𝜃, 𝛼3),  with sample 



















?̂?2(𝑀𝐿)?̂?(𝑀𝐿) the MLestimator of 𝑅1𝑊  say ?̂?1𝑊(𝑀𝐿)   is obtained by substitute  ?̂?(𝑀𝐿), ?̂?1(𝑀𝐿) in and ?̂?2(𝑀𝐿) 
equation(5)   (by the invariant property of this method) as: 
?̂?𝟏𝑾(𝑴𝑳) = 𝟏 −   
?̂?𝟏(𝑴𝑳)


































4.2 Moment method (MOM) 
The method of moments is used for estimating the parameter distribution from a sample. The method is further 
developed and studied by Chuprov (1874–1926), Thiele, Thorvald Nicolai, Fisher, Ronald Aylmer, and Pearson, 
Karl, among others (Alwan 2015) since the strength X is weibull random  variables  with (𝜃, 𝛼)and the stresses 
𝑦1, 𝑦2, 𝑦3 are weibull variables with (𝜃, 𝛼1), (𝜃, 𝛼2) , (𝜃, 𝛼3)  respectively then their population means are given 
by : 
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according to the method of moment ,equating the samples means with the corresponding populations mean ,then 
the moments  estimator of 𝛼, 𝛼1, 𝛼2, 𝛼3 denoted by ?̂?(𝑀𝑂𝑀), ?̂?1(𝑀𝑂𝑀), ?̂?2(𝑀𝑂𝑀), ?̂?3(𝑀𝑂𝑀) respectively, are: 








































the MOM of 𝑅1𝑊 say ?̂?1𝑊(𝑀𝑂𝑀) is given by replacing the MOM parameters estimators instead of the  parameters 
in equation(5) as: 
?̂?𝟏𝑾(𝑴𝑶𝑴) = 𝟏 −   
?̂?𝟏(𝑴𝑶𝑴)









the MOM of 𝑅2𝑊 say?̂?2𝑊(𝑀𝑂𝑀)  is given by replacing the MOM parameters estimators instead of the  parameters 
in equation(11) as: 


























4.3Least Square Method (LS)  
The least square method estimator is very popular for model fitting, especially in linear and non-linear 
regression. (Hassan &Basheikh 2012)The least square method estimator scan be produce by minimizing the sum 
of square error between the value and its expected value, (Ali 2013) The least square of the location and scale 
parameters of  Weibull  distribution suggested bySwain et al. (1988)are found by minimizing the following 
equation: (Kantar& Senoglu 2008) 
𝑆 = ∑ [𝐹(𝑋(𝑖)) − 𝐸(𝐹(𝑋(𝑖)))]
2𝑛
𝑖=1                                                                                                          (14) 
Where𝐸(𝐹(𝑋(𝑖))) equal to𝑃𝑖the plotting position,where 𝑃𝑖 =
𝑖
𝑛+1
and𝑖 = 1,2, … , 𝑛                             (15) 
We can use the least square method for the parameters of the WD by minimizing equation (15) with respect to 
the unknown parameter 𝛼 of strength random sample 𝑋 ∼ 𝑊(𝜃, 𝛼) with sample size n. 
By taking natural logarithm to (1 − 𝑃𝑖) = 𝑒
− 𝛼 𝑥𝜃  
, we get: 
Where𝑃𝑖plotting position (15), then equating to zero, we obtain:- 
ln(1 − 𝑃𝑖) + 
𝑥𝜃
𝛼
= 0                                                                                                                              (16) 
Substitution (16) in (14), we get: 






𝑖=1                                                                                                                  (17) 
Deriving (17) with respect to the unknown shape parameter 𝛼 and equating the result to zero, we will get: 
𝜕𝑆
𝜕𝛼







𝑖=1   







𝑖=1 = 0                                                                                                         (18) 
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In the same way, we will estimate the unknown parameter 𝛼1, 𝛼2, 𝛼3 for the stresses random variables   𝑌1, 𝑌2, 𝑌3 
































    , 𝑗1 = 1,2, … , 𝑛1                                                                                                    (19)     𝑃𝑗2 =
𝑗2
𝑛2+1




 , 𝑗3 = 1,2, … , 𝑛3                                                                                                           (21)                
and the approximated  LS of 𝑅1𝑊 say ?̂?1𝑊(𝐿𝑆) is given by replacing the LS parameters  estimators instead of the  
parameters in equation(5) as: 
?̂?𝟏𝑾(𝑳𝑺) = 𝟏 −   
?̂?𝟏(𝑳𝑺)








the LS of 𝑅2𝑊 say  ?̂?2𝑊(𝐿𝑆) is given by replacing the Ls parameters estimators instead of the  parameters in 
equation(11) as: 



























 4.4Weighted Least Square Method (WLS)   
The weighted least squares estimators can be obtained by minimizing the following equation. (Karam& Jani 
2015) 
∑ 𝑤𝑖 [𝐹(𝑥(𝑖)) − 𝐸 (𝐹(𝑥(𝑖)))]
2
𝑛







, 𝑖 = 1,2, … , 𝑛                                                                                        (23)  
with respect to the unknown parameter 𝛼 of strength random variable𝑋 ∼ 𝑊(𝜃, 𝛼) with sample size n. 
By substitution (16) in (22), we get: 







𝑖=1 = 0                                                                                                         (24) 
By taking the partial derivative to the equation (24) with respect to 𝛼, and simplify the result we obtain: 
∑ 2𝑤𝑖
𝑛








= 0  
∑  𝑤𝑖𝑥(𝑖)







𝑖=1 = 0                                                                                    (25) 
Then, by solving the equation (25), we get: 
?̂?(𝐿𝑆) =
− ∑  𝑤𝑖 𝑥(𝑖)
2𝜃𝑛
𝑖=1




Where 𝑃𝑖  as in (15) and 𝑤𝑖  as in (23) 
In the same way, we will estimate the unknown parameter, 𝛼1, 𝛼2, 𝛼3 for the stresses random variables   𝑌1, 𝑌2, 𝑌3 
of WD with sample size 𝑛1, 𝑛2, 𝑛3, we will obtain: 
?̂?1(WLS) =
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, 𝑗3 = 1,2, … , 𝑛3  
and the approximated  WLS of 𝑅1𝑊 say ?̂?1𝑊(𝑊𝐿𝑆) is given by replacing the WLS parameters  estimators instead 
of the  parameters in equation(5) as: 
?̂?𝟏𝑾(𝑾𝑳𝑺) = 𝟏 −   
?̂?𝟏(𝑾𝑳𝑺)








the WLS of 𝑅2𝑊 say  ?̂?2𝑊(𝑊𝐿𝑆) is given by replacing the WLS parameters estimators instead of the  parameters 
in equation(11) as: 




























In this section ,Monte Carlo simulation is performed to compare the performances of the ML, MOM ,LS and 
WLS estimators   for 𝑅1 and 𝑅2 (based on 10000 replication). 
It made by assuming three cases of 𝑅1 , say[(2.2, 1.9, 1.5), (1.4, 1.2, 0.9), (1.7, 2.3, 1.5)] , three cases of 𝑅2, say[(2.2, 
1.2,1.3,0.5), (2.3, 1.4,1.7, 0.6), (2.2,1.3,1.4, 0.4)] 
for  different  sample  sizes.   
in tables (3) ,(4), (5) ,(6) (7) and (8) below we have observed that:-  
1- From the tables (3) ,(4)and (5) below, for 𝑅1 = 0.4071, 0.4158 ,0.3044 we get: 
 the MSE value decreasing by increasing sample size for MLE, MOM, LS, and WLS estimators. 
Thebest MSE value is LS estimator, followed by WLS, MOM and MLE. 
 the MAPE value decreasing by increasing sample size for MLE, MOM, LS, and WLS estimators. The 
best MAPE value is LS estimator, followed by WLS, MOM and MLE. 
2-From the tables (6) ,(7)and (8) below, for 𝑅2 = 0.6853 , 0.6682, 0.6510 we get: 
 the MSE value decreasing by increasing sample size for MLE, MOM, LS, and WLS estimators.Thebest 
MSE value is WLS estimator, followed by MOM, MLE and LS. 
 the MAPE value decreasing by increasing sample size for MLE, MOM, LS, and WLS estimators. The 




The performance LS was the best, followed by WLS, MOM and MLE for all sample sizes, as in the table below. 
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All sample size  4  3 1 2 
LS 
 
The performance WLS was the best, followed by MOM, MLE and LS for all sample sizes, as in the table below. 
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Table (3): Results of Mean, MSE and MAPE values for WD 𝑅1 = 0.4071 for (𝜃, 𝛼, 𝛼1, 𝛼2) = (2.2, 1.9, 1.5, 1.6), 
(2.2, 1.9, 1.5, 2.5). 
𝛉 = 𝟏. 𝟔  
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Table (4): Results of Mean, MSE and MAPE values for WD 𝑅1 =0.4158 for (𝜃, 𝛼, 𝛼1, 𝛼2) = (1.4, 1.2, 0.9, 
1.6), (1.4, 1.2, 0.9, 2.5). 
𝛉 = 𝟏. 𝟔  










0.0073 0.0058 0.0275 0.0285 









0.0093 0.0080 0.0171 0.0180 









0.0056 0.0036 0.0104 0.0109 










0.0073 0.0050 0.0133 0.0092 









0.0078 0.0061 0.0068 0.0072 









0.0068 0.0055 0.0056 0.0059 
0.1846 0.1690 0.1471 0.1509 










0.0172 0.0193 0.0561 0.0614 









0.0289 0.0296 0.0389 0.0454 









0.0145 0.0170 0.0285 0.0331 










0.0144 0.0165 0.0210 0.0215 









0.0238 0.0245 0.0205 0.0242 








(100,100,50) 0.0226 0.0229 0.0190 0.0222 
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Table (5): Results of Mean, MSE and MAPE values for WD 𝑅1 = 0.3044 for (𝜃, 𝛼, 𝛼1, 𝛼2) = (1.7, 2.3, 1.5, 
1.6), (1.7, 2.3, 1.5, 2.5). 
𝛉 = 𝟏. 𝟔  










0.0030 0.0033 0.0213 0.0222 








,20,10)20) 0.0022 0.0018 0.0125 0.0131 








(35,35,35) 0.0004 0.0002 0.0053 0.0016 










0.0015 0.0009 0.0069 0.0106 








(75,75,35) 0.0012 0.0006 0.0040 0.0043 








(100,100,50) 0.0009 0.0004 0.0031 0.0034 
0.0792 0.0573 0.1484 0.1532 










0.0077 0.0067 0.0392 0.0441 








,20,10)20) 0.0033 0.0032 0.0248 0.0295 








(35,35,35) 0.0050 0.0037 0.0155 0.0196 










0.0026 0.0021 0.0148 0.0203 








(75,75,35) 0.0018 0.0014 0.0096 0.0122 









0.0017 0.0012 0.0082 0.0102 















Mathematical Theory and Modeling                                                                                                                                                  www.iiste.org 
ISSN 2224-5804 (Paper)    ISSN 2225-0522 (Online) 




Table (6): Results of Mean, MSE and MAPE values for WD 𝑅2 = 0.6853 for (𝜃, 𝛼, 𝛼1, 𝛼2, 𝛼3) = (2.2, 
1.2,1.3,0.5,1.6 ), (2.2, 1.2,1.3,0.5,2.5 ). 
𝛉 = 𝟏. 𝟔  










0.0034 0.0038 0.0040 0.0088 








,20,20,20)20) 0.0080 0.0081 0.0039 0.0065 










0.0062 0.0067 0.0042 0.0001 










0.0101 0.0109 0.0039 0.0083 








(75,50,50,50) 0.0144 0.0149 0.0038 0.0013 








(100,75,75,75)   0.0166 0.0167 0.0039 0.0065 
  0.1878 0.1883 0.0914 0.1176 










0.0053 0.0054 0.0232 0.0248 








,20,20,20)20) 0.0024 0.0025 0.0231 0.0247 










0.0063 0.0070 0.0239 0.0408 










0.0022 0.0026 0.0241 0.0223 








(75,50,50,50) 0.0005 0.0006 0.0231 0.0246 









0.0006 0.0009 0.0231 0.0247 
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Table (7): Results of Mean, MSE and MAPE values for WD 𝑅2 =0.6682 for (𝜃, 𝛼, 𝛼1, 𝛼2, 𝛼3) = (2.3, 
1.4,1.7, 0.6, 1.6), (2.3, 1.4,1.7, 0.6, 2.5). 
𝛉 = 𝟏. 𝟔  










0.0017 0.0022 0.0028 0.0061 








,20,20,20)20) 0.0048 0.0054 0.0028 0.0032 










0.0040 0.0041 0.0019 0.0039 










0.0070 0.0076 0.0020 0.0001 








(75,50,50,50) 0.0109 0.0110 0.0019 0.0039 








(100,75,75,75) 0.0089 0.0090 0.0005 0.0022 
0.1447 0.1454 0.0444 0.0717 










0.0122 0.0107 0.0081 0.0105 








,20,20,20)20) 0.0065 0.0058 0.0077 0.0062 










0.0164 0.0142 0.0077 0.0001 










0.0016 0.0023 0.0100 0.0031 








(75,50,50,50) 0.0033 0.0025 0.0083 0.0007 









0.0005 0.0006 0.0192 0.0208 
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Table (8): Results of Mean, MSE and MAPE values for WD  𝑅2 =  0.6510 for ( 𝜃, 𝛼, 𝛼1, 𝛼2, 𝛼3)  = 
(2.2,1.3,1.4, 0.4, 1.6), (2.2,1.3,1.4, 0.4, 2.5).  
𝛉 = 𝟏. 𝟔  










0.0005 0.0007 0.0008 0.0150 








,20,20,20)20) 0.0027 0.0031 0.0009 0.0012 










0.0019 0.0022 0.0007 0.0046 










0.0043 0.0049 0.0008 0.0158 








(75,50,50,50) 0.0073 0.0077 0.0007 0.0016 








(100,75,75,75) 0.0089 0.0090 0.0008 0.0022 
0.1447 0.1454 0.0443 0.0717 










0.0117 0.0115 0.0154 0.0065 








,20,20,20)20) 0.0062 0.0069 0.0148 0.0021 










0.0125 0.0139 0.0149 0.0017 










0.0064 0.0074 0.0143 0.0067 








(75,50,50,50) 0.0033 0.0036 0.0140 0.0204 









0.0018 0.0019 0.0141 0.0153 
0.0655 0.0675 0.1820 0.1900 
 
 
 
