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Résumé et mots clés
Cet article propose une démarche d’intégration de connaissances pour l’amélioration d’un système de 
reconnaissance de défauts par vision sur des planches de bois. 
Nous situons le problème de vision qui est à la base de cette étude, puis nous explicitons les connaissances
métier nécessaires, aussi bien dans le domaine du métier du bois que dans le domaine de la vision. 
Nous utilisons pour cela un modèle symbolique basé sur la méthode NIAM/ORM, formalisant ces 
connaissances  métier à partir de leur expression en langage naturel.
Puis nous présentons la façon dont nous exploitons ces connaissances métier pour générer les nœuds d’une
structure en arborescence pour l’identification des défauts des planches de bois. Chacun des noeuds consiste
en un moteur d’inférence à base de règles linguistiques floues. Les résultats obtenus prouvent l’intérêt de
cette démarche.
Identification de défauts, logique floue, règles linguistiques floues, méthode N.I.A.M., O.R.M., modélisation de
connaissances métiers.
Abstract and key words
This article proposes a principle of knowledge’s integration for the improvement of a system of defects recognition by
vision on wooden boards.
We locate the problem of vision which is at the base of this study, then we clarify the expert knowledge, as well in the
field of the wood profession as in the field of vision. We use for that a symbolic model based on the NIAM/ORM method,
formalizing the expert knowledge expressed in natural language.
Then we present the way we exploit these expert knowledge to generate nodes of an arborescent structure for the
defects identification of wooden boards. Each node represents an engine of inference based on fuzzy linguistic rules.
The results obtained prove the interest of this principle.
Defect identification, fuzzy logic, fuzzy linguistic rules, N.I.A.M. method, O.R.M., modelling of expert knowledge.
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1. Introduction
L’accroissement du niveau d’Information dont on peut disposer
sur un système est essentiel pour l’amélioration de la maîtrise de
ce système et des processus qui y sont intégrés (automatisation,
maintenance, relations avec l’environnement, ...). Deux sources
principales permettent l’accès à cette Information : d’une part, à
partir de connaissances d’experts humains (experts en procédés,
en produits, en normes, ...) qui donnent une information plutôt
qualitative sur ce qu’est le système étudié, et, d’autre part, par
acquisition de données directement sur le système, donnant plu-
tôt une information quantitative sous la forme de mesures. Le
rapprochement de ces sources d’informations aussi différentes
que complémentaires doit alors contribuer à une modélisation
de l’information plus complète et plus cohérente permettant une
intégration plus forte des processus composant le système. En
ce sens, l’étude proposée cherche à définir une méthodologie de
modélisation et d’intégration permettant, d’une part, de trans-
former la Connaissance en Information, d’autre part, d’extraire
l’Information à partir de Données Numériques prélevées sur le
système et, enfin, d’intégrer ces Informations d’origines diffé-
rentes en un seul référentiel d’Information Système. Cette
méthodologie est appliquée au domaine de la reconnaissance de
formes et, en particulier, à celui de l’identification de défauts sur
des planches en bois par système de vision industriel.
1.1. Système de vision
Les travaux présentés se situent dans le cadre d’une collabora-
tion université – entreprise entre le CRAN et la société luxem-
bourgeoise Luxscan Technologies et concernent l’élaboration
d’un système d’identification par vision de défauts sur des
planches de bois. C’est sur la ligne de production que s’effec-
tue, en temps réel, l’analyse des planches dont la vitesse de
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déplacement peut atteindre 5 à 7 mètres par seconde en consi-
dérant un maximum de 200 défauts par mètre. La figure 1 résu-
me le principe du système de vision. 
L’acquisition de l’image de la planche de bois s’effectue par des
capteurs linéaires qui peuvent être utilisés individuellement ou
combinés. Ils sont principalement de deux types :
- couleur fournissant les canaux rouge, vert et bleu,
- lasers qui renvoient une mesure tridimensionnelle de la surfa-
ce du bois, une mesure de densité et d’orientation des fibres du
bois, et deux mesures de luminosité en rouge et infrarouge.
Les signaux, délivrés par ces capteurs, sont échantillonnés au
rythme de 2000 lignes par seconde et quantifiés sur 1024
niveaux. Les images ainsi obtenues sont ensuite pré-traitées et
« labellisées » pour fournir une information ne comportant plus
que six classes de pixels. Ces classes définissent la classe de
pixels «noir», «brun clair» (correspondant au bois sain), «brun
foncé », «orange», «bleu», et  « fentes ».
Cette étape de classification est réalisée soit par un classifica-
teur bayésien, soit par un classificateur à seuil dont les para-
mètres sont réglés empiriquement. La segmentation, réalisée à
partir de l’image labellisée, consiste en l’agrégation de pixels
connexes n’appartenant pas à la classe de pixels «brun clair»
définissant le bois sain. Elle permet donc d’extraire les régions
dites « défectueuses » des régions dites « saines ».  
La détection ou la non détection d’un défaut incombe entièrement
à l’étape de segmentation. Un ensemble de paramètres (surface
d’un défaut, orientation, couleur, ...) est calculé sur ces régions «
défectueuses » pour fournir un vecteur caractéristique, utilisé par
l’étape d’identification. Cette dernière a pour objectif de donner
un nom au défaut : « nœud noir », « nœud sain », «nœud cerné»,
« poche de résine », « bleuissement », «fentes» ...
À partir du moment où une région est extraite, on la considère
alors comme un défaut. L’objectif de la partie haut niveau est
donc d’identifier le défaut et non de détecter la présence ou non
d’un défaut. La classe de rejet de notre étape d’identification est
Figure 1. système de vision
alors « Défaut inconnu ». Il est à noter que l’étape d’identifica-
tion qui ne prend en compte qu’un défaut à la fois n’est pas l’ul-
time étape du système. En effet, l’étape de post-traitement utili-
se l’information de chaque défaut, issue de l’étape d’identifica-
tion pour évaluer l’environnement du défaut considéré (défauts
voisins, défauts sur les autres faces, ...). Cette étape de post-trai-
tement intègre des connaissances de plus haut niveau sur la mise
en correspondance des défauts entre les différentes faces de la
planche. Par exemple, au vu de l’épaisseur de la planche, tel
type de défaut sur une face doit être de tel type sur l’autre, ou
sur la possibilité de trouver tel défaut à côté de tel autre défaut...
Enfin, ces informations cherchant à représenter un modèle
«volumique» des défauts sont transmises au module de tri ou
d’optimisation de coupe qui sert à piloter respectivement des
classeurs à bois ou des scies en fonction de la ligne dans laquel-
le s’insère le système de vision. Les travaux que nous présen-
tons ne concernent que le module d’« Identification» de la par-
tie haut niveau présenté dans la [figure 1]. 
1.2. Méthodologie proposée
Dans le domaine de la reconnaissance de défauts sur des
planches de bois, la tendance générale réside en l’utilisation
d’un système de vision par caméra pour l’acquisition de l’ima-
ge et d’un classificateur basé sur des réseaux de neurones super-
visés ou non supervisés [Kauppinen] [Lampinen] [Pham]. Bien
que les résultats cités dans les articles semblent satisfaire les
auteurs, nous avons choisi de ne pas utiliser de méthode à base
de réseaux de neurones pour notre application. En effet, des
réseaux de neurones agissent comme une boîte noire dont il est
difficile de connaître précisément l’organisation et le fonction-
nement. De plus, avec ce type de méthode, nous ne pouvons pas
vérifier si la structure des couches du réseau de neurones, créée
lors de l’apprentissage, est en adéquation avec le modèle des
connaissances expertes. De plus, ces méthodes neuronales
nécessitent des lots d’apprentissage conséquents, ce dont nous
ne disposons pas. Dans notre cas, nous désirons connaître le
fonctionnement du système afin de pouvoir y intégrer l’infor-
mation issue des connaissances expertes, et en extraire de l’in-
formation pour compléter nos modèles issus des connaissances
expertes. C’est donc en partie pour cela que nous avons choisi
de ne pas retenir les réseaux de neurones et de nous orienter vers
des méthodes plus aisément paramétrables et interprétables
comme les systèmes à base de règles.
À ce niveau, l’utilisation d’une méthode mettant en œuvre les
outils de la théorie des ensembles flous et plus particulièrement de
la logique floue [Bouchon-Meunier], se justifie par trois raisons. 
Premièrement, les défauts à détecter sont intrinsèquement flous,
il n’existe pas toujours une frontière stricte entre un défaut et le
bois sain, cette transition étant graduelle. La phase de segmen-
tation qui ne prend pas en compte cette gradualité, fournit des
« régions défectueuses» précises. Il en résulte que les caracté-
ristiques calculées sont précises mais incertaines (si on traite
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deux fois le même défaut, on n’est pas sûr d’obtenir deux fois
le même vecteur caractéristique). L’utilisation de la logique
floue vise à rendre le système d’identification moins sensible à
ces incertitudes.
Deuxièmement, les classes de défauts en sortie ne sont pas
toutes disjointes. En effet, la limite entre un « petit nœud noir»
et un « grand nœud noir» n’est pas forcément stricte.
Troisièmement, les termes linguistiques utilisés par les experts
pour définir les défauts (petit nœud, grand nœud, à peu près cir-
culaire) sont souvent vagues et imprécis. Nous représentons ces
termes sous la forme de termes flous caractérisés par leur fonc-
tion d’appartenance. 
Dans le domaine des systèmes qui utilisent une expertise humai-
ne et une expertise vision, la tendance est de construire un sys-
tème de règles heuristiques [Foo] [Wang] [Wen] décrivant le
fonctionnement du système décisionnel. Cependant, bien que
les jeux de règles créés semblent fonctionner, aucune précision
n’est donnée quant à leur validation par rapport aux connais-
sances émises par les experts du domaine concerné. Ce sont
donc a priori des processus informels qui permettent cette vali-
dation.
Afin de pallier ce problème, nous proposons dans notre métho-
dologie une approche de validation formelle basée sur l’utilisa-
tion de la méthode NIAM [Habrias]. Celle-ci permet, en effet,
de transcrire le modèle, traduisant l’information issue de la
connaissance de l’expert, en langage naturel compréhensible
par l’expert, qui peut ainsi, à travers cette transcription
[Attiogbé], valider lui-même le modèle créé.
Pour nos travaux, deux orientations ont donc été retenues pour
rapprocher les informations exploitables en identification de
défauts sur des planches de bois par vision : celles provenant du
système de vision et celles provenant de l’expert « métier du
bois».
D’une part, nous disposons de données numériques sous la
forme d’un vecteur qui caractérise le défaut à identifier au travers
d’une relation que nous appelons dans la suite de l’article «
modèle numérique ». Nous avons choisi d’implémenter ce
modèle numérique à l’aide d’un système de règles linguistiques
floues [Dubois 3] afin de faciliter l’interprétation du mécanisme
d’identification et de pouvoir en extraire l’information portée par
le vecteur caractéristique et la formaliser. Pour obtenir le modè-
le numérique, nous utilisons la méthode proposée par [Nozaki]
[Ishibuchi 1] que nous présentons dans le paragraphe 3.2.
D’autre part, nous avons la connaissance des défauts à identifier
qui est exprimée en langage naturel en des termes métier. Nous
avons entrepris une modélisation symbolique des informations
portées par la connaissance métier en utilisant la méthode
NIAM. Dans la suite de l’article, nous appelons « modèle sym-
bolique » cette modélisation de l’information issue de l’expert
«métier du bois».
L’objectif de la méthodologie proposée, illustrée par la [figu-
re2], est alors de faire collaborer les trois modèles. 
La première idée est d’obtenir un modèle numérique interpré-
table afin de pouvoir éventuellement le compléter grâce au
modèle symbolique par des informations non présentes dans les
données et ainsi pouvoir, par exemple, modéliser des défauts
dont il n’existe pas d’échantillons. 
La deuxième idée est de valider le modèle numérique, en com-
parant les règles générées par l’apprentissage aux connaissances
formalisées dans le modèle symbolique. Une différence peut
signifier que le lot d’apprentissage n’est pas cohérent avec les
défauts que l’on veut reconnaître.
Néanmoins, la mise en correspondance du modèle symbolique
et du modèle numérique ne peut se faire directement car, d’un
côté, nous avons des termes du métier du bois et, de l’autre,
nous avons des termes issus du domaine du traitement de l’ima-
ge. Il faut donc un modèle intermédiaire chargé de la « traduc-
tion » entre le domaine du bois et le domaine du traitement de
l’image [Mazaud]. 
Dans la suite du document, nous utilisons un seul et même langa-
ge de formalisation, NIAM, pour présenter le modèle symbolique
des défauts exprimés initialement par l’expert métier en langage
naturel, ainsi que le modèle symbolique intermédiaire décrivant
les défauts d’un point de vue «procédé de vision», et enfin, le
modèle numérique qui  représente l’identification des défauts. 
2. Les modèles 
symboliques
Le modèle symbolique concerne la formalisation des connais-
sances expertes dans le domaine du bois ainsi que dans le
domaine du procédé d’identification de défauts (système de
vision). La méthode d’analyse retenue pour élaborer ce modèle
est la méthode NIAM (Nijssen Information Analysis Method)
[Habrias]. Nous utilisons un de ses formalismes dérivés, ORM
(Object Role Modeling) [Halpin 1] [Halpin 2], pour représenter
les résultats de cette analyse. De manière générale, la méthode
NIAM distingue le système objet représenté par des LOT
(Lexical Object Type), partie de la réalité observable pour
laquelle on veut collecter de l’information, et le système d’abs-
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traction représenté par des NOLOT (NO Lexical Object Type),
modèle symbolique du système objet, constitué de classes d’ob-
jets, de classes de règles. Un LOT est représenté en formalisme
NIAM/ORM par un cercle en trait pointillé alors qu’un NOLOT
est représenté par un cercle en trait continu. Une notation parti-
culière dite LOT/NOLOT montrant une superposition d’un
cercle en trait continu et d’un cercle en trait pointillé correspond
à l’association biunivoque d’un LOT identifiant (dont la dési-
gnation apparaît entre parenthèses) à un NOLOT.
La méthode d’analyse présente un intérêt significatif car elle
repose directement sur une expression de faits en langage natu-
rel. Le modèle d’informations résultant peut aussi être soumis à
validation par l’expert sous une forme compréhensible, c’est-à-
dire en Langage Naturel Binaire (LNB), transcription du modè-
le d’information appelée aussi « paraphrasage » [Attiogbé]. Il
est possible de compléter progressivement le modèle en posant
à l’expert des questions précises induites par la méthode (par
exemple : un défaut possède t-il une ou plusieurs couleurs) et
pouvant ainsi introduire dans le modèle les notions de
contraintes  d’état ou de transition. Le formalisme NIAM/ORM
permet de transcrire directement les phrases élémentaires tirées
de l’analyse. Ce formalisme admet aussi des correspondances
avec d’autres formalismes tels que les formalismes ensem-
blistes, entité-relation et U.M.L. (cf. annexe 1). Ce qui importe
le plus ici est surtout la méthode permettant de créer le modèle
plutôt que le formalisme utilisé pour le décrire. De plus, un
modèle NIAM/ORM ainsi obtenu a la capacité d’être dérivé
vers des applications informatiques (génération de structures de
bases de données, prototypage d’interfaces, ...), et donne la pos-
sibilité de générer une base d’informations exploitable à desti-
nation des utilisateurs en conformité avec l’expression initiale
en langage naturel des connaissances formalisées.
2.1. Le modèle symbolique de l’expert métier du bois
Afin de créer ce modèle, on demande à l’expert du domaine du
bois de rédiger une liste, la plus complète possible, en langage
naturel, des différents défauts que l’on rencontre sur le type



















d’essence manipulée. Il intègre à cette liste des connaissances
sur l’environnement et le contexte des défauts (par exemple, un
défaut se trouve en général à proximité d’un autre). Cette
expression est suffisante pour reconnaître, à l’œil nu, n’importe
quel défaut énoncé sur un échantillon de bois.
Voici un exemple qui permettra d’illustrer ces propos. L’expert
bois décrit un défaut de la manière suivante :
«La mœlle est un défaut de forme allongée, généralement au
centre de la planche. Elle suit la fibre du bois et est de couleur
brune ».
D’après la méthode NIAM, on décompose ces phrases brutes en
phrases élémentaires non ambiguës. Une phrase élémentaire a
une structure simple de type <sujet>, <verbe>, <complément>.
L’ensemble des phrases élémentaires issues de la décomposition
d’une phrase en langage naturel doit porter la même significa-
tion que la phrase initiale. Dans notre exemple, nous obtenons
les phrases élémentaires qui suivent.
Le défaut désigné par le type {mœlle} a une forme désignée par
une valeur de forme {allongée}. Le défaut désigné par le type
{mœlle} a une position désignée par une valeur de position
{centre de planche}. Le défaut désigné par le type {mœlle} a une
orientation désignée par une valeur d’orientation {sens de fibre
du bois}. Le défaut désigné par le type {mœlle} a une couleur
désignée par une valeur de couleur {brune}.
La [figure 3] représente alors une formalisation partielle en
NIAM/ORM de cet énoncé en phrases élémentaires. 
Nous faisons de même pour un autre défaut dont la description
par l’expert est la suivante :
«Un nœud noir est un défaut de forme plutôt ronde, qui peut
être aussi ovale, généralement éloigné des bords de la planche.
Sa couleur est noire par rapport à la couleur du bois naturel,
mais peut ne pas être entièrement noire ».
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En appliquant le même principe de décomposition en phrases
élémentaires, nous obtenons alors :
Le défaut désigné par le type {nœud noir} a une forme désignée
par une valeur de forme {ronde, ovale}. Le défaut désigné par
le type {nœud noir} a une position désignée par une valeur de
position {éloignée des bords de la planche}. Le défaut désigné
par le type {nœud noir} a une couleur désignée par une valeur
de couleur {noire}.
La [figure 4] représente une formalisation partielle en
NIAM/ORM de cet énoncé en phrases élémentaires. 
Nous pouvons y remarquer que des invariants émergent de ces
deux cas particuliers de défauts. Nous avons le nom du type de
défaut, sa forme, sa couleur, sa position et son orientation. Bien
que l’orientation ne soit pas commune à la définition des deux
défauts, nous allons tout de même l’inclure au modèle géné-
rique en précisant qu’un défaut n’est pas obligatoirement carac-
térisé par une orientation. On peut même, à ce stade, se poser la
question de savoir si cette notion d’orientation n’a pas de sens
pour l’ensemble des défauts.
Nous allons donc créer un modèle générique issu de la généra-
lisation de ces deux modèles particuliers.
Il faut maintenant introduire les notions de contraintes de tota-
lité et d’unicité qui permettent de compléter l’information issue
de la connaissance de l’expert. Sans entrer dans le détail, la
notation graphique « • » indique une contrainte de totalité et la
notation graphique « ↔ » une contrainte d’unicité. Le lecteur
trouvera en Annexe 1 un exposé plus détaillé de cette syntaxe
graphique. Pour illustrer cette prise en compte des contraintes,
nous allons prendre l’exemple de la Position d’un Défaut.
Nous pouvons dire : Un défaut a une position, mais aussi
qu’une position est de un défaut, ce qui a la même signification.
Posons nous maintenant les questions sur l’existence de
contraintes sur les deux formes de la phrase :
Totalité : Chaque défaut a t-il une position ? Oui ()
Unicité : Un défaut a t-il une et une seule position ou une ou
plusieurs ? Une et une seule (❷)
Défaut
(type)














 a         est de
       a          est de
       a          est de
{brune}
{centre de planche}
{sens de fibre de bois}
Figure 3. Modélisation partielle NIAM/ORM 
du défaut de type mœlle
Défaut
(type)











{éloigné des bords de planche}
        a           est de
        a           est de
Figure 4. Modélisation partielle NIAM/ORM 
du défaut de type nœud noir
Totalité : Chaque position est-elle d’un défaut ? Non ()
Unicité : Une position est-elle de  un et un seul défaut ou un ou
plusieurs ? Un ou plusieurs (❹)
Nous pouvons ainsi en déduire la formalisation NIAM de cette
connaissance sur la position du défaut illustrée par la [figure 5].
En faisant de même pour les autres phrases, nous pouvons en
déduire un modèle générique contenant toutes les informations
issues de la connaissance de l’expert.
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de défaut, par la construction progressive du modèle conceptuel
associé. 
Il est à noter que ce modèle a été validé sur la base de son équi-
valent en Langage Naturel Binaire par l’expert ayant lui-même
initialement exprimé sa connaissance en langage naturel.
2.2. Le modèle symbolique expert du procédé de vision
De même que pour le modèle symbolique de l’expert « métier
bois », on recense les connaissances de l’expert du procédé de
vision. Ces connaissances portent sur le système d’identifica-
tion de défauts et, plus particulièrement, sur les paramètres
utiles à la quantification des caractéristiques du défaut à recon-
naître. Nous appliquons le même principe que pour le modèle
symbolique de l’expert métier et nous aboutissons à une carac-
térisation de tous les défauts rencontrés mais, cette fois, du point
de vue des paramètres du système de vision. Nous avons inter-
viewé les concepteurs du système de vision, et à partir de leur
façon de caractériser chaque défaut, ou de leur connaissance sur
les caractéristiques pertinentes pour identifier un défaut, nous
avons construit un modèle général.
Voici ainsi un exemple qui permet de caractériser la couleur
selon ce point de vue. L’expert procédé s’exprime de la maniè-
re suivante : « La couleur d’un défaut est mise en évidence par
le paramètre renseignant sur le niveau de gris présent sur
l’image du défaut ». Nous pouvons tirer les phrases élémen-
taires suivantes : Une couleur  désignée  par une valeur de cou-
leur {foncée} se caractérise par un niveau de gris désigné par
une valeur de niveau de gris {élevé}. Un niveau de gris désigné
par une valeur de niveau de gris {élevé} caractérise une couleur
désignée par une valeur de couleur {foncée}.
La [figure 7] représente une formalisation partielle en
NIAM/ORM de cet énoncé. 
Une fois tous les défauts caractérisés, en prenant en compte les
contraintes de totalité et d’unicité, nous pouvons construire le
modèle conceptuel associé permettant une généralisation de la
connaissance de l’expert procédé. L’objectif de ce modèle est de
relier les caractéristiques de vision aux caractéristiques métier.
De même que pour le modèle symbolique de l’expert métier,
nous ne présentons pas le modèle dans sa totalité. Néanmoins,
précisons que le modèle obtenu comporte une dizaine d’idées
(relation entre deux NOLOTs), et une dizaine de  ponts de déno-




       a           est de
Position
(val position)
Figure 5. Modélisation NIAM/ORM du défaut 
et de sa position
couleur
(val couleur)
 se caractérise par     caractérise
Niveau de Gris
(val niveau de gris)
{foncée} {élevé}
Figure 7. Modélisation partielle NIAM/ORM expert procédé
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       a         est de
Couleur
(val couleur)
      a          est de
Orientation
(val orientation)
      a         est de
Position
(val position)
       a         est de
Forme
(val forme)
 {sens fibre de bois}
{alongée, ronde, ovale}
{moelle,  
noeud noir}  
{brune, noire}
{centre de planche,
éloignée des bords de planche}
Figure 6. Extrait du modèle générique expert bois
généralisant les défauts de type mœlle et nœud noir
La [figure 6] représente un extrait de la formalisation en
NIAM/ORM de cette généralisation.
Après avoir fait ces opérations pour chaque défaut énoncé par
l’expert bois, nous pouvons obtenir une modélisation informa-
tionnelle de sa connaissance, généralisée à n’importe quel type
3. Le modèle numérique
Parallèlement aux connaissances exprimées par les modèles
symboliques qui sont imprécises et incertaines car n’étant
qu’une généralisation qualitative de la connaissance, nous dis-
posons de mesures délivrées par la phase de segmentation qui
elles sont entachées d’incertitude (cf. paragraphe 1.2.).
Afin de pouvoir faire un lien entre le domaine symbolique et le
domaine numérique, nous utilisons une méthode s’appuyant sur
la théorie des sous-ensembles flous [Kaufmann], permettant de
supporter des raisonnements qualitatifs [Zadeh 3]. Ce processus
est essentiel pour comparer les informations expertes (en langa-
ge naturel) avec la réponse du système numérique (données
floues). Dans ce paragraphe, nous présentons le modèle numé-
rique dont le principe général est illustré par la [figure 8].
Afin de détailler le principe du modèle numérique et l’utilisa-
tion des sous-ensembles flous, il est nécessaire de rappeler
quelques notions sur la théorie des Ensembles Flous et plus par-
ticulièrement sur les mécanismes de raisonnement flou.
3.1. Raisonnement Flou 
3.1.1. Mécanismes de base
Le raisonnement flou repose sur trois concepts liés entre eux :
la proposition floue élémentaire, la proposition floue générale et
les règles floues. 
La proposition floue élémentaire [Bouchon-Meunier] permet de
traduire dans le domaine symbolique des valeurs exprimées
dans le domaine numérique. Pour pouvoir utiliser dans un
même cadre connaissances numériques et symboliques, et tenir
compte du fait que A peut subir des variations graduelles liées
à un environnement, on utilise alors des expressions qui sont
toujours de la forme « V est A », avec V associé à une variable
linguistique [Zadeh 1]. On se limite alors à des descriptions de
la forme « la taille est petite », « la couleur est foncée », ...  
Une variable linguistique [Bouchon-Meunier] est défini par un
triplet (V,X,TV) où :
- V est une variable (surface, couleur, ...) définie sur un
ensemble de référence X
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- X l’univers de discours (domaine de variation de V)
- T v le vocabulaire choisi pour décrire de manière symbolique
les valeurs de V (petit, grand, foncé, clair, ...). L’ensemble
T v = {A1,A2,...}, fini ou infini, contient donc des sous-
ensembles flous normalisés de X, utilisables pour caractériser V.
Une proposition floue élémentaire est définie à partir d’une
variable linguistique (V,X,TV) de L par la qualification « V est
A », où A est une caractérisation floue appartenant à TV ou à
M(TV ) avec M un ensemble de modificateurs linguistiques. La
valeur de vérité d’une proposition floue élémentaire est définie
par la fonction d’appartenance µA de A . 
Une proposition floue générale [Bouchon-Meunier] est la com-
position de propositions floues élémentaires « V est A », « W
est B »... pour des variables V,W supposées indépendantes. La
plus simple s’exprime comme la conjonction de propositions
floues élémentaires « V est A et W est B » (par exemple, l’al-
longement est moyen et la compacité est faible) où V et W sont
définis sur des ensembles de référence X et Y (où X est l’uni-
vers de discours de la variable linguistique floue V et Y l’uni-
vers de discours de la variable linguistique floue W). Elle est
associée au produit cartésien T (A,B) caractérisant la variable
conjointe (V,W ) sur l’ensemble X × Y. La valeur de vérité est
donc définie par T (µA(x),(µB(y)). 
Une telle proposition floue se retrouve habituellement dans les
règles de systèmes à base de connaissances. La forme « V est A
et W est B alors U est C » est appelée une règle floue
[Kaufmann], « V est A et W est B » est la prémisse de la règle
et « U est C » sa conclusion. Par exemple, « SI la couleur est
foncée ET la forme est ronde ALORS le défaut est du type
Nœud Noir ». Cette règle floue est une extension des règles
d’inférence en logique propositionnelle (Si p alors q). 
Une inférence floue associe à toute règle de la forme « si V est
A alors W est B » construite à partir des variables linguistiques
(V,X,TV ) et (W,Y,TW ) une relation floue R entre X et Y, de
fonction d’appartenance telle que :
∀(x,y) ∈ X × Y, µR(x,y) = I (µA(x),µB(y))
avec I un opéra teur d’inférence floue.
Les règles mettant en œuvre ce principe peuvent être classées en
deux catégories, suivant l’opérateur d’inférence choisie : les














des données Inférence floue
(Règles Linguistiques
Floues)
règles conjonctives et les règles implicatives qui regroupent res-
pectivement d’une part les règles à possibilité et les règles anti-
graduelles et d’autres part les règles à certitude et les règles gra-
duelles [Dubois 3]. Cette dichotomie peut aussi s’expliquer
d’un point de vue « culturel » dans le sens où les règles conjonc-
tives sont issues du domaine de l’analyse de données où les
mécanismes de raisonnement sont conduits par les données,
alors que les règles implicatives sont plus utilisées dans les
domaines des sciences cognitives où les raisonnements sont
régis par les connaissances [Dubois 1]. Les règles peuvent ainsi
être obtenues de deux façons, soit par un expert qui exprime la
connaissance qu’il a du système grâce à l’expérience acquise,
soit par apprentissage à partir d’un lot de données. 
L’ensemble des règles forme une base de règles K que le méca-
nisme d’inférence active en parallèle. Chaque règle délivre ainsi
une conclusion partielle dont on doit faire l’union pour fournir
la conclusion globale. La relation RK correspondant à la base
de règles est donc :
RK = ∪i=1,…,n Ai × Bi
L’opérateur d’union doit être un opérateur de conjonction (T-
Norme : T) si on utilise des règles implicatives et un opérateur
de disjonction (T-Conorme : ⊥ dans le cas de règles conjonc-
tives [Ughetto].
3.1.2. Choix de règles conjonctives
On distingue deux grands types de raisonnement utilisant des
règles floues, le raisonnement abductif où l’on cherche à obte-
nir des informations sur l’entrée X à partir de connaissances sur
la variable de sortie Y, et le raisonnement déductif où l’on
cherche à déduire Y à partir de valeurs de X. En ce qui nous
concerne, nous nous plaçons dans le second cas qui correspond
au Modus Ponens. Zadeh [Zadeh 2] en a proposé une générali-
sation adaptée à l’utilisation de règles floues [Bouchon-
Meunier]. Elle se base sur un principe de combinaison-projec-
tion des deux relations floues représentant la règle et l’entrée :
∀y ∈ Y,µB,(y) = supx∈X (T(µA′(x),µR(x,y)))
Pour notre application qui est du domaine de l’analyse de don-
nées, nous avons logiquement choisi de retenir un mécanisme
de règles conjonctives et plus particulièrement des règles à pos-
sibilité où l’inférence est une pseudo implication réalisée par
une T-Norme. Chaque règle de l’ensemble est activée en paral-
lèle et les résultats partiels sont ensuite combinés par un opéra-
teur de disjonction (cf. paragraphe 3.1.1).
Ce mécanisme d’inférence fournit une interprétation et une
sémantique différente des mécanismes utilisant une implication
[Dubois 3] [Ruspini]. Il a l’avantage néanmoins, de ne pas poser
de problème de cohérence et de redondance de la base de règles
[Ughetto] [Dubois 2]. Il est à noter que le problème de cohé-
rence, pour les règles conjonctives, se retrouve uniquement à la
défuzzification, que nous n’utilisons pas dans notre cas. En cas
d’absence d’information, c’est-à-dire dans le cas où la totalité
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de l’espace d’entrée n’est pas couvert par l’ensemble de règles,
la sortie donne une possibilité nulle, ce qui se traduit dans notre
cas par l’affectation de la classe « défaut inconnu ». En outre,
les opérateurs de conjonction utilisés autorisent la combinaison
des variables d’entrée mixtes (précises, floues, nominales, ...)
simplement normalisées. Enfin, ce type de règles permet de
diminuer fortement les temps de calcul. 
Les deux modèles les plus connus, implémentant ces règles,
sont les modèles de Larsen et Mamdani [Bouchon-Meunier]. Il
est à noter que nous n’avons pas retenu de modèle de Sugeno
[Sugeno] car nous ne désirons pas obtenir de valeur de sortie
numérique.
3.2. La méthode de Nozaki-Tanaka
Pour notre application, nous avons besoin d’une méthode qui
nous permette de manipuler à la fois des informations numé-
riques (données) et des informations symboliques (connais-
sances) dans un même référentiel. Concernant la partie numé-
rique nous voulons manipuler des données précises mais incer-
taines, générer des règles automatiquement par apprentissage
fonctionnant avec un nombre d’échantillons restreint, interpré-
ter le système de règles obtenu pour le comparer au modèle
symbolique. De plus, la méthode doit être simple à mettre en
œuvre afin de permettre un temps de calcul compatible avec les
contraintes « temps réel » du système industriel. 
Il existe de nombreuses méthodes permettant d’obtenir automa-
tiquement les règles floues à partir d’un lot de données
[Cordon1] [Berthold]. Par rapport aux critères évoqués dans le
paragraphe précédent, notre choix s’est porté sur la méthode de
Nozaki-Tanaka qui met en œuvre un mécanisme d’inférence
basé sur le modèle de Larsen. Nous avons choisi Larsen plutôt
que Mamdani car la T-Norme Produit apparaît plus adaptée que
le Min à la manipulation d’un grand nombre de prémisses. Elle
permet en effet un découpage non linéaire de l’espace des
variables d’entrée [Berthold]. 
La méthode de base [Ishibuchi 1] a fait l’objet de plusieurs évo-
lutions. La version que nous utilisons est itérative [Nozaki] et
favorise la règle de réponse maximale. Cette méthode fournit le
meilleur résultat lorsque le découpage de l’espace des variables
d’entrée est correctement effectué [Ishibuchi 2]. De plus,
comme nous le verrons, nous n’utilisons pas l’étape d’affinage
des frontières pour garder les sorties les plus graduelles pos-
sibles. Enfin, au vu des lots d’apprentissage dont nous dispo-
sons et qu’il est raisonnable d’envisager pour l’application,
nous ne pouvons retenir de méthode basée sur l’utilisation d’al-
gorithmes génétiques ou neuronaux pour en paramétrer les dif-
férentes étapes [Ishibuchi 3] [Cordon 2] [Shen].
3.2.1. Principe
Cette méthode de reconnaissance est une méthode itérative,
mettant en œuvre un mécanisme d’apprentissage supervisé. Elle
permet de générer des règles floues du type « Si... alors... » défi-
nissant les défauts. Par exemple : « SI surface (petite) ET SI
couleur (foncée) ALORS défaut (nœud noir) ».
La [figure 9] montre l’algorithme de calcul de la méthode de
Nozaki-Tanaka. Elle se décompose en 6 étapes principales que
l’on peut regrouper, pour plus de simplicité, en trois grandes
étapes : la fuzzification des entrées, la génération des règles
floues et l’ajustement. Le jeu de règles obtenu est ensuite utili-
sé pour inférer la reconnaissance.
traitement du signal 2004_volume 21_numéro 3 235
Modélisation et intégration de connaissances métier pour l’identification de défauts par règles linguistiques floues
3.2.2. Fuzzification des entrées
L’étape de fuzzification caractérise les variables linguistiques
utilisées. Dans le triplet (V,X,TV ) définissant une variable lin-
guistique floue, chaque terme de TV est un sous-ensemble flou
défini sur X et caractérisé par sa fonction d’appartenance. Cette
étape définit le nombre de décompositions de la variable consi-
dérée. Les termes sont choisis en rapport avec le vocabulaire
utilisé par l’expert. Par exemple, l’intensité peut prendre le qua-
lificatif « sombre » ou « claire », la surface peut être « petite »,
« moyenne » ou « grande ». Le choix du nombre de termes pour
qualifier une variable est généralement empirique. On utilise
alors une équipartition de l’espace d’entrée avec un nombre de
termes impair, relativement faible (trois ou cinq) pour ne pas
avoir un nombre de règles trop important.
Dans notre cas, la décomposition est guidée par l’expertise qui
définit le nombre de tendances (termes) pour une caractéristique
(variable). Par exemple, il y a trois types de nœuds « petit, inter-
médiaire et grand » qui conduisent à une décomposition des
paramètres de vision associés à la taille en trois termes, repré-
sentée par la [figure 10]. La position des fonctions d’apparte-
nance est déterminée à partir d’une analyse du lot d’apprentis-
sage. L’adaptation des termes aux données, qui permet un
découpage de l’espace des entrées adéquat, n’améliore pas for-
cement le taux de reconnaissance, mais permet au moins de
diminuer le nombre d’itérations de la méthode [Siaud].
Lot d’apprentissage
2. Fuzzification des variables 
d’entrée
3.1. -3.2. Attribution des
classes aux règles
3.3. Calcul des degrés de
vérité des règles
4. Test de la classification
sur le lot d’apprentissage
5. Ajustement des degrés de











1. Définition des termes de
fuzzification des variables d’entrée







Figure10. Exemple de fuzzification du paramètre
de taille en 3 sous-ensembles
3.2.3. Génération des règles floues
Cette deuxième phase permet la génération des règles de type
«Si ... alors ». Avec cette base de règles floues, l’algorithme de
Nozaki-Tanaka décrit la perception que le système a des défauts
qui lui sont présentés. En effet, un lot de défauts identifiés par
un expert est pris comme paramètre par l’algorithme de géné-
ration de règles floues, c’est le lot d’apprentissage.
Si nous avons deux caractéristiques en entrée et une sortie, la
forme générale de la règle floue est :
SI x1 est Ai ET SI x2 est Aj ALORS x3 est dans la classe
de défaut Ck
Avec :
x1 et x2 les données d’entrées (par exemple la couleur et la
surface)
x3 la donnée de sortie (nom du défaut)
Ai et Aj les sous-ensembles flous (par exemple «petit »et
«grand»)
Ck la classe du kème défaut
Chaque règle délivre une conclusion partielle qui est ensuite
agrégée aux autres pour fournir la conclusion finale par un opé-
rateur flou de disjonction de Zadeh : ⊥ (x,y) = max(x,y) .
L’inférence repose sur le modèle de Larsen [Bouchon-Meunier]
qui utilise comme opérateur de pseudo implication floue la T-
Norme produit : T(x,y) = x ∗ y.
3.2.4. Ajustement
L’ajustement représente la partie itérative de l’algorithme. Il
consiste à tester chaque défaut à partir du même lot de données.
Un mécanisme permet au système d’ajuster le découpage de
l’espace de représentation en fonction des résultats obtenus
[Nozaki]. 
Il est à noter que la méthode de Nozaki-Tanaka propose une
phase supplémentaire d’affinage qui vise à augmenter le degré
d’appartenance à la classe d’appartenance maximale en modi-
fiant les pentes de la fonction d’appartenance. À l’extrême, cette
phase permet d’avoir une représentation binaire. Nous n’utili-
sons pas cette étape car nous voulons conserver la gradualité des
réponses. En effet, nous préférons ne pas classer un défaut dont
le degré d’appartenance à la classe maximale est faible, plutôt
que de faire une erreur de reconnaissance.
Dans ce sens, nous nous rapprochons de la notion de rejet en
ambiguïté [Dubuisson] d’un classificateur bayésien. Néan-
moins, l’idée est de lever ultérieurement cette ambiguïté dans
l’étage de Post-Traitement, en exploitant par exemple, une vue
plus générale de la planche (mise en correspondance des faces,
proximité des défauts du même type, ...). Nous retenons les trois
classes de défauts qui donnent les plus fortes réponses à la sor-
tie du module d’« Identification », si celles-ci sont différentes de
la classe « défaut Inconnu ». Le [tableau 1] montre un exemple
des  trois classes de sortie de défauts « Nœud Cerné » aux-
quelles est associé le degré d’appartenance correspondant. 
Dans ce cas, nous avons en entrée trois défauts de la classe
«Nœud Cerné ». Le premier a été reconnu avec un fort degré
d’appartenance et donc sans ambiguïté, les classes suivantes
n’ont pas à être considérées. Le deuxième a un degré d’apparte-
nance à la classe « Nœud Cerné » plus faible en absolu, mais
reste suffisamment supérieur au degré d’appartenance de la
classe suivante, il pourra donc être identifié comme un « Nœud
Cerné ». Dans le troisième cas, on peut remarquer que le degré
associé à la classe maximale est relativement faible et que
l’écart en terme de possibilité avec la classe qui arrive en
deuxième position est relativement faible également. Dans ce
cas, il serait judicieux de ne pas prendre de décision à ce niveau
et de laisser l’étape de Post-Traitement lever l’ambiguïté : par
exemple, si on trouve sur l’autre face, à cette position, un défaut
identifié comme un « Nœud Cerné », on pourra favoriser la
deuxième classe.
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Échantillons Classes de sortie Degré d’appartenance
Nœud Cerné Nœud Cerné 0,84945
Mœlle 0,00568
Inconnu 0,00000
Nœud Cerné Nœud cerné 0,30773
Petit Nœud Sain 0,034569
Nœud Sain 0,00973
Nœud Cerné Nœud Sain 0,245132
Nœud Cerné 0,121315
Poche Résine Noire 0,00248
Tableau 1. Exemple de sortie du module
d’Identification
Il est à noter que pour les résultats donnés dans cet article (cf.
paragraphe 5.1), nous avons retenu la classe de plus fort degré
d’appartenance sans tenir compte des classes suivantes.
3.3. Inférence unique
Dans cette partie, les résultats sont obtenus à partir d’un moteur
d’inférence, représenté par la [figure 11], comportant onze para-
mètres en entrée et quatorze classes de défauts en sortie.
Sachant qu’en moyenne chaque variable V composant le vec-
teur caractéristique est décomposée en trois termes TV (petit,
moyen, grand), nous aboutissons à 311 règles linguistiques
floues générées. Bien que les résultats obtenus soient très satis-
faisants (cf. paragraphe 5.1), cette méthode a l’inconvénient
majeur de ne pas respecter la contrainte de temps industrielle
fixée à 2 ms pour l’identification d’un défaut puisque nous obte-
nons un temps de traitement d’environ 6 ms.
Un deuxième inconvénient rédhibitoire à nos yeux réside dans
l’impossibilité d’interpréter l’ensemble des règles obtenues et
ainsi de pouvoir les valider en les confrontant aux modèles sym-
boliques. 
C’est pourquoi nous proposons d’enchaîner hiérarchiquement
plusieurs moteurs d’inférence plus simples afin de constituer
une arborescence réduisant ainsi le nombre de règles.
3.4. Structure arborescente
3.4.1. Arborescence empirique
À partir de l’idée d’enchaîner hiérarchiquement plusieurs
nœuds d’inférence plus simples, nous aboutissons à une arbo-
rescence représentée par la [figure 12] et composée de neuf
nœuds décisionnels avec quatre niveaux de décision. Elle est
construite empiriquement par une personne issue du domaine
«vision ». De fait, elle utilise implicitement ses connaissances
«a priori» pour construire le modèle numérique. Le principal
objectif de cette arborescence est la réduction du temps de cal-
cul pour respecter la contrainte de temps industrielle tout en
essayant de maximiser le taux d’identification.
Le gain de temps se situe autour de 4ms (soit environ 2ms pour
identifier un défaut). Ceci est dû à la diminution du nombre de
règles générées par le modèle numérique, passant de 311 pour
l’inférence unique à environ 500. Les résultats concernant le
taux d’identification sont exposés dans le paragraphe 5.1.
3.4.2. Arborescence structurée
Néanmoins, l’arborescence, décrite précédemment, a été
construite sans suivre une démarche méthodologique précise et
les résultats obtenus dépendent assez fortement d’une structura-
tion « judicieuse » de la décomposition. Nous pensons amélio-
rer la démarche en essayant de trouver une décomposition
logique, « explicable», voire justifiable.
Ainsi, la construction de cette arborescence est aujourd’hui
basée sur l’utilisation de trois types de connaissances :
- la première prend en compte la hiérarchie entre les attributs,
c’est-à-dire une importance relative des attributs entre eux. Ces
attributs sont en fait les caractéristiques exprimées par l’expert
du métier du bois (forme, couleur, position ...). Dans notre
modèle, nous avons supposé que la forme est plus discriminan-
te que la couleur. On distingue, par exemple, deux grandes sous-
classes de défauts selon la forme : les défauts « plutôt allongés»
et les défauts « plutôt compacts »  ;
- la deuxième prend en compte la compatibilité des défauts,
c’est-à-dire la possibilité de pouvoir confondre lors de l’identi-
fication deux types de défauts proches (par exemple, un petit
nœud noir avec un nœud noir). Nous avons fait en sorte que
cette confusion ne soit faite que dans les derniers niveaux de
l’arborescence structurée ;
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- enfin, le lien entre les attributs exprimés par l’expert métier du
bois et les caractéristiques exprimées par l’expert du procédé de
vision (lien entre modèle symbolique « expert métier du bois»
et modèle symbolique « expert procédé de vision » ).
Seule l’intégration du troisième type de connaissances est utili-
sée et formalisée dans la suite du document. En effet, l’exploi-
tation des deux modèles de connaissances tient essentiellement
dans la construction des nœuds de l’arborescence et non de l’ar-
borescence en elle-même, les connaissances utilisées pour géné-
rer la structuration hiérarchique des nœuds n’étant pas encore
entièrement formalisées. 
Pour des raisons de confidentialité, nous ne pouvons montrer
l’arborescence ainsi construite, mais le lecteur peut en trouver
un aperçu en se référant à la [figure 16]. 
4. Prise en compte 
de connaissances pour 




La démarche de génération des différents moteurs d’inférences
de l’arborescence structurée repose sur une méthode descen-
Figure 11. Schéma représentatif de l’inférence unique
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dante, illustrée par la [figure 13], qui part des connaissances les
plus complexes pour aboutir à la construction du modèle numé-
rique. Par connaissances complexes, nous considérons les
connaissances porteuses d’informations ambiguës, en l’occur-
rence, les connaissances de l’expert métier du bois et de l’expert
procédé de vision, exprimées en langage naturel. Grâce à la
méthode NIAM, nous avons pu lever toutes ces ambiguïtés par
la construction de modèles symboliques associés aux connais-
sances des différents experts. Le but de cette arborescence est de
remplacer la génération intuitive des nœuds du modèle numé-
rique par une génération structurée, basée sur l’analyse et l’in-
tégration des connaissances des différents experts. 
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4.2. Démarche appliquée à un nœud 
de l’arborescence structurée
Cette partie a pour but de présenter comment les deux modèles
de connaissances sont utilisés pour construire de façon systé-
matique un nœud de l’arborescence. L’exemple retenu concerne
la différenciation des défauts de type «nœud noir » , «petit
nœud noir »  et «nœud noir au bord » . Par construction du
nœud, on entend choisir les paramètres de vision les plus perti-
nents pour composer le vecteur caractéristique.
Cette démarche, appliquée ici à un nœud, a été étendue à tous
les nœuds de l’arborescence.
Figure 12. Schéma représentatif de l’arborescence empirique






































Avant tout, afin de pouvoir utiliser correctement les connaissances
émises par les experts du domaine du bois et de la vision, nous
allons procéder à la formalisation de leurs connaissances. Pour ce
faire, nous allons suivre la méthode représentée par la [figure 13].
Nous allons commencer par modéliser les connaissances de
l’expert métier bois à partir de la définition qu’il nous donne des
différents nœuds noirs.
Dans une interview l’expert métier du bois a défini ces défauts
de la manière suivante :
«Un nœud noir est un défaut de forme plutôt ronde, mais il peut
être légèrement ovale. Sa couleur est noire par rapport à la cou-
leur du bois naturel, mais ne peut être entièrement noire. Un
petit nœud noir possède les mêmes caractéristiques que le nœud
noir mais il a une petite taille. Un nœud noir au bord possède
les mêmes caractéristiques que le nœud noir mais il se situe en
bord de planche.»
À partir de ces phrases exprimées en langage naturel, nous pou-
vons construire un modèle symbolique partiel représentant les
connaissances de l’expert du bois, illustré par la [figure 14]. 
Ce modèle symbolique est en fait un modèle instancié du modè-
le générique formalisant les connaissances issues de l’expert
métier du bois. En effet, cela revient à utiliser le modèle géné-
rique «expert métier du bois »  et à l’instancier trois fois : une
première pour définir le Nœud Noir, une deuxième pour le Petit
Nœud Noir et enfin une troisième pour le Nœud Noir au Bord. 
Il est à noter qu’une partie de ces connaissances est également
utilisée pour configurer l’étape de fuzzification du moteur d’in-
férence, notamment pour déterminer le nombre de terme (TV)
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des variables linguistiques associées à chaque caractéristique
(cf. paragraphe 3.2.2.).
D’après cette modélisation, nous pouvons remarquer que la
famille «nœud noir »  est décrite par quatre caractéristiques qui
sont la forme, la couleur, la position et la taille. Ces quatre
caractéristiques correspondent à l’étape intermédiaire 1 de la
[figure 13] visant à l’extraction des caractéristiques propres à
l’identification des défauts de type «nœud noir »  par un être
humain. 
Ensuite, en utilisant le modèle symbolique expert vision qui fait
la liaison entre le domaine symbolique métier du bois et le
domaine numérique des données, nous allons pouvoir détermi-
ner les paramètres vision à associer aux attributs «métier»
décrivant les défauts. Ceci correspond à l’étape intermédiaire 2.
De cette mise en correspondance, nous pouvons en déduire le
modèle symbolique regroupant les domaines métier du bois et
procédé de vision. Ce modèle symbolique est représenté par-
tiellement en [figure 15].
Nous savons donc maintenant qu’il faut n paramètres de vision
pour pouvoir définir la famille «nœud noir » . Il est à noter que
des paramètres de vision identiques peuvent être utilisés pour
définir différentes  caractéristiques du domaine métier du bois.
Le nœud visant à identifier ces trois défauts est représenté sur la
[figure 16] par le Nœud_n.
Pour ce Nœud_n, seuls cinq paramètres sont utilisés. Ils défi-
nissent les notions de Taille (Larg_re, Long_re, Pt_axe et Surf)
et de Position (C4, qui est un paramètre propre à la société
LuxScan Technologies). En effet, des paramètres vision définis-
Figure 13. Schéma explicatif de la méthode descendante
basée sur 
Connaissances expert
métier du bois (modèle
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sant les notions de Forme et de Couleur sont déjà utilisés à des
niveaux décisionnels supérieurs, pour les nœuds Nœud_0 et
Nœud _n − 1. Le Nœud_0 sert à la distinction de Forme et le
Nœud_n − 1 à la distinction de couleur. 
Les résultats de l’identification obtenus pour le Nœud_n sont
résumés dans les [tableaux 2 et 3] qui suivent.
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4.3. Analyse du modèle numérique obtenu
Cette étape consiste à interpréter la base de règles obtenue après
apprentissage. Pour ce faire, nous proposons d’exploiter la
matrice générée à partir des lots de données, afin d’interpréter le
mécanisme d’identification. Cette matrice est la traduction




































































numérique des règles linguistiques floues, elle est formée de la
manière suivante :
- les colonnes représentent les paramètres en entrée du nœud,
- les lignes représentent les règles.
À chaque prémisse est associé un numéro logique qui peut être
0, 1 ou 2 en fonction du nombre de termes (« petit » , « moyen »
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Figure 16. Schéma explicatif du nœud décisionnel visant à identifier les trois défauts































Pourcentage global d’identification : 95,9 (23 sur 24)
Tableau 2. Résultats de l’identification sur le lot
d’apprentissage




Pourcentage global d’identification : 96,2 (25 sur 26)
Tableau 3. Résultats de l’identification sur le lot
de généralisation
ou «grand») utilisés pour la variable linguistique considérée. À
chaque règle floue sont associés une classe de sortie (CS) de
défaut et un cœfficient de confiance (CF) que le système accor-
de à la règle.
Par exemple, dans la matrice générée pour le Nœud_n illustré
par la [figure 16], nous obtenons 51 règles floues dont la forme
est illustrée par le [tableau 4].
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Pour généraliser la démarche, nous avons choisi de remettre en
cause le vecteur caractéristique dès que 50 % des règles ne
considèrent pas un paramètre comme discriminant, c’est-à-dire
que la variation de ce paramètre, n’entraîne pas une modifica-
tion de la classe de sortie.
Par ailleurs, nous pouvons également affiner la connaissance de
l’expert procédé de vision en supprimant ce paramètre vision de
la liste des paramètres caractérisant la taille d’un défaut. 
Cette méthode n’est pas actuellement automatisée mais elle a
pour but de démontrer la potentialité de la boucle de validation
lors de la génération d’un vecteur caractéristique associé à un
nœud décisionnel.
5. Résultats de 
l’arborescence complète 
5.1. Comparaison des différents modèles numériques
Les essais réalisés montrent que le modèle numérique fournit
des résultats comparables aux méthodes actuellement utilisées
sur les systèmes existants. Il offre, en outre, une facilité de para-
métrage avec la phase d’apprentissage simplifiant la phase
d’installation. 
Nous avons donc construit trois types de modèles numériques :
- une arborescence de référence, en terme de taux d’identifica-
tion, à un nœud avec en entrée toutes les caractéristiques de vision
et en sortie toutes les classes de défauts. Il est à noter que cette
arborescence ne convient pas en terme de temps de traitement.
- une arborescence empirique construite sans analyse des
connaissances avec pour principal objectif le respect de la
contrainte de temps
- une arborescence structurée avec intégration de connaissances
métier prenant en compte la contrainte de temps industrielle
Le [tableau 5] résume les performances obtenues pour ces dif-
férents modèles numériques. Il est à noter que nous avons choi-
si comme méthode de référence la Méthode Point par rapport
aux résultats délivrés par la méthode de Nozaki-Tanaka.
Ce tableau contient une information supplémentaire appelée
compatibilité qui prend en compte les compatibilités entre les
défauts (par exemple, un nœud cerné peut être considéré comme
similaire à un petit nœud noir). Cette information ne représente
qu’un indicateur permettant de distinguer les erreurs « inadmis-
sibles»  de reconnaissance des confusions tolérées par le client,
dans le sens où la confusion est « humainement »  possible et
qu’elle n’entraîne pas de conséquences graves pour le système
industriel. Cette information n’est pas prise en compte dans
l’étape d’identification, mais est intégrée dans l’étage de Post-
traitement. 
Nous obtenons les meilleurs résultats en généralisation pour une
arborescence avec intégration des connaissances métier et une
0 0 0 0 1 2 1,00000
0 0 1 0 1 2 1,00000
1 0 0 0 1 1 1,00000
1 0 2 0 1 1 1,00000
... ... ... ... ... ... ...
Prémisses
C4 Larg_re Long_re Pt_axe Surf C S C F
Tableau 4. Extrait de la matrice générée pour
l’exemple de la [figure 11]
Cette interprétation de la matrice est faite avec deux objectifs.
Le premier vise à éliminer les règles qui ne sont pas discrimi-
nantes pour l’identification des défauts, principalement dans un
objectif de gain de temps. Il existe différentes méthodes pour ce
faire [Berthold] [Ughetto]. Nous nous servons du cœfficient de
confiance CF calculé dans la méthode. Actuellement, nous
n’avons éliminé que les règles dont le CF est strictement égal à
Zéro, ce qui a pour effet d’améliorer le temps de calcul sans
modifier le taux de reconnaissance. En outre, nous ne faisons
aucune recherche de redondance sachant que les règles redon-
dantes n’influent pas sur le résultat avec ce type de règles
conjonctives [Dubois 2].
Le second objectif a pour but de vérifier si les composantes du
vecteur caractéristique, choisies en fonction des connaissances,
sont pertinentes (boucle de validation du modèle numérique sur
la [figure 13]).  Dans le cas contraire, le résultat de cette partie
peut aboutir à la remise en cause des modèles de connaissances.
Un expert peut avoir une idée préconçue sur la nécessité d’un
paramètre qui s’avérera en réalité très peu discriminant. Cette
phase, qui n’est décrite ici que sur un nœud, a été appliquée à
l’ensemble des nœuds de l’arborescence structurée. Cette étape
est rendue possible par le nombre relativement réduit de règles
des différents moteurs d’inférences
Dans l’exemple du [tableau 4], nous pouvons remarquer que la
variation du troisième paramètre (paramètre vision Long_re) de
la valeur «petit » (0) à «moyen »  (1) n’influe aucunement sur la
classe de sortie, de même pour une variation de « petit »  (0) à
«grand» (2). Sur 51 règles générées, 46 d’entre elles sont de la
forme de celles présentées dans l’extrait de la matrice. On peut
alors se demander si ce paramètre est un paramètre discriminant
pour l’identification des trois défauts, puisque 46 règles sur 51
montrent a priori le contraire. Pour le vérifier, nous décidons
alors de créer un nouveau nœud en supprimant le paramètre
Long_re du vecteur caractéristique (variables d’entrée du
nœud). Après tests, nous obtenons des résultats identiques aux
[tableaux 1 et 2] indiquant que ce paramètre Long_re a peu,
voire pas, d’influence pour l’identification des différentes
classes de sortie. Ceci nous permet donc d’obtenir un nouveau
vecteur caractéristique pour l’identification des trois défauts.
fuzzification adaptée aux variables caractéristiques puisque le
taux de reconnaissance global atteint alors 93 %. Ces essais ont
été menés sur un lot de 107 défauts pour l’apprentissage et un
lot de 176 défauts pour la généralisation, mis à notre disposition
par la société Luxscan Technologies.
Cependant, les principales conclusions que nous pouvons tirer
de ces essais sont de trois types.
Premièrement, la structuration de l’arborescence apporte un
gain logique en terme de taux de reconnaissance. Ce point nous
conforte dans notre volonté de modéliser la démarche d’identi-
fication suivie par les experts afin de pouvoir formaliser et sys-
tématiser la construction de l’arborescence.
Deuxièmement, notre démarche d’intégration des connaissances
au travers des modèles générés, nous a permis de choisir au
mieux les différents vecteurs caractéristiques de chaque moteur
d’inférence ainsi que le découpage le plus approprié des espaces
d’entrée. Ceci nous a permis de diminuer  le nombre total de
règles sans dégrader les taux de reconnaissance. Ainsi, nous
avons réussi à abaisser le temps moyen d’identification à 1,3 ms
par défaut, respectant ainsi la contrainte de temps industrielle.
Enfin, indépendamment de la formule choisie, l’utilisation d’un
mécanisme de raisonnement basé sur des règles floues, nous
fournit un système au moins aussi performant que les méthodes
utilisée par l’industriel jusqu’à présent, avec l’avantage d’être
beaucoup plus simple à régler et à mettre au point en fonction
des desiderata particuliers d’un client.  
5.2. Méthode du « laissé pour compte»  
Au vu du nombre relativement faible d’échantillons, nous utili-
sons la méthode du « laissé pour compte »  [Dubuisson] pour
calculer le taux de reconnaissance global. Cette méthode vise à
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s’affranchir dans les résultats de l’influence du choix du lot
d’apprentissage et du lot de test dans les taux d’identification.
Ce taux représente l’association du taux de mémorisation et du
taux de généralisation. 
Pour ce faire, nous utilisons un lot unique de 283 défauts
regroupant les 107 défauts du lot d’apprentissage et les 176
défauts du lot de généralisation. Les résultats obtenus sont résu-
més dans le [tableau 6].
Ces résultats montrent des taux d’identification sensiblement
identiques à ceux obtenus à partir des deux lots distincts utilisés
dans le paragraphe 5.1 indiquant que les lots utilisés sont repré-
sentatifs des données. 
Ces résultats ont été obtenus en choisissant la classe de sortie où
le degré d’appartenance est le plus fort car en réalité le système
fournit trois classes de plus fort degré d’appartenance (cf. para-
graphe 3.2.4.). Si nous tenons en compte les classes suivantes
où la potentialité de confusion (degré d’appartenance maximum
peu élevé) le taux d’identification peut être encore amélioré
([Tableau 1]).
6. Conclusion et 
perspectives
Nous avons proposé une démarche qui permet, par la mise en
relation d’attributs issus d’un modèle symbolique formalisant
les connaissances métier du bois et de caractéristiques visions
issues d’un modèle symbolique formalisant les connaissances
procédé de vision, de générer les nœuds décisionnels composant
une arborescence structurée pour l’identification de défauts sur
Méthode point (*) Un nœud Empirique Structurée
Apprentissage 99,1 % 94,4 % 93,5 %
Apprentissage + compatibilité 100 % 94,4 % 98,1 %
72 %
Généralisation 68,8 % 63,6 % 66,5 %
Généralisation + compatibilité 91,5 % 90,9 % 93,2 %
Tableau 5. Résultats comparatifs des pourcentages globaux d’identification des trois arborescences
(*) : La méthode point est une méthode non itérative dont le taux global de reconnaissance est obtenu à partir d’un seul lot de données.
Tableau 6. Résultats des pourcentages d’identification avec la méthode du « laissé pour compte» 
Sans compatibilité des défauts Avec compatibilité des défauts
Taux d’identification 84,1 % 95,1 %
des planches de bois. Cette mise en relation des deux modèles
permet d’obtenir un vecteur caractéristique (pour chaque nœud)
composé de paramètres cohérents par rapport aux connais-
sances émises par les experts et de découper de façon appro-
priée l’espace des variables d’entrée. Notre modèle numérique
est constitué d’une base de règles floues conjonctives activées
en parallèle et agrégées disjonctivement. Il repose sur la métho-
de de Nozaki-Tanaka qui répond en grande partie aux
contraintes que nous fixe le système. Ensuite, grâce à l’inter-
prétation des règles linguistiques floues, nous pouvons
connaître le fonctionnement du modèle numérique, et valider le
choix des paramètres composant le vecteur caractéristique et
affiner les connaissances métiers associées, le cas échéant. 
Cette démarche nous a permis d’obtenir un modèle numérique
dont le nombre total de règles est le plus réduit possible, amé-
liorant ainsi grandement les temps de calcul et permettant ainsi
de respecter les contraintes de temps du système industriel. De
plus, le modèle numérique généré est cohérent vis-à-vis des
connaissances des experts. Ainsi, nous pouvons exprimer dans
un même référentiel, les connaissances métiers et les informa-
tions issues des données. Les systèmes de règles synthétisés à
partir du modèle numérique et ceux construits depuis le modèle
symbolique, peuvent être ainsi comparés. Cette démarche
montre ainsi un intérêt certain quant aux performances en terme
de taux d’identification et en terme de performances de traite-
ment de l’information.
Nous avons vu également que la mise en relation du modèle
numérique et du modèle symbolique n’est possible que par la
construction d’un modèle intermédiaire modélisant les connais-
sances de l’expert vision, lien entre le métier et l’application
industrielle. Néanmoins, pour obtenir une méthodologie complè-
te, il nous manque actuellement de pouvoir créer de manière sys-
tématique la structuration hiérarchique de l’arborescence des
nœuds d’inférence. C’est pourquoi nos futurs travaux porteront
sur la formalisation de la connaissance exprimant les relations
hiérarchiques existant entre les attributs identifiant les défauts
dans le métier bu bois. De même, nous sommes amené à consi-
dérer également le mécanisme d’analyse de l’expert pour l’iden-
tification (décomposition grossier-fin, sous-classes de défauts, ...).
Cette étude peut nous amener à repenser le mécanisme d’inféren-
ce utilisé et à envisager la mise en place d’une base de règles
implicatives.
Le modèle symbolique des connaissances métier peut être aussi
un moyen de mettre en relation les différents industriels du
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domaine du bois. En effet, il pourrait permettre l’utilisation d’un
vocabulaire commun et ainsi faciliter la circulation de la
connaissance [Blaise]. Par exemple, le terme « nœud cerné»  de
l’industriel 1 ne désigne t-il pas le même défaut que le terme
«nœud non adhérent »  de l’industriel 2 ? 
Quant au modèle symbolique du procédé de vision, il permet de
capitaliser l’expérience des concepteurs de ce système. La base
de données générée permet de recenser les caractéristiques uti-
lisées et de les relier aux défauts pour lesquels elles sont perti-
nentes. Ainsi, en fonction des capteurs d’entrée, des essences de
bois et d’autres paramètres d’environnement, l’expert vision
peut s’appuyer sur ces connaissances pour concevoir ou confi-
gurer un nouveau système. 
La méthode NIAM actuellement utilisée pour la formalisation
des connaissances expertes montre cependant ses limites dès
lors qu’il faut exprimer des contraintes autres qu’ensemblistes
telles que des contraintes dites « procédurales» . Entrent dans ce
cas les contraintes floues qui ne peuvent pas être directement
décrites en NIAM. Cette lacune de NIAM ne nous permet donc
pas d’intégrer complètement les modèles ainsi créés. Pour ce
faire, nous envisageons de reprendre les travaux de Zgorzelski
sur une extension floue de NIAM (« Fuzzy NIAM »)
[Zgorzelski], de les appliquer à une modélisation floue des
modèles symboliques expert métier et expert procédé vision et
de les transposer en langage U.M.L. pour les facilités d’intégra-
tion que ce langage permet (en particulier, entre attributs et
méthodes/règles associés à une même classe).
Par ailleurs, ces travaux appliqués au domaine de l’identifica-
tion de défauts par vision sur des planches de bois pourraient
être généralisés à tout autre domaine d’application où il existe
un cloisonnement entre une expertise métier (le qualitatif) et les
informations issues de capteurs (le quantitatif). 
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Annexe 1
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Tableau de correspondance entre le formalisme NIAM/ORM et les formalismes ensembliste, entité-relation 
et diagrammes de classes en U.M.L.
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