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This research work focuses in three fields within the Visual Computing re-
search area: Interactive Virtual Agents (IVA), Immersive VR/AR Environ-
ments and Interactive 3D Model Management. The contributions come from
applied research projects in different areas: e-learning, marketing, health,
manufacturing (safety and simulation). This knowledge provides proof of
concept for some challenges emerging from Operator 4.0: human factors,
simulation, image generation, and model integration. Operator 4.0 is a key
element within Industry 4.0.
The thesis studies the development of autonomous, modular, scalable,
ubiquitous and engaging IVA. IVA that can interact with users in a human-
like way thanks to their attributes: realistic appearance, verbal and non-
verbal communication and natural behaviour skills.
Immersive VR/AR Environments are analyzed in the context of produc-
tion planning, product design, process simulation, testing and verification.
The research analyzes solutions for cost-efficient applications that reduce
risks for the operators, provide real-time feedback and show relevant infor-
mation to the worker.
Interactive 3D Model Management improves multimedia CAD model
management and visualization, via automatic model conversion from CAD
data into web interactive display of 3D models.
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This chapter serves as an introduction to the motivation and objectives of
this thesis. The chapter is structured as follows. Section 1.1 introduces the
global trend Industry 4.0 and exposes how Visual Computing technologies
can be applied to support the Smart Factories. Section 1.2 outlines the ob-
jectives followed in this thesis and Section 1.3 presents how the document is
structured.
1.1 Motivation
The Industry 4.0 initiative, described as the Fourth Industrial Revolution,
started in Germany. It was defined by Kagermann et al. (2013) as the union
of three key components in manufacturing environments: Internet of Things
(IoT), Cyber-Physical Systems (CPS) and Smart Factories. Hermann et al.
(2016) noted that while lot of academic and practical discussion on the topic
of Industry 4.0 was made, the term was not concrete enough and different
practitioners used slightly different concepts. They reviewed the literature to
find the actual key technological components from the most frequent terms
in related publications. Among the top technologies required to address this
challenges are Industrial Internet of Things (IIoT), Cloud Computing, Hu-
man Robot collaboration, Big Data and also Visual Computing (Posada et al.,
2015; Stork, 2015).
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Beyond the technological aspects, one key element, in present and fu-
ture manufacturing, is the human operator (Valle´s, 2013). The Industry 4.0
concept does identify the human workforce as a relevant and active factor
(Posada et al., 2015). Nevertheless, the integration of the human operator in
the new Smart Factories poses ethical and societal challenges with scientific,
technological and political implications (Manyika, 2016).
The technologies related with Visual Computing (common to some of the
main topics of Computer Graphics and Computer Vision, and covering the
full cycle acquisition, analysis, synthesis and interaction with visual data)
are key elements to cope with some of the challenges of Industry 4.0. To cite
some of the technologies that could fit under the Visual Computing term;
virtual reality, augmented reality, computer vision and visual analytics could
be highlighted.
The following two sections deal with Industry 4.0 and Visual Computing
concepts and relations between them.
1.1.1 Industry 4.0
Posada et al. (2015) presented how Visual Computing can contribute as a
key enabling technology to Industry 4.0. In this work they based their study
on three main criteria: i) the integration dimensions, ii) the product and
production and iii) the human factors.
This work identified critical intersections between the priorities of Indus-
try 4.0 and the Visual Computing technologies (see Figure 5 in Posada et al.
(2015)). They summarized these challenges and applications in three tables:
• Table 1.1 showed how Visual Computing technologies are related with
the integration dimensions.
• Table 1.2 analyzed product and production priorities in Industry 4.0.
• Table 1.3 described the third criterion related to the human factors.
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Table 1.1: Industry 4.0 future factory visual computing challenges in three inte-
gration dimensions. (Posada et al., 2015)
Table 1.2: Industry 4.0 future factory visual computing challenges in product and
production. (Posada et al., 2015)
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Table 1.3: Industry 4.0 future factory visual computing challenges, human factors.
(Posada et al., 2015)
This human-centred factories have led to a new concept: Operator 4.0.
Romero et al. (2016a) presented the concept of Operator 4.0 to describe
the worker in a Human Cyber-Physical System scenario, as an evolution of
previous generations of operators. An Operator 4.0 is a “smart and skilled op-
erator who performs ‘work aided’ by machines if and as needed”. In Romero
et al. (2016b) the authors go on to present different typologies of Operator
4.0 based on the technologies they work with.
They define the concept of Human Cyber-Physical Systems (H-CPS) as
systems engineered to improve human abilities and improve human physical
sensing and cognitive capabilities by means of various technologies, including
Visual Computing.
1.1.2 Visual Computing for Industry 4.0
The following large quote from Posada et al. (2015) provides an appropiate
foundation for this section:
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“Diverse technologies such as big data, advanced Human-Machine Inter-
action (HMI), 3D models and simulations, cloud computing, CPS, Internet of
Things and Services, machine to machine, and ‘smartization’ can be applied
in Industry 4.0 solutions.
To achieve CPS for industry, the virtual simulation of products and pro-
cesses, before and during operation, is a key aspect for achieving critical goals
for product configuration and production flexibility. The modeling and simula-
tion of processes covering the full product life-cycle (from design to disposal)
is a relevant aspect, especially with the emergence of the cyber-physical equiva-
lence (CPE), which refers to the fact that the virtual and physical dimensions
coexist and are synchronized in time.
Visual analytics could help link otherwise separated technologies such as
industrial big data, IoT and cloud services, intelligent devices, and semantic
technologies. The manufacturing industry is one of the most demanding and
challenging scenarios for visual analytics, and earlier research pointed to the
many billions and even trillions of individual products that are produced per
year.
A new generation of HMI applied to industry is needed to optimize the
configuration of manufacturing jobs, including the operation of machines and
production lines as well as aspects related to extended training and qualifi-
cation. These are intelligent and multimodal assistance systems that put the
person in the center of production.”
All visual computing related technologies have a relevant aspect related
with HMI. For example, virtual and augmented reality are both advanced vi-
sualization techniques oriented towards showing information to the operators
while they are interacting either with virtual or real objects.
Soon, mobile technology will shift towards what is now known as contex-
tual computing, defined in large in (Abowd et al., 1998). In this incoming sce-
nario technologies such as augmented reality will play a key role. Augmented
Reality enables showing additional information to the operators adapted to
the production status, operators role or preferences, adding valuable infor-
mation allowing operators to make better-informed shop floor decisions.
As pointed out in several publications (Evans and Annunziata, 2012;
Kagermann et al., 2013; Posada et al., 2015) Industry 4.0 paradigms are
not only focused on the integration of new technologies for improving the
efficiency of production of machines and production lines but also to the em-
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powering of the operators. All recognize the strategic importance of skilled
and empowered operators in order to fulfil the smart factory or the factories
of the future vision.
Other technologies related to visual computing, such as computer vision
have been traditionally applied to dimensional or surface defects identifica-
tion inside a manufacturing line. Nowadays this technology is being extended
to monitoring operators while operating in scenarios or environments such
as collaborative robotics or co-bots (Mohammed et al., 2016). Most indus-
trial robots today operate behind safety fences. With the introduction of the
so-called co-bots these barriers have started to be removed. However, these
types of robots are still not fully safe for the operator and additional actions
need to be taken such as adding external or on-robot cameras to monitor
operator movements and avoid collision. The apparition of new sensors able
to deliver high-speed full 3D information along with the development of new
3D real-time image processing are fostering the adoption of these types of
solutions in the shop-floors.
Virtual Reality is an appropriate technology to deploy continuous train-
ing procedures in the shop-floor, allowing the operators to learn beforehand
unseen production situations. Also, virtual reality is a very suitable technol-
ogy for training safety protocols or simulating dangerous operations (Matsas
and Vosniakos, 2017).
1.2 Objectives and Methodology
This thesis proposes different Visual Computing contributions which are rel-
evant in three main areas: Interactive Virtual Agents, Interactive VR/AR
Environments and Interactive 3D Model Management. The thesis follows
an application-driven approach: starting from an initial focus on e-learning,
training and education, towards Industry 4.0 development.
The research considered in this thesis falls within the following classifi-
cation of Visual Computing technologies applied to the Industry 4.0 defined
by Segura & Diez et al. (2018). The three main areas described above are
directy related to these technologies:
A. Visual Analytics. Provides easy to understand depictions of large amounts
of data and relations that are not immediately seen.
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B. Collaborative Robotics Interaction. Co-bots enhance workers man-
ual abilities enabling more precise or force-requiring operations to be
performed.
C. Human-Machine Interaction (HMI). Act as the main interface be-
tween the worker and the supporting automation systems.
D. Media/Social Network. Industrial social networks allow communica-
tion between workers or between them and management increasing
worker satisfaction and transfer of experience.
E. Virtual Reality (VR). Permits the vision and virtual use of elements
out of reach, enabling safe use of hazardous equipment and enhanced
learning of procedures.
F. Augmented Reality (AR). Augments the workplace with relevant in-
formation not normally visible and useful for the work required at the
moment.
These six technologies cover a broad amount of research topics. This thesis
compiles research work carried out since 2010 in several application-driven
research projects that can be classified within them.
The roadmap for this thesis could not be foreseen when the research work
that led to this thesis started. The research path has been driven by the ap-
plication research projects that will be presented on the following chapters.
Practical problems - challenges - defined the route to follow in the research
work along the initial years. On 2014-2015 a new light illuminated this can-
didate’s research work: the formal recognition by the scientific community of
the relevance of Visual Computing technologies for the field of Industry 4.0.
The challenges already addressed provided experience and motivation to join
the scientific community discussion towards Industry 4.0.
The two goals derived from this work are presented next.
Thesis Goal I (Contributions to Visual Computing)
The initial goal pursued in this research work was to contribute in Visual
Computing technologies in the following areas within the above mentioned
taxonomy:
• Interactive Virtual Agents. (deals with technology C)
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• Interactive VR/AR Environments. (B)(E)(F)
• Interactive 3D Model Management. (A)
Thesis Goal II (Projecting the contributions towards Industry
4.0)
The results obtained from this application-driven research have been re-
lated to Industry 4.0 challenges. The challenges resolved in these applications
have a direct correlation with those that have to be faced in the Smart Fac-
tories. The knowledge acquired in the three research areas from this thesis
has highlighted the path towards Industry 4.0.
The thesis (see Chapters 2, 3 and 4) contextualizes and describes the
contributions provided by the research work within Goal I. Chapter 5 relates
these contributions with the Industry 4.0 challenges (Goal II).
1.3 Document Structure and Background
This thesis presents application-driven research where Interactive Virtual
Agents, Immersive VR/AR Environments and Interactive 3D Model Man-
agement are integrated into several case studies.
Each Chapter (2, 3 and 4) provides background, a summarized description
of some applied research projects and their contributions. An effort has been
made in order to classify these projects into the Visual Computing areas
contemplated from the Industry 4.0 point of view. This classification eases
the final correlation presented in Section 5.2 regarding Thesis Goal II.
Chapter 2, Interactive Virtual Agents, deals with the challenges related
to the third criteria described by Posada et al. (2015), human factors. This
chapter analyzes three characteristics of Interactive Virtual Agents, which
are, Realistic Appearance, Verbal and Non-Verbal Communication and Nat-
ural Behaviour Skills. The human factor criteria has other challenges, such
as production planning, flexible production plan visualization, etc. Chapter
2 will define its domain.
Virtual Reality and Virtual Environments are Visual Computing tech-
nologies relevant for Industry 4.0 which affect several dimensions within
the three criteria mentioned in Section 1.1.1 (Posada et al., 2015). This is
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why Chapter 3, addresses Virtual Reality and analyzes three characteristics
which the scientific community has stated as fundamental: Virtual Environ-
ments, Interactivity and Immersion.
3D CAD/CAM models are essential in various industrial sectors, such
as automotive, aeronautic, and machine-tool. The representation of 3D ge-
ometries for CAD/CAM is a challenge for computer graphics researchers,
because, as radically new fabrication processes emerge, they require new 3D
representations and algorithms. Chapter 4, Interactive 3D Model Manage-
ment, focuses on improving the multimedia management of complex 3D CAD
models.
As this thesis covers three complementary areas, each technical chapter
will start with its specific background review. The structure of the technical
chapters is described next, followed by Chapter 5 (Conclusions and Further
Work).
• Chapter 2. Interactive Virtual Agents:
– Section 2.1: Realistic Appearance.
– Section 2.2: Verbal and Non-Verbal Communication.
– Section 2.3: Natural Behaviour Skills.
• Chapter 3. Interactive VR/AR Environments:
– Section 3.1: Virtual Environments.
– Section 3.2: Interactivity.
– Section 3.3: Immersion.
• Chapter 4. Interactive 3D Model Management:








Human-centred manufacturing will be needed in Industry 4.0 in order to
increase flexibility, agility, and competitiveness (Valle´s, 2013). Skilled workers
and engineers for a competitive smart factory are of strategic importance.
From now on, we will refer to these persons as Operator 4.0.
In the Smart Factories the work of the Operator 4.0 will be supported by
smart assistance systems with multimodal, user-friendly interfaces (Henning,
2013).
Nowadays, Interactive Virtual Agents (IVA) are frequently applied in
diverse fields, such as education, training, entertainment, etc. The role of the
virtual agent depends on the application; it can act for example as a guide,
tutor, instructor, assistant or as an information presenter.
This thesis supports the idea that Industry 4.0 will be another field of
application for IVA. These IVA will increase the Operator 4.0’s motivation
and will engage them on the task at hand. These agents endowed with certain
artificial intelligence and human-like physical appearance will react to the
Operator 4.0’s interaction by means of non-verbal gestures, natural behaviour
and verbal communication. This new kind of collaboration between humans,
robots and virtual agents has been defined as Hybrid Team (Schwartz et al.,
2016a, b).
Although IVA are commonly used, their design, development, animation
and integration are not easy tasks. Research has outlined a number of desir-
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able attributes for these kind of agents (Ahmed, 2005). This chapter presents
some prove of concept to achieve IVA capable of communicating in a real-
istic way with humans. To accomplish this, certain aspects have been taken
into account, mainly; realistic appearance, verbal and non-verbal communi-
cation and natural behaviour skills. The background of these three aspects
is described in sections 2.1, 2.2 and 2.3, respectively.
Section 2.4 describes research achievements provided by application-driven
research projects carried out within the field of IVA. These results prove the
usability, scalability and integrability of such agents in diverse fields. Finally,
Section 4.5 summarizes and highlights the contributions on this topic and
enumerates several publications.
2.1 Realistic Appearance
Physical appearance of virtual agents (VA) can influence the way users be-
have (Merola and Pen˜a, 2009; Martey and Consalvo, 2011; Martey et al.,
2014).
An important attribute when defining VA’s appearance is anthropomor-
phism, this is, the extent to which a character has either the appearance or be-
havioural attributes of humans (Koda and Maes, 1996; Nowak, 2004; Nowak
and Biocca, 2003). In some studies, highly anthropomorphic VA have been
rated as more credible, engaging, and likeable than less anthropomorphic im-
ages (Koda and Maes, 1996; Wexelblat, 1998). Moreover, Nowak (2004) found
that the strongest predictor of these variables, was the degree of masculinity
or femininity of VA.
Therefore, gender has also been a matter of study (Zanbaka et al., 2006;
Sloan, 2015). Gender stereotypes that are common in social interaction stud-
ies (Carli, 1990; Eagly, 1978) replicate with virtual characters. Male partici-
pants are more persuaded by female speakers than male speakers, and female
participants are more persuaded by male speakers than female speakers (Zan-
baka et al., 2006).
In virtual learning environments, students feel higher positive affect and
self-efficacy after interacting with female VA (Plant et al., 2009). The study
carried out by Feng et al. (2017) demonstrate evidence that female characters
should be considered in favour of male characters when designing games and
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interventions that simulate negatively-valued and/or emotionally-charged so-
cial situations such as a conflict-resolution.
Yee and Bailenson (2007) found that height of VA had an influence on the
users. Users with tall VA were more confident with offers in a bargaining task,
while those assigned short VA were more likely to accept an unfavourable
decision.
Physically attractive avatars are rated higher on social competence, social
adjustment, and intellectual competence. Research suggests that attractive
VA are significantly more persuasive in changing the user’s opinion (Khan
and De Angeli, 2009; Khan and Sutcliffe, 2014). These findings show that
the physical appearance of VA has an influence on the user in an interaction-
based context.
Finally, the colour of clothing can also influence the user’s behaviour.
For example, the experiment carried out by Pen˜a et al. (2009), proved that
participants using black-cloaked VA developed more aggressive intentions
and attitudes but less group cohesion than those using white-cloaked VA.
Another experiment compared the performance of red and blue teams in
a popular multi-player first-person-shooter (FPS) computer game. Results
outlined that red teams offered an advantage over blue teams in virtual com-
petitions (Ilie et al., 2008).
Regarding realism, McCloud (McCloud, 1994) stated that individuals see
themselves as iconic images but see others in a more detailed form, that
is, as realistic images. Gulz and Haake (Gulz and Haake, 2006) extended
this idea to the role of animated pedagogical agents and stated that if the
agent is acting as a teacher, the student will see it as “the other person” and
therefore it is better to represent it in a human form. However, the risk of
falling into the “uncanny valley” (Mori, 1970) also exists. This term refers to
the unsettling feeling humans experience when observing humanoid objects
which appear almost, but not exactly, like real human beings.
Moreover, realistic appearance goes hand in hand with behavioural real-
ism. Higher realism in the appearance of VA may lead to heightened expec-
tations for behavioural realism (Slater and Steed, 2002; Garau et al., 2003).
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2.2 Verbal and Non-Verbal Communication
Communication is simply the act of transferring information from one place
to another. There are various categories of communication and more than one
may occur at any time. The different categories of communication include
(Tubbs, 2012; Knapp et al., 2013; Littlejohn and Foss, 2010):
• Verbal Communication: face-to-face, telephone, radio or television and
other media.
• Non-Verbal Communication: body language, gestures, how we dress or
act.
• Written Communication: letters, e-mails, books, magazines, the Inter-
net or via other media.
• Visual Communication: graphs and charts, maps, logos and other vi-
sualizations can communicate messages.
Written and visual communication are used by humans constantly. They
can be included in applications as text or images. However, they are not
intrinsic to the capabilities of IVA. Therefore, written communication has
not been considered. This work has focused on allowing IVA to communicate
with verbal and non-verbal skills.
Verbal communication, as in speech, and non-verbal communication, as
in, facial gestures, both imply facial animation. One of the key moments
in the history of facial animation is the definition of the MPEG-4 standard
(Bauer et al., 1999).
The standard sets three key features for facial animation:
• Facial Definition Parameters (FDPs), define the shape and texture of
the human face.
• Facial Animation Parameters (FAPs), represent a complete set of basic
facial actions, and allow for the representation of most facial expres-
sions.
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• Facial Animation Parameter Units (FAPUs), are defined in order to
allow interpretation of the FAPs on any facial model in a consistent
way.
Most studies regarding facial animation are based in these parameters
(Ali et al., 2018; Yong, 2014; Leandro Parreira Duarte et al., 2014).
According to Radovan and Pretorius (2006) the different methods for
facial animation can be classified in three groups: i) based in geometry, ii)
based in images and iii) based in real movements.
The pioneer work of Parke (1972) in the field of facial animation can be
classified in the first group. This and other primitive works transform the
vertices one by one in each frame of the animation. Later on, new works
based on pseudo-muscles, which simulate geometrically the effects of muscles
or directly simulate the physical behaviour of the muscles and the skin were
developed (DeRose et al., 1998; Wang, 2010).
Other methods, usually focused on the film industry, are based in images
instead of geometry. Facial animation based in image manipulation can be
categorized into the following techniques:
• morphing, different key images are interpolated to obtain the anima-
tion(Su and Liu, 2001).
• texture manipulation, the changes in the texture of the facial mesh
create the animation (Fei, 2001).
• blend-shape interpolation, the intermediate frames between two mod-
eled faces are computed (Huang et al., 2011).
Facial animation based in real movements has also been widely studied.
Beeler et al. (2011) analyze the captured data to recognize predefined mo-
tions and launch these predefined movements in the virtual face. In the work
presented by Arghinenti (2011) the captured data is only a layer of the facial
animation engine. Other layers cope with expressions, phonemes and muscles.
Deng et al. (2006) combine a motion capture system with a face scanning
system in order to obtain a realistic animation with low-level details, such as
wrinkles. Once they obtain the minimum number of key expressions, blend-
shape interpolation is used to generate the final animation.
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In visual speech synthesis, apart from the facial animation technique, one
of the key aspects to obtain a realistic animation is the interpolation between
the phonemes that have to be synthesized. One of the first works in this field
and one of the main references is the one presented by Cohen et al. (1993).
They create exponential functions for facial parameters that rise until the
phoneme’s exact time and fall afterwards. The so called co-articulation is
obtained by the combination of different phonemes and the functions for
their associated facial parameters.
Since the first works in co-articulation were published, several methods
have been presented that take speech unities and convert them in a fluent
and realistic facial animation: rule-based, Markov models (Yamamoto et al.,
1998), neural networks (Massaro et al., 1999), to name but a few.
Regarding non-verbal communication, McNeill (1992) explains that in
some speech contexts about three-quarters of all sentences are accompanied
by hand gestures. The scientific community has established four type of hand
gestures (Cassell et al., 1994):
• Iconic: or illustrators, they are descriptive gestures often used to illus-
trate speech.
• Metaphoric: or representational gestures, represent an abstract feature
concurrently spoken about.
• Deictic: indicate a point in the space.
• Beats: small formless waves of the hand that occur to emphasize words.
Hence, body animation is also required for non-verbal communication.
MPEG-4 standard (Bauer et al., 1999) also defined the Body Definition
Parameters (BDPs). MPEG-4 defines 68 FAPs and 186 Body Animation Pa-
rameters (BAPs) which are control parameters of animation. Detailed charac-
ter movements such as hip twisting are defined in BAPs. However, the number
of the BAPs is too large to be implemented efficiently. For this reason, re-
cent character animation methods do not use the Face and Body Animation
object defined in MPEG-4. Most methods of 3D character body animation
can be categorized into Skeleton-based and Physics-based approach.
The Skeleton-based approach animates the character body by character-
izing the relation between underlying skeletal structure and motion. These
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methods are called Skeletal Subspace Deformation (SSD) or Skinning. Magnenat-
Thalmann et al. (1988) proposed a Joint dependent Local Deformation (JLD)
operator which is able to generate object grasping animation of hand through
the binding between joint and local deformation. Nowadays, this method is
referred as Linear Blend Skinning (LBS). With LBS the mesh is deformed
according to skinning weights which associate each bone with a set of the
mesh vertices Song et al. (2015).
2.3 Natural Behaviour Skills
Agents capable of performing facial expressions, hand-arm gestures, eye-gaze
and conversational abilities are known as Embodied Conversational Agents
(ECA) (Cassell, 2000). Research has outlined that users find IVA with au-
tonomous conversational behaviours to be more natural than IVA whose
behaviours are controlled (Cassell and Vilhja´lmsson, 1999).
Providing natural behaviour skills to IVA is a widely studied issue. How-
ever, defining natural behaviour is not an easy task. The literature and theory
of affective computing imply several conditions for synthesized motion to ap-
pear natural (Abrilian et al., 2005). Speed of interaction and emotion/speech-
correlated believable body motion are among the most important function-
alities (Mlakar and Rojc, 2011).
Diverse XML-based languages have been developed to define the be-
haviour of ECA.
The Behavior Expression Animation Toolkit (BEAT) was the first toolkit
to automatically suggest appropriate gestures, communicative facial expres-
sions, pauses, and intonational contours for an input text. It also provided
the synchronization information required to animate the behaviours in con-
junction with a character’s speech (Cassell et al., 2001).
Multimodal Utterance Representation Markup Language (MURML) de-
fines a notation for gesture specification and synchronization with co-verbal
speech. MURML also focused on specifying the actual form of body or face
behaviours. (Kopp et al., 2003)
The Affective Presentation Markup Language (APML) specifies the agent’s
behaviour at the meaning level. APML represents, among others, commu-
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nicative intent, emotions, interaction and cultural aspects (De Carolis et al.,
2004).
The Rich Representation Language (RRL) was developed in the NECA
project (Krenn, 2003). RRL is a special purpose markup language which rep-
resents a wide range of expert knowledge required at the interfaces between
the different components in the NECA architecture (Piwek et al., 2004).
Finally, BML (Kopp et al., 2006) is a markup language oriented to de-
scribe verbal and non-verbal behaviour of IVA. BML defines elements like
gestures and facial expressions and also allows specifying their temporal
alignment. BML has become a standard and other markup languages allow
compatibility with it.
For example, the aim of PML (Scherer et al., 2012) is to specify knowl-
edge about the environment an non-verbal behaviour to IVA and it includes
compatibility with BML. Moreover, as the authors explain in Cˇerekovic´ et al.
(2010) BML has some advantages, it is intuitive and simple to implement.
In addition, there are several research projects based on BML whose main
objective is to generate non-verbal behaviour for virtual characters. There
are several interpreters like SmartBody (Thiebaux et al., 2008), BMLReal-
izer (A´rnason and Porsteinsson, 2008) or Elckerlyc (Welbergen et al., 2009)
that animate virtual characters receiving a BML archive as input. However,
to generate that input, there is only one behaviour planning developed (Lee
and Marsella, 2006). This non-verbal generator analyzes the syntactic and
semantic of a text and the affective state of a character to decide the be-
haviour.
An interesting tool for the creation of interactive applications with mul-
tiple virtual characters is Visual SceneMaker (Gebhard et al., 2012). It is
planed to add BML and other markup languages to integrate non-verbal
behaviour generation.
2.4 Challenge Analysis based on Case Studies
The previous sections have outlined a number of desirable features that IVA
should have in order to seem natural and appealing for a human interlocutor.
This thesis work, is based on the author’s research developed to obtain real-
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istic IVA with those features. Furthermore, these IVA have been integrated
into R&D Projects of diverse nature which have proven their usability.
The research fields studied in this section include: E-learning, Marketing
and Health Care. Section 4.5 discusses the results obtained and extrapolates
them to the Operator 4.0 context.
2.4.1 E-Learning
The use of online learning or e-learning has increased significantly in the past
years and it is expected to keep growing in the future. According to the latest
survey by Stratistics MRC, the Global E-Learning Market was accounted for
$165.21 billion in 2015 and is expected to reach $275.10 billion by 2022
growing at a Compound Annual Growth Rate (CAGR) of 7.5% during the
forecast period (Costello, 2017).
Distance learning offers a series of benefits that traditional learning does
not, for example in terms of mobility, affordability or flexibility e-learning
happens to be much more suitable for nowadays lifestyle, moreover this tech-
nology has enabled increasingly dynamic and engaging learning experiences.
Future manufacturing enterprises will use interactive e-learning tools to
facilitate students’, apprentices’, and new workers’ gain in understanding of
advanced manufacturing operations, also involving the use of new Informa-
tion and Communication Technology (ICT) paradigms (Valle´s, 2013).
Below two R&D Projects developed in the field of E-learning are pre-
sented. Their main contributions and experiences are summarized.
SPEEP
The main objective of the SPEEP project was the development of a Com-
puter Assisted Language Learning (CALL) platform to help students improve
their pronunciation of a foreign language through the use of speech, natural
language processing and virtual reality technologies.
The platform had to deal with the following requirements:
• Input. The solution had to allow voice and/or text as standard inputs.
In the case of voice, it had to be processed by a speech recognition
engine to obtain the transcription automatically.
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• Languages. The platform had to operate for Basque and English.
• 3D Reconstruction. The animation had to be done at two levels; the
first one employing the natural videos and audio recorded from the we-
bcam and the microphone, and the second one using a Text-to-Speech
engine and IVA. This way, through the use of advanced techniques of
co-articulation and 3D graphics, the platform had to generate 3D vir-
tual reconstructions considering both the correct way to pronounce the
input and the way in which the user had pronounced it.
As seen in Figure 2.1, the interaction platform designed in this project
showed the head of the agent, not the body. The objective was to visualize
the pronunciation of the words in a very realistic way. Therefore, only the
facial animation of the virtual agent was taken into account.
Figure 2.1: SPEEP R&D Project.
As explained in Section 2.2, there are three main groups of facial anima-
tion techniques.
In this R&D project, morphing was discarded. Although being a fast re-
source for modeling, it is limited to the number of variants made for each
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expression. Another problem is that morphing is based on the transformation
of a big mass of vertices, this implies having very little control over any mod-
ification, so the risk of corrupting the geometry increases with the number
of vertices.
The solution developed was based in pseudo-muscles. As the approach
was based in the geometry, the use of bones as modifiers made the tool
compatible with any humanoid agent. The configuration of face and body
was valid for any model used, and no changes were made per agent as when
using morphing. Once a configuration was modeled, it could be applied to
any agent.
In order to have greater control over the different expressions, a facial
bone structure composed by 64 bones was implemented. To achieve this,
the movements of the different muscles of the face were studied and a bone
hierarchy was applied to allow the movements of the facial bio-mechanical
structure (Figure 2.2).
Figure 2.2: Face bone structure.
Once the animation control was defined, there was a need to synchronize
speech and face animation. The lip-sync module developed was as follows.
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The sentence to pronounce was generated using a text-to-speech synthesizer.
The text introduced for each sentence was used to extract the corresponding
phonemes, which were aligned to the synthesized audio file using an acoustic
model obtained by training .
To configure the face, the FDPs of the MPEG-4 standard (Pandzic and
Forchheimer, 2003) were used. During the rendering of IVA, in each frame
the phonemes that surrounded the actual time were interpolated with the
values of the corresponding FAPs following the method presented by Cohen
et al. (1993).
A study of the computational cost of the different methods that are called
in each frame during the facial animation showed that the most time consum-
ing function was the skinning i.e. the computation of the new position of the
vertices according to the transformations of their neighbour bones. In order
to overcome this situation, the animation engine implemented a hardware
skinning algorithm that delegated all bone transformations to the GPU. It
was implemented as a GLSL vertex shader that takes the original mesh and
the transformation matrices of the bones as inputs, and calculates the new
vertex positions as output (Mujika & Diez et al., 2013; Mujika et al., 2014).
3DTUTOR
The aim of 3DTUTOR was the design, development and implementation of a
virtual and smart 3D Tutorial system interoperable with multiple platforms
and systems. It had to coordinate the immersive and personalised virtual
teaching processes.
3DTUTOR was represented by IVA which role was to guide each student
through the different lecture units. The objective was to allow the student
to obtain knowledge in an autonomous and customised way, without the
presence of a real tutor. The system should help the student through three
different channels:
• Motivation through emotional intelligence.
• Evaluation of the student.
• Personalised teaching.
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IVA were included in an immersive e-Learning system to improve the
quality of asynchronous and distance education.
The real tutor was able to make a remote monitoring of the student’s
evolution thanks to the evolution profile generated automatically by the sys-
tem. In addition, this evolution profile was useful to modify the answers of
the virtual tutor and to adapt the teaching method.
Figure 2.3 shows the integration of a virtual tutor into Moodle Learning
Management System.
Figure 2.3: 3DTUTOR R&D Project.
Unlike SPEEP project, in 3DTUTOR the whole body of the IVA was visu-
alized. The virtual tutor behaved as real tutor, so it had to perform several
body movements. Some examples of animations that needed to be imple-
mented were; pointing out elements, spontaneous gestures with the hands,
walking cycles, arm gestures or head movements.
Therefore, the facial animations were developed as described previously
(2.4.1). For the body, a simplified structure of the human skeleton was ap-
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plied, discarding all the bones that hardly reverted in modifications when
making the movements needed for the required objectives. Altogether, 66
bones controlled the body (Figure 2.4).
Figure 2.4: Body bone structure.
To achieve an autonomous virtual tutor, a behaviour module was devel-
oped (Diez et al., 2014b). Depending on the interaction of the user the virtual
tutor reacted appropriately.
The student’s interaction with the e-learning platform can be analyzed
in different ways, for example, controlling the speed in which the student
answers questions or the duration of each session. If a student takes too
long to answer a question, the behaviour module will send an impulse to
the IVA and it will react to this delay by asking some questions to the
student; “is the exercise too difficult?”, “are you tired?”. The duration of
each session can also be verified in order to evaluate the student’s learning
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progress. Very short or long sessions might suggest the exercise does not
match the student’s knowledge level, in this case the IVA will suggest the
student different exercises or will repeat the test to determine the student’s
level.
This kind of communication makes the students feel accompanied and
they appreciate the concern showed by the IVA. This attention on the one
hand makes them feel that their work is being valued and on the other hand
infers some pressure on them, so it is more difficult for them to abandon the
course.
2.4.2 Marketing
Recent studies have highlighted how business-to-business (B2B) firms have
started to use digital marketing tools, especially the social media marketing,
in the same way of business-to-consumer (B2C) firms (Wang et al., 2016).
This new marketing approach of B2B companies is connected with the grow-
ing international competitiveness of industrial markets.
Next a case study developed for marketing is presented.
AVATARCO
The main objective of AVATARCO was to develop a web platform to easily
generate interactive multimedia content for marketing actions. The intro-
duction of IVA endowed with verbal and non-verbal behaviour was a key
functionality of the platform.
The project proposed innovative solutions:
• Simple online edition of multimedia content including clips selection,
spatial and temporal composition, the inclusion of effects like transi-
tions.
• Create and edit IVA allowing the edition of their physical appearance,
the voice and the behaviour (pose, gestures) according to the scene.
• Create HTML5 interactive content. Possibility to create traditional
videos or create new interactive content to improve the experience of
the audience.
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• Manipulate online/oﬄine contents, allowing the possibility of integrat-
ing contents through social media.
An authoring tool (Figure 2.5) was developed to allow users to easily
define several aspects of the IVA:
• physical appearance (cartoon or realistic)
• automatic behaviour animation (body, limbs, face)
• clothing and complements
• gender, ethnic, age
The facial and body animation techniques used were based on previous
work ( Section 2.4.1 ). Which proves the modularity and re-usability of these
developments.
The results from this R&D project are framed under the affective com-
ponent of hybrid agents.
Figure 2.5: AVATARCO R&D Project.
2.4.3 Health Care
Safety and health are crucial aspects in Industry 4.0 (Romero et al., 2016a;
Valle´s, 2013). Health 4.0 concept has derived from the Industry 4.0 concept. It
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refers to digitally connected health care systems that will allow personalized
and individualized health care support (Thuemmler and Bai, 2017). Health
4.0 will also reduce costs, improve management, optimize processes, increase
efficiency and enhance the security planning.
Demographic changes will also have to be taken into account in a human-
centred industry. Assistance systems will have to be introduced to meet the
higher requirements of elderly or impaired workers and the increasing need
for continuous worker qualification (Wolf et al., 2017).
Two case studies developed in the context of health care are presented in
the following sections.
Health Assistant
The aim of Health Assistant was to develop intelligent and proactive IVA
oriented to the health sector with the possibility of integrating them in data
bases which contained information, diagnosis, treatments, prevention treat-
ments, etc. The aim was to motivate patients in their therapies, specifically
chronic patients.
The role of this assistant was to guide patients in rehabilitation ther-
apies. Thus, the patient was guided by the IVA who motivated them and
safeguarded the treatments.
The characteristics of the IVA were:
• Integrability: The goal was to integrate the IVA in different types of
databases, such as wikis, CRMs (Customer Relationship Management),
etc. and in any type of device or platform.
• Proactivity: Based on the information of databases (patient’s profile,
historic, diagnosis, etc.) the assistant suggested activities to the patient
in a proactive way.
• Customization: The client was able to customize the appearance of the
IVA in order to adapt them to the patient’s preferences. In addition,
it was possible to customize the behaviour and the way of communica-
tion adapting them to the patient. Besides, the IVA used the patient’s
preferences to suggest healthy activities or new habits.
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• Expressiveness: The IVA could speak and had facial and corporal ex-
pressiveness. Thus, the assistant was capable of verbal and non-verbal
communication.
Figure 2.6: Health Assistant R&D Project.
Most of the achievements in this project are consequence of the modular-
ity and re-usability of the IVA. The novelty of this research is the knowledge
managed by the IVA. In the previous projects the IVA reacted to affective
stimuli. In this case, the IVA made decisions and provided advice gathered
from databases (Palmaz et al., 2016).
AVAC
The aim of AVAC project was to create a new product to ease the production
of audiovisual content aimed at deaf people. The application used stenotype
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techniques (phonetic coding), voice recognition and IVA to achieve this goal.
Through the stenotype and voice recognition, the system was able to gen-
erate subtitles that were interpreted by IVA who performed Sing Language.
The project was focused on audiovisual contents in Basque and Spanish.
However the system was designed to integrate support for other languages.
The innovation of AVAC was based on:
• The creation of a Basque stenotype system.
• Translation from Basque to Spanish Sign Language (LSE).
• Adaptation during the execution of the signs, depending on the virtual
interpreter’s mood.
AransGi (Association of families of Deaf people of Gipuzkoa) evaluated
the prototype with deaf people. The association had a huge interest on suc-
cessful results and offered its support in tasks of advising and evaluation.
The suggestions provided by the evaluators are summarized as follows:
• The sentences interpreted by the IVA were easy to understand. How-
ever, they suggested that the transition between signs should be smoother.
• The expression of the IVA had to be exaggerated. The emotions were
recognized, but when people use sign language they accentuate their
facial expression.
• Eyebrows, gaze and shoulders are also important for the correct inter-
pretation of sign language. For example, eyebrows are fundamental to
express questions or exclamations.
• The behaviour and attitude during the waiting state was correct.
• The IVA emulated the behaviour of a real person.
This project is the oldest among those mentioned in this section. Its
results provided huge experience and founded the architecture and algorithms
required by more advanced projects.
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2.5 Chapter Summary and Related Publica-
tions
The case studies presented in this chapter show the suitability of introducing
IVA to enhance the sensing and cognitive capabilities of the Operator 4.0.
The IVA presented act as Intelligent Personal Assistants (IPAs). IPAs
are mobile, autonomous and software agents capable of performing tasks or
services on behalf of humans (Garrido et al., 2010).
One of the operator typologies defined by Romero et al. (2016b) is the
smarter operator, this is, an operator aided by an IPA.
This chapter has proven that IVA can help the smarter operator in inter-
facing with machines, computers, databases and other information systems
in a human-likely way.
The IVA developed and presented in this chapter allow voice interaction
with the user. To achieve this a co-articulation system based on pseudo-
muscles was implemented (Mujika & Diez et al., 2013).
In several of the case studies, the IVA assess the user in an autonomous
way; as a tutor guiding the user through the lectures, as a medical counsellor
solving the patient’s doubts (Diez et al., 2013).
Several behaviour rules have been defined to endow IVA with natural
behaviour skills. Most of these rules are related to hand and arm movements
or facial expressions, but some are also related to gaze, blinking or posture.
These rules intend to make the IVA more lively and human-like by emulating
the behaviour of real people (Carretero & Diez et al., 2012; Diez et al., 2014b).
The IVA’s appearance can be entirely defined to encounter the users
needs. AVATARCO authoring tool has proven to allow modeling of the IVA’s
appearance. It provides the designer with a user-friendly tool to define the
IVA appearance (realistic/cartoonish), gender, ethnic group, clothing, etc
(Carretero & Diez et al., 2016).
Moreover, the case studies presented demonstrate the modularity an re-
usability of the IVA developed as they have been successfully integrated in
applications of diverse nature (e-learning, marketing and health care).
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CHAPTER 3
Immersive VR/AR Environments
Virtual Reality (VR) can be applied in various engineering applications, such
as product design, modeling, shop floor controls, process simulation, manu-
facturing planning, training, testing and verification (Mujber et al., 2004).
Optimized decision-making in Industry 4.0 will be a combination of interac-
tive virtual reality and advanced simulations of realistic scenarios.
Augmented Reality (AR) can also be applied to Industry 4.0 through
several tasks, such as robot path planning, AR collaborative design, plant
layout or simulation (Nee et al., 2012). They also present the main challenges
for the future AR systems on the industrial scope, focusing on the human
interaction with the environment. The present trend of manufacturing focuses
on the modern ways of human interaction with the workstation in order to
help on common tasks giving extra information about the workstation and
the manufacture.
Although, research on VR is large, there is little consensus on pointing out
its principal characteristics. For example, Brey (2008) defined it as: “A three-
dimensional interactive computer-generated environment that incorporates a
first-person perspective.” Søraker (2011) reviewed the definitions given to VR
by various researchers (Steuer, 1992; Stanovsky, 2004; Brey, 2008) to extract
the criteria to form a consensual definition. He stated that all the definitions
discussed included some form of “computer simulation” and “interactivity”.
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More precisely, Sherman and Craig (2002) listed four essential elements in
VR: virtual worlds, sensory feedback (responding to user input), immersion
and interactivity.
Zhao (2009) performs a thorough survey on the state of the art of VR.
This work discusses the major contents and current situation of VR re-
search in the aspects of VR modeling, VR representation technology, human-
machine interaction and equipment, VR development suite and supporting
environment, as well as VR applications, and indicate several problems of
the theory and technology.
Taking these definitions into account, this chapter has focused its re-
search on three characteristics of VR: Virtual Environments, Interactivity
and Immersion. Sections 3.1, 3.2 and 3.3 present a general overview of these
characteristics, which are also necessary in AR. Next, 3.4 analyzes each of
these characteristics through the results obtained in diverse R&D projects in
which virtual environments, interaction devices and immersion devices were
integrated. Finally, Section 3.5 summarizes the chapter and lists a number
of publications.
3.1 Virtual Environments
Virtual Environments (VEs) are the first challenge stated by Posada et al.
(2015) (Table 1.1) within the integration dimension of Industry 4.0. Among
other cases, there is a need for visually empowered 3D simulation scenarios
for testing different configurations. In the relation of Industry 4.0 with hu-
man factors, the simulation of Virtual Environments is also crucial for the
interaction between humans and robots. Visual simulation for emergency re-
sponse in factories is also a challenge in Industry 4.0 and requires Virtual
Environments.
Overall, Virtual Environments for Industry 4.0 have to cover many differ-
ent challenges, such as 3D modeling and representation, real-time simulation,
animation, interaction and rendering. This section analyzes the requirements
needed in Virtual Environments to overcome these challenges.
Bell (2008) analyzes the different definitions given to the term virtual
world (Bartle, 2004; Castronova, 2008; Combs, 2004) and provides a com-
mon definition. This combined definition is as follows: “A synchronous, per-
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sistent network of people, represented as avatars, facilitated by networked
computers”.
According to Schroeder (2008), “virtual worlds are persistent virtual en-
vironments in which people experience others as being there with them”. The
sense of “being there” depends on the accuracy in obtaining an immersive
and presence feeling in those virtual environments.
Another study of the concept was held by Girvan (2013), who studied 88
peer-review articles which offered a definition of virtual world. The analysis
resulted on the following definition for virtual environment:
“A persistent, simulated and immersive environment, facilitated by net-
worked computers, providing multiple users with avatars and communication
tools with which to act and interact in-world and in real-time” (Girvan, 2013).
Akchelov and Galanina (2016) also performed a review of 44 peer-review
articles to form the following definition:
“Computer-based, three or two dimensional environment or space, that
can simulate real world where users represented by avatars are able to com-
municate or interact simultaneously or synchronically” (Akchelov and Galan-
ina, 2016).
More precisely, for the Industry 4.0, the virtual environment for manu-
facturing should include (Mujber et al., 2004) :
• Functionality: the virtual prototype should be clearly defined and re-
alistically simulated to address product functionality and dynamic be-
haviour.
• Human interaction: the human functions involved must be realistically
simulated, or the human must be included in the simulation.
• Environment: an off-line computer simulation of the functions can be
carried out, or a combination of computer off-line and real time simu-
lation can be carried out.
3.2 Interactivity
One of the key aspects addressed by Industry 4.0 is the improvement of
human-machine interaction (HMI) paradigms. Cyber-physical systems (CPS)
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are central to the Industry 4.0 vision. The term CPS refers to a new genera-
tion of systems with integrated computational and physical capabilities that
can interact with humans through many new modalities (Baheti and Gill,
2011).
Posada et al. (2015) point out a number of interaction possibilities that
open with the use of emerging information and communication technologies
(ICT) (Figure 3, page 29 ):
• Enhanced human-machine cooperation: including human interaction
with robots and intelligent machines.
• Improved human-in-the-loop interaction between the cyber and physi-
cal worlds.
The coexistence of humans and robots or the appearance of radically new
ways of interaction in factories (gestures, mimics, haptics, etc.) entails new
challenges. This section analyzes the interaction challenges involved in VR.
Interactivity refers to the ability to navigate virtual worlds and to interact
with objects, characters and places (Stanovsky, 2004; Brey, 2008).
Defining interaction techniques in virtual environments has been broadly
studied(Hand, 1997; Bowman et al., 2001, 2004). Jankowski and Hachet
(2013) present a review of the state of the art of non-immersive interaction
techniques based on the following interaction tasks:
• Navigation: is related to the motor task of moving the viewpoint through
an environment. If it includes a cognitive component, it is referred to
as wayfinding.
• Selection and Manipulation: Another typical task performed in a 3D
virtual environment is object selection and its direct manipulation. In-
teraction techniques for the 3D manipulation include three fundamental
tasks: object translation, object rotation, and object scaling.
• System Control: Related to the communication between user and sys-
tem which is not part of the VE. Techniques that support system con-
trol tasks in 3D are classified as: graphical menus, voice commands,
gestural interaction, virtual tools with specific functions.
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3.3 Immersion
Immersion and interactivity are terms hard to distinguish. Figure 3.1 shows
levels from low to high of these concepts and some technologies which support
them.
Figure 3.1: Immersion and interactivity from low to high with example technologies
(Klippel et al., 2015).
This section studies the influence of immersion in VR experiences and
analyzes its applicability in Industry 4.0.
Regarding immersion itself, Slater and Wilbur (1997) stated the degree
of immersion could be objectively assessed depending on several characteris-
tics such as “the extent to which a display system can deliver an inclusive,
extensive, surrounding and vivid illusion of virtual environment to a partici-
pant” and “the extent of body matching, and the extent to which there is a
self-contained plot in which the participant can act and in which there is an
autonomous response”.
Brown and Cairns (2004) identify three levels of immersion: engagement,
engrossment and total immersion. Total immersion rarely occurs, normally
users experience engrossment, in which the game controls become invisible
and the users feel more involved in the story, or engagement, which might be
influenced by interactivity (Choi and Baek, 2011).
However, Brey (2008) does not consider immersion to be fully necessary to
experience virtual reality. One of the reasons he argues is that total immersion
depends on certain devices which are not available for most users. In this way,
Brey prefers the concept “first-person perspective” to “immersion”.
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Regarding Industry 4.0, Posada et al. (2015) do not explicitly catego-
rize immersion into any of their three criteria challenges. However, the R&D
project named MACHS presented in this work (Posada et al., 2015) is an ex-
ample of how visual computing technologies can address some human factors
requirements in Industry 4.0.
The goal of this project was to design an immersive experience to train
machine-tool maintenance staff (Mujika et al., 2011). MACHS project was
championed by the Danobat industrial group (part of Mondragon Corpora-
tion, one of Europe’s largest industrial groups). The project contains two
main tools. The first one: an authoring tool where an expert in machine-tool
manufacturing can design a course for students that are learning how to use
a machine or how to do its maintenance. The second tool, receives the out-
put of the first one and runs a course in a 3D virtual environment where the
student must follow the steps designed by the expert.
Similarly, Schuster et al. (2016) tested a collaborative virtual learning
environment (VLE) to prepare engineering students to meet the demands
of Industry 4.0. This work shows how students like to be immersed by the
virtual environment and to interact with it intuitively and naturally.
In the last years, the new generation of Head-Mounted Displays (HMDs)
have become popular devices to provide highly immersive experiences which
are very difficult to achieve by other means. They are excellent tools to
view virtual environments in a realistic way. However, these devices are still
reserved for few users. Moreover, these devices do not offer interactive capa-
bilities with the objects in the VE. Additional devices are attached to the
HMD set-up to overcome this situation.
3.4 Challenge Analysis based on Case Studies
The previous sections have outlined a number of characteristics for VR; Vir-
tual Environments, Interactivity and Immersion. These characteristics have
been integrated into different applications in the following fields: safety, mar-
keting and manufacturing.
These applications are briefly described in the following lines. Section
3.4.1 describes de different virtual environments designed, Section 3.4.2 de-
scribes the interaction devices integrated and Section 3.4.3 shows he immer-
sion devices used.
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Each section concludes with a summary of the challenges and contribu-
tions.
PREST Project
The research context in PREST project was interactive training on occupa-
tional hazard prevention and more precisely in fire safety in buildings. The
fire warden trainee had to deal with the fire by a) finding the safest evacuation
route or b) putting the fire out.
Two virtual environments were designed for this project; a warehouse
and an office building, these are described in section 3.4.1. A gamepad and
the Leap Motion Controller were used as interaction devices, as explained in
section 3.4.2. Oculus Rift Head-Mounted Display (HMD) was used to provide
a fully immersive experience (see section 3.4.3).
The results and challenges encountered in this project were published in
Diez et al. (2016) and Diez et al. (2017a).
IDISS Project
The aim of IDISS project was to improve the interaction between Digital
Signage systems and potential customers within marketing research context.
A 3D virtual agent was integrated into the platform to offer a more natural
interaction between the device and the audience, assessing them in their
requests and adapting the products to their needs.
The target of the platform were Mall visitors, so a virtual environment
reproducing this scenario was designed (see section 3.4.1). The audience could
interact with the Digital Signage system through hand gestures that were
tracked using a Kinect (see section 3.4.2). Large screen monitors were used
offering a semi-immersive VR experience.
Futurad company introduced this solution in their Digital Signage mar-
keting channels throughout Panama (Futurad, 2012).
Virtual Operator Case Study
This case study presents a Virtual Operator, understood as the collaboration
of an Operator with VR (Romero et al., 2016b).
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The concept here is as follows, a collaborative robot picks up parts from
the working environment. Then it places them in the platform of a 3D scanner
or in a conveyor. From time to time, an operator replaces that part for
another. In these cases, the robotic arm must detect the presence of the arm
or hand of the operator and stop its movement to avoid the collision with the
operator. Trying out this situation with humans could be dangerous. Thanks
to the developed virtual training program, the operator can perform its work
in a safe way.
The virtual environment designed in this case study is explained in section
3.4.1. Leap Motion Controller was used as interaction device (see section
3.4.2) and a fully immersive experience was achieved thanks to the Oculus
Rift HMD (see section 3.4.3).
The results from this case study are under a second review publication
process for the International Journal: Computers & Industrial Engineering on
the special issue: “The Operator 4.0: Towards Socially Sustainable Factories
of the Future” (Segura & Diez et al., 2018).
Augmented Operator Case Study
This case study was developed for the automotive industry dealing with
assembling or maintaining engines (see Figure 3.2 (a)). The idea was to facil-
itate the training of newcomers or to assist operators through the assembly
process, avoiding the need of physical manuals. Cognitive load is reduced
by placing the elements of the assembly process directly in the operators
perspective of the surrounding environment. This way the performance is
not dependent on the operator remembering all operations required for a
particular product.
The AR system was specially designed using markerless technologies (Te-
ichrieb et al., 2007) in order to avoid polluting the station with artificial
markers and interfering with industrial critical processes. Any kind of media
content was displayed to the operator with stable and real time rendering.
The system was conceived as an easy-to-use and cost-efficient tool. Thus, the
elements involved were a web camera and a computer with a monitor. With
those few elements the system performed the main processes required for the
application.
The results from this case study were published in Ugarte et al. (2016).
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(a) Preparation of augmented instruc-
tions.
(b) Augmented operator in the workshop.
Figure 3.2: Augmented Operator - Assisted assembly of an engine using AR.
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3.4.1 Virtual Environment Description
The following section describes the diverse VEs that were designed in the
previously summarized projects.
Warehouse
This VE was designed to train experts on occupational hazard prevention
and more precisely in fire safety in buildings. Thus, a two floor building with
a warehouse unit on the ground floor and an office unit on the first floor was
chosen as a suitable scenario.
Both floors are connected by a lift and two staircases can also be found at
the front and rear of the warehouse. Exit from the first floor is also possible
by an external staircase.
The content of the building was also taken into account when designing
the VE. Hazardous or flammable substances were placed to improve the
simulation of fire propagation. Figure 3.3 shows how the ground floor of
the warehouse was packed with wooden pallets and cardboard boxes. The
possible interaction of the fire with these objects was considered as it could
influence the evacuation routes.
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Figure 3.3: Warehouse - Virtual Environment.
Office Building
In this case, an office building was designed to train wardens in evacuation
tasks. Vicomtech Research Center was used to model this VE to make it as
realistic as possible.
As seen in Figure 3.4, this environment had 16 office units, 2 bathrooms
and 3 common areas. The content in this environment was mainly compound
by office material and furniture.
48 Immersive VR/AR Environments
Figure 3.4: Office Building - Virtual Environment.
Mall
This VE was designed for marketing purposes. The aim of this R&D project
was to improve the interaction between Digital Signage systems and the
audience using 3D Interactive Virtual Agents (IVA) to provide a more natural
communication and by adapting contents according to the audience.
The VE designed for this purpose was a Mall, with shop windows in which
the audience could view the available products (Figure 3.5).
The IVA was modeled following the characteristics described in Chapter
2. The appearance of the IVA was designed to resemble the audience to which
it was addressed.
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Figure 3.5: Mall - Virtual Environment.
Virtual Operator
Vicomtech’s laboratory has the UR10 robotic arm from Universal Robots
(Universal-Robots, 2018) and the 3-finger adaptive robot from ROBOTIQ
(RobotiQ, 2018). Therefore, a simple scene representing this set-up was mod-
eled for this case study (see Figure 3.6).
The collaborative robotic arm and the gripper device were modeled with
the same characteristics as their real counterparts.
UR10 has six rotating joints with 360-degree rotation freedom. Its max-
imum speed is 120-degrees per second for the base and shoulder joints and
180-degrees per second for the elbow and the three remaining wrist joints.
The 3-finger Gripper can almost pick anything with its 4 grip modes:
pinch, wide, scissor and basic. Fingers can also be controlled separately and
get feedback from each of them.
Their Digital Twins were linked in real time with their real counterparts,
providing real physics and behaviour to the Digital Twins.
A virtual operator was also modeled and represented by an Interactive
Virtual Agent (IVA), which was designed using the characteristics described
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in Chapter 2. This virtual operator was capable of handling the 3D objects
of the scene.
The 3D objects were easily imported into the platform using the 3D model
conversion and management systems explained in Chapter 4.
Figure 3.6: Virtual Operator - Virtual Environment.
Conclusions
Four different VEs have been presented in this section. Different rendering
platforms were used; Unity Engine and Web browser.
Modeling a realistic VE is not an easy task, it involves physics, envi-
ronmental effects, photo-realistic graphics, lightning, sound effects, and so
on.
The level of detail that each rendering system can support is different.
Thus, the VEs should be designed taking this into account.
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However, the state of the art is constantly changing and it is hard to
predict what capabilities future devices will support. As a consequence, any
new application requires to find an equilibrium among different factors: ge-
ometric model detail, textures, physics, environment, etc. This balance will
also depend on current HW performance and availability.
3.4.2 Interaction Devices
Several interaction devices were integrated in the previously mentioned projects,
this section explains each of them.
Leap Motion Controller
Leap Motion Controller is a small USB device that scans an area of roughly
8-cubic feet above it. It tracks both hands and all ten fingers. With the
release of the Orion software, the Leap Motion Controller can be used with
VR headsets such as the Oculus Rift and HTC Vive.
This setup was used in PREST R&D project. Leap Motion Controller
was attached to the Oculus Rift HMD, to detect the trainee’s gestures: fist,
pinch and thumbs up gestures were detected (Figure 3.7).
Fist gesture detection was used to evaluate whether the trainee was open-
ing or closing doors. The “fist” gesture was chosen for this action as it is the
one performed in real life to grab door handles.
Pinch gesture was used to detect the user grabbing objects in the scene,
fire extinguishers in particular. The full action process implied the user get-
ting close to the extinguisher, reaching an arm towards it and pinching it by
holding the index and thumb fingers together.
Finally, to simulate the squeezing of the nozzle, the following gesture was
tracked; one hand of the user performing a “thumbs up” gesture, closing
the hand with the thumb heading up. This gesture was chosen because it is
similar to the one users should perform in real life and to differentiate it from
the “fist” gesture, in which the thumb is not visible.
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Figure 3.7: Leap Motion Controller used to detect hand gestures in PREST R&D
project.
Leap Motion Controller was also used in the Virtual Operator case study
(Figure 3.8). The operator’s hands were visualized in the virtual scene and
their movements were tracked in real time. If the Digital Twin of the col-
laborative robotic arm detected a possible collision with the virtual hands,
it automatically stopped preventing any dangerous situation. The safety for
the trainee is guaranteed since the interaction is purely virtual, but with real
physical behaviour.
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Figure 3.8: Setup for the Virtual Operator case study using Leap Motion Con-
troller.
Gamepad
Gamepads are familiar interaction devices mainly used in video games. The
Logitech Rumblepad2 gamepad was used for navigation purposes into PREST
R&D project.
Instead of using the keyboard to navigate a gamepad was used. In this
case both hands were needed to hold the gamepad and the user had to let
go of one hand to perform the hand gestures for selecting and manipulating
objects of the VE.
In most applications, the right stick of the gamepad is used for navigating
(forward, backward, left and right) and the left stick for turning the camera
view. This left stick was not necessary in this case as the user could look
around by moving the head with the 360-degree tracking system offered by
the HMD. So, in the gamepad the user only had to use the right stick, none
of the other buttons were needed. This made it simple for the user, despite
wearing the HMD.
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Kinect
A method for detecting and tracking the user’s hand gestures was imple-
mented in IDISS R&D Project. For this purpose, Kinect interaction device
was used.
The Kinect device captures video with an integrated camera and a depth
map using infrared sensors. With the help of OpenNI and Nite APIs the
system is able to detect and track human body parts and perform gesture
recognition.
The system developed detected the human body and the head and the
right and left hand positions. The 3D position was projected into 2D screen
coordinates to obtain the distance between the user and the camera. This
way the interaction was restricted to users that were facing the camera and
close enough to it, avoiding interaction with people passing by, as a Mall is
a very busy space.
In order to perform gesture recognition the user’s hands were segmented
from the rest of the body and tracked. The Nite API allowed to track and
detect the click gesture, the waving gesture and the rising hand gesture. The
coordinates of the hand were also converted to screen coordinates so the user
could use the hand as a mouse for selecting or clicking objects in the Digital
Signage system.
Conclusions
Interaction presents many challenges in VR. It has to be intuitive in order to
result natural for the user. Hand gestures used to interact with the VE must
be both natural to perform and easy to understand. The user must be able to
easily correlate the hand gesture needed in real life with the one performed
for the virtual experience.
Furthermore, the tracking systems must be very robust or the experience
will be disappointing for the user. Having to repeat the same gesture, without
getting the expected interaction feedback can result extremely frustrating.
3.4.3 Immersion Devices
The immersion devices tested are explained next.
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Oculus Rift
Oculus Rift HMD was used in PREST project and in the Virtual Operator
case study. More specific, Development Kit 2 (DK2) was used. The HW
specifications of DK2 are as follows:
• High Resolution and Refresh Rate: 1920x1080 (960x1080 per eye) res-
olution and a maximum refresh of 75Hz.
• Low Persistence OLED Display: to help reduce motion blur and judder,
significantly improving image quality and reducing simulator sickness.
• Positional Tracking: precise low latency positional tracker.
• Built-in Latency Tester: it constantly measures system latency to op-
timize motion prediction and reduce perceived latency.
The case studies using HMD were developed based on WebVR. The users
could visualize the virtual scene from two points of view. Next, these points
of view for the Virtual Operator case study are described (see Figure 3.9).
In the first person point of view mode, the virtual operator could visualize
the real movements of the robot as the robotic arm and its Digital Twin were
connected. The operator viewed the scene in an immersive way through the
HMD. The Leap Motion gesture sensor attached to the HMD allows real time
tracking of the hands of the operator.
In the third person point of view mode, the operator could view a agent
interacting with the Digital Twin. This animated agent was endowed with
natural behaviour, performed realistic movements and reproduced facial ex-
pressions, using the knowledge from Chapter 2.
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(a) First person mode virtual view. (b) First person mode user view.
(c) Third person mode virtual character interacting with Digital Twin.
Figure 3.9: Virtual Operator using Oculus Rift and Leap Motion Controller.
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Conclusions
Interaction can be tiring, this is why, the seated position was defined in
PREST project. The stand-up position poses additional problems like i)
problems with the cabling, ii) collisions with the real-world furniture and
iii) anxiety regarding the cognitive disassociation of the virtual position and
the real position, specially when stairs are included in the scenarios.
A conflict between looking and walking control was found in some cases.
Looking is controlled by head orientation while walking is controlled by in-
teraction devices: some users immersion experience is confused by this inter-
action duality.
Immersive walking experiences within VE might be ruined when frequent
collisions with the environment happens. So VE with many obstacles or nar-
row free paths may impair the immersive experience.
3.5 Chapter Summary and Related Publica-
tions
The case studies presented in this chapter show how VR can improve human
abilities by means of intelligent Human-Machine Interaction (HMI) interfaces
using Human-Computer Interaction (HCI) techniques.
This chapter summarizes research focused on three characteristics of VR:
virtual environments, interactivity and immersion. Diverse VEs have been
modeled, various interaction devices have been tested and different immersion
displays have been used. Case studies in the fields of safety, marketing and
manufacturing highlight the knowledge acquired in this field.
This chapter has proven that the Virtual Operator concept presented by
Romero et al. (2016a) is possible. VR can replicate a manufacturing envi-
ronment and allow the operator to interact with it with reduced risk and
real-time feedback. The Virtual Operator case study presented in this chap-
ter demonstrates that a safe working environment can be achieved combining
VR and Digital Twins, which offer feedback in real-time.
VEs are one of the challenges relevant to Industry 4.0. This chapter shows
various VEs modeled for various CPS tools. Several aspects must be taken
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into account when modeling 3D VEs; the final audience, the degree of realism,
the rendering platform, the interaction devices and the visualization platform
(Diez et al., 2016, 2017a).
The three CPS tools presented in this chapter have provided a wide range
of study as their fields of application have been diverse.
HMI is a crucial aspect in Industry 4.0. Furthermore, new ways of in-
teraction are constantly being developed (walking platforms, specific hand
input devices, haptic gloves, etc.). The CPS tools developed in the context
of this thesis have served to study challenges regarding HMI:
• The interactive multimodal platform in IDISS (Kinect) provided nat-
ural interaction tracking the users’ hand gestures.
• The IVA integrated into the platform enhanced the HCI by allowing
natural communication (Diez et al., 2014a).
• Finger gestures (Leap Motion Controller) proved to be useful in training
fire wardens in the PREST project (Diez et al., 2016).
The three immersive experiences reported in this chapter provided a sat-
isfactory experience (Diez et al., 2016, 2017a; Segura & Diez et al., 2018).
However, HMD, as many other research works have pointed out, still have a
limited usability time range. Our experiences (Diez et al., 2016, 2017a) show
that:
• conflict between looking and walking interaction must be solved.
• systems must be designed in a way that user’s movements are auto-
matically improved to avoid collisions with the VE.
Related Publications
• (Diez et al., 2014a) Interactive Multimodal Platform for Digital Sig-
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CHAPTER 4
Interactive 3D Model Management
The main objective of the research presented in this chapter is to improve the
multimedia management of complex 3D models, such as CAD models. The
management should be as automatic as possible. Providing a solution to this
problem will allow content managers to drag CAD files directly into a web
application. In this way, it will be possible to create useful management tools
for e-commerce content, Industry 4.0 content and other application areas.
The developments and tests presented in this chapter, show that it is
possible to automatically convert these models into web compatible formats.
The proposed solution is a compound of algorithms and processes that per-
form this task requiring no extra intervention from the user. The numerical
results show that sharing 3D content on the web is immediate and simple.
The automatic conversion mechanism has been also validated building an
e-commerce management platform.
This work and its contributions were developed in the context of e-
commerce (Diez et al., 2017b). However, as stated in the publication the
results could be applied in other areas.
As stated by Posada et al. (2015), new improvements in the full lifecycle
of products and increasing availability through Web3D in 3D CAD/CAM
modeling will be a key enabling technology for innovative Insdustry 4.0 sce-
narios and emerging business models. Industrial 3D CAD/CAM models with
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full access to semantic/product dynamic data will be needed to allow a nat-
ural flow of the persistent and interactive digital model in Product Lifecycle
Management accessible by Web3D technology.
This chapter is organized as follows; Section 4.1 explains the context in
which this research was developed. Section 4.2 introduces the background of
the research, Section 4.3 discusses automatic CAD to web conversion, Section
4.3 presents the results obtained, Section 4.4 validates the solution within an
e-commerce platform and finally Section 4.5 summarizes contributions.
4.1 Research Context
Sales agents involved in e-commerce create and manage online catalogues to
offer their products and allow potential customers to view and interact with
them. Operators in the Industry 4.0 need to visualize and manage manu-
facturing content on ubiquitous platforms. In both areas, CAD data is com-
monly used. However, nor sales agents nor operators need to have technical
background on this data format.
Embedding CAD data into web-based repositories has several challenges
in contrast to common element types such as text and images.
• CAD file formats are not included in web standards and browsers do
not directly support them.
• There is no standard 3D model file format that can be embedded in
web pages, unlike image or video formats.
• The WebGL 3D rendering API can render polygonal models (triangle
meshes), but CAD models are usually not composed of polygons but
are defined in terms of higher complexity parametric shapes.
• When parametric CAD models are transformed into polygonal meshes,
the result often contains a large number of polygons and the file is too
large for an efficient use by a web client.
The main challenges for using such content on the web are thus to trans-
form CAD files into formats suitable for web-based handling and rendering,
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and to present this content to client viewers in an efficient and user-friendly
repository. That is, from the point of view of the CAD designer it has to
be easy to add content to the repository. And from the point of view of the
visitor, searching, accessing and viewing content has to be easy and quick.
The main bottleneck for the last challenge is time transfer. This can be
reduced with mesh simplification algorithms, but at the expense of visual
quality. The system will have to find a compromise between shape quality
and file size (i.e. time transfer).
To deal with the above challenges, the integration of CAD data involves
solving the following issues which are discussed in the following sections:
• Convert different native CAD file formats into a unique model format.
• Polygonal conversion: Convert non-polygonal data into a polygonal
model. For example, curved surfaces into triangle meshes.
• Polygonal mesh simplification: Reduce the number of polygons that
describe an object maintaining its appearance and making it suitable
for the Web: fast transmission rate and efficient rendering.
These issues make it difficult to create and update web catalogues. Sales
agents and operators, from now on users, have to deal with technical issues
that exceed their knowledge field.
The web platform proposed in this chapter allows users -with no particular
knowledge- to view, manage and interact with complex 3D models. It allows
users to upload CAD models into the web. So, 3D model catalogues for e-
commerce or Industry 4.0 can be managed in an easy and intuitive way. It
also provides a collaborative mechanism to share models.
The platform proposed in this chapter solves the issues presented above in
an automatic way. It offers a device independent, interoperable, plug-in free
solution. The platform serves the purpose of an online catalogue; users can
easily upload their 3D models by simply dragging their native 3D formats
into the online platform. The system automatically converts these file formats
into a web compatible file format and stores them in a database.
The platform must also provide a solution to other problems. The plat-
form should be able to efficiently visualize the models on the web and it
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should include some interaction tools. WebGL technology has been chosen
to render 3D models in browsers.
A web based platform will make sharing 3D models immediate, creating a
collaborative work environment in which anyone with an internet connection
enabled device (PC, smartphone, tablet) can interact with the models from
the online catalogue.
4.2 Background
To reach the main goal, automatic model conversion, the platform should per-
form a sequence of operations on the original models to make them adequate
to the Web. These operations include tessellation, polygon simplification and
scene graph reduction. However, this operations entail various problems.
There are many different CAD formats. Each CAD product usually makes
use of its own file format. This format proliferation makes it quite difficult to
solve the automatic conversion problem. Some CAD tools have their propri-
etary conversion mechanism. However, managing web models from different
sources adds a heavy load on content managers.
Section 4.2.1 addresses the problem of handling various CAD formats.
Polygon simplification is discussed in Section 4.2.2 and simplification and
scene graph reduction is explained in Section 4.2.3. Finally, Section 4.2.4
analyzes some existing platforms related with the problem.
4.2.1 CAD Formats
These are some of the most widely used CAD exchanging formats:
• AutoCAD DXF (Finkelstein, 2008) (Drawing eXchange Format) is a
CAD data file format developed by Autodesk for enabling data inter-
operability between AutoCAD and other programs.
• IGES (Association et al., 2007) (Initial Graphics Exchange Specifica-
tion) defines a vendor neutral data format that allows digital exchange
of information among CAD systems (version 6.0 1998-01-05).
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• STEP (STandard for the Exchange of Product) was developed as the
successor of IGES; it is an ISO 10303-21 (Dunn, 1992) (last reviewed
in 2012) standard for the computer interpretable representation and
exchange of product manufacturing information.
• VRML (Virtual Reality Modeling Language) (Carey and Bell, 1997) is
a text file format where vertices and edges for a 3D polygon can be
specified along with the surface colour, transparency, etc.
• In 2001, X3D (Web3D-Consortium, 2001) arrived as an XML encod-
ing of VRML. X3D provides both the XML encoding and the Scene
Authoring Interface (SAI) to enable web applications to incorporate
real-time 3D, presentations and controls into non 3D content.
• COLLADA (COLLAborative Design Activity) (Khronos-Group, 2011)
defines an open standard XML schema for exchanging digital assets
among various graphics software applications. Unlike X3D, COLLADA
does not define the semantic in the 3D scenes, it is an intermediate
format whose primary goal is to represent rich data in multiple forms,
to enable the transformation of assets as they journey from content
tools that use higher level description paradigms to applications that
require platform specific optimized descriptions (Arnaud and Parisi,
2007).
None of the above formats are directly embeddable in web pages. The
challenge is to select one or more native CAD input formats and to provide
a tool that converts them into a format that can be interpreted and rendered
in a web page.
4.2.2 Polygonal Conversion
CAD models are normally designed as parametric models. Parametric mod-
els offer very precise and realistic models. However, interactive visualization
requires converting them into a polygonal representation by approximating
these surfaces into many polygons. This process is also known as tessellation.
There are essentially two methods presented by Frey and George (2000)
to convert a parametric surface into its polygonal representation. However,
this step is usually performed by each CAD tool.
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4.2.3 Polygonal Mesh Simplification
Algorithms used to simplify meshes are based on the so called simplification
operators; the most popular ones are vertex decimation, edge collapsing and
vertex clustering.
• Vertex decimation operator was first proposed by Schroeder (Schroeder
et al., 1992) Vertex decimation operates on a single vertex by deleting
that vertex and retriangulating the resulting hole.
• After vertex decimation, edge collapsing became the most common
mesh simplification algorithm, such that today nearly all iterative al-
gorithms use some sort of edge collapsing (Hoppe et al., 1993).
• In vertex clustering the bounding box of the mesh is divided into a
grid, and all of the vertices in a given cell are replaced with a single
representative vertex. Faces that become degenerate are removed from
the resulting simplified mesh. Lindstrom (Lindstrom, 2000) showed how
Quadric Error Metric (QEM) simplification algorithm can be used to
generate higher quality results.
Software tools can also be used to simplify the polygonal complexity of
3D models. Some of these tools work as plugins, as stand-alone applications
or as programming libraries:
• Polygon Cruncher (Software, 2015).
• Simplygon (Simplygon-Studios, 2015).
• MeshLab (Cignoni and Ranzuglia, 2015).
Considerable research has been conducted on polygonal mesh simplifi-
cation (Cignoni et al., 1998; Luebke, 2001, 2003). Shamir (2008) presents a
state of the art on mesh segmentation techniques, and concludes that the key
factor for choosing both the algorithm and the criteria for mesh segmentation
is the application in mind.
Thakur et al. (2009) present a list of CAD model simplification techniques
relevant for physics based simulation problems and characterize them based
on their attributes. They state that there are many open research issues such
as the lack of formal analysis of computational complexity or the lack of
application specific error measures.
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4.2.4 Related Platforms
As for visualization technologies are concerned, WebVR is an experimental
JavaScript API that provides access to virtual reality devices. This technol-
ogy has been used to visualize CAD models (Zhang et al., 2009; Wei-dong,
2010) and also to manage big city information, proving the usability of such
technology for 3D city visualization (Lv et al., 2016).
As applications are concerned, CyberCAD (Tay and Roy, 2003) in 2003
aimed to establish a virtual synchronous collaborative design environment to
overcome geographical constraints, shorten product development time and
cost through the Internet. This project developed a proprietary framework
for networked CAD.
Han et al. (2002) built a pilot real-time 3D system to promote the Internet
based collaborative engineering design (modeling) using STEP standard to
store database. The system provides a web-based search tool with the concept
of metadata for navigating the product data.
Lu et al. (2016) proposed Open3D platform to enable the collaborative
curation of large scale city models. This platform allows simultaneous city
modeling allowing multiple users to work on different aspects of the same 3D
model.
GrabCAD (Stratasys-Solution, 2009) was founded in 2009 as a market-
place to connect engineers with CAD related jobs. In 2011 it evolved into a
community for engineers to share CAD models. It is short of social network
where engineers can create a personal profile, store different projects, view,
upload and download models from other members, communicate with each
other and collaborate in other users´ projects. In 2013, GrabCAD released
Workbench, a cloud based product data management (PDM) solution. This
platform offers visualization of CAD models using original format viewers.
This workbench offers visualization of CAD models using original format
viewers. One of its features is section cutting. They resolve this issue by ap-
plying shaders to the visualization of the 3D model. However, the platform
proposed performs an accurate geometric cut of the model applying Binary
Space Partitioning algorithm citepnaylor2004binary,hughes2014computer.
The platforms currently available do not provide a solution to the ob-
jectives described in this chapter. There was a need to find solutions that
allowed a user-friendly connection between CAD systems and online market-
ing applications.
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In the long run, this work does not intend to compete with commercial
platforms. This research work shows that there are new challenges that should
be addressed by them. Meanwhile the web platform presented in this chapter
can provide a useful service. This work may push the industry towards these
new challenges. As a consequence, user-friendly CAD to Multimedia web
based publishing and searching tools might become common tools in the
near future.
4.3 Automatic Model Conversion
CAD models contain complex modeling descriptions and structures. These
models are defined by primitives, surfaces, curves, etc. In real-time, 3D ren-
dering models must be represented as flat polygons, normally triangles, so
curves, spheres, cylinders, etc. must be approximated to polygonal meshes.
These polygons are normally subdivided into triangle sets so that the graph-
ics hardware can render them onto the screen.
Real-time graphics rendering engines are libraries used to ease application
development. They include functionalities such as loading models, scene and
camera management, animations, visual effects, etc. These libraries support
polygonal formats which are oriented to interactive visualization. Therefore,
CAD formats are not usually supported natively by the graphical engines.
Hence, the proposed platform must take a CAD format as an input and
convert it into a web 3D compatible file format. Figure 4.1 illustrates the
whole automatic process followed since the reception of the original CAD file
until the web visualization of the 3D model. Decisions taken to accomplish
this process are explained bellow.
Figure 4.1: Original CAD model conversion into Web compatible format.
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Many CAD design programs own proprietary formats which cannot be
interpreted by other applications. However, as mentioned in Section 4.2.3,
these programs also support 3D standard file formats. Table 4.1 lists the
exporting file formats supported in the most common CAD applications.
STL, U3D, VRML, OBJ and COLLADA are polygonal file formats for
visualization purposes, not CAD specific. But they are supported by some
CAD applications. As shown in Table 4.1, the file formats supported by all
applications are IGES and STEP. This fact simplifies the conversion process.
Hereafter for the rest of the chapter, any CAD file will be treated as a STEP
file, since there is a valid exporting option to obtain a STEP file.
However, CAD programs export IGES models not only as polygonal
meshes: they also use primitives and complex curves to define the 3D model.
In order to use IGES as input to the platform, a tessellation process must be
performed.
Graphics processing libraries have been used to make these conversions.
Open CASCADE (OpenCASCADE, 2008) and OpenSceneGraph (Martz,
2007) have been selected. Open CASCADE Technology is a software de-
velopment platform applied in development of specialized CAD/CAM/CAE
applications. On the other hand, OpenSceneGraph is an open source high
performance 3D graphics toolkit, used by application developers in fields
such as visual simulation, games, virtual reality, scientific visualization and
modeling.
As shown in Table 4.2 STL format is the only exchangeable format be-
tween these two libraries. Finally, as mentioned in the introduction, WebGL
technology has been chosen to render 3D models into web browsers. A higher
level library must be chosen to ease the programming job. Table 4.3 shows
the formats supported by some of these higher level JavaScript libraries.
Taking the afore-mentioned information into account, the process devel-
oped to convert original CAD models into web 3D compatible models is
explained in the following paragraphs.
First, the original CAD models are exported into IGES or STEP files,
since these two file formats are supported by most commonly used software.
Then, OpenCASCADE is used to tessellate or triangulate these files. CAD
complex primitives and surfaces are approximated into triangles obtaining
a polygonal mesh. This process is controlled by modifying the tessellation
process. Increasing the level of quality parameter, the obtained result will
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be more similar to the original 3D model but at the cost of having more
triangles, and hence, an oversized file. Lower quality value generates smaller
and easier to handle files. To finish this part of the conversion process, the
tessellated results are exported to STL format, which as seen in Table 4.2 is
an exchangeable file format between Open CASCADE and OpenSceneGraph.
Next, OpenSceneGraph is used to import this STL file, optimize it and
convert it into a COLLADA file.
The optimization process joins equal or very close vertices. This process
reduces the number of vertices obtaining a simplified mesh. Deleting too
many triangles may result in a deformed model with little resemblance with
the original. To prevent this undesired effect, an approximation error param-
eter is set. This parameter will control the balance between the simplification
obtained and the shape accuracy.
This optimization process requires a high amount of memory. In order to
address this issue, a batching utility has been developed. When the system
has to deal with a largest STL file, it is automatically divided into smaller
text files; each of which contains a section of the original geometry. Each
subfile is optimized following the process previously explained. After every
subfile has been optimized they are converted into COLLADA file format
and merged into one single file containing the optimized model.
This COLLADA file is sent to the web client where it must be loaded
and parsed by JavaScript graphic software. ASCII file formats are not par-
ticularly efficient to store huge data sets as those required to describe 3D
models (space coordinates, vertices, normals, texture coordinates, colours,
etc.). These ASCII files may also contain duplicated or too precise informa-
tion regarding geometries or vertices. To solve these problems and speed up
the interpretation of text files a Scene Graph Reduction Module (SGRM)
has been developed.
This SGRM module performs, among others, the following optimizations
to de COLLADA file:
• Fixed point precision. The precision of vertex coordinates, texture co-
ordinates and normal vector coordinates can be controlled.
• Coordinate or normal vector simplification. The SGRM searches for
duplicated groups of coordinates or normal vectors; it leaves only one
group and references the rest.
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• Geometry simplification. The SGRM searches for duplicated geome-
tries; it leaves only one and references the rest.
• Multimaterial simplification. Some objects with multimaterials are not
well interpreted by browsers, so the SGRM may simplify them.
Finally, this preprocessed COLLADA file is sent to the web application
for rendering.
Table 4.1: Exportable formats in a selection of CAD software (Diez et al., 2017b).
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Table 4.2: Import/Export file formats in Open CASCADE and OpenSceneGraph
(Diez et al., 2017b).
Table 4.3: Formats supported by JavaScript libraries (Diez et al., 2017b).
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Results
This Section presents some model conversion results.
Simple STEP model conversion
The input for this first example is a simple STEP file. As seen in Figure
4.4a this model has not been designed with a very high detail. The number
of vertices used to define its surfaces is very low: 2,145 vertices. The first
automatic step tessellates this file, approximating its surfaces to triangulated
meshes. In Figure 4.4b a high quality tessellation is shown with 154,000
polygons. This number can be reduced selecting a lower quality level. With
medium quality for this model achieved 35,700 polygons (see Figure 4.4c).
It may happen that a huge polygonal STEP file does not contain the orig-
inal surfaces description. In these cases, the scene graph reduction module is
applied to the tessellated model. Triangles and vertices are deleted maintain-
ing a bounded approximation error. Using the previous model (35,700 poly-
gons), an automatically simplification achieves a model with 10,340 polygons
(see Figure 4.4d).
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Table 4.4: Simple STEP model conversion example.
(a) Original STEP model (1.2 MB,
2,145 vertices).
(b) Tessellated model; high quality
selected (154,000 polygons).
(c) Tessellated model; medium qual-
ity se-lected (42,069 polygons)
(d) Simplified polygonal model
(10,340 polygons)
Complex STEP model conversion
The following example presents a much more complex situation. The initial
input model in this example is a 165 MB STEP file. Its tessellated result,
shown in Figure 4.5a, is composed by 2.2 million polygons and its STL ASCII
file size is 579 MB. The model is too heavy and complex to be visualized even
by a native desktop application.
Following the algorithm described in Section 4.4, the model is automat-
ically split in various sub-models and treated separately. In this case, the
model was divided into 15 sub-models. Each of these pieces was processed
and finally these pieces were merged to obtain the resulting optimized file
(see Figure 4.5b).
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Table 4.5: Complex STEP model conversion example.
(a) Tessellated model (579 MB, 2.2
million polygons).
(b) Simplified model (852,393 poly-
gons).
Conversion Time Rates
This section shows the time needed to convert several CAD models of diverse
size and complexity into COLLADA web compatible format. Each example
includes the size of the models (KB) after each conversion/optimization pro-
cess and the final number of polygons (units).
A medium quality level of conversion has been applied to these models.
As defined in Figure 4.1 the conversion process includes:
• Tessellation.
• Polygon simplification.
• Optimization or Scene Graph Reduction (SGR).
As shown in the following examples, tessellation and polygon simplifica-
tion are the most time consuming steps of the process (see Table 4.6 to Table
4.12).
Next, the most attention getting data of these examples are explained.
The size of the models after the tessellation process is bigger than the ini-
tial size. Original CAD files are defined as parametric models; these curved
surfaces must be converted into polygons. In order to obtain a precise ap-
proximation of the model, a vast number of polygons is needed. However,
this model is used as an intermediate process of the conversion. It is not
transferred at any time.
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In most cases, the size of the final multimedia file is smaller than the
original one. However, in Table 4.7 the final size of the converted model
is slightly bigger than the initial size. This happens with models designed
in high detail. In order to preserve the appearance of the original model,
a bigger amount of polygons is needed and the final size might be slightly
increased. However, the size of the converted models remains manageable for
multimedia transmission purposes.
Table 4.6: Conversion Times for model #1 (Diez et al., 2017b).
Table 4.7: Conversion Times for model #2 (Diez et al., 2017b).
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Table 4.8: Conversion Times for model #3 (Diez et al., 2017b).
Table 4.9: Conversion Times for model #4 (Diez et al., 2017b).
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Table 4.10: Conversion Times for model #5 (Diez et al., 2017b).
Table 4.11: Conversion Times for model #6 (Diez et al., 2017b).
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Table 4.12: Conversion Times for model #7 (Diez et al., 2017b).
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4.4 Challenge Analysis based on a Case Study
In this Section, a platform design that provides a structured solution to the
problems related to e-commerce catalogue is presented.
The platform is designed following a client-server model. To ensure inter-
operability between modules, the platform is based on Web Services technol-
ogy. Specifically, SOAP messaging protocol is used.
The above mentioned functionalities will be composed by three software
modules within a common platform: Authoring Tool, Web Visualization Tool
and Content Management. Section 4.3 explains the geometric issues taken
into account to perform the Authoring Tool, Section 4.4.1 describes the Web
Engine developed for the platform, Section 4.4.2 deals with semantic issues
and finally, Section 4.4.3 briefly introduces the Content Manager module
(Figure 4.2).
Figure 4.2: 3D Model Management Platform Architecture.
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4.4.1 Web3D Visualization and Interactive Tools
The engine developed in this work uses the very well known Three.js library.
This engine is used to visualize the 3D model on a web browser (Figure 3).
The engine is offers the following functionalities:
• 3D Model loading. Three.js includes a function to load COLLADA
models. Nevertheless, this function has been slightly modified to pre-
vent errors reading the textures of materials.
• Real time rendering. Three.js library provides backends for Canvas,
SVG, CSS and WebGL. This platform uses the WebGL backend to
render the models. This allows creating complex 3D scenes in a much
simpler way.
• Interactivity. Several functionalities have been designed so that users
can interact with the 3D models in various ways.
Camera controls: In order to explore the CAD model, users can
interact with the model; zoom in, zoom out, view it from different
perspectives, etc.
Cut tool: With this tool the user can perform several cuts to the
3D models. When this functionality is activated, a cutting plane is
visualized over the model. The user can interact with this plane with
three degrees of freedom to perform and visualize different cuts on the
model.
Measure tool: Picking is used to select different faces or points of the
model. This information is then used as a measuring tool, calculating
the distance or the angle between the selected faces.
Snapshot tool: The user can choose to store a thumbnail of the
CAD model. This tool allows taking a snapshot of the model in the
desired position and associating this image with the metadata of the
model.
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Figure 4.3: Web Visualization Tool a) Firefox web browser and b) Smartphone.
4.4.2 Semantic Issues
The following Section addresses the problem of storing and searching for the
previously loaded 3D models.
CAD models contain metadata which typically provide semantic informa-
tion including a brief description of the data set, the area covered by the data
set, the data structure and file format, the coordinate system or projection
of the data, the time when the data was collected and method of collection
or the quality or accuracy of the data.
On the other hand, in Computer Vision, image descriptors describe cer-
tain elementary characteristics of the images such as shape, colour, texture or
size. The advantage of these descriptors is that they can be mathematically
compared: similar images will have similar descriptors. This quality is widely
used by search engines for 2D image classification.
In this case, 3D projections are stored with the CAD converted model as
metadata. These projections can be generated automatically. Users can easily
take snapshots of specific views and store them. These images can be used
by classical image classification systems. In this way, content based retrieval
processes can be integrated into the platform (Quartulli and Olaizola, 2013).
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When the user takes a snapshot of the loaded 3D model, this image is
stored in Cloudinary. It is a proprietary cloud platform to manage large
numbers of images. Each image file is associated with a unique identifier
and URL. Cloudinary extracts the main metadata from the images (codec,
size, etc.). Clearly, this data offered by Cloudinary is not enough to search
images by similarity. The Semantic Editor Module proposed in this work adds
content descriptors: colour and texture histograms and number of detected
faces and their orientation.
In essence, the descriptor of each image is a vector of numbers that rep-
resents all those features. The enriched metadata is stored in a MongoDB
database in the cloud. When a user initiates an image search in the platform
a query with the searching criteria is sent. The platform then retrieves all
the images from the database with similar features to the one in the query.
Figure 4.4: Image cloud distributed in a 3D space. Images are grouped based on 3
descriptors regarding their colour similarity.
A way to evaluate the level of similarity between the retrieved images is
to calculate the Euclidean distance between the descriptors in the query and
those from the result. As mentioned before, these descriptors are represented
as a vector of numbers so their Euclidean distance can be easily obtained.
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The Semantic Editor Module in this work calculates the distance between
the image used in the query and those in the database and retrieves the
20 more similar images. This collection is done applying the methodology
proposed by Silva et al. (2015) which is based on a probabilistic k-nearest
neighbour supervised classification algorithm.
4.4.3 Content Management
The platform presented in this work serves as an online marketing catalogue.
The contents of this catalogue are stored in a MongoDB database.
MongoDB (Martz, 2007) is a cross platform document oriented database
system. Classified as a NoSQL database, MongoDB eschews the traditional
table based relational database structure in favour of JSON like documents
with dynamic schemas, making the integration of data in certain type of
applications easier and faster. These databases hold a set of collections and
these collections hold a set of documents. A document is a set of key value
pairs.
Documents have dynamic schema which means that documents in the
same collection do not need to have the same set of fields or structure, and
common fields in a document collection may hold different type of data.
The designed database has a collection named catalogue in which all
the information regarding the 3D models is stored. When a new model is
uploaded into the platform a new document is added to the catalogue collec-
tion. Initially, these documents are described only by two fields; name and
description. These fields are edited by the user when uploading a new model.
When the model has been processed as explained in Section 4.3, extra in-
formation regarding various aspects (optimized size, path, snapshot image,
etc.) is added to this document.
4.5 Chapter Summary and Related Publica-
tions
This chapter presents a platform for CAD model management for online
marketing. It eases the development of e-commerce systems that contain
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catalogues with 3D content. As stressed in the introduction, the goal of this
work is to offer a user-friendly “CAD to multimedia” web based publishing
solution and to solve some of its challenges.
The platform has been tested with diverse CAD models from different
locations, devices, operating systems and browsers. The platform has been
tested both through wired internet connection and through 3G mobile con-
nection.
The import process considers automatic primitive tessellation, mesh re-
duction, huge model splitting, scene graph reduction and Web3D compatible
model generation (COLLADA). Model uploading rates vary depending on
the size of the model: light models (90 KB) take only a few milliseconds to
upload (example in Table 4.6), however larger files (160 MB) can take up to
20 minutes (example in Table 4.12). Then, converted models are smoothly
managed and rendered in the client side.
To test the platform various models have been dragged and dropped onto
the web application. Loading rates on the client vary between a few sec-
onds and a few minutes depending on the size of the file. Large files can be
compressed to reduce the loading times (Bayardo et al., 2004).
Tests have been made on Mozilla Firefox version 45 and Google Chrome
version 50 browsers. Additionally, the platform has also been tested, except
the model loading functionality, on smartphones with Android operating sys-
tem and Firefox Mobile or Chrome Mobile browsers. A solution for 3D model
management has been considered based on virtual 2D images of the 3D mod-
els, evaluating image descriptors.
CAD systems are relevant in Industry 4.0 since they allow to redesign,
simulate and monitor models to be produced without having to stop the
production line. Industry 4.0 demands all machines to have a networking
process in which the product is able to modify the process if needed in order
to build a flexible production line. Online CAD modifications according to
each specific product is an advantage for product personalization. This will
allow to optimize the resources of the company and supply chain suppliers
while providing the customers with a complete quality product which can be
easily adapted to the needs of current society.
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Conclusions and Further Work
This thesis has provided contributions for Visual Computing technologies in
three main areas of study. The results obtained from these application-driven
research have highlighted the path to solve further challenges presented by
Industry 4.0.
The contributions of this thesis compile the research work carried out
since 2010 in several applied research projects. The research is focused in
three main areas within Visual Computing : Interactive Virtual Agents, Im-
mersive VR/AR Environments and Interactive 3D Model Visualization.As a
whole, they also contribute to another broader field: Industry 4.0.
This work has materialized in eleven publications included in this volume
(see Annex I).
5.1 Contributions to Visual Computing (The-
sis Goal I)
Chapters 2, 3 and 4 compile knowledge and experience gathered along eight
years. An application-driven research through diverse fields, such as e-learning,
training and e-commerce, has led to solve several challenges for Visual Com-
puting.
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This section summarizes the main contributions within the Visual Com-
puting field. Previous chapters describe contributions in a more detailed and
contextual mode (see Sections 2.1, 2.2, 2.3, 3.1, 3.2, 3.3 and 4.3).
Chapter 2 focused on Interactive Virtual Agents (IVA). The case studies
presented have validated the development of autonomous, modular, scalable,
ubiquitous and, more importantly, engaging IVA. These IVA can interact
with users in a human-like way thanks to their attributes: realistic appear-
ance, verbal and non-verbal communication and natural behaviour skills. The
IVA have been integrated in applications of diverse fields, such as e-learning,
marketing, health care, safety and manufacturing. These applications vali-
date the suitability of these agents in human-centred tasks. These agents can
be applied as an interface between the worker and the supporting automation
system, this is as Human-Machine Interaction (HMI) interfaces.
Chapter 3, Immersive VR/AR Environments, shows how VR can be ap-
plied in production planning, product design, process simulation, testing and
verification. Furthermore, this can be achieved in a cost-efficient way, reduc-
ing risks for the operators and acquiring real-time feedback. Appropriate
virtual environments must be designed taking into account the final user and
the final rendering platform. The case studies presented in Chapter 3 show a
number of interaction and immersion devices that can be used. The Virtual
Operator case study shows how VR and Co-bots can work together in a safe
environment, enhancing workers cognitive and physical abilities. AR can be
used to show relevant information to the worker in a non-intrusive way as
shown in the Augmented Operator case study.
Chapter 4, Interactive 3D Model Management, presents an online solution
for multimedia CAD model management and visualization. An automatic
model conversion was implemented to allow users to upload CAD files into
the Web and create online product catalogues. Large industrial 3D CAD
model management will be crucial in Industry 4.0. Web3D technology will
allow the visualization and interaction of these models in mobile low-power
devices.
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5.2 Projecting the Contributions Towards In-
dustry 4.0 (Thesis Goal II)
As stressed in Section 1.1 Industry 4.0 presents a number of challenges. The
application-driven research followed in this thesis work has contributed to
provide proof of concept for those challenges.
Chapter 2 has contributed to new modes of interaction. IVA have been
implemented to allow natural Human-Machine interaction. These agents en-
dowed with autonomous behaviour have been integrated in several applica-
tions. Voice and gesture commands have been developed to allow natural
communication. Five publications have presented the results from this re-
search.
As seen in Figure 5.1 (in blue), these IVA contribute to some of the
challenges presented by Posada et al. (2015) related with human factors.
• New HMI modalities. Allowing new modes of interaction adapted to
workers’ job restrictions (such as voice-based interaction and gesture
recognition).
• Post-WIMP interfaces. Adapting to the future trend of mobile devices
in the factory.
• 3D authoring tools and end-user UI.
Challenges regarding human factors have also been addressed in Chapter
3. VR and AR were applied to several training applications. Safety and secu-
rity issues were treated in the fire warden case study developing an emergency
response application. The Virtual Operator case study showed the possibili-
ties of VR in collaborative works with robots. Figure 5.1 (in red) highlights
the addressed challenges related to the third criterion from Posada et al.
(2015).
• Operational training of complex machines and in some cases in virtual
and augmented reality setups.
• Visual simulation for emergency response in the factories.
• Easing the use and control of the robot by the worker.
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• Virtual environments simulations. For human and robot coexistence in
production and for different configurations and parameters.
Figure 5.1: Challenges faced for Industry 4.0 related with human factors. Those
addressed in Chapter 2 in blue, those addressed in Chapter 3 in red.
Finally, Chapter 4 has also contributed to some challenges presented
by Industry 4.0. Regarding the integration dimensions, the automatic CAD
model conversion into Web3D compatible models for management and visual-
ization presented in Chapter 4 aligns directly with the challenges highlighted
in Figure 5.2.
• Natural flow of a persistent and interactive digital model. Product life-
cycle management involving large industrial 3D CAD/CAM models
with full access to semantic/dynamic integration data in Web3D.
• 3D model automatic simplification. Preserving critical features for ser-
vice tasks while allowing interaction/visualization in mobile low-power
client devices.
5.2 Projecting the Contributions Towards Industry 4.0 (Thesis
Goal II) 93
Figure 5.2: Challenges faced in Chapter 4 for Industry 4.0 related with the inte-
gration dimensions.
Regarding product and production challenges, the case study presented
in Chapter 4 shows a Web3D application for CAD model visualization that
integrates several interactive tools. This aligns with the following challenges
seen in Figure 5.3:
• 3D interactive tools. Empowering end users in the final product config-
uration.
• Automatic generation of options catalogs. Accounting for production
parameters and user preferences.
• Digital coexistence or alter-ego of the physical product. Enabled by
Web3D, localization and mobile interaction technologies, allowing new
services (such as social networks of users for the same product line).
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Figure 5.3: Challenges faced in Chapter 4 for Industry 4.0 related with product
and production.
5.3 Further Work
This thesis work has presented a conceptual framework, supported by specific
practical case studies, showing the application of different Visual Computing
technologies. The application of these technologies can empower operators in
the context of Industry 4.0 scenarios.
HMI interfaces, Virtual Reality, Augmented Reality and Collaborative
Robotics Interaction are some of the most relevant technologies for the Op-
erator 4.0, since they not only improve productivity and efficiency, but are
essential to tackle the social, inclusion and interaction aspects that are central
to these new sociotechnical systems. The application of Visual Computing
technologies can contribute decisively to the enhancement of the operator’s
ability to perform traditional tasks, and to the definition of new tasks and
scenarios.
Figure 5.4 illustrates this idea: the operator in the centre of the figure is
surrounded by a number of tasks to perform, inner ring, which are supported
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by Visual Computing technologies, outer ring. The worker is thus empowered
by Visual Computing to perform better or make decisions with stronger
criteria.
Figure 5.4: Left: Key enabling technologies in Industry 4.0 (From Posada et al.
(2015)). Right: General outline of Visual Computing technologies improving Op-
erator 4.0 tasks (From Segura & Diez et al. (2018))
The case studies presented in this thesis are good real-world examples of
how a “Visual Computing enhanced” Operator 4.0 can have a central role in
future industrial production scenarios.
The robotic Digital-Twin in the Virtual Operator case study described in
Section 3.4 shows how an operator can be trained in collaborative robotics
interaction to be prepared (technically and psychologically) for a novel inter-
action with machines and robots.
The Augmented Reality case study described in Section 3.4, shows the ap-
plicability of AR to support assembly operations based on robust markerless
tracking.
Hence, this thesis is directly addressing the need of adaptation and balanc-
ing of new production forms with the enhancement of the skills and abilities
of the operators.
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Future work also includes the measurement and analysis of the actual im-
pact of these case studies in the factory, including both productivity/efficiency
and social/psychological aspects.
Further work will also have to explore other Visual Computing technolo-
gies for Industry 4.0. Visual analytic solutions will be crucial for optimized
decision making, linking industrial Big Data with semantic technologies and
product management technologies. Social networks will also play a role in in-
creasing worker’s performance and satisfaction. Other technologies, such as
cloud computing and cibersecurity will also have a crucial role in the Industry
4.0
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Abstract. Gestural communication is part of non-verbal communication, but it
is also a method that deaf people use to communicate with others through sign 
languages. In this paper, we present the research to improve communication in
virtual characters no matter if it is spoken or signed using non-verbal communi-
cation. A brief study of hand gestures has been made to obtain some rules to 
improve natural behaviour in virtual characters. These rules, like the use of 
beats, are applied in an animation engine that emulates the behaviour of real 
people. The behaviour of the virtual character can also be modified by other 
channels such as user’s input, so the character’s attitude has to be adapted. This 
paper describes the architecture and main modules of the prototype designed to 
achieve natural behaviour in virtual characters and present the validation results 
obtained during the first phase of the development.
Keywords: 3D Virtual Character, Natural Behaviour, Communication, Gestures. 
1 Introduction 
Communication through hands is extended and each culture has its own movements. 
Although there are some gestures that can be considered as universals [1] such as 
“ok”, “stop”, “goodbye”, “crazy”, etc., Birdwhistell [2] concluded that there are no 
universal gestures, but they are acquired over time influenced by the culture.
Scientific community has established four types of hand gestures [3]: 
• Iconics: represent some feature of the accompanying speech.
• Metaphorics: represent an abstract feature concurrently spoken about.
• Deictics: indicate a point in the space. 
• Beats: are small formless waves of the hand that occur to emphasize words.
McNeill [4] explains that in some speech contexts about three-quarters of all sen-
tences are accompanied by hand gestures; of these, about 40% are iconic, 40% are 
beats, and the remaining 20% are divided between deictic and metaphoric gestures. 
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These types of gestures accompany verbal communication and their use is to com-
plement the speech. However there is another kind of communication that involves 
gestures with hands and arms, that is sign language. Thanks to sign languages, deaf 
people can communicate with others making gestures using their hands and arms but 
these signs are always accompanied by other non-verbal elements such as facial  
expressions, pose, etc. 
This work presents the research that involves improving gestural communication in 
virtual characters. There are two main objectives. First, it is to improve natural behav-
iour in virtual characters thanks to the execution of gestural movements like beats or 
pointing, as well as other non-verbal elements such as blinking. Secondly, it is to 
achieve natural transition in the execution of the movements which makes the  
communication and the behaviour of the virtual character more natural. 
Section below summarizes the state of the art of hand gestures. In this section we 
analyze typical gestures and the moment when they are generally made. Section 3 
makes a brief summary about other research related to natural behaviour and methods 
to achieve it. Section 4 explains the architecture designed to provide natural gestural 
behaviour to the virtual character. In section 5 two different projects related to im-
proving communication with virtual characters are explained. These projects validate 
the architecture and one of them has been tested with real users who gave us their 
opinion. Finally, section 6 shows our conclusions. 
2 Type of Hand Gestures 
In this section a study of hand gestures is presented. As Cassel et. al., [3] explained, 
there are four types of hand gestures. They are made depending on the purpose of the 
speaker. However, sometimes they are made unconsciously. Thanks to this study, 
behaviour rules have been obtained in order to apply them to virtual characters. Thus, 
natural behaviour in gestural communication is achieved. 
2.1 Iconic Gestures 
McNeill [4] was who named this type of gestures that are characterized by representing 
something concrete and accompany to what is being said. Other authors [5] had named 
these gestures as “illustrators” but the definition is the same: they are hand movements 
that are directly linked with speech and that help to illustrate what is being said verbally. 
It seems that iconic gestures represent the shape and/or other physical characteris-
tics of the object or thing that is being spoken [6]. However, some researches expose 
that the similarity with its referent does not explain totally all the apparitions of iconic 
gestures [7]. Researches reveal that iconic gestures are influenced by the context [6]. 
In addition humans are very different from each other. Depending on personal or 
cultural background, differences in gestures are obvious [8]. That means for example 
that gestures can be different to represent the same object. 
According to McNeill [4] the most important aspect of iconic gestures is the ability 
to articulate, from the point of view of the orator, which are the most relevant charac-
teristics of the context. McNeill concluded that iconic gestures allow observing the 
thoughts of the orator because these movements are not forced by rules or standards. 
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2.2 Metaphoric Gestures 
Metaphoric gestures are reproduced when a concept is being explained. These ges-
tures are made using three-dimensional space and are used to describe an idea or 
something specific such as “take hold of an arm” or something more general such as 
“shake hands”. As Cassell [9] explained, the concept metaphoric gestures represent 
has no physical form; instead the form of the gesture comes from a common meta-
phor. Cassel gave as an example it can be said "the meeting went on and on" accom-
panied by a hand indicating rolling motion. 
Parrill and Sweetser [10] proposed that even metaphoric gestures have an iconic 
aspect.  This iconic aspect invokes some visual or concrete situation, entity or action, 
by means of the hand shapes and motions. So it seems that these gestures are similar 
to iconic gestures. However, the difference is that metaphoric gestures represent a 
more abstract idea [11]. 
2.3 Deictic Gestures 
Deictic gestures accompany to some linguistic elements of pointing. These elements 
can refer to people such as “you”, “he”, “she”, etc.; to a place like “here”, “there”, 
“up”, etc.; to time such as “today”, “yesterday”, “now”, etc. 
According to Alibali [12] words like “this”, “that”, etc., need to be accompanied 
with deictic gestures so they can be interpreted by the interlocutor. Most of the deictic 
gestures are made with the index finger extended and the rest of the fingers forming a 
fist. In Table 1 a short list of typical deictic gestures is shown. 
Table 1. Example of some deictic gestures 
Meaning Gesture 
Involve to the interlocutor Point to interlocutor 
Involve to oneself Point to oneself 
Now/here One or both index finger pointing down 
There Point to somewhere 
Up/down Put up/down one arm with the index finger 
extended 
To the left/right Move one arm to left/right 
Fom up to down / From down to up Move one arm from up to down / down to up 
Cienki and Müller [13] argued that some uses of abstract deictic could also be consid-
ered metaphoric, if the gesture is interpreted as pointing to an event (a new scene) as an 
object. However as Kobsa et. al., [14] explained deictic gestures not only involves hands 
and fingers but also other elements such as head, eyes or even pointing with a pencil. 
2.4 Beats 
Beats are short and simple gestures that accompany the rhythm of the discourse, so 
beats accompany the prosodic peaks of the speech. These gestures are named as beats 
because they are similar to the movements that conductors make [15]. 
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The function of these gestures is similar to pitch and intonation when speaking. 
Beats act as markers of the structure of the information associated to the expression 
[16]. Krahmer and Swerts [17] research shows that there is a connection between the 
beat gesture and prosody in the production of it as well as in its perception. Thus, it 
can be said that beats represents the same rhythm than prosody accents. 
As Kettebekov [11] explained, these gestures are possibly the most spontaneous 
and the smallest of the gestures made with hands. According to McNeill [4] the role 
of beats is to indicate that the narrator is taking the conversation through different 
states.  
3 Related Work 
Providing natural behaviour to virtual characters is the objective of several research 
groups. There are different studies about the natural behaviour of virtual characters in 
diverse applications and cases of study. In most of them, the authors base their  
research on hand and arm gestures. 
For example, with the aim of increasing the success of virtual characters as other 
method of human-computer interaction, Rieger [18] compiled a list of speech acts to 
give the message and the state of the system. For example to inform about the status 
of the system, if a warning message appears, the virtual character has to show impor-
tance, if it is busy, shows regrets, if error, shows sorry, etc. In his architecture, Rieger 
distinguishes between behaviour rules and gesture rules to develop the controller and 
renderer of the virtual character. The author explains that the behaviour is responsible 
for the virtual characres mimic, speech, and head-movements; and gesture rules are 
related to hand movements. 
López et. al., [19] established some rules in order to provide realism to a virtual 
character during the interaction with people in a spoken dialog system. Their objec-
tive was to make the virtual character look alive. The experimental case of study was 
a domotic service where users “called” to home to check the state of their electrical 
appliance. The strategy followed by the spoken dialog system was designed to deal 
with some critical states. For example, at the beginning of the dialogue, the virtual 
character has to look at the camera, smile and wave a hand; when the system starts to 
speak, the virtual character has to look directly at the user and raise the eyebrows; or 
when the system gives some explanation to the user, the virtual character has to make 
beat gestures with the hands. 
Bergman and Kopp [20] expose that the speech is also influenced by the gestures. 
The authors explain that they made some experiments and concluded that when mak-
ing gestures is allowed, the vocabulary is richer than when gestures are forbidden. 
They mention the conclusion of Rauscher et. al [21] that prohibiting gestures in car-
toon narrations made speech less fluent. In addition in these cases the speaker tends to 
use more words like “uhm”. To conclude, making gestures enriches the language used 
by people and the communication is more fluent. 
Alseid and Rigas [22] studied the user’s view of facial expressions and body ges-
tures in e-learning applications. To their experiment they used different expressions 
(interested, amazed, happy and smiling, neutral and thinking) and eight body gestures 
categorized into positive (hands clenching – front and back, open palms, pointing, 
 Improving Gestural Communication in Virtual Characters 73 
chin stroking and hands steepling) and negative (arms folded and legs grossed). Users 
evaluated positively body animations. Their results revealed that including specific 
body gestures in interactive e-learning interfaces could be attractive for users. 
In order to improve the transition between two different gestures during the genera-
tion of French Sign Language, Efthimiou and Kouroupetroglo [23] use coarticulation 
parameters to avoid using an intermediate rest posture. In their first version of their 
technique coarticulation was implemented as a simple interpolation between the last 
frame of a sequence and the first frame of its following sequence. 
The related work shows several authors are researching on improving the natural 
gestural behaviour of virtual character including body gestures, and researching on 
developing techniques to make the animation more natural.  
Our goal is to provide not only specific gestures in predefined states, but also improve 
the natural and unpredictable actions of virtual characters. The objective is to establish a 
randomly but coherent behaviour based in behaviour rules, that is modified by specific 
gestures depending on the context of the interaction. Besides, these gestures and actions 
vary depending on the mood of the virtual character. In addition the transition between 
gestures has to result natural in order to emulate movements of real people. For that pur-
pose it is necessary to develop transition techniques between predefined gestures. 
4 Architecture 
This section explains our platform’s global architecture. The main objective is to im-
prove the gestural movements of virtual characters when they communicate with oth-
ers. Figure 1 shows the modules of the architecture. 
The main module is the Animation Engine and it is supplied by the rest of the 
components of the architecture and it is also in charge of rendering the final appear-
ance and behaviour of the virtual character. This module works influenced by several 
factors that change the attitude of the virtual character: 
• The Cognitive Module takes into account the inputs of the system and it obtains an 
estimated emotion to modify the behaviour of the virtual character. 
• A Markup Language, such as BML (Behaviour Markup Language) [24] or VHML 
(Virtual Human Markup Language) [25] can be used to indicate some specific 
movements to the virtual character. 
• The TextToSpeech (TTS) module synthesizes text to obtain audio files that form 
the voice of the virtual character. In addition it obtains a *.pho file that contains the 
information that is needed to animate the lips according to what text says. 
• The Behaviour Rules Database contains some rules of behaviour that are applied 
randomly but coherently to provide natural behaviour to the virtual character. 
4.1 Cognitive Module 
The Cognitive Module is responsible for estimating the virtual character’s emotion de-
pending on the inputs of the system and it is dependent on the logic of the application. 
That means that it is necessary to know the objectives of the application to be able to 
predict with which emotion the virtual character has to react to the user’s actions. 
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So, for an interactive system to be capable of generating emotions, it will need to 
be provided with a module that is automatically capable of generating emotions. The 
emotions will be the result of a cognitive process that evaluates the events in the envi-
ronment. There are several emotional models on which this cognitive perspective 
have been based. Our Cognitive Module implements Roseman Models [26] due to the 
reasons argued by Ortiz et. al., [27]. This module is able to predict Ekman’s emotions. 
However, depending on the characteristics of the application it is extensible to 
adapt this module using another cognitive model which fits better to the objectives of 
the application. No matter which cognitive model is used, the important result is the 
estimated emotion with which the virtual character has to react. This emotion has 
influence on the final animation both facial and corporal. 
 
Fig. 1. Architecture 
4.2 TextToSpeech (TTS) Module 
The TTS Module uses a commercial synthesizer to obtain the audio file which com-
poses the voice of the virtual character. For our prototypes we use Loquendo TTS that 
is speech synthesis software available with several voices in different languages, to 
fully meet the needs of all application environments. 
In addition, this module is in charge of obtaining the *.pho file. This file contains 
the phonemes that are needed to animate the lips of the virtual characters as well as 
the duration of each phoneme. Thanks to this information, the mouth of the virtual 
character is animated simulating a real person talking. 
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4.3 Databases 
The architecture uses three main databases that feed the animation engine (which will 
be explained later). Thanks to these databases it is possible to load the virtual charac-
ter, to apply its behaviour and modify it according to external factors such us user’s 
interaction or behaviour rules that affect the natural behaviour of the virtual character. 
• Avatar database contains the 3D models that form the physical appearance of the 
virtual character. A virtual character is created using 3D design software like 3ds 
Max or Maya. Apart from the physical appearance of the character it is also re-
quired that the facial expressions of the virtual character are created in order to ap-
ply facial animation techniques as it will be explained in the following section. The 
structure of each character is stored in an xml file which contains all the 3D models 
required to load the virtual character and to animate it. 
• FBX animations database is composed for the pre-defined animations that the 
virtual character has to execute during its animation. These animations can be ob-
tained thanks to motion capture systems like CyberGlobe II that captures the 
movements of hand and fingers (http://www.cyberglovesystems.com), or Organic 
Motion (http://www.organicmotion.com) that captures movements of the whole 
body. The animations obtained thanks to these systems are applied to the skeleton 
of each character and stored in the database. 
• Behaviour Rules database includes some rules to provide virtual characters with 
natural behaviour. These rules were obtained through the research of several au-
thors as explained in section 2. Most of them are related to hand and arm move-
ments while interacting with others,  but they also include rules related to the gaze; 
for example, looking at the listener when ending a sentence [28], or to the postures, 
such as changing balance generally caused by fatigue and small variations in body 
posture due to muscle contractions. These rules pretend to make the virtual charac-
ter seem more alive and to emulate the behaviour of a real person. 
4.4 Animation Engine Module 
The Animation Engine Module is the main module of the architecture. It is responsi-
ble for generating the virtual character’s animation as well as to load it. This module 
is developed using Open Scene Graph (http://www.openscenegraph.org/) and loads 
the virtual character from the Avatar database. Once the model of the character is 
loaded, the animation that forms the virtual character’s behaviour can be applied. For 
that purpose there are two different sub-modules: Speech Animation and Behaviour 
Animation.  
The Speech Animation sub-module executes the facial animation when the virtual 
character speaks. The facial animation is generated using morphing techniques where 
the key facial expressions considered to make the animation are the Ekman’s emo-
tions as well as other expressions such as eyes closed, winks and a neutral face. For 
this task the phonemes of the speech are needed. As it was explained before, they are 
given by the *.pho file.  
The Behaviour Animation sub-module deals with both the predefined rules for 
natural behaviour and with the emotion obtained with the cognitive module. The rules 
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are launched automatically but they are executed randomly in order to give impro-
vised behaviour as people usually do. The animations of these basic movements are 
taken from the FBX database and they are applied using inverse kinematics to con-
catenate several animations and to obtain realistic movements. The cognitive module 
changes the behaviour executed by the rules. This module guesses the attitude that the 
virtual character has to show depending on the inputs of the system. Thus, the speed 
of the gestures and movements is changed. In addition the character’s expression is 
modified. The face shows the predicted emotion, so it implies more realism to the 
virtual character. 
The natural behaviour of the virtual character can also be modified by other spe-
cific movements and gestures. These gestures are provided by the input of the system 
or by a predefined behaviour in Markup Language files (XML). This may be because 
it can be needed to execute certain movements at given moments. For example, as it 
will be explained later, when the virtual character’s role is a virtual tutor, the specific 
movements are given by the real tutor when he/she prepares the course. 
The Render module synchronizes the audio (the voice of the virtual character) and 
the generated animation. The result is a realistic virtual character emulating a real 
person and his/her natural behaviour while interacting with others. 
5 Applications That Validate the Architecture 
The architecture is being validated in two different projects related with virtual char-
acters and natural behaviour in communication with people. In the first one, the main 
objective is to develop natural behaviour in virtual teachers in order to emulate a real 
one to improve e-learning courses. The second project improves the behaviour in 
virtual characters that “speak” Sing Language. These projects are explained in the 
following sections. 
5.1 Natural Behaviour in e-Learning 
E-learning applications that integrate virtual characters as teachers have been devel-
oped during years. However most of these researches are focused on talking heads, or 
predefined characters that do not have enough realism in their animations and are far 
from real behaviour.  
The objective of our project is to improve the communication between the virtual 
teacher and students. The virtual teacher has two different tasks: to explain the lessons 
and to evaluate the students. During the phase of explanation: the virtual character 
emulates the behaviour of a real teacher giving explanations by speaking and making 
gestures that help to understand the meaning of the lecture. In addition the virtual 
teacher makes natural gestures that humans make unconsciously such as beats and 
others not related to hands, such as blinking. 
The gestures that help to understand the meaning of speech are usually associated 
with words or sentences. It is necessary to know which gestures the virtual character 
has to reproduce in order to make an analysis of the sentences. That is not an objec-
tive of the project, so as a preliminary solution, and as the lessons are pre-edited by 
real tutors, the course editor indicates which gestures the virtual character has to  
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reproduce while explaining the lesson. For that purpose, we use markup languages 
oriented to virtual characters like BML (Behaviour Markup Language) or VHML 
(Virtual Human Markup Language) in order to indicate which gesture goes with 
which word or sentence. For example, the course editor can select deictic gestures or 
predefined iconic or metaphoric gestures. These gestures depend on the context so 
they have to be designed previously. 
The gestures that the character has to execute unconsciously, such as blinking or 
beats, are given by the rules established in the behaviour rules database and executed 
through the behaviour animation sub-module. However this behaviour can be modi-
fied by the markup gestures. 
The second phase is the student’s evaluation. In this case the natural behaviour is 
modified depending on the input of the student. The Cognitive Module predicts the 
emotion that the virtual teacher has to express depending on the student’s responses. 
For example if the student’s answers are correct the virtual teacher should be glad and 
act according to this emotion. In contrast, if the student’s answers are wrong, the vir-
tual character gets angry and its behaviour is ruddier. Once the emotion is predicted 
and it is known if the answer is correct, the character’s behaviour is given by the be-
haviour rules and adapted with the emotion. For example, if the student answers cor-
rectly, the virtual character makes gestures with the arms and hands indicating good!, 
ok!, perfect!, etc. The face shows happiness and the virtual tutor says that the answer 
is correct and encourages the student to keep up the good work. On the other hand, if 
the answer is wrong the character makes negation gestures with the arms and hands, 
the face shows sadness and the virtual tutor replies that the answer is incorrect and 
advices to concentrate or to revise the lesson. 
Fig. 2 shows two different virtual characters’ reactions depending on the student’s an-
swers. On the left the student answered correctly, so the virtual tutor makes a satisfaction 
gesture with his arms and his face shows gladness. On the right the student’s answer was 
incorrect so the virtual character rejects the answer and shows a sad expression. 
 
Fig. 2. Different virtual characters’ reaction depending on the answer, happy if it is correct 
(left), sad if it is wrong (right) 
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5.2 Virtual Sign Language Interpreter 
The main objective of the second project is to make media services accessible to people 
with a hearing disability through the use of sign language. For that purpose, a virtual 
character whose role is to interpret Spanish Sign Language (LSE) is used. What the vir-
tual character has to interpret is given via text, which is translated to LSE and executed 
by the virtual interpreter. The translation from text to LSE is being developed in a given 
domain (meteorology) and this will be described in successive papers. 
Getting a realistic and natural animation of a signing character in real time is an ardu-
ous task. There are two main points to solve. The first point is to ensure that deaf or other 
hear-disabled people understand the sequence of gestures the virtual character repro-
duces. To achieve this, a natural and realistic concatenation of gestures is necessary. 
The second point is related to a correct interpretation of the gestures. Emotions and 
mood are reflected by people when they communicate with others. Emotions are no-
ticed by the facial expression; however they also modify the execution of gestures. 
That means that the same gesture is slightly different depending on how the person 
feels, for example happy, sad or angry. When someone is happy the movements are a 
bit quicker, when a person is feeling sad they are a bit slower and when being angry 
they are more abrupt. So it is necessary to modify the speed of the animation execu-
tion. In addition, in Spanish Sign Language (LSE), there are some gestures that are 
different depending on the mood of the person who signs. 
Thanks to the Animation Engine Module, our architecture realizes the animation of 
the signing character in LSE. The Animation Engine interprets the sequence of gestures 
that a Text-LSE module obtains from the translation from text to Spanish Sign Language. 
The animation engine loads the required gestures from Sign Language Database 
(FBX database). These gestures are captured previously with a motion capture system 
and they need to be made by experts in LSE in order to get realistic movements. 
The animation engine also loads the virtual interpreter from a database. Avatars 
have to be designed according to some rules. For example, all the bones and joints of 
the hands and arms have to be defined in order to reproduce the gestures properly.  
The Animation Engine generates the animation corresponding to the sign language 
translation. This animation is modified by a given emotion that can be given manually 
or depending on the user’s interaction thanks to the cognitive module. This emotion is 
expressed on the face of the character, but it also has an influence on the execution of 
the animation changing its speed. Figure 3 shows the same sign gesture executed with 
different emotions: neutral, angry and sad. 
 
Fig. 3. A virtual character signing with different emotions: neutral, angry and sad 
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In addition the animation engine provides natural behaviour to the virtual inter-
preter. This means that the character does not just play the necessary gestures, but it 
also has other movements to improve the communication. Thus it seems that the vir-
tual character is alive. For example, in waiting state (without talking in LSE) it makes 
movements like a real person does when waiting; while interpreting in sign language, 
the virtual character acts as a real person moving the head, eyes or body as people do, 
as well as expressing emotions. That provides realistic behaviour to the virtual  
interpreter allowing deaf and other hear-disabled people to better understand the  
information that the virtual interpreter offers. 
5.3 Evaluation and Results 
The virtual tutor application is still under development and has not been evaluated by 
real users (students and teachers) yet. However we have a first vision of deaf people 
that have evaluated the virtual interpreter. This not only tests this application, but it 
also allows us to know if the behaviour of the character seems natural to people. The 
virtual interpreter was evaluated by one deaf person, by a real interpreter and by a 
person who knows LSE. They tested the application and made several comments that 
are summarized as follows: 
• Although they understood the sentences interpreted by the virtual character, they 
suggested that the transition between signs should be smoother. 
• The expression of the virtual interpreter has to be more exaggerated because deaf 
people give importance to this factor. They agree that the emotions can be recog-
nized, but when people use sign language they exaggerate their expression. 
• Eyebrows, gaze and shoulders are also important for the correct interpretation of 
sign language. For example, eyebrows are fundamental to express questions or ex-
clamations. So it is necessary to include some rules to this behaviour. 
• The behaviour and attitude during the waiting state is correct. Their opinion was 
that the virtual character emulates the behaviour or a real person. 
In general, the evaluation of deaf people was positive, they appreciate the efforts 
made to make media services more accessible and their opinion about the result was 
positive although it was a preliminary development. They mentioned that the behav-
iour during the waiting state was good emulating the behaviour of real people. 
6 Conclusions 
We have designed and developed an architecture that improves the natural behaviour 
of virtual characters when they communicate with people. It is focussed on hands and 
arms but it also includes other aspects such as emotions, blinking, posture, gaze, etc. 
For that purpose we have analyzed the common behaviour of people when they 
communicate with others especially the hands and arms movements. From this behav-
iour we have obtained some common rules and they have been integrated in the  
Animation Engine that executes them by default but randomly. 
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The default behaviour of the virtual character is modified by other specific ges-
tures. In addition the emotion and mood of the character vary the execution of the 
gestures and the behaviour in the speed of the movements. 
The architecture is being tested in two different projects that integrate virtual char-
acters to communicate with people. The first project improves the communication 
with students in e-Learning applications. The virtual teacher has a natural behaviour 
and explains the lesson accompanied by gestures that make it easier to understand the 
concepts. In the second project the virtual character communicates through sign lan-
guage with deaf people. However the virtual interpreter not only executes the ges-
tures, but he/she also modifies them depending on the mood or emotion. In addition, 
the virtual character has a default behaviour that improves the realism of the virtual 
interpreter during the waiting state (without using sign language). 
The evaluation was satisfactory. Although the project was in an initial phase, deaf 
people gave us a good feedback about the result. They suggested to make the transi-
tion between gestures a bit smoother and to exaggerate the emotions and expressions 
because that is something they do when they communicate with others. However they 
admitted the emotions and the purpose of the character could be recognized. 
As future work we plan to improve the way of executing specific gestures. In other 
words, our objective is to analyze the speech and to obtain the gestures and move-
ments that real people would make in each case. In addition we pretend to extend the 
basic rules for natural behaviour based on the virtual character’s personality. This is 
because each person has his/her own way of acting so the same idea can be applied to 
virtual characters. 
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Abstract
The goal of the work presented in this paper is to develop a 3D
web based online tutoring system that enhances the motivation
and cognitive development of students. To achieve this, a virtual
assistant will be integrated to the e-learning platform; this 3D
modeled e-tutor will evaluate each student individually, it will react
to their learning progress by empathetic gestures and it will guide
them through the lectures according to their personal needs. The
accomplishment of these tasks will imply a thorough study of the
latest techniques on artificial intelligence, multi-agent architectures
and their representation by means of 3D emotional avatars.
CR Categories: I.2.11 [Distributed Artificial Intelligence]:
Intelligent agents; I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Animation; I.3.7 [Computer Graphics]:
Three-Dimensional Graphics and Realism—Virtual reality; I.3.8
[Computer Graphics]: Applications;
Keywords: virtual agents, e-learning, artificial intelligence,
Web3D technology
1 Introduction
The use of online learning or e-learning has increased significantly
in the past years and it is expected to keep growing in the
future. According to the latest survey by Ambient Insight Research
[Adkins 2013] the aggregate growth rate for self-paced e-learning
products and services expected for the next five year period (2011-
2016) is 7.6%. Distance learning offers a series of benefits that
traditional learning does not, for example in terms of mobility,
affordability or flexibility e-learning happens to be much more
suitable for nowadays lifestyle, moreover this technology has
enabled increasingly dynamic and engaging learning experiences.
Many studies have been held to research the benefits of online
learning, but this paper focuses on the benefits that the introduction
of virtual agents in e-learning platforms may have in the cognitive
process of students. This work introduces an animated agent with
real-time humanlike responses to students’ interaction, by means of
non-verbal gestures, natural behaviour and verbal communication;
this artificial intelligence will increase the students’ motivation and
will engage them to the lectures.
Studies like [Bloom 1984] demonstrated the effectiveness of
one-on-one human tutoring against other methods of teaching,
and [Lepper et al. 1993], defended the idea that education





personal tutor. This is something almost impossible to achieve in
traditional education but it is not so in online learning. Intelligent
animated agents represent a new generation of human computer
interface (HCI) design. Animated pedagogical agents [Andre´
et al. 1997] [Shaw et al. 1999] [Lester and Stone 1997] [Piesk
and Trogermann 1998] [Scho¨ch V and G 1998] are life-like
autonomous agents that facilitate human learning by interacting
with learners and make computer-based learning more engaging
and effective [Johnson 1998].
However, most commonly used e-learning systems are not
interoperable with other platforms such as Learning Management
Systems, web-based virtual world platforms, Virtual Reality
learning systems or simulators; this causes several compatibility
problems and limits their use. The work presented in this paper
solves this issue as it is entirely web based so it will run in any
compatible browser. Meaning that it will run in any browser
supporting WebGL [Leung and Salga 2010] technology as it is the
Application Programming Interface (API) chosen in this work to
render the 3D agent via web. WebGL is based on OpenGL, which
is a widely used open source 3D graphics standard. Nowadays,
most common browsers support this technology; Google Chrome,
Mozilla Firefox, Apple Safari or Opera.
This paper is organized as follows; Section 2 analyzes the related
work carried out in the last years concerning animated agents
in virtual reality systems, Section 3 describes the architecture
followed to accomplish the goals of this work, Section 4 shows
validation results from the platform. The final section is about
conclusions and future work.
2 Related work
The purpose of this work is to develop a virtual agent which will
fulfill the role of a virtual tutor in various web-based e-learning
systems. Such virtual tutor must react to the students’ needs as
if it were a real tutor, so this virtual agent must be provided with
sufficient artificial intelligence to react in an autonomous way and
natural behaviour to give the impression of interacting with a real
teacher.
Research has outlined a number of desirable attributes for this kind
of pedagogical agents [Ahmed 2005]. The agent must be an
autonomous character and it must be able to perform almost every
action without the direct intervention of other agents. Moreover, it
must react to changes in the environment and respond to them over
a certain period of time.
Many studies [Dehn and Van Mulken 2000] [Johnson et al.
2000] [Moundridou and Virvou 2002] [Baylor and Ryu 2003]
have found that rendering agents with lifelike features, such as
facial expressions, deictic gestures and body movements may rise
the so called persona effect. A persona effect is a result of
anthropomorphism derived from believing that the agent is real and
authentic [Van Mulken et al. 1998] [Baylor and Ebbers 2003]. The
persona effect shows that the presence of a lifelike character in an
interactive learning environment can have a strong positive effect
on students’ perception of their learning experience [Lester et al.
1997] .
Providing natural behaviour skills to virtual agents is also a
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widely studied issue. However, defining natural behaviour is not
an easy task. The literature and theory of affective computing
imply several conditions for synthesized motion to appear natural
[Abrilian et al. 2005]. Speed of interaction and emotion/speech-
correlated believable body motion are among the most important
functionalities [Mlakar and Rojc 2011]. Rieger [Rieger et al. 2003]
developed a series of rules in order to increase the acceptance of
virtual agents in Human-Computer Communication and established
a correlation table between the message to rely and the emotion to
show.
As far as the agent’s appearance is concerned, research does not
give a clear answer as to which design is best, whether to portray
the agent with a real human look or with an iconic feature. For
example, [Nass et al. 2000] proposed that the appearance of agents
should be made to resemble that of the learners. However, such
view is opposed by [Buisine and Martin 2007], who cited Kohar’s
recommendation [Kohar and Ginn 1997]; dramatized characters
can display more exaggerated emotions than realistic humanlike
agents.
Steve [Johnson and Rickel 1997] was one of the first pedagogical
agents capable of expressing emotions; it was designed as a
stereoscopic 3D character that cohabited with learners, it has been
applied to naval training tasks. However, Steve was originally
designed to operate in immersive virtual environments and not over
the Web. Adele [Shaw et al. 1999], was the evolution of Steve into
the World Wide Web, Adele’s design was based on an autonomous
agent paradigm able to use facial expressions and react to students’
actions. More than a decade has passed since these works were
presented, technology has evolved a lot since then and the internet
has become accessible to almost everyone.
D’Mello’s study [D’mello and Graesser 2012] presents
two interactive intelligent systems that promote learning and
engagement thanks to an animated teacher. These studies have
motivated further work such as AutoTutor-Lite which is a simpler
version of the former but keeps the most important features.
AutoTutor-Lite is optimized for web-based learning environments;
it uses a lightweight semantic engine that can be implemented as a
small plug-in of flash movie that works on the learner’s computer.
It is web-served so the user can interact with AutoTutor-Lite in the
web, introduce content and receive automatic tutoring back [Hu
2011].
More recently, [Benin et al. 2012] presented the implementation
of a WebGL talking head for compatible browsers and iOS mobile
devices based on LUCIA; a three-dimensional animated computer
talking head which repeats any input text in six different emotional
ways.
Although this system meets many of the requirements desired in
our work (web-based, no additional plug-ins required, 3D modeled
character) it does not interact with the users, neither reacts to their
behaviour nor guide them throughout the learning process. The
following section describes the architecture followed to achieve the
goals of this work.
3 Architecture
This section introduces the architecture of the Animated Agent
Engine implemented to work on e-learning platforms. The goal of
this work is to develop a humanlike character to guide students in
their learning process and to encourage them by showing emotional
feedback. To accomplish this a virtual character has been designed
following several rules regarding appearance and natural behaviour.
Figure 1: Animated Agent Engine Architecture.
The following sections describe the most relevant modules of the
architecture shown in Figure 1.
3.1 Behaviour Module
In order to make the agent’s behaviour more natural the agent will
be able to perform several hand gestures. The scientific community
has established four type of hand gestures [Cassell et al. 1994]:
• Iconic: or illustrators, they are descriptive gestures often used
to illustrate speech.
• Metaphoric: or representational gestures, represent an
abstract feature concurrently spoken about.
• Deictic: indicate a point in the space.
• Beats: small formless waves of the hand that occur to
emphasize words.
Thus, the agent will be able to point out elements in the screen
or perform spontaneous gestures with the hands. The agent will
also vary the speed in which he performs these gestures depending
on his mood [Carretero et al. 2012]. When people are sad their
movements and gestures tend to be slower than when they are
happy, in this case they execute movements in a quicker and
energetic way.
The animated agent will also be able to reproduce facial
expressions. Based on Ekman’s six universal emotions [Ekman
and Friesen 1981] the Animated Agent Engine is able to show the
following facial expressions: happiness, sadness, surprise, anger
and neutral expression. Disgust and fear have not been taken into
account as they might lead to the opposite reaction desired from the
student, the aim of this animated character is to stimulate the learner
and these emotions may have a negative influence. Figure 2 shows
happiness, surprise, anger and sadness from the agent in response
to questions made by the student.
The role of the agent will be divided into three states:
• Explanation state: the animated character will introduce the
lecture to student and will explain any necessary information.
To make this explanation more appealing to the learner the
agent will perform several natural behaviour movements, such
as, iconic or deictic gestures. The behaviour in this stage
can be edited by the real tutor who prepares the lessons. For
this purpose, an authoring tool to edit the agents behaviour is
provided.
• Evaluation state: the virtual agent reacts depending on the
student’s responses. This state is influenced by the Evaluation
Module.
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Figure 2: Emotions from the Animated Agent reacting to student’s
input.
• Waiting state: this state is executed when the virtual agent
is neither explaining nor evaluating. The e-learning platform
will provide several content in order to complete the course;
text, video or audio may appear to clarify concepts, in this
case the agent will perform waiting state movements. Humans
do not stand hieratic when waiting for something to happen,
we move our head, eyes, balance our body. The Animated
Agent Engine takes this factor into account and allows the
virtual agent to perform this kind of waiting movements when
necessary.
These states and their behaviour rules influence the Animated
Agent Engine and indicate how the virtual agent must react.
As mentioned before, in the Explanation state a real tutor should
edit the virtual agent’s behaviour so that the agent acts as similar
as a real tutor would. In addition to the authoring tool provided for
this purpose a Behavioural rule database will be used.
Most of these rules are related to hand and arm movements or facial
expressions, but some are also related to gaze, blinking or posture.
The Evaluation Module will animate the virtual agent depending
on the learner’s interaction, for example, the agent will express
happiness if the student answers correctly, it will shake his head
when the answer is incorrect or it will appear sad if the student fails
an exam. The Waiting state will use behavioural rules related to
body posture, head movements, gaze, etc. For example, the virtual
agent will cross his arms or will balance his body randomly in order
to emulate human natural behaviour when standing for long periods
of time.
These rules intend to make the virtual agent more lively and
humanlike by emulating the behaviour of real people. Following
the system logic, they will be executed randomly so that they do
not result repetitive.
3.2 Evaluation Module
The animations reacting to the student’s learning progress will be
executed in the evaluation state. This state is meant to accompany
the learner throughout the course so it will react in real-time to the
learner’s input.
The Evaluation Module will keep track of each student along the
course in order to give personalized feedback to each individual.
When the student types a question into the web browser, this input
is evaluated taking into account several aspects and the logic inside
the module determines the appropriate code. This code is used as
the input for the Agent Module and depending on its value a certain
emotion or movement is performed by the virtual agent.
As mentioned in the previous section, some behaviour rules have
been defined for this state. In the case of facial expressions, when
the student types a question and the returning code indicates the
system has the answer, the virtual agent will express happiness, if
the code indicates that the system does not understand the question,
the agent will appear surprised or confused. The virtual agent will
also execute different movements when evaluating the student; if
the answer is correct it will rise up his thumb, if the answer is
incorrect he will shake his head or hand (Figure 3).
Figure 3: Approval and Disapproval gestures.
Furthermore, the Evaluation Module will save information
regarding several aspects such as; the knowledge level of the
student, the number of times a student enters a course, the frequency
of interaction with the platform, the mistakes a student makes
before finding the correct answer, etc. All this information will
be stored in a database and will be analyzed by the Evaluation
Module. Depending on the result of this evaluation the Animated
Agent Engine will perform different actions. Figure 4 shows an
example of this logic.
Figure 4: Example of the Evaluation Module logic.
The student’s interaction with the e-learning platform can be
analyzed in different ways, for example, controlling the speed in
which the student answers questions or the duration of each session.
If a student takes too long to answer a question, the Evaluation
Module will send an impulse to the agent and it will react to this
delay by asking some questions to the student; “is the exercise too
difficult?”, “are you tired?”. The duration of each session can also
be verified in order to evaluate the student’s learning progress. Very
short or long sessions might suggest the exercise does not match the
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student’s knowledge level, in this case the virtual agent will suggest
the student different exercises or will repeat the test to determine the
students level.
This kind of communication makes the students feel accompanied
and they appreciate the concern showed by the virtual agent. This
attention on the one hand makes them feel that their work is being
valued and on the other hand infers some pressure on them, so it is
more difficult for them to abandon the course.
3.3 Animated Agent Engine
According to McCloud [McCloud 1994] individuals see
themselves as iconic images but see others in a more detailed form,
that is, as realistic images. Gulz and Haake [Gulz and Haake 2006]
extended this idea to the role of animated pedagogical agents and
stated that if the agent is acting as a teacher, the student will see it
as “the other person” and therefore it is better to represent it in a
human form. The agent of this work has been designed following
these ideas; it will clearly perform the role of a teacher and not a
classmate so it will appear in a realistic way.
As presented in the introduction, WebGL technology has been
selected to render the 3D virtual agent into any compatible browser
without the use of additional plug-ins. The Animated Agent
Engine is composed by several modules developed using JavaScript
programming language and following all the HTML5 and Web3D
standards. These modules have been developed as an abstraction
layer over O3D1 engine which has been selected amongst other
engines (GLGE, x3dom, etc.) for its benefits, as it is not a very high
level API it allows great flexibility when developing new features.
The Agent Module is in charge of setting the emotions and the
natural behaviour to the virtual character depending on the input
received from the Evaluation Module and the Behaviour rules.
The animations executed in the platform can be either
programmatically implemented or predefined by the designer
in the Collada file. In this work the last option has been used,
the animations are predefined in a timeline and they are coded
sequentially following the next cycle; neutral expression -
animation - neutral expression.
Each coded expression is reproduced when the animation engine
decides which animation to launch. When several animations have
to be reproduced the transition between one animation and another
happens by reverting the timeline to the initial neutral state and
then executing the transition from that neutral state to the following
animation.
The realistic perception of the human body is mainly due to the
complexity of its structure. The numerous details that compound
the facial and body gestures result from simultaneous movements
of muscles, bones, tendons and other fibers. This complex system
cannot be reproduced as it occurs in nature when designing virtual
agents in 3D virtual worlds, as muscles, fibers or tendons are not
available tools. These human characteristics must be reproduced
with the technology offered by software, namely, bones, morphing
and bezier curves. The use of the last is not very common, normally
morphing or bones methods are used to deform the geometry mesh.
Between these two possibilities morphing has been discarded,
despite it being a much faster resource for modeling, it is limited
to the number of variants made for each expression or phoneme.
Another problem is that morphing is based on the transformation of
a big mass of vertices, this implies having very little control over
1http://code.google.com/p/o3d/
any modification, so the risk of corrupting the geometry increases
with the number of vertices.
The use of bones as modifiers makes the tool compatible with any
humanoid agent we want to include. The configuration of a face
and a body will be valid for any model we use, and no changes will
have to be made per agent as when using morphing, doing it the first
time will be enough. With this method not only the designer decides
how a face behaves, but leaves the door open to programmatically
make adjustments or new representations.
The fact of having a clear hierarchy of the internal structure and the
knowledge of the influences between bones, makes the tool very
simple for anyone in the team working with the virtual agent.
In order to have greater control over the different expressions, a
facial bone structure has been implemented. To achieve this, the
movements of the different muscles of the face have been studied
and a bone hierarchy has been applied to allow the movements of
the facial biomechanical structure.
In the body a simplified structure of the human skeleton has been
applied, discarding all the bones that hardly revert in modifications
when making the movements required for the application. Some
examples of animations that need to be implemented are; walking
cycles, sitting down action, arm gestures or head movements.
To configure the face the Facial Definition Parameters of the
MPEG-4 standard [Pandzic and Forchheimer 2003] has been use,
but some of these points have been adapted to match the criteria
required in this work. For example, simplification of the less
visible areas, optimization of complex mouth zones, organization
of the eyes and eyelids into a hierarchy to obtain mayor control and
reduction of adjacent control points (Figure 5).
Figure 5: Face and Body Bone Structure.
The designer chooses the modifications for each group of bones,
when the phonemes and the expressions are correctly defined by
animation keyframes, the entire scene is exported in Collada format
and it is ready to be loaded into the platform.
However, compared with morphing animations, bones technique
implies a performance dropdown that can be particularly
meaningful in Web3D environments. Computationally speaking,
each vertex has to be weighted by the local transformation matrix
of each affecting bone, while in the former method the final
position is obtained with a simpler linear interpolation. This fact
involves a serious bottleneck in the animation pipeline since the
arithmetic engines of JavaScript interpreters are not able to perform
the required computations in real-time.
In order to overcome this situation our animation engine
implements a hardware skinning algorithm that delegates all bone
transformations to the GPU. It has been implemented as a GLSL
vertex shader that takes the original mesh and the transformation
matrices of the bones as inputs, and calculates the new vertex
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positions as output. It is worth mentioning that this approach
implies that the mesh information that the engine has is no longer
related with the actual position of the vertices. This can be a
drawback, for instance, in cases where the bounding box of the
mesh is needed, like in collision detection or culling operations.
Nevertheless, the performance obtained is far greater than the CPU
implementation, being able to move in real time complex bone
structures.
4 Validation
Although we are still working on the development of the modules
that constitute the platform, some of our final users in different
applications have seen the animated agent presented in this work
and they have all agreed that it is more likeable and engaging than
other agents, they state that it seems very natural and humanlike
and this favors a more realistic way of interaction.
This validation process has been followed not only to verify the
usefulness of the virtual character and its positive effect on learners
but also to improve its natural behaviour and facial emotions. Next
we mention some of the comments received from the users about
our animated agent organized by positive aspects the users stress
about the agent and some suggestions they have made in order to
improve its behaviour.
Positive aspects:
• Including natural behaviour in the waiting state makes the
virtual agent more lively.
• Common gestures such as “good”, “no”, “ok”, etc., give
realism to the virtual agent.
• Certain gestures make the virtual agent funny, so the human-
computer interaction turns out to be funny.
• The virtual agent’s emotions are easy to recognize.
• Varying the speed in which the virtual agent performs gestures
depending on its mood is very interesting.
Suggestions:
• The virtual agent’s movements may end up being too
repetitive.
• When the virtual agent is in an explanation stage, it would
be convenient to reduce the amount of natural behaviour
movements.
• The concatenation of some movements may seem unnatural.
• The virtual agent’s facial expressions should be magnified.
The positive comments suggest that our animated agent results
more appealing than non-animated ones. Its natural behaviour
improves the human-computer interaction. Integrating a humanlike
agent in the platform approaches the users to a real classroom
scenario so they react accordingly. The suggestions made by the
users have also been very useful and we have taken them into
account for future work in order to improve the agent’s behaviour.
5 Conclusions and Future work
A 3D animated agent based on WebGL has been presented in this
paper. Thanks to the Animated Agent Engine developed in this
work the system is compatible with any web browser supporting
WebGL technology, thus it solves the interoperability issues that
e-learning systems normally present.
The Evaluation Module implemented in this work provides the
animated agent with sufficient artificial intelligence to react to the
students interaction in real-time. This logic turns the animated
agent into an autonomous agent that needs no exterior intervention
to make its decisions.
The idea for future work is to validate the functionality of the
global platform in order to confirm the positive effect that the
animated character has in real students. We plan to verify that the
agent’s natural behaviour and its real-time emotional response to
the student’s inputs has a beneficial effect on the student’s learning
engagement and final cognitive results.
Although this work has not been tested with real students, we have
validated the animated agent with other applications and we have
received feedback from users. They all agree the animated agent
seems natural and appealing. The suggestions made by the users
have been taken into account and we are working to solve them.
We agree that some of the agent’s movements may result too
repetitive. In order to resolve this issue we are thinking on adding
new movements to the natural behaviour module or including
algorithms to modify the original movements. In addition, we
plan to change the behaviour rules so that the Animated Agent
Engine launches gestures with equal meanings randomly, namely,
to disagree with the learner the virtual character will be able to
arbitrarily decide whether to shake his head or move his hand.
We have also noticed that natural behaviour movements may
sometimes distract the user from the main message, so we are going
to modify the behaviour rules so that they focus on the meaning of
the message and control sporadic movements.
Finally, to exaggerate the expressiveness of the virtual character
the 3D model can be modified, new 3D graphic designs can be
developed in order to meet the needs of each user. Nevertheless,
this aspect does not require any changes from the Animated Agent
Engine.
Two main animations are performed on the facial area: phonemes
and expressions. These animations must be well correlated in
order to achieve autonomous and natural behaviour from the virtual
agent. For this purpose, a weighting of the influence of the vertices
of the phonemes with their corresponding expression will be made,
so that the agents mood is recognized without losing the mouth
posture.
When the work is finished we plan to validate the system with
real students in order to evaluate their learning progress and prove
whether animated agents enhance the cognitive development.
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Abstract
This paper presents the work that has been done to develop a web
application that shows the face of a virtual character pronouncing
the sentences the user sets. The level of realism was high and
the performance was fast enough. The application makes use
of WebGL, speech processing, text to speech and co-articulation
technologies to obtain the virtual pronunciation.
1 Introduction
Since the pioneer works [Parke 1972] in facial animation, hundreds
of methods have been presented to make a virtual character
pronounce a sentence, but very few [Benin et al. 2012] are based
on the emerging technology WebGL. This paper presents a project
that works in this direction, SPEEP, partly funded by the Basque
Government. The project creates a system for foreign language
pronunciation learning where the key part is the visualization of a
virtual character pronouncing the corresponding sentences in a web.
Figure 1 shows the interface designed for the project integrated
in the language learning system. Since the sentences that have
to be synthesized in the virtual character are not predefined i.e.
the user writes the desired sentence, the system cannot work with
animations that have been generated in a previous phase of the
project. Thus, we can define our project as a work in real-time
Visual Speech Synthesis.
Figure 1: Interface of the system.
2 Implementation
In a web browser, the user of the application will find a text field to
write the desired sentence and once it is written and confirmed, it is
sent to the server. In the server, the text is converted to speech with
the desired voice by the module for text-to-speech conversion and
the module for voice transformation. On the other hand, the text is
used to get the phonemes and the syllables of the sentence and align
them with the audio file generated by the text-to-speech module.
Once the three files needed (audio, phonemes and syllables) are
generated, they are sent to the client.
∗e-mail:{amujika, hdiez, aalvarez, doyarzun}@vicomtech.org,
miren.urteaga@ehu.es
The client receives the information about the phonemes that must
be rendered and their exact times. Then, during the rendering of
the virtual character, in each frame the co-articulation engine takes
the phonemes that surround the actual time and interpolates the
values of the Facial Animation Parameters following the method
presented by Cohen and Massaro [Cohen et al. 1993]. Besides,
several rules have been defined that change the value of some
parameters and the position of the maximum point of the phoneme
in its interval, depending on the type of syllable and the phonemes
involved. For example, the consonant of a syllable CV (consonant-
vowel) is placed in a different position of its interval comparing to
a consonant of a syllable VC.
A study of the computational cost of the different methods that
are called in each frame during the facial animation showed that
the most time consuming function was the skinning i.e. the
computation of the new position of the vertices according to the
transformations of their neighbor bones. So, we decided to make
use of GPU’s power and we implement the skinning using shaders,
obtaining a considerable increase in the number of frames per
second.
For the speech generation, the server takes the text written by the
user and converts it into an audio file. Then, speech and text
are automatically aligned using an acoustic model obtained by
training. Finally, in order to identify each syllable for a natural
mouth articulation of the avatar, a syllabification module was built.
3 Conclusion
The results obtained so far in the project SPEEP are satisfactory.
A big number of vertices are needed to obtain a realistic virtual
face and although all the vertices are not transformed in all frames,
the amount of vertices that are moved is big enough to become
a problem. Specifically, the virtual face that is used in the
project SPEEP is compound of 22802 vertices that form 43449
polygons. Nevertheless, the problems that slower performance
of web applications can cause have been overcome. Several
strategies have been implemented to make the application work
faster; fast enough even in computers with commodity graphic
card. Moreover, a high level of realism has been achieved in Visual
Speech Synthesis.
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Abstract: The goal of the work presented in this paper is to develop an Intelligent Animated Agent with Natural Be-
haviour (IAAN). This agent is integrated into e-learning platforms in order to perform the role of an online
tutor. The system stores into a database personalized information of each student regarding their level of edu-
cation, their learning progress and their interaction with the platform. This information is then used by the 3D
modeled virtual agent to give personalized feedback to each student; the purpose of the agent is to guide the
students throughout the lectures taking into account their personal needs and interacting with them by means
of verbal and non-verbal communication. To achieve this work a thorough study of natural behaviour has been
held and a complex state machine is being developed in order to provide IAAN with the sufficient artificial
intelligence as to enhance the students motivation and engagement with the learning process.
1 INTRODUCTION
Online tutoring has become very popular in the past
years and according to several studies such as the lat-
est survey by Ambient Insight Research (Adkins,
2013); the aggregate growth rate for self-paced e-
learning products and services expected for the next
five year period (2011-2016) is 7.6%. Distance learn-
ing offers a series of benefits that traditional learning
cannot compete with, for example in terms of mobil-
ity, affordability or flexibility e-learning happens to
be much more suitable for nowadays lifestyle. How-
ever, online learning also has its drawbacks, the lack
of supervision from a tutor in the courses may lead
to demotivation, boredom and the final drop of the
courses. This is why the integration of virtual agents
represented as human characters into these platforms
can be an effective solution to make the students feel
supported and accompanied throughout the course as
a real teacher would.
Michael Graham Moore (Moore, 1989) classified





He acknowledged the “learner-instructor” inter-
action as the most important. Moreover, studies
like (Bloom, 1984) demonstrated the effectiveness
of a one-on-one human tutoring system against other
methods of teaching, and (Lepper et al., 1993), de-
fended the idea that education could be globally im-
proved if every student was provided with a personal
tutor. This is something almost impossible to achieve
in traditional education but it is not so in online learn-
ing.
This work introduces IAAN, a virtual agent rep-
resented as a 3D modeled character endowed with in-
telligence and natural behaviour, designed to perform
the role of a real tutor in e-learning platforms. IAAN
reacts in real time to the students’ interaction with the
platform by means of verbal and non-verbal commu-
nication. Furthermore, in order to make IAAN as re-
alistic as possible an Intelligent Animated Agent Ed-
itor is included into the system allowing real tutors to
define the appearance and behaviour of IAAN in re-
sponse to different situations. This editor is based on
the Behaviour Markup Language standard (BML 1).
Additionally, this work is entirely web based so
it solves the interoperability issues presented by most
commonly used e-learning systems with other plat-
forms such as Learning Management Systems, web-
based virtual world platforms, Virtual Reality learn-
ing systems or simulators.
IAAN has been partially integrated into Moodle
1http://www.mindmakers.org/projects/bml-1-0/wiki
(Moodle, 2013) Learning Management System.
This paper is organized as follows; Section 2 an-
alyzes the related work carried out in the last years
concerning agents and artificial intelligence, Section
3 describes the architecture followed to accomplish
the goals of this work, Section 4 shows integration
results from the work. The final section is about con-
clusions and future work.
2 RELATED WORK
The purpose of this work is to integrate an intelligent
3D virtual agent into e-learning platforms. Concern-
ing this process, Buraga (Buraga, 2003) proposes an
agent-oriented extensible framework based on XML
family for building a hypermedia e-learning system
available on the world-wide-web. This intelligent tu-
toring system is composed of four major components,
the information processed by each component can be
stored by XML documents. Some of the components
are implemented as intelligent agents.
Angehrn et al. (Angehrn et al., 2001) sug-
gests the use of K-InCA to provide a personalized e-
learning system to help people learn and adopt new
behaviours. The agent continuously analyses the ac-
tions of the user in order to build and maintain a “be-
havioural profile” reflecting the level of adoption of
the “desired” behaviours. Using this profile, the agent
provides customized guidance, mentoring, motivation
and stimuli, supporting the gradual transformation of
the users behaviours.
Defining natural behaviour is not an easy task ei-
ther. The literature and theory of affective comput-
ing imply several conditions for synthesized motion
to appear natural (Abrilian et al., 2005). Speed of
interaction and emotion/speech-correlated believable
body motion are among the most important function-
alities (Mlakar and Rojc, 2011). Rieger (Rieger
et al., 2003) developed a series of rules in order to
increase the acceptance of virtual agents in Human-
Computer Communication and established a correla-
tion table between the message to rely and the emo-
tion to show.
Steve (Johnson and Rickel, 1997) was one of the
first pedagogical agents capable of expressing emo-
tions; it was designed as a stereoscopic 3D charac-
ter that cohabited with learners, it has been applied
to naval training tasks. However, Steve was origi-
nally designed to operate in immersive virtual envi-
ronments and not over the Web.
Project GRETA (Poggi et al., 2005) presents a
multimodal Embodied Conversational Agent (ECA)
capable of interpreting APML 2 mark-up language to
generate synchronized speech, face, gaze and gesture
animations.
More recently, (Benin et al., 2012) presented a
three-dimensional animated talking head which re-
peats any input text in six different emotional ways.
3 INTELLIGENT ANIMATED
AGENT ROLES
The final goal of the work presented is to integrate a
3D animated agent into e-learning platforms in order
to asses and guide students as a real teacher would.
Many studies have been held to identify the qual-
ities of a good teacher (Azer, 2005) (Korthagen,
2004). Besides, students and teachers do not always
agree in the importance of these qualities. From the
perspective of students, Brown and McIntyre (Brown
and McIntyre, 1993) and Batten (Batten et al., 1993)
found the two qualities with highest frequency of
mention were the teachers ability to “explain clearly”,
and “help us with our work”. On the other hand, two
qualities seen by teachers as crucial, but not men-
tioned by students, were “planning, structuring and
organising the classroom, and fostering student in-
volvement and participation”.
Considering previous research, IAAN has been
designed to perform several roles throughout the
course depending on the needs of the lesson, these
roles have been divided into three states:
• Explanation state: IAAN will be able to explain
new concepts to the user. Humans tend to gesticu-
late when introducing an idea to others; perform-
ing arm movements or pointing out objects, IAAN
will act alike.
• Evaluation state: One of the most important
roles that IAAN must perform is the one of a
real tutor. IAAN will guide the students through
the lectures and will interact with them giving
them personal feedback, responding in real-time
to their interaction with the platform.
• Waiting state: When IAAN is not in any of
the previous states, for example, when self-
explanatory audiovisual content is being dis-
played to the student, IAAN will enter a waiting
state mode. IAAN will not interact directly with
the student but he will be animated. Humans do
not stand hieratical when waiting for something
to happen; we balance our body, gaze, cross our
arms, etc. As IAAN is endowed with natural be-
2http://apml.areyoupayingattention.com
haviour, he will also perform these kind of move-
ments in this state.
The following section introduces the Intelligent
Animated Agent Editor, this tool is being developed
to ease the job of defining the virtual agent’s appear-
ance and behaviour. With the help of this tool the
course editor will be able to define the Explanation
and Waiting state. This tool is the core of the Be-
haviour Module. The Evaluation state will be dis-
cussed in more detail in Section 5.
3.1 Intelligent Animated Agent Editor
This tool is being implemented to allow real tutors
to design IAAN’s appearance and behaviour as they
deem most appropriate in each case. To ensure quality
education it is important to leverage the knowledge
and expertise provided by real teachers.
Regarding IAAN’s appearance, McCloud (Mc-
Cloud, 1994) stated that individuals see themselves as
iconic images but see others in a more detailed form,
that is, as realistic images. Gulz and Haake (Gulz
and Haake, 2006) extended this idea to the role of an-
imated pedagogical agents and stated that if the agent
is acting as a teacher, the student will see it as “the
other person” and therefore it is better to represent it
in a human form. However, the risk of falling into
the “uncanny valley” (Mori, 1970) also exists and
furthermore depending on the target of the course the
editor may consider to represent IAAN in a more car-
toonish shape, for example, if the course is targeted
for kids. So the decision of IAAN’s appearance is en-
tirely left in the hands and teaching experience of the
real tutor. The agent’s appearance is selected from
a list of predefined 3D models and imported into the
IAA Editor.
With respect to facial expression, the IAA editor
is based on Ekman’s six universal emotions (Ekman
and Friesen, 1981), so IAAN will be able to show
the following facial expressions: happiness, surprise,
anger, sadness, disgust and fear. An example of IAAN
performing these facial expressions can be found in
Figure 1.
IAAN performs several hand gestures, the scien-
tific community has established four type of hand ges-
tures (Cassell et al., 1994):
• Iconic: or illustrators, they are descriptive ges-
tures often used to illustrate speech.
• Metaphoric: or representational gestures, rep-
resent an abstract feature concurrently spoken
about.
• Deictic: indicate a point in the space.
Figure 1: IAAN represented as a 3D virtual agent express-
ing facial emotions (happiness, surprise, anger, sadness).
• Beats: small formless waves of the hand that oc-
cur to emphasize words.
IAAN communicates in a verbal way with the stu-
dents, for this purpose the IAA Editor includes a text
editor. This text is then transformed into speech by a
Text-to-Speech synthesizer.
As shown in Figure 2 the IAA Editor is composed
of three main areas; the animations regarding natu-
ral behaviour can be found in the Options Area, the
real tutor selects the desired animation from one of the
available menus and drags it onto the Timeline Area,
this action is repeated as many times as necessary un-
til the desired behaviour is achieved. Then the final
result is visualized in the Viewer Area.
The composition created in the timeline is trans-
lated into a BML file. In the following BML example
created with the IAA Editor, a welcoming message
has been designed. This BML file is then used as an














The architecture chosen to accomplish the goals pre-
sented in the previous section is shown in Figure 3.
Figure 2: Intelligent Animated Agent Editor.
The main modules involved in the design of IAAN are
the Behaviour Module, the Evaluation Module and
the Animated Engine.
Figure 3: Platform Modules.
The Behaviour Module has been described in Sec-
tion 3. This module is in charge of defining the be-
haviour of IAAN in each situation, to make IAAN as
realistic as possible a real tutor is in charge of describ-
ing IAAN’s interaction with the students. To ease this
job the IAA Editor has been developed.
Next the Evaluation Module and the Animated
Engine will be explained in more detail.
4.1 Evaluation Module
IAAN must accompany the students throughout the
course and interact with them whenever is necessary.
To accomplish this IAAN will keep track of each stu-
dent along the course in order to give personalized
feedback to each individual.
This is achieved by storing multiple information
into a database and by defining a complex state ma-
chine that will inform IAAN when and how to interact
with each student.
4.1.1 User Profile Database
It is crucial to know as much as possible about each
student in order to assess them according to their per-
sonal needs. Table 1 shows the information stored
into the database for further analyses, regarding per-
sonal information as well as the student’s interaction
with the e-learning platform.
Table 1: User Profile Information.




Knowledge Level Mistake Frequency
Taking this information into account the course
editor is able to design specific evaluation rules for
each student.
The first thing the course editor must decide is
the EVALUATION HARSHNESS, initially this parameter
is set depending on the student’s age and knowledge
level, but as the course progresses and the student ac-
quires more knowledge this scale can be modified.
The Platform Usage information is designed to es-
tablish a BEHAVIOUR PATTERN for each student, for
example; the amount of logins per week, the ses-
sion duration, the frequency in answering questions,
the mistaken answers. Bearing this pattern in mind,
IAAN will interact with the student whenever a disor-
der in the pattern takes place.
4.1.2 Evaluation Manager
The Evaluation Manager is designed as a fi-
nite state machine (FSM). As seen in Figure 4
the Evaluation Manager takes as inputs the
EVALUATION HARSHNESS, the BEHAVIOUR PATTERN
and the BML FILES that define IAAN’s natural
behaviour which have been previously designed with
the IAA editor .
Taking these inputs into account the Evaluation
Manager waits for behaviour pattern alerts and if they
occur the manager orders IAAN to interact with the
student by means of the previously designed BML
files. Regarding the User Profile Information the pos-
sible alerts have been defined as follows:
• LOGIN ALERT: The course editor is in charge of
establishing an amount of logins per week (or
month) for each student in order to fulfil his as-
signments. If this recommendation is altered in
any way the platform is notified with an alert mes-
sage and IAAN is launched to interact with the
student.
• INTERACTION ALERT: Once the student has
logged in he interacts with the platform in a deter-
mined frequency. Modifying this frequency may
mean several things, for example, if the interac-
tion speed increases it may indicate the student
finds the lesson too easy, on the contrary if the
speed decreases the lesson might be too difficult
or it may simply mean the student is taking a
break. IAAN is able to interact with the student
to find out what is happening.
• MISTAKE ALERT: If the student commits more
mistakes than usual the course level might not be
appropriate or the student might not be paying at-
tention. IAAN might enter the Explanation state
in order to clarify concepts or draw the student’s
attention by introducing a multimedia effect.
• SESSION ALERT: A recommended minimum and
maximum time is set to perform each session, if
this time is altered IAAN shows up to check if the
student has finished his assignment.
The messages in round boxes from Figure 4 rep-
resent examples of IAAN communicating with the
student in each alert situation. For example, if the
Evaluation Manager detects an INTERACTION ALERT
IAAN launches the BML file describing the be-
haviour to adopt under this circumstance, for in-
stance, IAAN will ask the student: ”Are you taking
a break?”. Another example would be in the event
of a MISTAKE ALERT, in this case IAAN will express
concern by asking: ”Is the lesson too difficult?”.
With these queries IAAN seeks to encourage the
student to continue working, letting him know he is
not alone and that he is being supervised.
Figure 4: Evaluation FSM Example.
4.2 Animation Engine
The Animation Engine is composed by several mod-
ules developed using JavaScript programming lan-
guage and following all the HTML5 and Web3D stan-
dards. These modules have been developed as an ab-
straction layer over O3D3 engine which has been se-
lected amongst other engines (GLGE, x3dom, etc.)
for its benefits, as it is not a very high level API it al-
lows great flexibility when developing new features.
WebGL (Leung and Salga, 2010) technology
has been used to render IAAN via the web. We-
bGL is based on OpenGL, which is a widely used
open source 3D graphics standard. Nowadays, most
common browsers support this technology; Google
Chrome, Mozilla Firefox, Apple Safari or Opera.
The modules that compose the Animation Engine
are in charge, amongst other features, of rendering 3D
modeled characters into web browsers, parsing BML
files which define the character’s behaviour and ani-
3http://code.google.com/p/o3d/
mations and communicating with the e-learning plat-
form.
5 INTEGRATION
The work presented in this paper is entirely web
based, this fact makes the platform compatible
with most widely-used learning management systems
(LMS)4; Edmodo (Edmodo, 2013), Moodle (Moo-
dle, 2013), Blackboard (Blackboard, 2013), SumTo-
tal Systems (SumTotal, 2013), etc.
In the work presented IAAN has been partially in-
tegrated into Moodle. Moodle is based on a Model-
View-Controller coding design pattern. To integrate
IAAN into Moodle the modules from this work must
be added to the configuration file of the platform.
This platform offers a very interesting feature for
our work; the Configurable Reports. This block is a
Moodle custom reports builder designed in a modular
way to allow developers to create new plugins. The
types of reports available are:
• Courses reports, with information regarding
courses.
• Categories reports, with information regarding
categories.
• User reports, with information regarding users
and their activity in a course.
• Timeline reports, this is a special type of report
that displays a timeline showing data depending
on the start and end time of the current row.
• Custom SQL Reports, custom SQL queries.
Taking advantage of this feature a Synchroniza-
tion Module is being developed as a communication
bridge between Moodle and the Animation Engine
(Figure 3).
For this work a very simple English Course has
been created in Moodle with multiple choice quizzes
for the student to answer. Figure 5 shows the integra-
tion of IAAN into the created course.
Validation results regarding the entire platform in-
tegration have not yet been performed as it is still
work in progress. However, some of our final users in
different applications have been able to interact with
IAAN and they have pointed out its natural behaviour




6 CONCLUSIONS AND FUTURE
WORK
An intelligent virtual agent represented as a 3D
modeled character has been presented in this paper.
Thanks to the IAA editor the agent is gifted with nat-
ural behaviour, allowing real tutors to use their expe-
rience to define the agent’s reactions in different cir-
cumstances.
The Evaluation Module described in this work is
still being developed. The main goal of this module is
to turn the animated agent into an autonomous agent
that needs no exterior intervention to respond to stu-
dents’ interaction in real-time.
The modules of this work have been developed
following a Model-View-Controller coding pattern to
ease the integration with the selected e-learning plat-
form. IAAN has been successfully integrated into
Moodle, though only partially functional as the Eval-
uation Module is still under development.
The Animation Engine introduced in this work is
constantly improved to suit new needs. The final goal
is to develop an animation engine capable of repro-
ducing human behaviour as realistic as possible.
A synchronization module is being developed in
order to optimize the communication between IAAN
and Moodle. Furthermore, we are studying other
LMS in order to develop a general synchronization
module turning IAAN into a multiplatform assistant.
Finally, we are defining the validation phase to test
the work presented in this paper with real students in
order to confirm IAAN’s positive effect. The results
of these evaluations will verify whether IAAN’s natu-
ral behaviour and real-time emotional response has a
beneficial effect on the students learning engagement
and final cognitive results.
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Abstract. The goal of the work presented in this paper is to develop a
web based authoring tool to create the physical appearance of a virtual
character and to provide its behaviour. One of the main characteristics
of this tool is its simplicity to create a virtual character, provide its
behaviour and the way to integrate it anywhere. The appearance of each
virtual character and its behaviour are stored in a database. In order to
specify the behaviour, the standard BML (Behaviour Markup Language)
is used. It is interpreted by a BML Parser module that indicates to the
animation engine how the virtual character has to act. The authoring
tool is tested creating different virtual characters and integrating them
in two unrelated applications with different roles.
Keywords: 3D Virtual Character, Authoring Tool, Animation
1 Introduction
Nowadays virtual characters are frequently used in several kind of applications.
The role of the virtual characters depends on the application; it can act for
example as a guide, assistant or as an information presenter. Although they
are commonly used, their design, development, animation and integration are
not easy tasks. These functionalities are commonly done by 3D designers and
animation experts. The goal of the work presented in this paper is to develop
an authoring tool to create the physical appearance of a virtual character and
to provide its behaviour in order to make it lively. In addition, other objective is
to provide different options to integrate and use the created virtual characters
in different applications.
One of the most typical method of giving the virtual character’s behaviour
is by using a mark-up language, which contains different labels to indicate the
text to be spoken, emotions, facial and body gestures, and the exact moments
when these have to be reproduced. The authoring tool presented in this paper
is based on Behavior Markup Language (BML) standard because of the reasons
given in Related Work section [1].
The paper is organized as follows; Section 2 analyses the related work regard-
ing different methods and possibilities of creating virtual characters and giving
them behaviour. Section 3 explains the method followed to accomplish the goals
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of this work, describing in detail each authoring tool. Section 4 explains the
global architecture to create and integrate virtual characters. Section 5 shows
different use cases and applications of the presented work. And the final section
is about conclusions and future work.
2 Related Work
The idea of virtual characters editor is not new. Virtual worlds like Seconf Life1,
or games such as The Sims2 or World of Warcraft3 allow the user to configure the
appearance of the virtual character who will represent them. However the use of
these editors is exclusively of the application (the virtual world or the game) and
the virtual character only can be used on them. In addition, the actions of the
virtual character are defined by the actions of the user. That is, the behaviour
is defined by what wants to do the end user at each moment.
In other kind of applications, behaviour definition usually is done by means of
authoring tools and by using scripting and markup languages [2]. During the last
years, several markup languages have appeared in order to specify the behaviour
of virtual characters such as VHML [3], AML [4] or CML [5]. A comparison
between them and other markup languages oriented to virtual characters can be
found in [6].
BML [1] is a markup language, developed several years ago, oriented to de-
scribe verbal and non-verbal behaviour of virtual characters. BML defines ele-
ments like gestures and facial expressions and also allows specifying their tempo-
ral alignment. BML has become a standard and other markup languages allow
compatibility with it. For example, the aim of PML [7] is to specify knowledge
about the environment an non-verbal behaviour to virtual characters and it in-
cludes compatibility with BML. Moreover as the authors explain in [8] BML has
some advantages such as it is intuitive and simple to implement.
In addition there are several projects based on BML whose main objective
is to generate non-verbal behaviour for virtual characters. There are several in-
terpreters like SmartBody [9], BMLRealizer [10] or Elckerlyc [11] that animate
virtual character receiving a BML archive as input. However, to generate that
input, there is only one behaviour planning developed [12]. This non-verbal gen-
erator analyzes the syntactic and semantic of a text and the affective state of
a character to decide the behaviour, so it is not oriented to be decided by end
users.
An interesting tool for the creation of interactive applications with multiple
virtual characters is Visual SceneMaker [13]. It is planed to add BML and other
markup languages to integrate non-verbal behaviour generation, so it does not
include our main objective.
Taking all this into consideration, a tool based on BML with the following
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– it has to be Web based in order to be accessible from any device and at any
time,
– it has to be easy to use,
– it has to be modular in order to add new functionalities,
– it has to allow appearance and behaviour edition,
– the appearance and behaviour have to be easily integrable in other applica-
tions.
3 Authoring Tool: Intelligent Animated Agent Editor
The authoring tool is divided in two different functionalities. The first one is
to create the physical appearance of the virtual character. The second one is to
provide behaviour to an already defined virtual character. The proposed tool is
a web based application in order to make it accessible from any device.
Previous to using the Editor the user must have the 3D models to work
on. These models have to be created and maintained by 3D graphic designer
experts in order to design and create the different options to create the virtual
characters.
To change the appearance of the 3D models the texture of their attributes
must be changed. To change the behaviour different animations designed for that
model have to be loaded. So for each model it is needed to have stored various
files; COLLADA files for the 3D models and animations and .jpeg or .png files
for the textures.
To handle the application an SQL database is used. This database stores the
user profiles, projects, 3D models, textures, animations and Timeline sequence.
To store the textures and animations, the route in which each file is found is
stored.
3.1 Appearance Editor
The appearance editor has been designed to configure the physical appearance of
virtual characters in a simple way. End users do not have to have prior knowledge
in design of 3D computer graphics. The appearance of the virtual character is
configured by selecting different options in hair, face, eyes, body, clothing and
other complements.
Figure 1 shows the interface of the Appearance Editor. As it can be seen,
there are three main work areas:
– 3D Visor: this area shows in real time the appearance of the virtual char-
acter. When the end user selects an option from the menu, this change is
automatically shown here.
– Options menu: it is composed by a series of libraries that facilitate the
virtual character editing task. There are three different libraries:
• Virtual Characters: this library stores the 3D models of each virtual
character. The end user only has to choose one to customize it.
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• Textures: each virtual character has several textures associated. The end
user can select one of them to customize it and change the appearance
according to his/her preferences.
• Complements: for each virtual character it is necessary to have a series
of accessories or complements. These complements can be hair styles,
hats, moustaches, different kind of jewels, etc. The texture can also be
selected to change its appearance.
– Timeline: although this area can be seen from the Appearance Editor,
this functionality is to define the virtual character’s behaviour as explained
in the next section.
Fig. 1. Appearance Editor Interface
Thus the end user can select the basic appearance with the virtual characters
menu, customize it through selecting different textures and have the possibility
to add several complements to personalise the physical appearance to his/her
liking. Once the end user has finished the appearance configuration of the virtual
character, the project containing this character can be saved in the database with
a given name.
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3.2 Behaviour Editor
The objective of the Behaviour Editor is to animate the virtual character and to
provide it with the ability to speak in an easy way without the need of having
technical knowledge in animation of virtual characters.
Figure 2 shows the interface of the Behavior Editor. As it can be seen, there
are three different areas:
– Viewer Area: in this area, end users can watch the defined behaviour by
pressing play button.
– Options Menu: as in the Appearance Editor, it is composed by a series of
libraries that facilitate the task of editing the behaviour. As it was mentioned
before, these libraries have to be developed by experts. There are three
different libraries:
• Expressions: it contains predefined facial animations to express emo-
tions such as: happiness, sadness, surprise, etc. The user can select the
intensity of the expression.
• Animations: it contains different animations to personalise the be-
haviour such as: greeting with hand, walking, etc.
• Loops: These animations include all those movements that people do
unconsciously and they are applied to virtual characters to make their
behaviour more natural. For example: blinking, swaying body, etc.
– Timeline: it displays the list of selected options in chronological order. In
order to specify the behaviour, the end user has to drag&drop expressions,
animations and loops from the Options Menu.
As the aim of virtual character is to emulate the behaviour of a real person,
it will be able to communicate in a verbal way. For this purpose there is also an
option to introduce the text that the virtual character has to speak. This text is
transformed into speech by a Text-to-Speech synthesizer. iSpeech [14] has been
used for this purpose. To enter the text there is a button with the ’T’ letter
above Options Menu that opens a pop-up menu to write the text.
Thus, once the appearance of the virtual character has been defined with the
Appearance Editor, this character can be doted with behaviour with this tool.
The end user only has to write the text for the virtual character to reproduce.
This text is converted into speech and an audio file is stored in the project
folder. Then the user has to drag&drop this feature onto the Timeline, and add
the animations that the virtual character has to do while acting. The user selects
the start time of each action as well as the duration of each one.
The result can be visualized at any moment in the Viewer Area pressing the
play button of the interface and the end user can modify it as many time as
needed.
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Fig. 2. Behavior Editor Interface
The composition created in the Timeline is translated and stored into a
BML file. In the following BML example designed with the Behavior Editor, an





<faceLexeme id="behaviour2" lexeme="happy" amount="0.8"
start="2" end="5"/>
<speech id="speech1" start="4">
<text>Hello! My name is Iaan
and I am a virtual character</text>
</speech>
</bml>
This BML file will be the input of the Animation Engine. The following
section explains all the process to obtain a virtual character acting.
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4 Global Arquitecture
Figure 3 shows the global architecture in order to define the appearance and
behaviour of virtual characters. As it can be seen, both editors are accessible
from the same URL, explained in the previous section.
Once the behaviour of the virtual character is defined, it is stored as BML
format, which is interpreted by the BML Parser module. This module extracts
the text that has to be reproduced by the virtual character and converts it into
audio by means of a text-to-speech module. Besides, the BML Parser extracts
the behaviour of the virtual character of the BML labels. This behaviour is
represented by the Animation Engine Module.
The Animation Engine is composed by several modules developed using
JavaScript programming language and following all the HTML5 and Web3D
standards. WebGL [15] technology has been used to render the virtual charac-
ter via web. WebGL is based on OpenGL, which is a widely used open source
3D graphics standard. Besides nowadays, most common browsers support this
technology without the need of plug-ins; Google Chrome, Mozilla Firefox, Apple
Safari or Opera[16].
Fig. 3. Global Architecure
The Animation Engine runs as follows: the appearance of the virtual char-
acter is loaded from the Virtual Character database. It has natural behaviour,
involving blinking, looking sideways, changing the weight of the body between
both feet, crossing arms, etc. With this natural behaviour the virtual character
emulates the actions of a real person in a waiting state. The natural behaviour
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rules are the same ones for each character and they are applied when there is no
other behaviour running. In order to change the behaviour, the user has to edit
one with the web based Behavior Editor.
When the Animation Engine receives the BML input with the designed be-
haviour, the animation engine stops any default (natural) animation except
blinking. Then it starts the sequence of animations, emotions and other defined
behaviour.
Thanks to both tools, the creation of virtual characters is very intuitive and
fast. Its integration with other contents and applications can be done by two
different means:
– By generating a video from the Behavior Editor itself. In order to generate
the video FFmpeg [17] is used.
– By integrating the Animation Engine in the application where the virtual
character has to appear.
How to integrate the virtual character depends on the characteristics and
specifications of the final application. Through a video, the virtual character
will only give information. Whereas if the animation engine is integrated, more
interactive characters can be created. The following section explains different
use cases.
5 Application and Use Cases
As it has been explained before, there are two different ways of integrating the
result of the authoring tool. It depends on the final application as well as the
role of the virtual character.
The authoring tool has been tested integrating the virtual character with the
following roles: a presenter and a virtual teacher.
5.1 Virtual character as a presenter
One of the use cases of the Appearance and Behavior Editors has been to create a
virtual presenter. The role of the virtual character is to give or present different
kind of information. In this case, the main objective was to mix the virtual
presenter with other kind of information as pictures, text, videos, etc. The idea
was to obtain a video of the virtual character acting in order to use it in other
editor to mix it with the rest of the content.
Thanks to the authoring tools, it was possible to create the introduction
made by the virtual character in an easy way. The designer only had to select
the appearance, write the speech and select the behaviour of the character.
As the virtual character had to be mixed with other contents, a chroma video
was obtained in order to integrate it properly. Thus this video of the virtual
character acting can be integrated with further multimedia content to create the
final video of the presentation.
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5.2 Virtual character as virtual teacher
E-learning applications are very commonly used in the academic area. Increas-
ingly frequent use of virtual characters who exercise the role of teachers. The
objective is to guide students in their learning process as a real teacher does.
One of the tasks of the virtual character is to introduce the lessons. For
this task the authoring tool can be used to create the lessons. Moreover, teach-
ers evaluate students so also the behaviour editor can be used to create these
responses.
The difference with the previous application is that one of the advantages of
the e-learning is that the student can decide his/her scheduling, so the applica-
tion is interactive. In addition learning management systems (LMS) are normally
used for this purpose. In this case the selected LMS was Moodle, so the anima-
tion engine was integrated into Moodle in order to show the virtual teacher.
Lessons and possible responses of the teacher were created with the authoring
tool and integrated into the Moodle course. Students could see the virtual tutor
teaching the lesson and also received feedback from virtual tutor in the exercise
phase.
6 Conclusions and Future Work
This paper presents an innovative tool to define the appearance and behaviour
of virtual characters. Its design has been thought for users who are not familiar
with the design of computer graphics, animation and programming. Thus, the
user interface is specifically designed to be intuitive and very easy to use.
The integration of the result can be easily done by two different means: by
generating a video and playing it; and by integrating the animation engine into
the final application. We plan to evaluate the usability of the system with real
users of the application.
As future work, we are working on reusing the defined behaviour in other
virtual characters. As the authoring tool presented in this paper works now, the
behaviour is defined for a particular virtual character. This is because each vir-
tual character has its own defined animations. These animations cannot be used
in other characters because each one has its particular characteristics. Although
human virtual characters are normally used, and all of them have similar phys-
iognomy, the length of the skeleton bones is not equal, so during the animations
can be non detected collisions. Reusing the defined behaviour is an interesting
functionality in order to reuse scripts, or to have the opportunity to change the
selected virtual character, etc.
Another useful functionality is to define behaviour to several virtual char-
acters at the same time. Thus, it would be possible to have several characters
in the same scene with different or similar roles. For example to emulate news
presenters or other kind of simulations.
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Abstract. The main objective of the platform presented in this paper
is the integration of various modules into Web3D technology for Digital
Signage systems. The innovation of the platform consists on the develop-
ment and integration of the following technologies; 1) autonomous virtual
character with natural behaviour, 2) text-to-speech synthesizer and voice
recognition 3) gesture recognition. The integration of these technologies
will enhance the user interface interaction and will improve the existing
Digital Signage solutions offering a new way of marketing to engage the
audience. The goal of this work is also to prove whether this new way of
e-commerce may improve sales and customer fidelity.
Keywords: Multimodal Platform, User-Interface-Interaction, Digital Sig-
nage
1 Introduction
In the latest years, technology and especially new media has empowered mar-
keting and commerce areas with new tools that go towards ubiquity and more
and more faithful virtual representations of real products.
Nowadays, HTML5 and Web3D technologies are strongly pushing to web
standardization of new media. Good and serious examples of efforts that are
being done in this direction are the low level WebGL specification [1] and the
high-level X3DOM architecture [2].
These new approaches could provide the basic platform for creating innova-
tive marketing and e-commerce applications, which take advantage from poten-
tiality of all technological channels and devices in a standardized way.
With this premise, the work presented in this paper consists on the devel-
opment and integration of a web-based 3D engine and software modules that
enable natural communication channels.
This technical work is built over three pillars:
– Coherent coexistence and communication among technologies coming from
different disciplines and with different levels of maturity.
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– Strong focus of usability, providing new interaction channels that make the
human/computer communication more natural.
– Keep the message. That is, build technology that improves the way a message
is transmitted to the user, not to condition the own message.
Therefore, these three pillars pretend to improve the channel related modules
of the Shannon Weaver communication schema [3], as shown in Figure 1
Fig. 1. Shannon Weaver communication schema on message transmission.
A realistic marketing use case has been built over this integration. The use
case is designed as an interactive marketing platform to be shown in digital
screens in public spaces. The platform allows the end-user to interact through
natural channels, such as gestures and voice.
Therefore, the platform developed acts as a testbed to experiment interaction
practices that maximizes the way a digital message is sent to the end-user. The
use case is considered ideal when the end-user is a potential customer in this
case and so, the importance of properly transmiting the digital message is even
more critical.
Moreover, the standardized feature of the technologies developed keeps the
coherence of the information when it is shown in any additional device, from
PCs to smartphones. A modular design allows the content creator to abstract
the digital message from the interaction channels, providing a platform that
easily adapts to and takes advantage from the interaction capabilities of each
device where it is running.
The paper shows the technical work carried out to get a stable version of
the whole platform. Beyond the potential technical capabilities of these new
technologies, the marketing use case is being validated in a controlled but real
environment to check the usability in the marketing area during these months.
The paper is organized as follows; Section 2 analyzes the related work regard-
ing digital signage and user categorization, Section 3 explains the architecture
followed to accomplish the goals of this work, describing in detail each of the
modules involved. The final section is about conclusions and future work.
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2 Related Work
Research on Human Computer Interaction (HCI) goes back to the 1980s [4],
however the growig affordability of the devices using these interfaces and the
accessibility to software development kits [5] have led to the evolution of HCI
into Natural User Interfaces (NUI), this new way of interaction operates through
intuitive actions related to natural, everyday human behaviour such as; touch
screen interaction, gesture recognition, speech recognition or brain machine in-
terfaces. These new ways of interaction have gained broad interest within the
HCI community [6] and various experiments have been done to prove its benefits.
The use of Microsoft Kinect sensors has been crucial in many of these ex-
periments due to the availability of its open-source and multi-platfom libraries
that reduce the cost of algorithm development. Keane, S. et al. [7] present a
survey on the Kinect sensor. A gesture recognition module based on the motion
sensor included in the Kinect is used in [8] to improve user experience in the
management of an office environment.
NUI is also being introduced into digital signage systems. Satho, I. [9] presents
a framework for building and operating context-aware multimedia content on
digital signage systems in public or private spaces and to demonstrate the util-
ity of the framework, he presents a user-assistant that enables shopping with
digital signage.
Chen, Q. et al. [10] describe a vision-based gesture recognition approach to
interact with digital signage. Bauer, C. et al. [11] also introduce a conceptual
framework for interactive digital signage which allows the development of various
business strategies.
Adapting content according to the audience is one of the objectives pur-
sued by the companies that offer digital signage. There are several studies that
personalize content according to the audience. For example, Mu¨ller et al., [12]
present a system that automatically learns the audience’s preferences for certain
content in different contexts and presents content accordingly.
Ravnic, R. and Solina, F. [13] developed a camera enhanced digital signage
display that acquires audience measurement metrics with computer vision al-
gorithms. The system also determines demographic metrics of gender and age
groups. It was tested in a clothing boutique where the results showed that the av-
erage attention time is significantly higher when displaying the dynamic content
as compared to the static content.
The introduction of autonomous characters into user interface platforms is
also a matter of study. In 2006, Gribaudo, C. and Manfredi, G. [14] patented a
modular digital assistant that detects user emotion and modifies its behaviour
accordingly.
3 System Overview
During this work a 3D avatar able to interact with the user through different
channels has been implemented. It has been designed using a modular schema
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that includes three main components: a web component, the speech component,
and the gesture component.
The web component is responsible for displaying the virtual character along
with the content of the signage application. It supports any browser that imple-
ments WebGL technology.
The speech component allows the user to interact with the virtual character
using voice commands. It integrates speech recognition and synthesis technolo-
gies.
The gesture component integrates computer vision technologies for face and
hands tracking. It allows the user to interact directly with the content using
hand gestures, at the same time allowing the system to estimate the emotional
state of the user through his face.
All the modules are integrated in a HTML5 compliant application that is
used as the frontend of the signage system. However, part of the core of the
speech and gesture components are native applications and must be executed in
a desktop environment.
Following sections describe each module in detail.
3.1 Virtual Character
A main aspect of this work is the introduction of an autonomous virtual char-
acter into digital signage systems to act as a natural interface between the user
and the content offered by the device. The role of the avatar will be to ease
the communication between the audience and the digital information provided.
Thus, users will experience a more natural and intuitive interaction emulating
the one between real people. Likewise, the user can customize this interaction
by accessing information according to his interests or preferences.
To achieve this virtual character with natural behaviour an animation engine
based on WebGL technology as the one presented in this work [15] has been
developed. This animation engine allows realistic simulation of both the avatar’s
face and body expressions. The engine is capable of real-time rendering of the
lips when the avatar is speaking and it also interpolates the facial expressions
depending on the avatar’s mood.
As for the body language the avatar performs gestures and movements as
humans do when communicating with others. A thorough study regarding natu-
ral hand, arm and body gestures has been done and animations emulating these
movements have been designed.
Figure 2 represents the introduction of a virtual character with natural be-
haviour into a WebGL compatible browser. Nowadays most commonly used
browsers support this technology (Firefox, Chrome, Opera, Safari).
3.2 Speech Synthesis and Recognition
The platform includes technologies for both automatic speech recognition and
speech synthesis.
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Fig. 2. Integration of the virtual character into a WebGL compatible browser.
Regarding speech recognition, the Google Speech Recognizer for Spanish was
integrated adapting the publicly available java API to the needs of the platform.
During the recognition process, the audio is collected from the microphone. It is
then encoded to FLAC and passed via an HTTPS POST to the Google speech
web-service, which responds with a JSON object with the transcription. The
Google Speech Recognizer is speaker-independent and provides two language
models to be used, based on (1) web searches for short phrases and (2) a generic
language model for dictation. Considering the needs of the project, the generic
language model was used to allow continuous speech recognition.
The integration with the web platform has been done using a regular text file.
The recognition software writes into the file the transcription which is consumed
by a script using long pooling techniques. This integration forces the component
to be deployed on the same machine as the virtual character, but in the future
it could be done using the new HTML5 standards for audio input.
Two possible solutions were included in the platform for speech synthesis in
Spanish. Like for speech recognition, the Google Speech Synthesis was integrated
for text-to-speech conversion. In this case, the text is sent to the servers of Google
via an HTTP REQUEST and a speech file in MP3 format is returned through
an HTTP RESPONSE. Since the Google Synthesizer is limited to a maximum of
100 characters, the API was modified to enable the platform to synthesize longer
texts. For this purpose, the input text is previously splitted on the full stops.
Each sentence is then synthesized and all the returned audios are concatenated
in a unique WAV file at the end.
As an alternative to Google, the Microsoft Speech Synthesizer was integrated
in the platform. This technology is provided through the Microsoft.Speech. Syn-
thesis namespace, which contains classes that allow user to easily integrate func-
tionalities for speech synthesis. In order to extend the voicebank of the platform,
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a module for voice transformation was also included. This module transforms
the synthesized voices modifying some prosodic features like the fundamental
frequency, the speech rhythm and the energy. As a result, this module is able
to modify the source speakers speech to make it sound like that of a different
speaker.
3.3 Gesture component
The platform implements a method for detecting and tracking the user’s facial
emotions and hand gestures. The system is composed by a Kinect device which
captures video and a depth map, and it also includes a face detector for emotion
recognition. The goal of the gesture component is to allow the interaction of the
user with the avatar in both directions, resulting in a more natural experience.
The avatar behaves according to the user’s emotions and the user can perform
gestures to communicate with the avatar.
The Kinect device captures video with an integrated camera and a depth
map using infrared sensors. With the help of OpenNI and Nite APIs the system
is able to detect and track human body parts and perform gesture recognition.
Our system first detects the human body and then gets the head and the right
and left hand positions. The 3D position is projected to 2D screen coordinates
and the distance of the user with respect to the camera is obtained. This way
the interaction is restricted to users that are facing the camera and close enough
to it, avoiding interaction with people passing by.
In order to perform gesture recognition the user’s hands are segmented from
the rest of the body and tracked. The Nite API allows to track and detect the
click gesture, the waving gesture and the rising hand gesture. The coordinates of
the hand are also converted to screen coordinates so the user can use the hand
as a mouse for selecting or clicking objects in a screen.
For the emotion detection process the face of the user is detected in combi-
nation with the head detection of the Kinect and a probabilistic face detector.
First, the 2D position of the head is obtained from Kinect. If the distance to the
camera is close enough the probabilistic detector is applied. Finally the face is
detected and tracked and the system performs the emotion detection.
Our implementation of the emotion detection is based on the method pro-
posed by [16]. When a face is detected in the screen a facial point mask is fitted
to the face. This is achieved by first detecting facial features based on local im-
age gradient analysis and then adjusting a deformable 3D face model to those
features in the 2D plane. The mask represents the main facial features of a hu-
man face an it is able to track facial deformations computational efficiently and
under challenging light conditions.
The emotion recognition method is based on the Facial Action Coding System
developed in [17]. Every component of a facial movement is represented by an
Action Unit (AU) and therefore every facial expresion can be decomposed into
AUs. An AU is independent of any interpretation as they are the result of the
contraction or relaxation of one or more muscles. In our program an AU is
represented by the movement of a point of the facial mask. For example, the
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hapiness expression is detected if the threshold of the AUs “cheek raiser” and
“lip corner puller” is exceeded. Using the facial point mask makes it trivial to
measure AUs and detect if a facial emotion is being performed. A threshold is
set to skip low intensity muscle actions. Although there are up to 100 AUs our
system just measures a few AUs related to the seven universal emotions: fear,
surprise, sadness, anger, happiness, disgust and contempt.
Finallly the system filters the detected emotions to reduce them to three
emotions of interest for our application: the user can be interested, neutral or
not interested. The avatar will behave differently depending on the emotions
recognized on the user.
To avoid sending massive information to the avatar controller, the gestures
and emotions are filtered over the frames to generate statistics that are sent
every certain number of frames.
The integration has been done in the same way as the speech component. In
this case the component is deployed with an executable that writes the gesture
and face information in a text file. The web component reads the file using long
pooling techniques.
4 Conclusions and Future Work
New multimedia sources are those that blend computer technology, with the
audiovisual and telecommunications technology. They support a given language
formed by image, sound, voice, written text, gestures and expressions and reach
the user in a single marketer message.
Digitization is the universal tool that is profoundly transforming the inter-
national markets. This has eased the creation of new forms of marketing and
industries dependent on these modes of information. The evolution of technol-
ogy has changed the environment. The technological society of most developed
countries live with new modes of experimental communication based on interac-
tivity and the development of new forms of interdisciplinarity.
These digital technologies have completely changed the way information is
transmitted. Due to its interactivity, the medium becomes the message itself. The
multimedia models create a new, more powerful way to inform. New audiences
are segmented and differentiated by gender, age and other components and the
message focuses on this fact. These audiences are very selective with the message
they receive because of their multiplicity.
New languages of human-machine communication are generated. Digital com-
munication refers to the use of technology to achieve a certain purpose. The dig-
ital format of the medium indicates that the message content has something dif-
ferent and innovative. The format of the content is dependent on the medium, the
distributor and the transmission system. The representation by digital screens
in public spaces, allows private conversations and public environments simulta-
neously. It is a message created for the public, because the public participates
by their expressions in the creation of the message. It is based on real-time
interaction with an availability of 24 hours a day.
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The transmitter, in this case the avatar, is in the same physical space as
the receiver, so there is no distancing. A first approach takes place, it does not
depend on the receiver who is surrounded by technology, but it depends on a
transmitter / avatar searching for his receiver in their natural environment and a
receiver that unintentionally becomes such.The figure of transmitter and receiver
are constantly exchanged.
The message is not predetermined, it is dynamic, it is being created as the
feedback happens. The receiver gives meaning to the message that has been sent
massive / selectively. The audience tends to choose their messages, which im-
proves the effectiveness of them. The range of possibilities the content displayed
to the user is based on their characteristics and their willingness to receipt of
the message, plus the response obtained along the communication between the
avatar and the client.
Electronic technologies have a greater impact on the audience than more
traditional media, since this support is also the means of reaching people and
does not need more intermediaries. This way the message reaches out to the
viewer, and the screen becomes the scenery for the reception.
The system has been tested in an academic atmosphere and it has proved to
work recognizing and categorizing each user correctly. However, as future work
we are planning to set the platform on a real scenario at a public space. This
validation will serve the purpose of examining whether personalized marketing as
the one proposed by our platform is better than traditional marketing systems.
To validate our system we will perform the following experiment; two groups
of volunteers covering various age and gender ranges will be created. These
volunteers will be invited to enter a mall in which the two trial systems have
been set. Each group will try only one of the systems, once they have tried their
corresponding system they will fill in a survey. In each corridor of the mall one
of the marketing device systems will be set
1. did you stop in front of the device?
2. what struck your attention?
3. why did you leave?
4. did you find the experience amusing?
5. did you enjoy talking to the avatar?
6. did you find the communication with the avatar natural?
7. have you entered the store/s proposed by the system?
8. did you buy anything in any of the stores proposed by the system?
9. how would you improve the system?
The conclusions drawn from these surveys will direct further investigations
in this field.
As mentioned in section 3.2 we also plan to standardize the voice capture
from the microphone using WebRTC API [18], this communications standard
developed by the W3C enables the embedding of audio and video in applica-
tions and websites. The WebRTC standard solves incompatibilities in real-time
communications between browsers. This will also allow to integrate the Kinect
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device and video processing with HTML, which is currently handled by the
Gesture Module plugin.
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Abstract
This paper presents an interactive application addressed to training
experts on occupational hazard prevention and more precisely in
fire safety in buildings. The platform allows the simulation of fires
throughout a building. The fire warden trainee has to deal with that
fire by a) finding the safest evacuation route or b) putting the fire
out. The simulated fire will react to the environment, propagating
in different ways depending on several factors; air currents in the
building, material of the floor and walls, furniture, etc. The heat
release of different materials has to be studied for this purpose. The
fire will also react in real time to the response of the trainee depend-
ing on the method used to put it out. BIM standards will be applied
to the logistic of the simulation. Thanks to this work methodology
the application is provided with precise information regarding the
building. The application is developed using a multiplatform game
engine, so it can be used either as a web player serious game or
in immersive environments such as the Oculus Rift HMD. In this
publication we discuss the work methodology planed to fulfil the
aforementioned issues.
Keywords: fire warden, training, evacuation plan
Concepts: •Human-centered computing → Virtual reality;
Web-based interaction; •Applied computing → Interactive
learning environments;
1 Introduction
The effectiveness of response during emergencies depends on the
amount of planning, training, and drilling previously performed.
Relatively speaking, small businesses may have more to lose than
large companies when a disaster strikes. Because of high costs
or lack of resources, many smaller companies have less rigorous
business-continuity plans in place, and some have no formal pro-
cesses at all. New technologies can help these smaller companies
in their emergency plans as they are accessible and low cost.
Fire wardens have the role of coordinating the evacuation of people
from the building and ensuring the safety of all occupants. The
evacuation procedure is designed on the R.A.C.E. principle:
• R - Rescue people in immediate danger
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• C - Contain the fire to the room or space of origin
• E - Extinguish if safe to do so or Evacuate the building
The application introduced in this paper aims to train fire wardens
in emergency situations making use of new technologies. A web
based serious game has been developed for such purpose. The
game takes advantage of WebGL technology to visualize realistic
3D scenes on the browsers. Modern immersive technologies can
also be used to train fire wardens, so the game is also accessible
with VR devices such as Oculus Rift [Oculus 2015] or HTC Vive.
For this work, a simplified scenario has been defined. Building In-
formation Model (BIM) methodology is interesting in such emer-
gency situations as they offer complete information about the build-
ing: structure, plumbing, electricity, gas, exits, etc. BIM describes
the process of designing a building collaboratively using one co-
herent system of computer models rather than as separate sets of
drawings. BIM allows the entire supply chain of a building to bet-
ter communicate with each other.
The building designed for this work consists of a warehouse unit
on the ground floor and an office unit on the first floor. The ground
floor is packed with wooden pallets and cardboard boxes; this ma-
terial is highly flammable and dangerous if a fire were to take place.
Two fire emergency situations have been defined. The fire warden
trainee has to find the safest evacuation route taking into account the
R.A.C.E. principle. An expert will evaluate the exercise in order to
improve the preparation of the trainees.
This paper is organized as follows. Section 2 analyses the related
work regarding fire fighting and BIM. Section 3 describes the work
methodology followed to accomplish the goals of this work. Sec-
tion 4 presents preliminary testing of the application with a sim-
plified scenario. The final section is about conclusions and future
work.
2 Related Work
Virtual environments have been widely used in training to quickly
offer an impression of the layout of the building and reduce the
hazardous effects of getting lost.[Bliss et al. 1997] [Waller et al.
1998].
A BIM based virtual environment (BIM-VE) was introduced by
[Wang et al. 2014]. The BIM-VE aimed at improving building
emergency management and demonstrated the capability (of the de-
veloped system) to train users, allowing them to quickly get familiar
with the building and identify the right evacuation route.
[Li and He 2008] discussed the framework regarding 3D indoor
navigation services, BIM models for building industry were directly
imported into 3D GIS systems and they defined an ontology for 3D
indoor navigation.
A hotel arson fire in Taiwan was simulated by [Shen et al. 2008].
The results demonstrated good prediction of fire development and
smoke movement by comparing the combustion evidence of the
scene and evacuees description. FDS [McGrattan et al. 2010] was
used in this paper as it is a widely used simulator.
[Yuen et al. 2014] study demonstrated that FDS can be regarded
as a reliable numerical tool for fire scene reconstruction. Their
simulation has been adopted as an innovative tool with which fire-
fighters are trained to better understand the fire development in
a compartment with specified amount of fuel loads. The study
is being used at the E-Fire Investigation online training program
(http://www.efireinvestigation.com.au/).
A hybrid method combining gaming technology, agent program-
ming and fire science knowledge to design an evacuation training
system for fire wardens was introduced by [Xi and Smith 2014].
[Cox and Terry 2008] created a BIM for emergency management
for The Pentagon. The integrated system was based on building
automation and control and fire protection systems to provide real
time information about the state of the building. The resulting sys-
tem gave the incident commander access to a large set of building
data to respond to any threat with a complete picture of the situa-
tion.
3 Architecture
Figure 1 shows the architecture proposed for this application and
the following subsections describe each module in detail.
Figure 1: Platform Architecture.
3.1 Web3D Engine
The idea of this application is to train people on fire safety in an
accessible and attractive way. This is why web 3D technology is
suitable as it requires no installation or plugins, most commonly
used web browsers nowadays support WebGL technology [WebGL
(accessed April 2016)]. Furthermore, new immersive VR devices
have appeared in the market, they have become very popular and an
alternative to traditional learning techniques. Both platforms will
be supported in this application.
On one hand, a lightweight multi-platform 3D engine is being de-
veloped (Figure 2). This engine is easily integrated into any solu-
tion requiring visualization capabilities and 3D animations. It sup-
ports desktop platforms (PC, Mac, Linux), mobile platforms (An-
droid, iOS) and web browsers with WebGL support. The main fea-
tures of this engine are:
• OpenGL 3, OpenGL ES 2.0, WebGL (three.js) backend
• 32 and 64 bit builds
• C++11 API
• Hierarchical scene graph
• Layer-based node management
• Materials: GLSL shaders
• Illumination: ambient, directional, point, spot lights
• Effects: render composition system, full-screen post-
processing, render to texture
• various model format support: COLLADA, FBX, .obj, .ply,
.stl, .3ds,
• Skinning-based animations
• Multilayer blending system
In addition, different tools have been developed including a web
scene editor and conversion utilities for efficient model loading.
The final goal of this work is to introduce BIM models into the
platform to take advantage of the information provided by them.
Industry Foundation Classes (IFC) language is used for transferring
information between BIM applications.
Figure 2: Multi-platform 3D Engine Core Architecture.
On the other hand, Unity3D engine has been used for the prelimi-
nary tests with the Oculus Rift VR device (Figure 3).
Figure 3: Unity3D used to test the scene with Oculus Rift.
3.2 User Interaction Module
This application is focused on training fire wardens. The wardens
will have to face different challenges and will have to take decisions
regarding the best way to solve them. As mentioned in the introduc-
tion, R.A.C.E. principle is applied. In some cases the best solution
will be to extinguish the fire but in others the safest solution will be
to find an evacuation route. These two situations are studied in this
work.
3.2.1 Fire Extinguishing
As a general rule, fire fighting equipment should only be used to
limit the spread of fire to enable safe evacuation. Before tackling
any fire, it is vital that the alarm is raised and the fire brigade are
called.
The most common form of fire fighting equipment are extinguish-
ers. Fires are classified into 4 categories, depending on the fuels
involved:
• Class A: Fires involving ordinary combustible solid materials
(wood, cloth, rubber, paper and certain plastics or synthetic
materials)
• Class B: Fires involving flammable liquids or liquefiable
solids (gasoline, oil, paint, flammable gases or liquids and lu-
bricants)
• Class C: Fires involving gases
• Class D: Fires involving burning metals
Different extinguishers are appropriate for different classes of fires
[Tomorrow 2010]. However, type ABC multipurpose fire extin-
guishers are adequate for the purpose of this study.
In the application the trainee will have to find the fire extinguish-
ers and put out the fire by using PASS formula for safe use. The
course evaluator will check if the following steps have been com-
pleted correctly:
• Find the closest fire extinguisher
• Pull the pin
• Aim the extinguishers hose or nozzle at the bottom of the fire
• Squeeze the handle
• Sweep it slowly back and forth, covering the entire fire with
the extinguishing substance
Leap Motion controller is used to capture and recognize the ges-
tures of the trainee. [Weichert et al. 2013] studied the accuracy and
robustness of this controller. The results showed a deviation be-
tween the desired 3D position and the average measured positions
below 0.2 mm for static setups and of 1.2 mm for dynamic setups.
Leap Motion Controller allows the detection of the following ges-
tures (Figure 4):
• Pulling the pin of the extinguisher: pinch and pull gestures
have to be monitored
• Aiming the fire: an implementation based on [Dods 2013]
will be developed
• Squeezing the handle: fist gesture will be monitored
• Sweeping the extinguisher: left and right swiping gesture has
to be monitored
3.2.2 Building Evacuation
Fire extinguishers should only be used by trained personnel, so if
this is not applicable the best procedure is to evacuate the building.
During an evacuation, fire wardens need to:
• Direct everyone to leave the building using all the appropriate
routes and exits (avoiding inappropriate exits such as lifts)
• Check all accessible spaces in their area, including the bath-
room, to make sure everyone has evacuated
• Close the doors to help to isolate the fire
• Guide everyone to the assembly area and assist in checking
that everyone has arrived safely
Fire wardens in the game have to follow these safety rules to fulfil
the goals of the exercise. Figure 5 shows Chrome browser in player
mode in which the trainee has to exit the building following the
signage.
Leap Motion Controller will also be used to detect if the trainee
is closing doors and windows to contain the fire. Fist gesture is
monitored for this purpose.
An evaluator will check the performance of the exercise and if will
make the appropriate comments. If necessary, the trainee will have
to repeat the exercise until it is proven that the goal of the lesson
has been achieved.
3.3 BIM Module
A Building Information Model (BIM) is a semantic representa-
tion of a building. The geometric and semantic entities of the
database describe elements such as walls, slabs, stairs, windows
and doors; their materials and relationships between them. BIM
models also provide highly accurate and detailed data about the
current state of building elements. Their use in the architec-
ture/engineering/construction (AEC) industry is rapidly increasing.
Industry Foundation Classes (IFC) system is a data representa-
tion standard and file format used to define architectural and
construction-related CAD graphic data as 3D real-world objects.
IFC was developed by buildingSMART and provides an interoper-
ability solution between different software applications.
In [Jelenewicz et al. 2013] the Society of Fire Protection Engineers
(SFPE) outlines how BIM technology is currently being used in the
fire protection engineering profession. In this guide [Keung 2013]
some fire protection BIM elements are described:
• System piping, droppers, fittings, valves and sprinkler heads,
sprinkler inlets, sprinkler control valve set, subsidiary valves,
flow switches.
• Pipe supports and brackets
• Fire alarm gongs and break glass unit
• Fire sprinkler pumps
• Sprinkler tanks
• Hydrants and hose reels (location of street fire hydrant deter-
mined by architects)
• Gas piping for suppression systems.
• Heat or smoke detectors, control panels, monitoring and con-
trol sensors, pump panels, check meter positions
• Fire extinguishers
Figure 4: Pinch, Fist and Swipe gestures controlled with Leap Motion.
Figure 5: Player mode web view.
• Fire shutters and hoods above
• Smoke Curtains
The simplified test scenario used in this work includes some of
these BIM elements.
3.3.1 Emergency Management
As proposed by [Cox and Terry 2008] an emergency management
plan based on BIM is possible.
Figure 6 shows the emergency plan defined for the testing scenario






The fire warden will have to be familiar with this plan before the
virtual training session. The game will show this plan as a small
image in the upper left-side of the screen.
3.3.2 Path planning
To evaluate the performance of the warden, it is important to know
which route is the optimum one. As explained in section 4 the
shortest path to the exit may not be the optimum path in fire safety
as the warden might need to contain the fire or check if there are
Figure 6: Emergency Floor Plan.
people being left behind. This work plans to develop an algorithm
to obtain a route that will combine the shortest solution with the
proper solution regarding fire safety.
To decide which route the warden should follow, firstly, it is nec-
essary to analyse the topology of the building. For that, the plan
of each floor is used. Once doors and obstacles (such as columns)
are identified, a graph that represents the connectivity of the build-
ing can be made, placing nodes in the doors that connect two
rooms, in the beginning of the stair that goes to another floor and
in the equidistant points among obstacles (like in a dual graph of
a Voronoi Diagram). This way, connecting the nodes that do not
have an obstacle in the middle, we obtain the a connected graph
containing the paths that avoid obstacles and go to other rooms of
the building.
Once the graph is constructed, the desired path (a sequence of
nodes) has to be found. The list of nodes starts in the position
of the warden, visits all needed places (windows that need to be
closed, rooms that has te be checked, etc.) and finishes exiting the
building. Computing this route is a classic problem: the Travelling
Salesman Problem. Several algorithms can be found in the liter-
ature to solve this NP-hard problem ([Giardini and Kalma´r-Nagy
2007], [Bui and Colpan 2005] ).
However, the paths obtained from the graph are not natural paths,
i.e., a person does not walk turning sharply in each node. That is
why the paths are smoothed (and shortened). For example, if the
path goes towards the next node of the sequence and at some point
the subsequent node is visible from that point, the route changes the
direction smoothly to go towards the node that is more advanced in
the sequence (and makes the path shorter).
BIM information will be necessary in order to identify the obstacles
and doors that will define the connectivity graph and to check what
rooms, doors, windows, etc. the trainee should check before exiting
the building.
3.4 Fire Simulation Module
Fire simulation is a complex task that uses the environment descrip-
tion and the physical or empirical behaviour of the fire spreading to
calculate how the fire evolves through time.
There are a lot of ongoing research trying to find better and more
complete algorithms at different time scale and geographic loca-
tions. Forest fires have been always a predominant target in a great
number of previous works. We can mention FARSITE [Finney
1998], which uses Huygens principle of wave propagation. The
continuous addition of complex information models (fuel model,
changing wind patterns, humidity, terrain slopes...) have produced
better results that can be used in short and long term predictions
or in forensic analysis. The efficiency of such algorithms was not
a primary concern, as normally supercomputers might be used to
produce the results for a given time scale.
The introduction of buildings in the scenarios impacts the fire model
and the algorithms that simulates the fire spread. Authors like
Iwami [Iwami et al. 2004] and Ohgai [Ohgai et al. 2005] have intro-
duced simplified building models in their scenario description and
novel algorithms have been developed to deal with that possibility.
Essentially, those works do not use the full interior of the buildings
and they limit the fire spread to the building as a whole.
The fire spread simulation inside the buildings follows typical Com-
putational Fluid Dynamics (CFD) calculations. The fire becomes
volumetric, in contrast with the 2D vision in open fields like forests.
The formulation behind these algorithms is complex as they are
based in partial differential equations and diffusion systems. Con-
sequently, they tend to obtain long computation times depending on
the complexity of the building structure and its interior components
(furniture, carpets, walls, windows...).
The fire simulation module presented in this work will use FDS
[McGrattan et al. 2010] simulator to obtain off-line simulations of
the fire spread inside the target building. The module uses this in-
formation to handle the visualization of a virtual fire in the scene at
a given time. Thus, the module can be considered as an animation
manager, providing the fire status at any requested simulation time.
The fire simulation module handles the interactivity in a simple but
effective manner. When the user interacts with the virtual fire, some
conditions are checked:
• that the chosen extinguisher is appropriate
• that its content is enough to put out the targeted fire
• that the extinguisher is correctly set-up (PASS)
If those conditions are met, the targeted fire spot is removed from
the visualization, not instantly but with an animation in order to
provide more realistic results. The perception for the users is that
their actions have put out the fire.
3.5 Training Session Configuration Module
The platform presented in this work provides virtual training for fire
wardens. The training course will be composed by a collection of
exercises that will be configured, determined and validated by expe-
rienced tutors in the field. Each exercise targets specific concepts of
the training program and progressively, the exercises become more
complex and varied in relation with the presented fire emergency
situations.
Prior to the virtual training course, a theoretical explanation of the
purpose and objectives of the course will be presented. The the-
ory will provide the essential knowledge on how to deal with emer-
gency situations involving fire including the R.A.C.E. concepts. For
each training session, a preliminary outlook of the main objectives
will be introduced. The goals and the evaluation criteria will be
clearly stated to the trainee.
3.6 Evaluation Module
The virtual training sessions will be supervised by an evaluator. The
evaluation will be divided in objectives and subjective categories.
The objective categories involve measurable actions of the trainee
in the virtual environment:
• Simulation time till completion
• Interactions with the extinguishers
• Routing information including status of the doors, windows
and other interactive element in the virtual scene
The subjective categories enclosed all the relevant information per-
ceived by the evaluator that might not be translated to the virtual
environment:
• The emotional situation of the trainee (nervous...)
• Doubts in taking decisions
The evaluation might be complemented with a questionnaire where
the trainee’s feedback could be collected. This feedback could be
used to modify the evaluation. For example, the trainee might have
experienced sickness in the VR setup and therefore, some situations
in the virtual environment might be incorrectly handled. The feed-
back will be very useful to configure better exercises and to improve
the platform itself.
4 Preliminary Tests
A two floor building has been designed for these tests. A warehouse
unit takes most of the space on the ground floor and an office unit
is disposed on the first floor. This distribution has been chosen as
it shows a very common building distribution for this kind of work
environments.
Furthermore, these environments where many wooden or plastic
pallets are used are more likely to suffer severe fire spreads if a
small fire takes place.
Table 1: Features of the testing scenario.
Ground Floor First Floor
1 office unit 2 office units
1 bathroom -
3 fire extinguishers 1 fire extinguishers
4 single-door windows 8 single-door windows
- 3 double-door windows
1 pedestrian door 1 pedestrian door
3 gateways -
Pallets are an important material handling tool for warehousing.
However, idle pallets present a significant fire hazard: they provide
a source of dry fuel, their frayed edges are subject to easy ignition,
and their open construction provides flue spaces through which fire
can grow very hot and spread quickly. A pallet fire can severely
test a sprinkler systems ability to contain the fire, and may result in
severe damage to a buildings structure and its contents.
4.1 Testing scenario
The main features of both floors presented in the building plan in
Figure 7 are shown in Table 1:
Both floors are connected by a lift and two staircases can also be
found at the front and rear of the warehouse. Exit from the first
floor is also possible by an external staircase.
Figure 7: Two floor building plan.
Figure 8: Testing scenario.
The content of the warehouse also has to be taken into account
as it may contain hazardous or very flammable substances. Fig-
ure 8 shows how the ground floor of the warehouse is packed with
wooden pallets and cardboard boxes. The possible interaction of
the fire with these objects has to be considered as it may influence
the evacuation route.
According to Babrauskas [Babrauskas and Peacock 1992], the heat
release rate (HRR) is the best predictor of fire hazard. The HRR
it is expressed as the amount of heat (kW) released per time unit
(s). It depends on various factors such as, the calorific value of the
material being burned, shape and state of the material (big or small
pieces, liquids, gases), the speed in which the material is burned
and the air source available to feed the fire. The heat release rates
of the objects in the testing scenario are needed as a prerequisite to
estimate the growth of the fire. Data for this heat release rates is
available in [Babrauskas and Grayson ], [Bukowski et al. 1989] and






In these preliminary tests the fire warden is in charge of a single
floor of the warehouse. The evaluator will value the trainees proce-
dure. The features taken into account are: time needed to perform
the exercise and accuracy regarding safety principles explained in
Section 3.2.2. If the trainee chooses an incorrect route, the evaluator
will explain again the fire safety rules to the trainee and the exercise
will have to be repeated. The trainee has two attempts before the
evaluator suggests the correct route.
At the time being, the wardens are in charge of evacuating the build-
ing following the safety principals. Oculus Rift glasses are used to
navigate through the warehouse and Leap Motion Controller is used
to test whether the trainee performs the fist gesture, this gesture is
used to detect the opening/closing of doors and windows.
4.2 Scenario 1: Fire in the ground floor
In this first exercise a fire has started on the ground floor of the
warehouse, the fire warden trainee must decide what evacuation
plan to follow. The trainee has 30 seconds to complete the exer-
cise.
The ground floor has 4 possible exits including gateways and pedes-
trian exits. As seen in Figure 9 in the first attempt, the trainee has
chosen the orange route to evacuate the warehouse. This might be
the shortest route but it is not the proper route.
The evaluator will point out that every room in the floor has to be
checked to make sure there is no one left inside the building. Then
the trainee will repeat the exercise. Now the trainee has followed
the green route, which is correct, as rooms number 3 and 4 (office
and bathroom) have been checked before exiting the building. The
trainee has walked to those rooms and has performed the fist gesture
in front of any closed door.
To simplify this exercise, the warden is only in charge of the ground
floor, so there is no need to check the first floor, however in further
exercises the warden will be in charge of the whole building.
The evaluator will take into account the time used by the trainee
to complete the exercise and the number of attempts needed before
selecting the correct route.
Figure 9: Fire in ground floor: evacuation options.
4.3 Scenario 2: Fire in the first floor
In this second exercise, a fire has started on the first floor of the
warehouse, the fire warden trainee must decide what evacuation
route to follow. The trainee has 30 seconds to complete the ex-
ercise.
The first floor has one exit with access to the exterior staircase and is
connected to the ground floor by two staircases and a lift. In normal
circumstances the lift is not operable in case of a fire. However, if
the warden were to help a person with mobility issues, the lift would
become a possible option.
In the first attempt, the trainee chooses the red route to evacuate the
building. This is obviously the shortest route but it is not accurate
regarding R.A.C.E. formula. The evaluator explains that, if it is
safe, the fire must be contained.
In the second attempt, the trainee chooses the orange route. Room
number 2 is checked to make sure there is no one in and the door
in room number 1 is closed (the trainee has performed the fist ges-
ture) to contain the fire. These steps are correct. However, the
trainee takes the stairs to the ground floor and exits the building.
This choice is dangerous. The staircase chosen by the trainee is
adjacent to the fire, so the fire can easily spread towards it.
In this case, the evaluator explains this issues to the trainee and
finally the correct route is taken (green route). With this route
rooms number 1 and 2 are checked and the trainee exits the building
through the door in the first floor. This is the best route safety wise.
The performance of this exercise is shown in Figure 10.
Besides taking into account the objective performance of the trainee
(time needed to evacuate the building, accuracy resolving the situ-
ation) the evaluator will examine subjective aspects (attitude, dubi-
ousness, etc.) and will value the overall performance.
5 Conclusions and Future work
A fire extinguishing web based serious game has been presented in
this article. The architecture of the application has been described
including its main modules.
The preliminary testing of the application validates its usability. Al-
though, a simplified scenario has been used for these tests, the re-
sults obtained prove that such an application could be of great inter-
est for training fire wardens. The trainees benefit from the realistic
experience offered by virtual reality and acquire concepts regarding
fire safety in an interactive way. Moreover, the proposed platform
Figure 10: Fire in first floor: evacuation options.
offers a low-cost and safe solution, which is very convenient for the
first stages in fire safety learning.
In the tests presented trainees have to find the best evacuation route
and must act using R.A.C.E. formula. This execution is evaluated
by an expert so the trainee can repeat the exercise with this feedback
in order to improve.
Leap Motion Controller is used to detect the trainee’s gestures. At
the time being fist, swipe and pinch gestures are detected. Fist ges-
ture detection is used to evaluate whether the trainee is containing
the virtual fire by closing doors and windows. However, we plan to
study whether other gestures might seem more natural.
At the moment fire is not interactive, meaning it only turns on or
off depending on the users interaction. In the future we plan to
make this fire simulation interactive so it will turn off gradually in a
realistic way. We also plan to make it interact with the environment
taking into account the heat release rates of the nearby objects. Fire
will also have to react to air currents from windows or drafts.
As seen in Section 4.3 the shortest route is not always the best route
in evacuation situations. In order to obtain the optimum evacuation
route, we plan to work on an algorithm that will combine Voronoi
diagram (to synthesize the topology of the building), a Travelling
Salesman Problem solving algorithm (to get the ideal path in the
graph) and the information from the BIM model (windows, doors
and exits location) to obtain the shortest and safest route.
An IFC to .stl adapter is planned to be integrated in the web3D
engine to ease the job of exchanging information.
WebVR is planned to be integrated into the 3D web engine pro-
posed in this paper. This experimental JavaScript API provides ac-
cess to Virtual Reality devices, such as the Oculus Rift.
The application has to be validated with real users to improve the
training and evaluation modules. A local enterprise expert in occu-
pational hazard prevention will collaborate in the validation of the
platform.
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Abstract
This paper presents the initial results of a research project focused on bringing the Markerless Augmented Reality technology to
the advance manufacturing sector. These initial results consist in a completely functional software system where a very simple
use case is implemented to validate a set of base technologies. It has been implemented using a conventional camera without
placing any markers to not modify the working environment and to not interfere with other industrial systems. Moreover,
stability is a strong requirement to obtain a system that is actually useful in a manufacturing environment. Therefore, it is
expected that an advanced version of this technology can be applied in an actual industrial use case in a short-to-medium term.
Categories and Subject Descriptors (according to ACM CCS): I.4.8 [Image Processing and Computer Vision]: Scene Analysis—
Tracking
1. Introduction
In the very latest years, several international initiatives are pro-
moting what is called the Fourth Industrial Revolution. Like the
Industrie 4.0 in Germany [KWH13], Industrial Internet in USA
[EA13], Industrial Value Chain Initiative in Japan [bwo15], etc.
These are roadmaps motivated by Governments, as country strate-
gies, to make this concept real. This revolution is supposed to be
driven by the application of different aspects and techniques over
the actual factory, such as interoperable communication protocols,
digitalization, advanced HCI techniques, etc. In this trend, it is con-
sidered that Visual Computing technologies should have a very im-
portant role.
Some authors carried out a recent research reflecting the usage of
Visual Computing fields as Key Enabling Technologies -KET- for
the Fourth Industrial Revolution [aotp15]. The work presented in
this paper is a step forward, where a proof of concept for assisting
manufacturing processes has been developed.
The proof of concept starts from the hypothesis that in the con-
text of the new industrial trends, the advances on Human Machine
Interfaces will play a key role, creating tools that improve the effi-
ciency and competitiveness of workers using them.
The software system has been developed trying to fulfil these
requirements:
• To not use any marker. The base technology is pure marker-
less. Therefore, flexibility is provided to use in any machine or
process.
• To place any kind of media content. The tracking system
should be robust enough to give support to any kind of media
that is useful to assist in the manufacturing process.
• To not interfere with other industrial software or hardware
systems. The final software and interface should be independent
from any other industrial software, hardware or process. It will
not be part of the critical steps in the production chain.
• Importance of the stability. The stability of the tracking will be
crucial. It will be robust enough to provide support in processes
that involve complex machines and granular operations.
Fulfilling these issues, the base system and the proof of concept
to validate it have been developed as described in the rest of the
paper.
The paper is structured as follows. The next section presents the
state of the art on augmented reality technologies(from now on AR)
specifically applied in the industrial sector. Section 3 details the
technology involving our system and in Section 4 some experimen-
tal results are described. Finally, Section 5 presents the conclusions
obtained and future work.
2. Related Work
Many authors have written about Markerless AR in the recent
years. Good examples are provided by [TdMLA∗07] or [CMPC06]
where several markerless techniques are described in a general
form, giving the initial clues for the developing of an AR mark-
erless system that could be applied in many fields of knowledge.
Specifically, in the industry sector [NOCM12] makes a survey
of AR systems and techniques that can be applied for several tasks
c© 2016 The Author(s)
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such as robot path planning, AR collaborative design, plant layout
or simulation. They also present the main challenges for the future
AR systems on the industrial scope, focusing on the human inter-
action with the environment.
The present trend of manufacturing focuses on the modern ways
of human interaction with the workstation in order to help on com-
mon tasks giving extra information about the workstation and the
manufacture.
Given that, there are many existing solutions to reach that. For
example, AR solutions for industrial purposes based on markers,
such as the system proposed by [HWB08]. Here an AR system for
mobile phones is presented, where the 3D virtual model is render-
ized in a position given by the detected marker.
Some authors have oriented their systems to several methods
based on interaction in the manufacturing area such as [KVPK15],
where the human-robot interaction is used to give the worker a real-
time visualization of the robot’s plans. In this case they place some
artificial markers into the environment and extract features from it
to recreate a 3D virtual representation, so that in the real-time stage,
the markers are not necessary.
A similar strategy is used by [BPS05], where they place markers
on the reconstruction stage and manually calibrate the system to
place the CAD model on the environment correctly.
The main disadvantage of those methods is that you need to place
the markers along the environment and in many cases it is not pos-
sible. Markerless AR techniques have evolved lately trying to over-
come that situation.
For example, in [UWS09] a CAD-based recognition system is
presented, where a 3D model can be directly tracked without the
use of markers.
Moreover, [WLT∗16] describes an AR markerless system, with-
out the need of using markers on the reconstruction stage, that
guides a worker through an assembly manual giving instructions
with 3D virtual models placed directly on the workstation. The ad-
vantage with the previous system is that this solution can recon-
struct itself the environment and does not need a CAD model to
work. The main disadvantage is the need of an expensive RGB-D
camera.
The reason that gives rise to this paper is the possibility to cre-
ate a complete system using a conventional camera to create a 3D
reconstruction of the environment and track it without placing any
artificial markers. This paper presents a completely functional, sim-
ple to use and low-cost Markerless AR system for an interactive
guiding of a worker on the assembly tasks.
3. System Overview
The main goal of this work is to create the base technology to de-
velop tools that assist on manufacturing processes.
As mentioned previously, one key requirement is to not interfere
in the production processes. Therefore, the system is conceptually
defined as it is shown in figure 1, where the own production pro-
cesses and machinery are separated from the assisted manufactur-
ing processes.
In order to properly use AR techniques with industry or fabrica-
tion purposes it is necessary to set up correctly the virtual elements
in the nearest environment, in this case the workstation. With this
objective, the main goal of the system described in this section is
to estimate accurately the camera pose in real-time. This pose must
be calculated from the input frames that the camera is providing.
The aim of the design of the system presented in this work is
to not pollute the environment with external marks. This way, the
tracking system is based in the 3D representation of the nearest
environment in order to estimate the camera pose, avoiding the use
of marker based techniques.
In a synthesized way (figure 3), the system behaviour is as fol-
lows: it takes into account a set of images, which represent the near-
est environment and it uses Structure from Motion (from now on
SfM) techniques to obtain a 3D representation.
Therefore, the 3D representation of the environment is obtained,
as well as the camera poses for all the images of the set used in the
SfM process. Later, the camera pose will be obtained for each input
frame and for this purpose it will be necessary to match the points
of the 3D representation with their corresponding 2D points in the
current images, as well as apply a template matching techniques to
improve the pose estimation of the points.
In order to make the described process accurate, the system pre-
sented in this work follows two main stages:
• Preprocess Stage
This stage is performed off-line and the main goal is to get the
3D representation of the environment. This is done using SfM
techniques. A set of images of the nearest environment, denom-
inated keyFrames are used as the input of this process. These
keyFrames are used in the SfM process in order to obtain the
3D representation of that nearest environment, i.e the 3D point
cloud (sample can be seen in figure 2). For this reason, the set of
images must cover different perspectives of the environment (or
object) where the AR application is going to work.
• Real-time Stage
This stage is launched online and the keyFrames and the 3D point
cloud obtained in the preprocess stage is used. For each input
frame, the main goal is to calculate the camera pose. Two steps
define this stage: detection and tracking. The first step is done
matching the keyPoints (the most characteristic 2D points of the
image) with their corresponding 3D points of the point cloud,
obtaining an initially camera pose. In the second step template
matching techniques are used in order to track the points of the
point cloud through the previous input image to the current one,
again obtaining the camera pose. When the tracking of the points
is lost the system returns to the first step (figure 3).
The following sections are devoted to describe in detail the two
stages of the described algorithm.
3.1. Preprocess Stage
The goal of the Preprocess Stage is to create a 3D representation
of the environment from a given set of images. This representation
needs to be as accurate as possible to avoid errors in the Real-time
Stage. SfM techniques are used to achieve this purpose.
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Figure 1: Schematic of an industrial AR system
These techniques use keyFrames as input data. For each
keyFrame, keyPoints are extracted and theirs descriptors are calcu-
lated. In this way, FAST [TH98] feature extractor is used in order
to extract the keyPoints of the keyFrame.
On the other way, the system has been built specifically for
FREAK descriptors [AOV12] in order to work in real-time. This
kind of descriptor is based on the human vision pattern. FREAK
are binary descriptors calculated by the difference of intensity be-
tween the points of the pattern. Due to that it is very robust against
illuminance and orientation changes but it is not scale invariant. To
solve that issue, scale pyramidal reductions of the keyFrames are
computed. For every scale level the keypoints are extracted. And for
every keypoint its descriptor is calculated applying levels of Gaus-
sian noise, taking the mean descriptor of the Gaussian levels as the
descriptor of the keypoint.
Figure 2: Side view of the 3D point cloud
Once the descriptors are calculated, in a sequential way, the algo-
rithm tries to match those descriptors of the current keyFrame with
the previous ones. In order to apply the SfM process as mentioned
before, the same keyPoint had to be seen in several keyFrames.
So, with the 2D positions of the same keyPoint in the different
keyFrames, a triangulation method is applied in order to get their
3D coordinates. Then, a Bundle Adjustment [TMHF99] process
is launched to get an estimation of the keyPoints 3D coordinates.
Also a normal vector and a reference keyFrame has to be assigned
for each keyPoint. In this case, the reference keyFrame for each
keyPoint is the one where the keyPoint had been seen firstly and the
normal vector associated to it faced the camera, i.e. is a vector from
the keyPoint to the camera center.
The output of the Preprocess Stage is a file with the following
data:
1. Point cloud (3D coordinates of the reconstructed points).
2. Surface normal estimation of each point of the point cloud.
3. Reference keyFrame for each point of the point cloud,
4. Camera pose of each keyFrame and,
5. Measurements of each point of the point cloud in each
keyFrame.
It is important to remark that in order to simplify, the normal
vector estimation for each keyPoint faces its reference keyFrame .
Those normal vectors will be used later in the tracking stage.
Once the point cloud is calculated, all the keyFrames are pro-
cessed to prepare them for the Real-time stage. For every keyFrame
two actions are performed.
First, a 3D process in which a three level pyramidal reduction of
the keyFrame is built. For each level, the keyFrame and its keyPoints
from the 3D point cloud are resized to a half of the previous size.
Furthermore, each level is smoothed with a Gaussian kernel. The
Gaussian smooth is applied to simulate intermediate scale levels
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Figure 3: Conceptual view of the system architecture
and the effects of blur or noise during the live capture. The mean
value obtained from the descriptors extracted in each smoothed im-
age represents robustly the keyPoint and is the one that is saved as
the representative descriptor of the keyPoint.
Second, a 2D process of the image where independent keyPoints
of the keyFrames, not related with the 3D point cloud, are extracted.
This keyPoints are used later for a refinement of the pose during
the real-time stage and for the construction of a global database
of all the keyFrames, using a fixed number of keyPoints for every
keyFrame. This 2D process also applies Gaussian smooth to com-
pensate blur, scale and noise during the capture and the mean value
obtained by computing the descriptors of all the Gaussian levels is
saved. These keyPoints are filtered by similarity of their descriptors
and a score is given to each one of them. The ones with less score
are discarded to reduce the number of keyPoints in the database.
3.2. Real-time stage
Once the pre-process is done, there is a middle stage needed to track
correctly the 3D point cloud generated in the previous stage. The
system can not associate automatically the 3D point cloud to the
3D virtual model, to be displayed and to match it with the 3D point
cloud. So, an authoring tool is implemented to scale, rotate and
translate the virtual models to match with the 3D point cloud. Once
the transformation is complete, the real-time stage begins (figure
3).
The goal of this stage is to estimate accurately the camera pose
for every input frame. This stage is divided in two sub-stages, the
detection mode, where the system gives a first camera pose and
the tracking mode, that estimates the rest of the camera poses until
it fails and goes again into detection mode, repeating the process
(figure 3).
The input needed in this stage are the keyFrames used in the pre-
process stage and all the information calculated on the preprocess
stage about the keyFrames and the point cloud. Once the database
ready and the adjustment of the virtual model is done, the algorithm
starts automatically on detection mode.
3.2.1. Detection mode
This stage uses the information extracted from the 2D process of
the preprocess stage. With the input camera frame, the algorithm
extracts the keyPoints and computes the descriptors. After that, it
tries to match them with the global database of all the keyFrames.
Within this step, the algorithm obtains a histogram of the number
of descriptors that are matched correctly for every keyFrame. This
histogram shows the similarity of the input frame with the collec-
tion of the keyFrames. In this case, in order to gain robustness, the
three keyFrames most similar to the input frame are taken. This
helps the system to match correctly more keyPoints of the input
frame with the keyPoints of the 3D point cloud.
With the three keyFrames, a function matches the descriptors
stored with the input ones. The output of the function is the number
of keyPoints correctly matched (from now on inliers) and a homog-
raphy between the input frame and the keyFrame. This homography
represents the difference of perspective between them.
If the number of inliers is higher than a fixed number, the sys-
tem goes into the refinement step. Here, for the three selected
keyFrames, the system takes initial homographies and warps the
input frame with them. This process tries to adapt the view of the
input frame to the keyFrames perspective.
On the new warped input frame, the system also warps the points
of the 3D point cloud and recalculates their descriptors. Then,
those are matched with the input descriptors. The inliers that match
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correctly are pushed into a vector of all the inliers of the three
keyFrames.
Figure 4: Point cloud projected with the final camera pose
Finally, the system will try to find the camera pose based on those
inliers. For that, a PnP algorithm is applied, where the outliers are
discarded using a RANSAC style procedure. If the final number
of inliers is higher than a fixed minimum number, the final cam-
era pose is taken as the correct one (figure 4), jumping to tracking
mode.
3.2.2. Tracking Mode
The goal of this stage is to update the camera pose between the con-
secutive input frames. It is supposed not to be big shift differences
between consecutive frames, so the 3D point cloud will be tracked
following the points from one frame to the next.
To achieve that, based on the proximity of the camera pose be-
tween the previous frame and all the keyFrames, the algorithm uses
the camera pose of the previous frame to find the current nearest
keyFrame.
Figure 5: Selected keyPoints taken from the 8x6 grid
After that, the system selects a fixed number of keyPoints of the
3D point cloud that are visible in the selected keyFrame. With the
aim of making the tracking properly the points are taken uniformly
distributed from the 3D point cloud using a grid. This is done using
a 2D grid with the projections of the 3D point cloud with the camera
pose of the previous frame.
Figure 6: Patch warped
In this case we take 50 points using a 8x6 grid with 80x80 pixels
square slots (figure 5). Jumping iteratively through each slot, the
system takes the point with the best detectability and jumps to the
next. If a slot does not have more points on it, the system jumps
to the next one until it gets the 50 points or the maximum visible
points.
Then, using template matching techniques, fixed size patches
are taken around the selected projected points in the actual
keyFrame(figure 5). More precisely, the patch size is 32x32 pix-
els being its center the projection of the 3D point. The corners of
the patch are un-projected on the plane obtained with the normal
vector associated to that 3D point and then projected to the plane
of the current frame (figure 7), obtaining a warped square (figure
6). Then, the rest of the points of the patch are interpolated using
the new coordinates of the corners.
Using a fixed searching area of 128x128 pixels, in our exper-
iment, the patch and the searching area suffer a three level scale
reduction in order to reduce computation complexity (figure 8).
In an iterative process, beginning with the smallest level and
using a cross-correlation coefficient, the smallest reduction of the
patch (8x8 pixels) is searched in the smallest level of the search
area (32x32 pixels). Then, the position is propagated to the higher
levels and finally to the original image, where the final position of
the point is located.
Finally, the transferred points are used to feed the PnP algorithm
that is executed in a RANSAC style. If the inliers are more than a
fixed number, the resultant camera pose is taken as the new one. In
other case, the system fails and the algorithm goes again to detec-
tion mode.
4. Experimental Results
This section evaluates the main characteristics of the system, such
as, the robustness with regard of lighting or scale variations, partial
occlusions, big image shift or the real-time requirement of the algo-
rithm. All the code has been implemented in C++ and the PC used
for the test is a Windows 10 with an Intel Core i5 3.3GHz 8GB.
The system has been tested with a CPU board as 3D real object.
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Figure 7: Transferring patch process
Figure 8: Scale reductions of the patch
The camera used for the test is a simple web camera with a VGA
resolution (640x480 pixels). Twenty one photos of the board have
been taken trying to cover the 360 degrees around the model and
about 45 degrees from the aerial view.
In the real-time stage, the system takes a few minutes to compute
the 3D point cloud and to process the keyFrames with that infor-
mation. The 3D point cloud obtained once the images are passed
through the reconstruction stage is a dense cloud with 6400 de-
tectable 3D points.
In the real-time stage the detection mode, depending on the fea-
tures of the input frame, runs approximately between 5 to 12 frames
per second. This frame rate is a little below from real-time appli-
cation but once the environment is detected, on the tracking mode,
the system can run from 40 to 110 frames per second.
In the detection mode, to find the nearest keyFrames to the input
frame, the global matcher takes 500 keypoints of each keyFrame,
creating in this case a database of 4200 points. The bigger this
database is, the slower the detection phase will run. After match-
ing the input frame with the database, the experiments shows that
no more than three keyFrames are needed to be extracted to perform
the finest matching process. To reduce the compute time, this finest
match is done parallelizing the three matching process. Once the
first camera pose is obtained, the system jumps to tracking mode.
During the tracking mode, the system is continuously search-
ing the keyFrame that is the closest to the input frame. It has been
proved in the experiments, that in the process of transferring the
warped patch, the complete tracking process is about two times
faster if only the corners of the patch are transferred, while the rest
of the points that belong to the patch are interpolated.
The system supports partial occlusions (figure 10), about 50% of
occlusion, in both modes, detection and tracking. Also, in detection
mode the system can make a correct match without the need of see
all model. Furthermore the system can keep the tracking mode with
heavy camera moves and can works in poor lighting conditions.
Finally, the result of the system is a stable tracking of the board
where virtual objects can be placed (figure 9)
5. Conclusions and future work
This paper has described the initial results of a running research
project whose objective is the development of an innovative tech-
nology that assists workers during manufacturing processes.
The partial results have consisted in the design and implementa-
tion of the base technology and a simple use case to validate it.
The system has been developed taking into account four critical
requirements:
• To use pure markerless technology.
• To provide integration with any kind of media.
• To not interfere with industrial critical processes.
• To give enough stability.
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Figure 9: Final application of the system; guiding on the assembly of a RAM memory piece by steps
Figure 10: Tracking mode with occlusion
The results show the robustness of the system and they give sense
to continuing the research towards a deployment in a real industrial
use case.
Future work is focused on three main lines from the technologi-
cal point of view:
• New tracking modules. A module that adds border tracking fed
from machine CAD models is being implemented. This will
strongly improve the tracking in cases where the CAD model
exists.
• Optimization. The system is being optimized for its use in mo-
bile devices, avoiding the need of having a PC during the assis-
tance process.
• Web port. The tracker is being ported to web-based platforms.
In parallel, a real industrial use case is being developed and it
will be validated in manufacturing companies with a closed relation
to the author’s research centre.
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Abstract
Nowadays there is a clear trend for improving productivity and efficiency in the Industrial sector by in-
tegrating new advanced ICT technologies that are re-shaping the industrial production paradigms, as in
the Industry 4.0 initiative. This new trend does not only affect production lines and machines but also
operators. Markets demanding efficiency and flexibility would not be possible excluding the human-factor.
Putting the operators in the centre of this new paradigm is mandatory for its success. The operators need
to be empowered by giving them new tools and solutions for improving their decision-making processes.
In this paper we show how Visual Computing technologies can play a key role in this empowering process,
being therefore essential in the realization of the Operator 4.0 vision.
Keywords: Industry 4.0, Augmented Operator, Visual Computing, Digital Twin, Operator 4.0
1. Introduction
The Industry 4.0 initiative, described as the
Fourth Industrial Revolution, started in Germany.
It was defined by Kagermann et al. (2013) as the
union of three key components in manufacturing
environments: Internet of Things (IoT), Cyber-
Physical Systems (CPS) and Smart Factories. Her-
mann et al. (2016) noted that while lot of academic
and practical discussion on the topic of Industry 4.0
was made, the term was not concrete enough and
different practitioners used slightly different con-
cepts. They reviewed the literature to find the ac-
tual key components from the most frequent terms
in related publications. Among the top terms found
are Cloud Computing, Big Data and Visual Com-
puting. Indeed, Posada et al. (2015) clearly defined
Visual Computing as a key enabling technology for
Industry 4.0.
Beyond the technological aspects, one key ele-
ment in present and future manufacturing is the hu-
man operator. The Industry 4.0 concept does iden-
tify the human workforce as a relevant and active
factor (Posada et al., 2015). Nevertheless, the in-
tegration of the human operator in the new Smart
Factories poses ethical and societal challenges with
scientific, technological and political implications
(Manyika, 2016). Romero et al. (2016a) presented
the concept of Operator 4.0 to describe the worker
in a Human Cyber-Physical System scenario, as an
evolution of previous generations of operators. An
Operator 4.0 is a “smart and skilled operator who
performs ‘work aided’ by machines if and as nee-
ded”. In (Romero et al., 2016b) the authors go on
to present different typologies of Operator 4.0 based
on the technologies they work with. Following this
typology classification this paper presents several
practical developments we are carrying out where
Visual Computing enables the augmented operator,
the virtual operator and the collaborative operator.
The article is structured as follows. First the con-
text and related works are reviewed in Section 2 fol-
lowed by a description of our vision of Visual Com-
puting concept and its relevance in enabling the
Operator 4.0 in Section 3. Then five practical rese-
arch and development use cases we have conducted
or are working on are described and linked to our
Operator 4.0 vision. Section 5 discusses the rele-
vance of these works in the contribution of Visual
Computing to operator enhancement. And finally
conclusions are presented.
2. Related work
Thoben et al. (2017) presented an overview of In-
dustry 4.0 regarding research issues and applicati-
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ons. The research issues in this work are structured
in three main categories:
• Technological Issues, such as standards and
interfaces, data analytics, data security, data
quality, sensors and actuators (Zhang et al.,
2017; Wuest et al., 2015).
• Methodological Issues, including reference mo-
dels, visualization, service marketplaces or re-
quirements engineering (Adolphs et al., 2015;
Davis et al., 2012; Zhong et al., 2016).
• Business Case Issues, regarding privacy, inves-
tment or servitized business models. (Penzen-
stadler and Eckhardt, 2012; Boyer and Freys-
senet, 1995).
The selected application scenarios show the wide
scope of initiatives including new business models
to offer the enhanced functionalities as services (Os-
terwalder and Pigneur, 2010), safe human-robot in-
teraction (Khalid et al., 2017) or Cyber-Physical
logistics Systems (Thoben et al., 2014). A cen-
tral element of Industry 4.0 and its applications are
Cyber-Physical Systems.
The term Cyber-Physical Systems (CPS) refers
to a new generation of systems with integrated com-
putational and physical capabilities that can inte-
ract with humans through many new modalities
(Baheti and Gill, 2011). They are systems of lin-
ked computational entities which are in close con-
nection with the surrounding physical world and
its on-going processes, providing and using, at the
same time, data-accessing and data-processing ser-
vices available on the Internet (Monostori et al.,
2016). In the context of smart factories and In-
dustry 4.0 CPS have many applications. Its cur-
rent status and latest advancement in manufactu-
ring have been analysed by Wang et al. (2015).
However, this work focuses on the operators of
the future and the advances needed in human-
machine interfaces (HMI) taking into account the
evolution of smart factories in the Industry 4.0 era.
Gorecky et al. (2014) point out a number of possi-
ble future HMI techniques and devices. Mobile de-
vices such as smartphones, tablets and smart glas-
ses will become essential. Mobile devices are In-
ternet enabled and can both receive and process
large amounts of information. Furthermore, mo-
bile devices are equipped with high quality came-
ras and microphones, which again allow them to
record and transmit information (Schmitt et al.,
2013). Dialogue-driven voice controls and gesture
recognition techniques will provide natural human-
machine interaction enhancing the relationship be-
tween humans and Cyber-Physical Systems.
Romero et al. (2016a) define the concept of Hu-
man Cyber-Physical Systems (H-CPS) as systems
engineered to improve human abilities and improve
human physical sensing and cognitive capabilities
by means of various technologies .
Posada et al. (2015) identified Visual Computing
as a key enabling technology in Industry 4.0 and
analysed the importance of its related technologies
in modern digital manufacturing. Visual Compu-
ting can enhance human machine interaction in dif-
ferent levels of smart production (Diaz et al., 2015).
Visual Computing technologies such as Compu-
ter Vision have been traditionally applied to di-
mensional or surface defects identification inside
automated manufacturing lines. Nowadays this
technology is being extended to monitoring opera-
tors while operating in scenarios or environments
such as collaborative robotics or co-bots (Moham-
med et al., 2016). Most industrial robots today ope-
rate behind safety fences. With the introduction of
co-bots these barriers have started to be removed.
However, these types of robots are still not fully
safe for the operator and additional actions need
to be taken such as adding external or on-robot
cameras to monitor operator movements and avoid
risks. The availability of new sensors able to deliver
high-speed full 3D information along with the deve-
lopment of new 3D real-time image processing are
fostering the adoption of these types of solutions in
the shop-floors.
Today’s markets are demanding better pro-
duction flexibility in order to support higher levels
of product customization. These new trends (Mar-
tin, 2017) lead to the need of the integration of
new flexible mechanisms to allow continuous trai-
ning for workers. Fast changes in production lines
for satisfying these demands are usually too fast
for the operators to be fully efficient since the first
production batch. In this regards, new tools need
to be delivered to the operators in order to assist
them during complex tasks such as new product as-
sembly, new product quality assurance tests or new
maintenance operations. Virtual reality is an ap-
propriate technology to deploy continuous training
procedures in the shop-floor, allowing the operators
to learn beforehand unseen production situations.
Also, virtual reality is a very suitable technology
for training safety protocols or simulating dange-
2
rous operations (Matsas and Vosniakos, 2017).
At the core of both Industry 4.0 and Industrial
Internet approaches there is the need to fully inte-
grate and communicate every production entity all
along the product-life-cycle, from product design
to product operation. This vision can be suppor-
ted by the so-called Industrial Internet of Things
(IIoT) (Xu et al., 2014). In the IIoT scenario, where
there is a close connection between physical world
and digital world the paradigm of Cyber-Physical
Equivalence or Digital Twin (NASA, 2012) emer-
ges. This represents a seamless integration between
both worlds meaning that the digital part can vir-
tually replicate the behaviour of the physical coun-
terpart, exchanging information indistinctly in both
directions, from real in the field to digital and vice
versa. This seamless integration allows the genera-
tion of new added value services such as remote mo-
nitoring, predictive maintenance (Lee et al., 2013),
adaptive control strategies (Wang et al., 2016) or
real-time data driven simulation (Xu et al., 2016).
3. Visual Computing for Operator 4.0
Visual imagery constitutes one of the most im-
portant sensory inputs for humans. This feature
can be summarized in a very well-known sentence:
“An image is worth a thousand words”. The term
Visual Computing refers to a set of technologies
that process or generate visual content or visual in-
formation. To cite some of the technologies that
could fit under the Visual Computing term we
can enumerate Virtual Reality, Augmented Reality,
Computer Vision and Visual Analytics.
Fig. 1 illustrates the general idea of this paper:
operators’ tasks, in the inner ring are supported
by Visual Computing technologies in the outer ring
surrounding the worker, which is at the centre. The
worker is thus empowered by Visual Computing to
perform better or make decisions with stronger cri-
teria. We have selected the following task categories
as representative of the work carried out by opera-







From the set of Visual Computing technologies
discussed by Posada et al. (2015), we have selected
those we consider relevant and potentially benefi-
cial to the operator. These are the technologies
supporting the Operator 4.0:
Virtual Reality. Permits the vision and virtual
use of elements out of reach, enabling safe use
of hazardous equipment and enhanced learning
of procedures.
Augmented Reality. Augments the workplace
with relevant information not normally visible
and useful for the work required at the mo-
ment.
Visual Analytics. Provides easy to understand
depictions of large amounts of data and relati-
ons that are not immediately seen.
Collaborative Robotics Interaction. Co-bots
enhance workers manual abilities enabling
more precise or force-requiring operations to
be performed.
HMI Interfaces. Act as the main interface bet-
ween the worker and the supporting automa-
tion systems.
Media/Social Network. Industrial social net-
works allow communication between workers
or between them and management increasing
worker satisfaction and transfer of experience.
The above brief descriptions have in common a
potential to enhance the workers’ senses and abili-
ties. They stand between the worker and the en-
vironment providing an interface to the manufac-
turing systems and bringing knowledge that would
be hidden or hard to reach. With a proper applica-
tion of Visual Computing, workers can understand
the behaviour of a manufacturing system and act
on it or carry out appropriate maintenance, they
can perform assembly or maintenance procedures
without remembering detailed instructions for each
particular product, etc.
The Digital-Twin concept would not be possible
without Visual Computing. A 2D/3D visual repre-
sentation of the real counterpart is mandatory in
order to support services such as simulation. Visual
representation of simulation results can be combi-
ned with real-time production data into monitoring
dashboards in HMIs as a powerful Visual Analytics









































































Visual Computing technologies to support tasks of Operator 4.0
Key enabling technologies in Industry 4.0 and
relevance of Visual Computing. From Posada et. al (2015)
Figure 1: Left: General outline of Visual Computing technologies improving Operator 4.0 tasks. The application of Visual
Computing advanced technologies in specific tasks empowers the operator to better address real industrial problems in Industry
4.0 scenarios.
by Xu et al. (2017) with the introduction of In-
dustry 4.0 and the high connectivity between pro-
duction entities, there is an unprecedented integra-
tion of sensing, computing and control.
In the next Section, we present five examples of
research and development we have done in the past
few years or we are currently developing that high-
light the suitability of Visual Computing technolo-
gies enhancing industrial operators.
4. Use cases
The example use cases described below show how
the Operator 4.0 is supported by Visual Analytics,
HMIs, VR and AR in several different practical sce-
narios. As secondary support technologies, collabo-
rative robots and social networks also play a role.
Each particular scenario may involve more than one
task category, and can benefit from more than one
technology in combination.
4.1. Operator supported by Visual Analytics
This use case highlights how Visual Analytics in-
tegrated in a plant’s HMIs can enhance the cog-
nitive process of supervising a manufacturing line
and applying corrective maintenance. In the con-
text of Fig. 1, this scenario involves tasks dealing
with machine operation and maintenance.
As introduced by Romero et al. (2016a), a new
figure is now emerging named augmented opera-
tor. This type of operator will have access to the
data coming from the machines and sensors in the
shop-floor as well as information coming from ot-
her entities such as Manufacturing Execution Sys-
tems (MES) or even information such as lesson le-
arned or best practices from other operators in the
shop-floor or outside the shop-floor from professio-
nal social-networks. Nowadays there is a clear in-
crease in data gathering and data flows through the
manufacturing plants or factories. All this informa-
tion needs to be delivered to the operator adapted,
contextualized and transformed to make it easily
understandable so that decisions can made quickly
and reliably.
One clear way to transform or contextualize data
is through visualization. We have implemented a
novel Visual Analytics solution targeted at the ap-
plication domain of Big Data analytics in manu-
facturing industries. We propose a new interactive
visualization metaphor that enables operators to
easily detect faulty production situations or define
abnormal production conditions by evaluating the
correlation of several production variables with re-
spect to a key performance indicator (KPI) such as
the Overall-Equipment-Efficiency (OEE), as shown
in the screenshot of Fig. 2.
The interactive analytics tool provides informa-
tion about the correlation of manufacturing varia-
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Figure 2: Visual analytics for OEE
bles. The user can i) select a span of OEE values by
clicking in the upper-right gizmo, ii) select a range
of values based on the importance with the first sli-
der and iii) leave out a given percentage of values
with the second slider.
The left part of Fig. 2 is updated dynamically and
instantaneously whenever the user interacts with
the graph. It shows a two-level hierarchical chord
graph, being the outer ring the main categories and
the inner ring the variables within that category.
Clicking on any category or variable highlights the
corresponding correlations with other variables in
the graph. The colours, width and transparency
are visual cues to the operator highlighting the im-
portance of the correlation between the variables.
Additionally, the user can click on any chord in or-
der to retrieve additional textual information about
the real data behind the link.
The analytics tool presents an innovative met-
hod that improves the cognitive process involved
in understanding and getting comprehension of the
manufacturing data. The tool enables the operator
to analyse the data in a quick and interactive way,
providing more insight from the data in less time
and thus, improving decision-making efficiency.
The current version of the presented Visual Ana-
lytics tool is part of a collection of tools aimed at
the data analysis in real-world factories.
4.2. Operator supported by Virtual Reality
This use case presents a Virtual Operator, follo-
wing the definition given by Romero et al. (2016b),
as the collaboration of an Operator with Virtual
Reality (VR). The tasks relevant here are machine
operation and training, while the enabling techno-
logies are VR as HMI and collaborative robotics
interaction.
There is a trend on Visual Computing related
to virtual characters. These virtual characters are
often used in training applications of various dis-
ciplines: medicine, safety, education, manufactu-
ring, military (Kenny et al., 2007a; Diez et al., 2016;
de Antonio et al., 2005; Kenny et al., 2007b; Wilson,
2008).
The introduction of virtual characters in VR ap-
plications helps to empathize with the situation and
enhances the user experience. The point of view of
the user regarding the virtual character can be in
first person (Petersen et al., 2013) or in third per-
son. The first person point of view offers a really
immersive experience in which the user can inte-
ract directly with the environment, and the third
person point of view allows the user to perceive a
global perspective of the situation in which the vir-
tual character can be representing the user himself
or other workers, this could be applied in surveil-
lance and supervision tasks.
In this work we have developed a scenario in
which a collaborative robot picks up parts from the
working environment. Then it places them in the
platform of a 3D scanner or in a conveyor. From
time to time, an operator replaces that part with
another. In these cases, the robotic arm must de-
tect the presence of the arm or hand of the ope-
rator and stop its movement to avoid the collision.
Since trying out this situation with humans could
be dangerous, we have developed a training pro-
gram which allows the operator to work in a safe
way.
In order to reduce risks during training, Digital
Twins of the robot and the grasping device are used.
Those Digital Twins are linked in real time with
their real counterparts, providing real physics and
synchronized behaviour to the Digital Twins.
As VR devices the Oculus Rift HMD and the
Leap Motion sensor are used. Fig. 3 shows the in-
terconnections between the real world, the virtual
world and the virtual operator.
The developed application is based on WebVR
and allows the real operator to visualize the virtual
scene from two points of view as mentioned above
(see Fig. 4).
In the first person point of view mode, the vir-
tual operator can visualize the real movements of
the robot as the robotic arm and its Digital Twin









Virtual World (digital twin)
Figure 3: Setup for a VR training scenario involving a robot
Digital Twin.
immersive way through the HMD. The Leap Mo-
tion gesture sensor is attached to the HMD and
allows real time tracking of the hands of the ope-
rator. The operator can introduce his hands in the
virtual scene and, when the Digital Twin notices
the presence of the operator, it automatically stops
and therefore the real robot also stops.
In the third person point of view mode, the ope-
rator can view a Virtual Character interacting with
the Digital Twin. This animated agent is endowed
with natural behaviour and can perform realistic
movements. The animated agent is also capable of
reproducing facial expressions. This case is work in
progress, but we believe this third person mode can
be helpful for training and surveillance applications.
In both cases, the safety for the trainee is gua-
ranteed since the interaction is purely virtual, but
with real physical behaviour. The operator will le-
arn very quickly and safely how the robotic arm
behaves, reducing the stress produced in the initial
interactions with the real robotic arm.
This system is currently demonstrated in a lab
environment.
4.3. Operator supported by Augmented Reality
In this use case machine operation tasks are en-
hanced by AR technology in the form of projection
mapping. In cooperation with a local packaging
company, we developed a projection mapping sy-
stem to assist workers when they have to tune the
die cutter. These machines are usually misaligned
after use, not exerting a uniform pressure in all their
(a) First person mode vir-
tual view.
(b) First person mode
user view.
(c) Third person mode virtual character interacting
with Digital Twin.
Figure 4: Virtual Operator using Oculus Rift and Leap Mo-
tion Controller.
area of work, and therefore, the workers have to
fit tapes of different thickness in certain locations
to balance the pressure differences. Nowadays, the
operator knows the state of each reference by acces-
sing the store and consulting a large sheet of paper
that contains the configuration of the tapes. Thus,
instead of forcing the worker to waste time going to
the store and looking for a sheet, and to interpret
the information in the sheet to extrapolate it to
the machine (increasing the mental load, and con-
sequently, increasing the fatigue and the chance of
making mistakes), the proposed system projects di-
rectly onto the machine the tapes to be placed and
their positions, simplifying the task to the worker.
We can think of the worker as an Augmented Ope-
rator because this projection mapping is a type of
Augmented Reality. In Fig. 5 (a) we can see the die
cutting machine and the projector at the top-right
corner.
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(a) Operator and projection set-up
(b) Projection close-up
Figure 5: Die cutter tuning using a projection mapping sy-
stem that indicates which tapes to place (coded by a colour)
and where.
Projection mapping can be defined as the act of
projecting virtual content properly adjusted to the
surfaces of the objects that are present in the real
world using a video projector. Beyond traditional
hand-held displays or HMDs, projection mapping
detaches the display device from the user and inte-
grates it into the environment, so it is also referred
to as Spatial Augmented Reality in a more general
sense (Bimber and Raskar, 2005). In an industrial
environment, this kind of technology presents se-
veral advantages, such as the freedom of the wor-
ker’s hands (they do not have to hold the screen)
or the lower cognitive load of the worker, who does
not have to look up and interpret information on a
screen, but visualizes it directly on the target ob-
ject. To ensure that projected content is correctly
adapted to the target surfaces (geometric registra-
tion) a calibration step is necessary. In some sce-
narios a manual procedure is used, but this has the
drawback that the projection will become misalig-
ned if there is a minimal change in the scene (the
projector or the target object move). Advanced
projection mapping systems incorporate a camera
that is able to record any change and automatically
readjust the projection (Knibbe et al., 2015).
Our system incorporates a camera to automati-
cally recognize the working area of the die cutter
(the target object) and to adjust the projection to
project the tapes into their correct position each
time the reference is changed. The operator per-
forms a camera-to-projector calibration in a preli-
minary off-line step with the simple push of a but-
ton in the HMI. Then, during the on-line step, the
camera captures images of the scene and locates
the target object by detecting special markers on
it using Computer Vision techniques. Given the
calibration and the location of the object, a pro-
jection model is applied to display the virtual con-
tent properly adjusted to the die. Fig. 5 (b) shows
the projected die cutting pattern including the pla-
ces where the operator has to put compensating
tapes (in different colours).
The system here described is successfully de-
ployed in an actual factory.
4.4. Operator supported by Mixed Reality
In this use case showcases HMI interfaces based
on AR applied to tasks involving assembly, mainte-
nance or training. In this case, the type of AR used
is more specifically Mixed Reality, which adds vir-
tual 3D objects in real time on a real environment.
Manual assembly lines often contain multiple
work stations in which one or more workers per-
form a set of tasks. These tasks may consist of
several steps of different complexity and are not
always repetitive, but may vary due to variations
in the products manufactured. In this setting, an
Augmented Operator can leverage AR technology
to enhance his/her performance. Similarly, Mixed
Reality using head-mounted displays has been de-
ployed successfully in recent years in applications
such as elevator maintenance, like Thyssenkrupp’s
operator assistance systems based on Microsoft’s
HoloLens (Achatz, 2017) and manual welding trai-
ning, as reported by Okimoto et al. (2015) using the
Soldamatic simulator. The latter example is highly
immersive and can almost be considered VR.
The use case here presented has been developed
for the automotive industry dealing with assem-
bling or maintaining engines (See Fig. 6 (a)). The
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(a) Preparation of augmented instructions (b) Augmented operator in the workshop
Figure 6: AR-assisted assembly of an engine
idea is to facilitate the training of newcomers or to
assist operators through the assembly process, avoi-
ding the need of physical manuals. Cognitive load
is reduced by placing the elements of the assembly
process directly in his perspective of the surroun-
ding environment. This way the performance is not
dependent on the operator remembering all opera-
tions required for a particular product.
The AR system has been specially designed using
markerless technologies (Teichrieb et al., 2007) in
order to avoid polluting the station with artificial
markers and interfering with industrial critical pro-
cesses. Any kind of media content can be displayed
to the operator with stable and real time rendering.
Also, the system has been conceived as an easy-to-
use and inexpensive tool. Thus, the elements invol-
ved are just a web camera and a computer with a
monitor. With those few elements the system can
perform both main processes required for the appli-
cation, described below.
The first process is performed off-line and its goal
is to reconstruct an accurate 3D model of the sur-
rounding environment where virtual elements will
be superimposed (i.e. the object to be tracked).
The inputs needed to perform the reconstruction
are a set of images of the environment from diffe-
rent points of view and the intrinsic parameters of
the camera used. From the set of images, the sy-
stem extracts 2D features (Trajkovic´ and Hedley,
1998) and matches theirs descriptors (Alahi et al.,
2012) between the different images to estimate the
3D position of those features (Dellaert et al., 2000).
The output of this process is a 3D point cloud of
the features.
The second process is performed on-line and tries
to track the 3D object through the incoming images
matching them with the information stored in the
3D point cloud. The result of this detection process
is an initial pose of the camera with respect to the
environment (i.e. the point of view of the operator).
Once the first camera pose is obtained, less compu-
tationally expensive tracking techniques (Barrena
et al., 2015) are used to follow movements of the
operator through the environment until tracking is
eventually lost. Then, the system has to find a new
camera pose, repeating the pipeline in a cyclic way.
Having an estimated camera pose with the current
assembly operation is shown as animated virtual
objects over the live real image on the monitor (as
seen in green in Fig. 6 (b)). The operator has to
repeat on the physical product the behaviour of the
animated objects.
This application is currently available for demon-
stration in a lab environment.
4.5. Augmented assistance of disabled operators
This last use case describes ongoing work where
a broader set of technologies are being developed
and combined into a platform aimed at enabling
human-automation symbiosis. The Operator 4.0
type here will not be one, but a combination of
an augmented operator, a virtual operator, a col-
laborative operator and a social operator. This
project aims at optimizing workplaces and human-
automation load balance through the application
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of key enabling technologies to support these ope-
rators. Our work focuses on empowering operators
with disabilities in assembly tasks. The main ena-
bling technology in this case is AR, but Collabo-
rative Robots and Industrial Social Networks will
also play a role in increasing worker performance
and satisfaction.
The specific use case for development and demon-
stration centres on an electrical cabinet assembly
line where intellectually disabled operators have to
wire the different components. One key aspect in
this scenario is the preparation of digital material
describing the wiring process. Currently, experien-
ced engineers prepare paper-based simplified docu-
mentation from the original schematics.
The system in development is a distributed soft-
ware framework that includes authoring compo-
nents and visualization and interaction components
supporting several input and output devices. The
authoring components allow importing existing as-
sembly instructions and interactively preparing an
augmented interactive presentation that will guide
operators step by step. This preparation involves
defining a sequence of instructions based on the im-
ported data, specifying where visual elements will
be displayed and writing rules that will govern the
process.
Fig. 7 shows the current experimental set-up that
includes two projectors, two cameras and a tablet.
One visible light camera captures a view of the
workspace and tracks the position and orientation
of the cabinet while an additional depth camera as-
sists in tracking and user gesture recognition. Ha-
ving two projectors permits projecting images on
surfaces that would be hard to reach without exces-
sive occlusions by a single projector such as vertical
and horizontal surfaces.
Wiring a cabinet involves inserting wires in small
holes and tightening screws in the right order. Each
wire is labelled and corresponds to a pair speci-
fic terminals, as dictated by the documentation.
Unambiguously highlighting the correct holes to
connect each wire in a cabinet that is not in a fixed
position would require a tracking system with a pre-
cision not currently achievable. Therefore, the as-
sembly instructions do not try to project on precise
positions. Instead, the system projects virtual 3D
representations of the cabinet components on the
workspace and shows an animated screwdriver on
the terminals to connect in the current step. Simul-
taneously, a video depicting the procedure for the
current step is played.
Figure 7: Assembly operator assistance set-up for electric
cabinet wiring.
At the moment, initial in-lab tests are being con-
ducted. This will result in refinements to what and
how is visually presented to enhance assembly per-
formance. Later, tests with actual workers with
different disabilities will be carried out and the AR
framework will be integrated with other systems in-
cluding collaborative robots for further assistance
to physically disabled workers.
5. Discussion
The previous Section has shown how the ideas
introduced in Section 3 have been put into practice
in practical scenarios. Each scenario shows how a
combination of Visual Computing technologies en-
hance industrial operators in particular types of
tasks. They establish links between the inner and
outer rings of Fig. 1 that support the Operator 4.0.
Table 1 summarizes the Visual Computing techno-
logies used in each use case, and the current status
of these developments, whether they are in-lab de-
velopments or already deployed in industrial envi-
ronments.
Visual Computing includes technologies such as
Virtual Reality, Augmented Reality, Computer Vi-
sion and Visual Analytics. Not all are relevant
in empowering operators. Even though Computer
Vision contributes indirectly as part of AR, pure
computer vision systems are mainly important in
manufacturing automation and quality assurance.
The selection of technologies made in this paper
has shown to be relevant in enhancing the capabi-
lities of human operators. It is important to note
that the technologies shown do not act in isolation:
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Table 1: Summary of technologies used and current state of the use cases presented
Use case Technologies Status
4.1 Visual Analytics, HMI Interfaces Deployed
4.2 Virtual Reality, Collaborative Robots Lab
4.3 Augmented Reality, HMI Interfaces Deployed
4.4 Augmented (Mixed) Reality, HMI Interfaces Lab
4.5 Augmented Reality, Industrial Social Networks, Collaborative Robots Lab
they work in connection with other digital and phy-
sical parts of the plant environment.
In Section 4.1 we have seen how Visual Analytics
can give an operator insight into the complexities of
performance tuning a manufacturing line at a quick
glance.
In Section 4.2 immersive Virtual Reality is de-
monstrated as an alternative way of enhancing per-
ception of the operator and operating machines.
Deploying this kind of solution in a manufacturing
environment can raise safety concerns due to the
user being largely isolated from its near surroun-
dings. Care must be taken in this case to make
sure operation is safe. However, this set-up allows a
safe tele-operation where the operator can stand in
a safe room while remotely monitoring and opera-
ting potentially hazardous equipment. The case of
immersive Mixed Reality based on head-mounted
displays (as in Achatz (2017) and Okimoto et al.
(2015)) may be less problematic due to the partial
view of the real environment but also requires care
if used in industrial scenarios.
Three of the use cases described leverage AR but
employ different technical approaches. We can see
how AR can enhance the performance of the ope-
rator in two different ways. First, the knowledge
required by the operator, e.g. the know-how about
the procedures to assemble different products, is
lowered. The system stores that information and
displays it when needed and directly in the field
of view of the worker. Two approaches have been
shown: Mixed Reality in Section 4.4 and projection-
based AR in Section 4.5). These systems allow new
inexperienced workers to quickly start performing
tasks. In the case of intellectually disabled workers
the cognitive support provided by AR is of particu-
lar importance.
The system described in Section 4.3 demonstra-
tes additional benefits. In this application the cali-
bration of the relation between projector and pro-
jection plane is crucial because the position of pro-
jected markings requires high precision. Such preci-
sion is not generally required in Augmented Reality
systems displaying information, hints or notificati-
ons. This system has been deployed in an actual
manufacturing plant and is saving time, physical
storage space and costs.
Similarly to the Industry 4.0 where CPS connect
physical and digital worlds, the figure of the Ope-
rator 4.0 emerges and can succeed when the above
technologies are combined in suitable ways and con-
nect the operator to the Cyber-Physical environ-
ment. We argue that Visual Computing provides
ways to enable this connection.
6. Conclusions
In this article, we have presented a concep-
tual framework, supported by specific practical ex-
amples, showing the application of different Vi-
sual Computing technologies in industrial operator
tasks. The application of these technologies can
empower operators in the context of Industry 4.0
scenarios. Visual Analytics, Augmented Reality,
Virtual Reality, HMI interfaces, Media/Social Net-
works and Collaborative Robotics Interaction are
some of the most relevant technologies for the new
Operator 4.0, since they not only improve producti-
vity and efficiency, but are essential to tackle the
social, inclusion and interaction aspects that are
central to these new socio-technical systems. The
application of Visual Computing technologies can
contribute decisively to the enhancement of opera-
tor ability to perform traditional tasks, and to the
definition of new tasks and scenarios.
The selected cases that we present are good real-
world examples of how a “Visual Computing en-
hanced” Operator 4.0 can have a central role in fu-
ture industrial production scenarios. The Overall-
Equipment-Efficiency case shows how a proper vi-
sual analytics interactive platform can help the
Operator (as well as other roles, such as mana-
gers) to better understand and easily detect faulty
production situations. The Robotic Digital-Twin
10
for Virtual Operators shows how an operator can
be trained in collaborative robotics interaction to
be prepared (technically and psychologically) for a
novel interaction with machines and robots. The
projection-based AR system supports operators in
a critical maintenance application for machines in
the paper industry. In another example, we show
how a Mixed Reality fast pipeline system can be
prepared with a set of images to build AR support
for assembly operations based on robust marker-
less tracking. Finally, the system being developed
in the European R&D Project MANUWORK will
help industries employing operators with disabili-
ties by complementing their intellectual or physical
limitations. Hence, we are directly addressing the
need of adaptation and balancing of new production
forms with the enhancement of the skills and abili-
ties of the operators. Future work includes the me-
asurement and analysis the actual impact of these
different examples in the factory, including both
productivity/efficiency and social/psychological as-
pects.
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1 Introduction
People involved in e-commerce do not need to have technical background regarding CAD or
BIM data. However, they do need to create and manage online catalogues to offer their
products and allow potential customers to view and interact with them.
Embedding CAD/BIM data into web-based repositories has a number of challenges in
contrast to common element types such as text and images.
& CAD/BIM file formats are not included in web standards and browsers do not directly
support them.
& There is no standard 3D model file format that can be embedded in web pages, unlike
image or video formats.
& The WebGL 3D rendering API can render polygonal models (triangle meshes), but CAD/
BIM models are usually not composed of polygons but are defined in terms of higher
complexity parametric shapes.
& When parametric CAD models are transformed into polygonal meshes, the result often
contains a large number of polygons and the file is too large for an efficient use
by a web client.
The main challenges for using such content on the web are thus to transform CAD/BIM
files into formats suitable for web-based handling and rendering, and to present this content to
client viewers in an efficient and user-friendly repository. That is, from the point of view of the
CAD/BIM designer it has to be easy to add content to the repository. And from the point of
view of the visitor, searching, accessing and viewing content has to be easy and quick. The
main bottleneck for the last challenge is transfer time. This can be reduced with mesh
simplification algorithms, but at the expense of visual quality. The system will have to find
a compromise between shape quality and file size (i.e. transfer time).
In order to deal with the above challenges, the integration of CAD/BIM data involves
solving several non-trivial issues:
& Polygonal conversion: Convert non-polygonal models into a polygonal model. For
example, curved surfaces into triangle meshes.
& Conversion to web compatible file formats: Convert different native CAD and BIM file
formats into a format that can be interpreted and rendered in a web page script.
& Polygonal mesh simplification and Semantics:
& Reduce the number of polygons that describe an object maintaining its appearance and
making it suitable for the Web: fast transmission rate and efficient rendering.
& Keep as much semantic information as possible.
These issues make it difficult to create and update web catalogues. Sales agents
and designers, from now on users, have to deal with technical issues that exceed their
knowledge field.
The web platform proposed in this paper allows users – with no particular knowledge – to
view, manage and interact with complex 3D models. It allows users to upload CAD or BIM
models into the web. So, 3D model catalogues for e-commerce can be managed in an easy and
intuitive way. It also provides a collaborative mechanism to share models.
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The e-commerce oriented platform proposed in this paper solves the issues presented above
in an automatic way. It offers a device-independent, interoperable, plug-in free solution. The
platform serves the purpose of an online catalogue; users can easily upload their 3D models by
simply dragging their native 3D formats into the online platform. The system automatically
converts these file formats into a web compatible file format and stores them in a database.
WebGL technology has been chosen to render 3D models in browsers.
Even more, this web based platform makes sharing 3D models immediate and creates a
collaborative work environment in which anyone with an internet connection enabled device
(PC, smartphone, tablet) can interact with the models from the online catalogue.
To overcome these limitations, the platform presented in this paper performs a sequence of
operations on the original models to make them adequate to the Web. These operations include
tessellation, polygon simplification and scene graph reduction.
To validate the platform, a particular use case has been designed. Several tools have been
developed to improve the users experience with the platform; colour tool, measure tool, cut
tool and snapshot tool. A search engine has also been included in the application since it is a
common and necessary functionality in any online catalogue.
It should be kept in mind that the goal of our work is to prove that the Buser-friendly CAD/
BIM to Multimedia web based publishing^ challenge can be achieved and to propose and
validate a possible architecture. The same concept applies to the searching utilities. So,
although our work makes use of different geometric and topological tools and algorithms,
our contribution in not focused on these problems.
Next Section deals with background regarding the issues stated in the introduction. The
proposed platform is described in detail in Section 3. Section 4 presents some results of this
work using the proposed platform and finally, Section 5 analyses the conclusions drawn from
the results and introduces future work.
2 Background
Sections 2.1, 2.2, and 2.3 address the issues presented in the introduction and Section 2.4
presents some existing platforms.
2.1 Polygonal conversion
BIM and CAD models are normally designed as parametric models. Parametric models offer
very precise and realistic models. However, interactive visualization requires converting them
into a polygonal representation by approximating these surfaces into many polygons. This
process is also known as tessellation.
There are essentially two methods [11, 12] to convert a parametric surface into its polygonal
representation.
2.2 Web compatible file formats
These are some of the most widely used CAD exchanging formats:
& AutoCAD DXF [10] (Drawing eXchange Format) is a CAD data file format developed by
Autodesk for enabling data interoperability between AutoCAD and other programs.
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& IGES [36] (Initial Graphics Exchange Specification) defines a vendor neutral data format
that allows digital exchange of information among CAD systems (version 6.0 1998–01-
05).
& STEP (STandard for the Exchange of Product) was developed as the successor of IGES; it
is an ISO 10303–21 [17] (last reviewed in 2012) standard for the computer-interpretable
representation and exchange of product manufacturing information.
& VRML (Virtual Reality Modeling Language) [6] is a text file format where vertices
and edges for a 3D polygon can be specified along with the surface colour,
transparency, etc.
& In 2001, X3D [38] arrived as an XML encoding of VRML. X3D provides both the XML-
encoding and the Scene Authoring Interface (SAI) to ena-ble web applications to incor-
porate real-time 3D, presentations and con-trols into non-3D content.
& COLLADA (COLLAborative Design Activity) [9] defines an open standard XML schema
for exchanging digital assets among various graphics software applications. Unlike X3D,
COLLADA does not define the semantic in the 3D scenes, it is an intermediate format
whose primary goal is to represent rich data in multiple forms, to enable the transformation
of assets as they journey from content tools that use higher level description paradigms to
applications that require platform-specific optimized descriptions [1].
Regarding BIM, Industry Foundation Classes (IFC) is a commonly used collabo-ration file
format. It is an object-based file format with a data model developed by buildingSMART [5] to
facilitate interoperability in the architecture, engineering and construction (AEC) industry.
IFC files are SPF (STEP Physical File) or XML representations defined against a schema.
The schema gives meaning, names and relations on top of the knowledge contained in the IFC
file. IFC4 [18] was released in March 2013.
None of the above formats are directly embeddable in web pages. The challenge is to select
one or more native CAD/BIM input formats and to provide a tool that converts them into a
format that can be interpreted and rendered in a web page.
2.3 Polygonal mesh simplification and semantics
Algorithms used to simplify meshes are based on the so called simplification operators; the
most popular ones are vertex decimation, edge collapsing and vertex clustering.
& Vertex decimation operator was first proposed by Schroeder [31] Vertex decimation
operates on a single vertex by deleting that vertex and re-triangulating the resulting hole.
& After vertex decimation, edge collapsing became the most common mesh simplification
algorithm, such that today nearly all iterative algorithms use some sort of edge
collapsing [15].
& In vertex clustering the bounding box of the mesh is divided into a grid, and all of the
vertices in a given cell are replaced with a single representative vertex. Faces that become
degenerate are removed from the resulting simplified mesh. Lindstrom [19] showed how
Quadric Error Metric (QEM) simplification algorithm can be used to generate higher
quality results.
Software tools can also be used to simplify the polygonal complexity of 3D models. Some
of these tools work as plug-ins, as stand-alone applications or as programming libraries:
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& Polygon Cruncher [28]
& Simplygon [2]
& MeshLab [25]
Considerable research has been conducted on polygonal mesh simplification [8, 22, 23].
Shamir A. [32] presents a state of the art on mesh segmentation techniques, and concludes that
the key factor for choosing both the algorithm and the criteria for mesh segmentation is the
application in mind. Thakur A. et al. [35] present a list of CAD model simplification
techniques relevant for physics-based simulation problems and characterize them based on
their attributes. They state that there are many open research issues such as the lack of formal
analysis of computational complexity or the lack of application-specific error measures.
Posada J. et al. [29] present an ontology based compression system that uses STEP
compliant standards for the compression and design review visualization of large CAD data
sets. The introduction of semantics in CAD models has also been analyzed to achieve
interoperable systems and exchangeable data [39].
2.4 Related work: platforms
As for visualization technologies are concerned, WebVR is an experimental JavaScript API
that provides access to virtual reality devices. This technology has been used to visualize CAD
models [37, 40] and also to manage big city information, proving the usability of such
technology for 3D city visualization [20].
As applications are concerned, CyberCAD [34] in 2003 aimed to establish a virtual
synchronous collaborative design environment to overcome geographical constraints, shorten
product development time and cost through the Internet. This project developed a proprietary
framework for networked CAD.
Han et al. [14] built a pilot real-time 3D system to promote the Internet-based collaborative
engineering design (modelling) using STEP standard to store database. The system provides a
web-based search tool with the concept of metadata for navigating the product data.
Lu, Zhihan et al. [21] proposed Open3D platform to enable the collaborative curation of
large-scale city models. This platform allows simultaneous city modelling allowing multiple
users to work on different aspects of the same 3D model.
GrabCAD [13] was founded in 2009 as a marketplace to connect engineers with CAD-
related jobs. In 2011 it evolved into a community for engineers to share CAD models. It is
short of social network where engineers can create a personal profile, store different projects,
view, upload and download models from other members, communicate with each other and
collaborate in other user’s projects. In 2013, GrabCAD released Workbench, a cloud-based
product data management (PDM) solution. This platform offers visualization of CAD models
using original format viewers. This workbench offers visualization of CAD models using
original format viewers. One of its features is section cutting. They resolve this issue by
applying shaders to the visualization of the 3D model. However, we perform an accurate
geometric cut of the model applying Binary Space Partitioning algorithm [16, 26].
BIMserver [4] is an open and stable software core to easily build reliable BIM software
tools. BIMserver uses open standards, it is built as a plug-in framework and it offers an
administrator configuration panel and SDKs. It features a number of modules such as
visualizations, clash control and flexible queries. The platform has been installed in several
companies for test purposes and feedback has been provided by developers and mailing list
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subscribers. BIMserver is therefore a very specialized solution for AEC industry. On the other
hand, our platform is oriented to multimedia service.
The systems currently available do not provide a solution to the objectives described in the
introduction of this paper. There was a need to find solutions that allowed a user-friendly
connection between CAD systems and online marketing applications.
In the long run, our work does not intend to compete with commercial platforms. Our
research work shows that there are new challenges that should be addressed by them.
Meanwhile our research tools can provide a useful service. We hope that our work may push
the industry towards these new challenges. We hope user-friendly CAD/BIM to Multimedia
web based publishing and searching tools might become common tools in the near future.
3 The proposed platform
In this Section, we present a platform design that provides a structured solution to the problems
related to e-commerce catalogues.
The platform is designed following a client-server model. To ensure interoperability
between modules, the platform is based on Web Services technology. Specifically, SOAP
messaging protocol is used.
The above mentioned functionalities will be composed by three software modules within a
common platform: Authoring Tool, Web Visualization Tool and Content Management.
Section 3.1 explains the geometric issues taken into account to perform the Authoring Tool,
Section 3.2 describes the Web Engine developed for the platform, Section 3.3 deals with
semantic issues and finally, Section 3.4 briefly introduces the Content Manager module
(Fig. 1).
3.1 Geometric issues
As mentioned above, CAD/BIM models contain complex modelling descriptions and
structures. These models are defined by primitives, surfaces, curves, etc. In real time,
3D rendering models must be represented as flat polygons, normally triangles, so
curves, spheres, cylinders, etc. must be approximated to polygonal meshes. These
polygons are normally subdivided into triangle sets so that the graphics hardware can render
them onto the screen.
Real time graphics rendering engines are libraries used to ease application development.
They include functionalities such as loading models, scene and camera management, anima-
tions, visual effects, etc. These libraries support polygonal formats which are oriented to
interactive visualization. Therefore, CAD formats are not usually supported natively by the
graphical engines.
Hence, the proposed platform must take a CAD/BIM format as an input and convert it into
a web 3D compatible file format. Figure 2 illustrates the whole automatic process followed
since the reception of the original CAD file until the web visualization of the 3D model.
Decisions taken to accomplish this process are explained bellow.
Many CAD design programs own proprietary formats which cannot be interpreted by other
applications. However, as mentioned in Section 2.3, these programs also support 3D
standard file formats. Table 1 lists the exporting file formats supported in the most
common CAD applications.
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STL, U3D, VRML, OBJ and COLLADA are polygonal file formats for visualization
purposes, not CAD specific. But they are supported by some CAD applications. As shown
in Table 1, the file formats supported by all applications are IGES and STEP. This fact
simplifies the conversion process. Hereafter for the rest of the paper, any CAD o BIM file
will be treated as a STEP file, since there is a valid exporting option to obtain a STEP file.
However, CAD programs export IGES models not only as polygonal meshes: they also use
primitives and complex curves to define the 3D model. In order to use IGES as input to the
platform, a tessellation process must be performed.
Graphics processing libraries have been used to make these conversions. Open CASCADE
[27] and OpenSceneGraph [24] have been selected. Open CASCADE Technology is a
software development platform applied in development of specialized CAD/CAM/CAE
applications. On the other hand, OpenSceneGraph is an open source high performance 3D
graphics toolkit, used by application developers in fields such as visual simulation, games,
virtual reality, scientific visualization and modeling.
Fig. 1 3D Model Management Platform Architecture
Fig. 2 Original CAD model conversion into Web compatible format
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As shown in Table 2 STL format is the only exchangeable format between these
two libraries.
Finally, as mentioned in the introduction, WebGL technology has been chosen to render 3D
models into web browsers. A higher level library must be chosen to ease the programming job.
Table 3 shows the formats supported by some of these higher level JavaScript libraries.
Taking the afore-mentioned information into account, the process developed to convert
original CAD/BIM models into web 3D compatible models is explained in the following
paragraphs.
First, the original CAD/BIM models are exported into IGES or STEP files, since these two
file formats are supported by most commonly used software. Then, OpenCASCADE is used to
tessellate or triangulate these files. CAD/BIM complex primitives and surfaces are
Table 1 Exportable formats in a selection of CAD software
CAD application
SolidEdge SolidWorks CATIA Unigraphics Pro-Engineering
File Format Parasolid × × ×
JT × × ×
ACIS × × ×
CATIA × × ×
IGES × × × × ×
STEP × × × × ×
ProE-assem ×
STL × × ×
U3D × × ×
VRML × × ×
OBJ ×
COLLADA
Table 2 Import/Export file formats in open CASCADE and OpenSceneGraph
Graphics Library / Engine
OpenCASCADE OpenSceneGraph
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approximated into triangles obtaining a polygonal mesh. This process is controlled by
modifying the tessellation process. Increasing the level of quality parameter, the obtained
result will be more similar to the original 3D model but at the cost of having more triangles,
and hence, an oversized file. Lower quality value generates smaller and easier to handle files.
To finish this part of the conversion process, the tessellated results are exported to STL format,
which as seen in Table 2 is an exchangeable file format between Open CASCADE and
OpenSceneGraph.
Next, OpenSceneGraph is used to import this STL file, optimize it and convert it into a
COLLADA file.
The optimization process joins equal or very close vertices. This process reduces the
number of vertices obtaining a simplified mesh. Deleting too many triangles may result in a
deformed model with little resemblance with the original. To prevent this undesired effect, an
approximation error parameter is set. This parameter will control the balance between the
simplification obtained and the shape accuracy.
This optimization process requires a high amount of memory. In order to address this issue,
a batching utility has been developed. When the system has to deal with a largest STL file, it is
automatically divided into smaller text files; each of which contains a section of the original
geometry. Each sub-file is optimized following the process previously explained. After every
sub-file has been optimized they are converted into COLLADA file format and merged into
one single file containing the optimized model.
This COLLADA file is sent to the web client where it must be loaded and parsed by
JavaScript graphic software. ASCII file formats are not particularly efficient to store huge data
sets as those required to describe 3D models (space coordinates, vertices, normals, texture
coordinates, colours, etc.). These ASCII files may also contain duplicated or too precise
information regarding geometries or vertices. To solve these problems and speed up the
interpretation of text files a Scene Graph Reduction Module (SGRM) has been developed.
This SGRM module performs, among others, the following optimizations to de
COLLADA file:
& Fixed point precision. The precision of vertex coordinates, texture coordinates and normal
vector coordinates can be controlled.
& Coordinate or normal vector simplification. The SGRM searches for duplicated groups of
coordinates or normal vectors; it leaves only one group and references the rest.
& Geometry simplification. The SGRM searches for duplicated geometries; it leaves only one
and references the rest.
Table 3 Formats supported by JavaScript libraries
High level Web Library
X3DOM O3D GLGE Three.js
File Format X3D ×
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& Multi-material simplification. Some objects with multi-materials are not well interpreted
by browsers, so the SGRM may simplify them.
Finally, this pre-processed COLLADA file is sent to the web application for rendering.
Fig. 3 Web Visualization Tool a Firefox web browser and b Smartphone
Fig. 4 Image cloud distributed in a 3D space. Images are grouped based on 3 descriptors regarding
their colour similarity
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3.2 Web3D engine
The engine developed in this work uses the very well-known Three.js library. This
engine is used to visualize the 3D model on a web browser (Fig. 3). The engine is offers the
following functionalities:
& 3D Model loading. Three.js includes a function to load COLLADA models. Nevertheless,
this function has been slightly modified to prevent errors reading the textures of materials.
& Real time rendering. Three.js library provides backends for Canvas, SVG, CSS and
WebGL. This platform uses the WebGL backend to render the models. This allows
creating complex 3D scenes in a much simpler way.
& Interactivity. Several functionalities have been designed so that users can interact with the
3D models in various ways.
& Camera controls: In order to explore the CAD/BIM model, users can interact with the
model; zoom in, zoom out, view it from different perspectives, etc.
& Cut tool: With this tool the user can perform several cuts to the 3D models. When this
functionality is activated, a cutting plane is visualized over the model. The user can interact
with this plane with three degrees of freedom to perform and visualize different
cuts on the model.
& Measure tool: Picking is used to select different faces or points of the model. This
information is then used as a measuring tool, calculating the distance or the angle between
the selected faces.
Fig. 5 Original STEP model
(1.2 MB, 2145 vertices)
Fig. 6 Tessellated model;
high quality selected
(154,000 polygons)
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& Snapshot tool: The user can choose to store a thumbnail of the CAD model. This tool
allows taking a snapshot of the model in the desired position and associating this image
with the metadata of the model.
3.3 Semantic issues
The following Section addresses the problem of storing and searching for the previously
loaded 3D models.
CAD models contain metadata which typically provide semantic information including a
brief description of the data set, the area covered by the data set, the data structure and file
format, the coordinate system or projection of the data, the time when the data was collected
and method of collection or the quality or accuracy of the data.
On the other hand, in Computer Vision, image descriptors describe certain elementary
characteristics of the images such as shape, colour, texture or size. The advantage of these
descriptors is that they can be mathematically compared: similar images will have similar
descriptors. This quality is widely used by search engines for 2D image classification.
In our case, 3D projections are stored with the CAD/BIM converted model as
metadata. These projections can be generated automatically. Users can easily take
snapshots of specific views and store them. These images can be used by classical
image classification systems. In this way, content based retrieval processes can be integrated
into our platform [30] (Fig. 4).
Fig. 7 Tessellated model; medium
quality selected (42,069 polygons)
Fig. 8 Simplified polygonal
model (10,340 polygons)
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When the user takes a snapshot of the loaded 3D model, this image is stored in Cloudinary.
It is a proprietary cloud platform to manage large numbers of images. Each image file is
associated with a unique identifier and URL. Cloudinary extracts the main metadata from the
images (codec, size, etc.). Clearly, this data offered by Cloudinary is not enough to search
images by similarity. The Semantic Editor Module proposed in this work adds content
descriptors: colour and texture histograms and number of detected faces and their orientation.
In essence, the descriptor of each image is a vector of numbers that represents all those
features. The enriched metadata is stored in a MongoDB database in the cloud. When a user
initiates an image search in our platform a query with the searching criteria is sent. The platform
then retrieves all the images from the database with similar features to the one in the query.
A way to evaluate the level of similarity between the retrieved images is to calculate the
Euclidean distance between the descriptors in the query and those from the result. As
mentioned before, these descriptors are represented as a vector of numbers so their Euclidean
distance can be easily obtained.
The Semantic Editor Module in this work calculates the distance between the image used in
the query and those in the database and retrieves the 20 more similar images. This collection is
done applying the methodology proposed by Silva, J. L. [33] which is based on a probabilistic
k-nearest neighbour supervised classification algorithm.
3.4 Content management
The platform presented in this work serves as an online marketing catalogue. The contents of
this catalogue are stored in a MongoDB database. MongoDB [7] is a cross-platform document-
oriented database system. Classified as a NoSQL database, MongoDB eschews the traditional
Fig. 9 Tessellated model
(579 MB, 2.2 million polygons)
Fig. 10 Simplified model
(852,393 polygons)
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table-based relational database structure in favour of JSON-like documents with dynamic
schemas, making the integration of data in certain type of applications easier and faster. These
databases hold a set of collections and these collections hold a set of documents. A document is
a set of key-value pairs. Documents have dynamic schema which means that documents in the
same collection do not need to have the same set of fields or structure, and common fields in a
document collection may hold different type of data.
The designed database has a collection named catalogue in which all the information
regarding the 3D models is stored. When a new model is uploaded into the platform a new
document is added to the catalogue collection. Initially, these documents are described only by
two fields; name and description. These fields are edited by the user when uploading
a new model. When the model has been processed as explained in Section 3.1, extra
information regarding various aspects (optimized size, path, snapshot image, etc.) is
added to this document.
4 Results
This Section presents the platform proposed in this paper using two examples.
4.1 Simple STEP model conversion
The input for this first example is a simple STEP file. As seen in Fig. 5 this model has not been
designed with a very high detail. The number of vertices used to define its surface is very low:
2145 vertices. However, it includes surfaces which must be processed for interactive visual-
ization. The first automatic step tessellates this file, approximating its surfaces to triangulated
meshes. In Fig. 6 a high quality tessellation is shown with 154,000 polygons. This number can
be reduced selecting a lower quality level. With medium quality for this model achieved
35,700 polygons (see Fig. 7).
It may happen that a huge polygonal STEP file does not contain the original
surfaces description. In these cases, the scene graph reduction module is applied to
the tessellated model. Triangles and vertices are deleted maintaining a bounded
approximation error.
Table 4 Conversion Times for model #1.
Size (KB) Time (s)
Initial 87 Transfer: 0.0.10
Tessellation 128 0.158
Polygon Simplification 30 0.143
Optimization (SGR) 24 0.199
Final number of Polygons: 1,374
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Using the previous model (35,700 polygons), an automatically simplification achieves a
model with 10,340 polygons (see Fig. 8).
4.2 Complex STEP model conversion
The following example presents a much more complex situation. The initial input model in this
example is a 165 MB STEP file. Its tessellated result, shown in Fig. 9 , is composed by 2.2
million polygons and its STL ASCII file size is 579 MB. The model is too heavy and complex
to be visualized even by a native desktop application. Following the algorithm described in
Section 3, the model is automatically split in various sub-models and treated separately. In this
case, the model was divided into 15 sub-models. Each of these pieces was processed and
finally these pieces were merged to obtain the resulting optimized file (see Fig. 10).
4.3 Conversion time rates
This section shows the time needed to convert several CAD models of diverse size and
complexity into COLLADA web compatible format. Each example includes the size
of the models (KB) after each conversion/optimization process and the final number
of polygons (units).















Final number of Polygons: 77,355
Table 6 Conversion Times for model #3.









Final number of Polygons: 18,831
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A medium quality level of conversion has been applied to these models. As defined in
Fig. 2 the conversion process includes:
& Tessellation
& Polygon simplification
& Optimization or Scene Graph Reduction (SGR)
As shown in the following examples, tessellation and polygon simplification are the most
time consuming steps of the process (see Tables 4, 5, 6, 7, 8, 9 and 10).
Next we analyse the most attention-getting data of these examples.
The size of the models after the tessellation process is bigger than the initial size. Original
CAD/BIM files are defined as parametric models; these curved surfaces must be converted
into polygons. In order to obtain a precise approximation of the model, a vast number of
polygons is needed. However, this model is used as an intermediate process of the conversion.
It is not transferred at any time.
In most cases, the size of the final multimedia file is smaller than the original one. However,
in Table 5 the final size of the converted model is slightly bigger than the initial size. This
happens with models designed in high detail. In order to preserve the appearance of the
original model, a bigger amount of polygons is needed and the final size might be slightly
Table 7 Conversion Times for model #4.
Size (KB) Time (s)
Initial 22,296 0.282
Tessellation 34,192 15.940
Polygon Simplification 4,463 5.016
Optimization (SGR) 3,748 0.789
Final number of Polygons: 229,887
Table 8 Conversion Times for model #5.
Size (KB) Time (s)
Initial 62,006 0.767
Tessellation 70,253 107.329
Polygon Simplification 3,538 67.093
Optimization (SGR) 2,888 0.445
Final number of Polygons: 193,323
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increased. However, the size of the converted models remains manageable for multimedia
transmission purposes.
5 Conclusions and future work
This paper presents a platform for CAD and BIM model management for online marketing. It
eases the development of e-commerce systems that contain catalogues with 3D content. As
stressed in the introduction, the goal of this work is to offer a user-friendly CAD/BIM to
multimedia web based publishing solution and to solve some of its challenges.
The platform has been tested with diverse CAD and BIM models from different locations,
devices, operating systems and browsers. The platform has been tested both through wired
internet connection and through 3G mobile connection.
The import process considers automatic primitive tessellation, mesh reduction, huge model
splitting, scene graph reduction and Web3D compatible model generation (COLLADA).
Model uploading rates vary depending on the size of the model: light models (90 KB) take
only a few milliseconds to upload (example in Table 4), however larger files (160 MB) can
take up to 20 min (example in Table 10). Then, converted models are smoothly managed and
rendered in the client side.
Table 9 Conversion Times for model #6.
Size (KB) Time (s)
Initial 108,808 1.196
Tessellation 530,791 149.263
Polygon Simplification 13,025 573.354
Optimization (SGR) 10,827 0.609
Final number of Polygons: 486,579
Table 10 Conversion Times for model #7.
Size (KB) Time (s)
Initial 165,613 1.749
Tessellation 881,030 356.989
Polygon Simplification 19,934 1002.751
Optimization (SGR) 16,199 1.653
Final number of Polygons: 852,393
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To test the platform various models have been dragged and dropped onto the web
application. Loading rates on the client vary between a few seconds and a few minutes
depending on the size of the file. Large files can be compressed to reduce the loading times [3].
Tests have been made on Mozilla Firefox version 45 and Google Chrome version 50
browsers. Additionally, the platform has also been tested, except the model loading
functionality, on smartphones with Android operating system and Firefox Mobile or
Chrome Mobile browsers.
A solution for 3D model management has been considered based on virtual 2D images of
the 3D models, evaluating image descriptors.
As for future work there are several points to work on, for instance, a level-of-detail based
simplification software could be used: a few models with different quality rates could be
generated. Later on, depending on the client specifications the most appropriate ones would be
sent for local visualization. Regarding model materials there is also further research to be done;
intelligent scene graph reduction could be implemented by merging geometries with the same
material. The platform is ready to provide model management based on an appropriate image
descriptor analysis. Better descriptor and image search tools are being researched to integrate
them in the platform.
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