Abstract. In this paper we show fractional autoregressive integrated moving average (FARIMA) time series with a negative memory parameter and stable non-Gaussian noise model movements of mRNA molecules inside live E. coli cells recorded by means of a single particle tracing experiment. The phenomenon of negative memory is related to the so-called subdiffusion which is often observed in crowded media. We fit the FARIMA process by using a variant of Whittle's method introduced by Kokoszka and Taqqu (1996 Ann. Statist. 24 1880) for the FARIMA stable case with a positive memory parameter, which we extend to the negative memory case. In order to show the goodness of fit we analyze residuals of the model. We check that they follow a non-Gaussian stable law and justify their independence. Finally, with the help of Monte Carlo simulations, we illustrate that the fitted FARIMA model reproduces statistical properties of the analyzed biophysical data.
Introduction
The phenomenon of long-range dependence (or long memory or the Joseph effect first used by Mandelbrot and Wallis [1] ) has a long history and has remained a topic of active research in the study of economic and financial time series (see e.g. [2, 3] , and references therein). It is widespread in the physical and natural sciences (see e.g. [4] and [5] ) and has been extensively documented in hydrology, meteorology and geophysics (see e.g. [6] - [9] ). The long-range dependence has been discovered in DNA sequences with very important implications on chromatin-mediated regulation of nuclear functions [10] - [12] . Recently, it has also started to play an important role in the engineering sciences, especially in the analysis and performance modeling of traffic measurements from modern high-speed communications networks (for a bibliographical survey of this area, see [13] ).
The long memory can be empirically observed, e.g. by a slowly decaying autocovariance function (ACF) [5, 14] . The classic example of a long-range dependent process is the fractional autoregressive integrated moving average (FARIMA) model with a power-law ACF. It appears that the values of FARIMA with Gaussian noise, for the memory parameter d greater than 0, have such a slowly decaying ACF that it is not absolutely summable. This behavior serves as a classical definition of the long-range dependence [5] . When d < 0, the ACF still follows a power law, hence exhibiting more significant dependence than any other process with exponentially decaying ACF, such as, e.g. an autoregressive moving average (ARMA) time series, but the rate of decay is slower than for the d-positive case making the ACF absolutely summable. This negative memory phenomenon can be described as follows: increases in the values of the time series are likely to be followed by decreases and, conversely, decreases are more likely to be followed by increases (negative correlation). Such a time series is called short memory or antipersistent. Antipersistence has been observed in financial time series for electricity price processes [15] , in climatology [16] and is widely seen in nanoscale biophysics [17] - [20] . The latter case is related to so-called subdiffusion which describes processes which diffuse at a rate much slower than the Brownian motion (standard diffusion) with respect to the second moment (mean square displacement). The classic examples of subdiffusive character are the fractional Brownian motion (FBM) and continuous-time random walk (CTRW) [21, 22] . FBM is a limit process of an appropriately normalized FARIMA process with Gaussian noise [23] . However, the processes essentially differ as the latter allows for short-term dependences modeled by the ARMA part.
The study of non-Gaussian FARIMA processes was initiated more recently, see e.g. [5, 3, 24, 25] . Ever since the pioneering work by Mandelbrot [26] , stable processes have enjoyed great popularity as flexible modeling tools in economics and natural sciences (see e.g. [27] - [30] ). In the infinite variance case there is no standard definition of short and long memory as the autocovariance function does not exist (is infinite). Therefore, definitions used in the literature incorporate other measures of dependence, e.g. codifference, or different functionals such as partial sums and maxima [3] , [31] - [33] . Analogously to the Gaussian case, we say that the FARIMA process with α-stable noise has a long memory if d > 0 and short (negative) memory if d < 0. FARIMA with α-stable noise is related via a limit theorem to a fractional stable motion (FSM) with self-similarity exponent H = d +1/α [23] , which was recently proposed as a model for subdiffusive phenomena [35] and is a generalization of the FBM. The fractional stable motion has an infinite variance, hence it is sometimes wrongly regarded only as an example of superdiffusion, however, it was shown in [35] that the basic statistic for assessing the diffusion type, namely the timeaverage (sample) mean-squared displacement, is well defined for that process. Moreover, its diffusive exponent can be either negative for H < 1/α, hence leading to a subdiffusion, or positive for H > 1/α, so exhibiting a superdiffusive behavior. As a consequence, the diffusion type is controlled by the sign of memory parameter
Since the short and long memory have been observed in many real-world phenomena there is a need to build efficient estimators of the parameters of the FARIMA process, see e.g. [5, 34, 8, 36, 37] . In the literature different methods of assessing type of dependence and estimating the memory parameter d have been developed [5, 3, 23] . It is important to know what are the assumptions and limitations of various tools and what is the exact result of different estimators [35, 38, 39] . For example, the classic rescaled range (R/S) method, in the general α-stable case, does not return the self-similarity parameter H, which is true only in the Gaussian case, but the value d + 1/2, where d = H − 1/α and α is the index of stability. Estimating the parameters of the FARIMA process seems a more complex task. In practice, the estimation is based either on the maximum likelihood or Whittle's method [5, 40] . The former is widely used in the Gaussian case due to its wellknown properties, but it has little application for FARIMA processes with stable noise as density functions of stable non-Gaussian distributions have no simple form [31] . That is why Whittle's method, which employs the idea of a periodogram, is often used in the infinite variance case. However, in the literature, the consistency of Whittle's estimator has been proved only for the long memory case, i.e. for d > 0 [41] .
In this paper we show and justify statistically that a FARIMA time series with stable skewed innovations and a negative parameter d model mRNA molecule movements in E. coli cells. In order to estimate the parameters of the FARIMA process with negative d we use a variant of Whittle's method which, we show, is well defined for d < 0 and skewed stable distributions. The fitted FARIMA model describes the data much better than the fractional stable motion, which was proposed for the same dataset in [35] , as it incorporates short-term dependences clearly present in the data. This paper is organized as follows: in section 2 we recall basic facts about a classic example of long-range dependent processes, namely the FARIMA time series. We also present known facts about the estimation of FARIMA parameters and concentrate on the method introduced by Kokoszka and Taqqu [41] for both the stable case and positive d. We extend their idea to the case of negative d. We justify the consistency of the estimator by means of Monte Carlo simulations. In section 3 we fit the FARIMA model to experimental biological data. First, we check the power-law memory property by employing three different methods of estimation of the memory parameter d: Lo's modified R/S, sample mean-squared displacement and variance. Next, we estimate the order of the model by investigating autocovariance and partial autocovariance functions. Finally, we fit parameters of the FARIMA(1, d, 1) process using the extension of the Kokoszka and Taqqu method. In section 4 we study residuals of the fitted process. We show they are skewed α-stable and test their randomness using different statistical tests. In section 5, with the help of Monte Carlo simulations, we illustrate that the identified model possesses similar statistical properties to the observed biological data. In section 6 a summary of the results is presented.
FARIMA models
This section is a brief description of the FARIMA time series, introduced in [42] and [43] . The FARIMA process {X t }, denoted by FARIMA(p, d, q), is defined by:
where Φ p and Θ q are polynomials of the order p and q respectively, B is the backward operator, and Z t s are independent and identically distributed (iid) random variables with either finite or infinite variance. Polynomials Φ p and Θ q have classical forms known in time series theory, i.e.
q is the moving average polynomial. The backward operator B satisfies: −d reduces to the identity operator and the definition given by (1) reduces to: If polynomials Φ p and Θ q do not have common roots and Φ p has no roots in the closed unit disk {z : |z| ≤ 1}, equation (1) can be rewritten in an equivalent form:
The sequence {Z t } is often called the noise process (sequence) or innovations. In this paper we assume that innovations Z t are iid and belong to the domain of attraction of an α-stable law with 0 < α < 2, i.e.
where L is a slowly varying function at infinity, and
where a and b are nonnegative numbers such that a + b = 1. This corresponds to the infinite variance case.
What is essential in FARIMA series methodology is to allow for fractional values of the memory parameter d. Then the operator (1 − B)
−d is called the fractional integration operator and has an infinite binomial expansion:
where the b j (d)s are the coefficients in the expansion of the function
where Γ is the gamma function. The series (6) is convergent and the FARIMA definition given by (1) is correct if and only if
In particular, in the well-known Gaussian case when α = 2 we obtain d < 1/2. Under assumption (8) and the above-mentioned conditions for polynomials Φ p and Θ q , the FARIMA(p, d, q) time series defined by (1) has a causal moving average form:
for details see [44] . For a Gaussian FARIMA series, i.e. when α = 2, the rate of decay of the autocovariance function is t 2d−1 (see [43] ). Therefore, for d > 0 its autocovariance function satisfies:
In the literature this phenomenon is called the long memory property, see e.g. [45] . For processes with infinite variance there are no standard definitions of long-range dependence.
For α-stable stationary processes with α < 2 the covariance may be replaced by the codifference, which reduces to the covariance in the Gaussian case, for details, see [31] . For stable FARIMA series the rate of decay of the codifference function is t α(d−1)+1 and therefore the long memory property (10) holds, under this measure of dependence, for d > 1 − 2/α, for details see [44] . Other definitions of long-range dependence lead to a somehow more natural conclusion that stable FARIMA processes have long memory if d > 0, see e.g. [32] , which is analogous to the finite variance case.
In this paper we focus on the case when the memory parameter d is negative. 
Parameter estimation for FARIMA processes
Let us recall now a method of estimation of FARIMA parameters, which was developed in [41] . This method was introduced for the FARIMA time series with the positive memory parameter d ∈ (0, 1 − 1/α). It is well defined for FARIMA series with noise satisfying conditions (4) and (5). Since d ∈ (0, 1 − 1/α), the method is only defined for α ∈ (1, 2]. The method is a variant of Whittle's method [46] . In [46] Whittle's method was applied to a finite variance ARMA time series. These results were extended in [47] to Gaussian FARIMA processes with positive memory. For ARMA time series with noise in the domain of attraction of a non-Gaussian stable law, the estimation techniques were developed in [40] . The method described in [41] is an extension of these results to FARIMA processes with stable noise and positive memory property, i.e. for d ∈ (0, 1 − 1/α) and α > 1.
Following [41] , we define the (p + q + 1)-dimensional vector
where φ 1 , φ 2 , . . . , φ p and θ 1 , θ 2 , . . . , θ q are the coefficients of the polynomials Φ p and Θ q respectively. The vector β 0 is from the parameter space E := {β :
We denote the normalized periodogram bỹ
and let
where the coefficients c j (d)s are defined in (9) . We also introduce the power transfer function (here we make the dependence on β explicit)
Finally, the estimator β n of the true parameter vector β 0 is defined as
The main result presented in [41] is the following consistency condition. If β 0 is the true parameter vector and β n is the estimator defined in (16), then
and
where the coefficient γ(0) is defined in (14) and P → denotes convergence in probability. Now, we study an extension of the FARIMA estimation method to the d-negative case, for d ∈ (−1/2, 0). In view of assumption (8) it yields that α ∈ (2/3, 2]. We construct an estimator in this new case which is an extension of the one proposed in the positive memory case. Moreover, we justify the consistency result for the estimator using Monte Carlo simulations.
First, we start with noticing that the denominator of the formula (13) for the periodogram functionĨ n (·) does not depend on λ. Therefore, we can simplify the form (16) of the estimator β n by replacingĨ n (·) with
The next simplifying step may be done by noticing the symmetry of I n (·) and power transfer function g(·, β) with respect to λ. Hence, the simplified form for the estimator β n can be written as
The subject of our analysis is the estimatorβ n of the above form, but with revised parameter spaceẼ, the same space as E but with d ∈ (−1/2, 0) First, we check whether the integral given in (20) is well defined when d ∈ (−1/2, 0). We obtain that
where
Let us recall that 
We justify the consistency of the FARIMA estimatorβ n by means of the Monte Carlo method. To this end we perform simulations for sample trajectories of FARIMA(1, d, 1) with α-stable innovations. In such a case the parameter spaceẼ has three dimensions,
Therefore, the estimatorβ n can be rewritten as
We consider the following sets of parameters: For the above three sets we choose the following polynomial coefficients: 
respectively.
We simulated 100 trajectories of FARIMA(1, d, 1), using the algorithm presented in [23] , of length N = 50 000. Next, we calculated the values of FARIMA estimators (the memory parameter and polynomial coefficients) for increasing subsets of the trajectories, namely for the first n = 1000, n = 10 000, and n = 50 000 (i.e. the whole trajectory) points. The results are presented in the form of box plots in figure 1. We can see that with the increase of a subset's length n, the estimators converge to the true values as their variance decreases.
Fitting FARIMA parameters to the data
We study here the data of Golding and Cox describing the motion of individual fluorescently labeled mRNA molecules inside live E. coli cells [48] . The data clearly follow the subdiffusive character and consist of 27 two-dimensional trajectories [21] . We analyze the y-coordinate of the longest trajectory of 1600 points. Since the trajectory has missing points, we fit the FARIMA model to the first 970 points of the trajectory which constitute the longest continuous part: {Y n : n = 1, 2, . . . , 970}. In this paper we study the increments of the data. All further analysis is based on increments {X n = Y n+1 − Y n : n = 1, 2, . . . , 969}. Both the data and its increments are presented in figure 2.
Long memory of the data
We first check the hypothesis of long memory in the analyzed time series. To this end we apply three methods of estimation of the memory parameter d, namely Lo's modified R/S statistic, variance method, and a method based on the notion of mean-squared displacement.
First, we consider a Lo's modified R/S statistic (MRS) V q [2] , which for a stationary series {X n , n = 1, . . . , N} is defined by
,γ i are sample autocovariances,X q and S q are sample mean and sample standard deviation of the qth subseries respectively, and weights ω i (q) are given by
This method is a version of the well-known R/S method [49] - [51] . Plotting V q with respect to q on a log-log scale and fitting the least squares line, leads, for the finite variance case, to an estimate of H, namely the slope of the line equals 1/2 − H. One may check that the formula for the α-stable distribution can be generalized to In order to estimate the memory parameter d we also used a sample mean-squared displacement (sample MSD) [35] . Let {Y n , n = 1, . . . , N} be a sample of length N. Then, the sample MSD is defined by
The sample MSD is a time-average MSD on a finite sample regarded as a function of difference τ between observations. It is a random variable in contrast to the ensemble average which is deterministic and always infinite for the α-stable case with α < 2. If N becomes large and τ small, the sample comes from a FARIMA process with α-stable noise with α ≤ 2, then
where d = H − 1/α and S is a stable random variable which does not depend on τ [35] . Therefore, the memory parameter d characterizes the stochastic process in terms of the speed of transport, and for d = 0 we obtain so-called anomalous dynamics, either superdiffusive (for d > 0) or subdiffusive (for d < 0). In particular, for d = 0, so an ARIMA, we obtain that M N (τ ) behaves like τ exactly as for a Brownian motion. As a by-product, the sample MSD can serve as a method of estimating d. The method is well defined for the stable case and the estimator has a very small variance, which will be discussed in another paper. In order to apply it, first, we calculated the sample MSD for the trajectory values
Next, applying (29), we fitted the linear regression line according to:
where C is assumed to be a constant. Our analysis yields 2d + 1 = 0.66 and therefore d = −0.17, see figure 3 , the middle panel.
The last considered method of estimation of the parameter d is the variance method (VM) [38] . Consider the aggregated series
obtained by dividing a given series of length N into blocks of length m, and averaging the series over each block. We compute its sample variance:
, thus if the series is Gaussian, or at least has finite variance, the sample variance will be asymptotically 
Estimation results
Next, we examined the FARIMA model order by plotting the autocorrelation and partial autocorrelation functions (ACF and PACF) [52] , see figure 4 . We can observe that only the very first correlations fall outside the confidence intervals. This situation is typical of the negative memory case for AR and MA orders less than or equal to 1. In our analysis we set p = q = 1.
In addition, we performed the Ljung-Box test which takes into account the magnitude of correlation as a group. The Ljung-Box statistic is given by:
where ρ i is a squared autocorrelation at lag i and K is a number of autocorrelation lags included in the statistic [53] . The Q statistic is χ 2 distributed as N → ∞. This allows us to test the null hypothesis that there is no serial correlation in the data. We calculated the p-values for K = 1, . . . , 30. All p-values were lower than 0.001 clearly leading to a conclusion that there is a serial correlation in the data, which confirms the results from the previous section.
Finally, we employed the estimation procedure for FARIMA(1, d, 1) presented in section 2.1 and we obtained that d = −0.16, φ 1 = −0.02, and θ 1 = 0.12. We can observe that the value of d is close to those estimated in section 3.1 which confirms the correctness of the analysis.
Diagnostics of the residuals
We now study residuals of the fitted FARIMA model. To validate the goodness of fit of the FARIMA model we need to investigate the stationarity and independence. We calculated residuals as rescaled one-step prediction errors. To this end we used the linear predictor for FARIMA with the stable noise model which was derived in [54] . First, we studied the autocorrelation and partial autocorrelation functions with 95% confidence intervals for the residuals. It appeared that roughly all correlations fall inside the intervals, hence suggesting stationarity and independence of the data.
Next, we applied the Ljung-Box test to residuals. Similarly as for the original data, we calculated p-values for K = 1, . . . , 30. The lowest p-value was 0.5425, clearly indicating that there is no serial correlation in the data. To confirm the hypothesis, we have also performed other tests of randomness, namely turning points, difference-sign, and rank [52] .
The obtained values were 0.13, 1, and 0.79, respectively. From these results we can infer that there is no serial correlation in the residuals.
Finally, to confirm independence of the residuals we repeated the calculations from the previous section of three different memory estimators. The estimated values for MRS, MSD, and variance methods were −0.08, 0.01, and −0.01. They are close to zero which justifies independence.
We now consider in detail two possible probability laws underlying the residuals (and, consequently, the data): Gaussian and α-stable. To check if residuals come from a population with a specific distribution, we performed various statistical tests based on the empirical distribution function.
We used two classes of measures of distance between the empirical F N (x) and theoretical F (x) cumulative distribution functions, namely the Kolmogorov-Smirnov and Cramer-von Mises, see e.g. [55, 56] . The former statistic is given by
This statistic can be written as a maximum of two nonnegative supremum statistics:
Belonging to the same class is the Kuiper statistic given by
The second class forms the Cramer-von Mises family
ψ(x) is a special weight function, for ψ(x) = 1 we obtain a W of the stable distribution, we employed a regression-type estimator, which is regarded as both accurate and fast [57, 58] . The estimated parameters were: α = 1.8328, σ = 0.0081, β = 0.4645, and μ = 0.0008. We note that the positive skewness parameter β S suggests the data to be right-skewed which is observed for the data, see figure 2 . Finally, we considered the normal-inverse Gaussian (NIG) distribution which is a popular distribution in modeling semi-heavy phenomena [59, 57, 60] . The maximum likelihood estimates were: α NIG = 96.0410, β NIG = −0.5141, δ NIG = 0.0165, and μ NIG = 0.0004. To calculate p-values, we used the procedure based on the Monte Carlo simulations described in [56] . The results are presented in table 1. For the Gaussian distribution, the calculated p-values for all considered tests were lower than 0.001, showing that a Gaussian distribution hypothesis should be definitely rejected for the data. In contrast to this, pvalues for the stable distribution were very high. This clearly indicates stability of the data. The values for the NIG distribution were much lower than for the stable case.
Simulations of the model
In this section we check whether the fitted FARIMA (1, −0.16, 1) model reproduces well the values of different estimators calculated for the biological data in section 3. To this end we simulated 1000 trajectories of the fitted FARIMA of the same length as the biological data. First, we present a sample simulated trajectory and its partial sum process, see figure 5 . We can see they resemble the analyzed data, see figure 2 . We also calculated sample ACF and PACF for the simulated trajectory and depict the results in figure 6 . We can see the plots are similar to the plots of samples ACF and PACF for the biological data presented in figure 4 . Next, we calculated MRS, MSD, and VM estimators and presented the results in the form of box plots, see figure 7 . We compared the output with the values that were estimated from the data in section 3 (in figure 7 they are marked with black solid lines). We can notice that in all three cases the data estimates fall within the interquartile range which justifies the fact that the model possesses similar statistical properties to the empirical data. Finally, we checked whether the estimates of FARIMA model parameters for the simulated model are similar to those obtained for the original data. In figure 8 we can see box plots of estimated values of d (memory parameter), φ 1 (AR part), and θ 1 (MA). The black solid line represents estimates obtained for the original data. We can see that they fall inside the interquartile range, hence confirming the goodness of fit of the FARIMA model.
Conclusions
In this paper we show that the FARIMA(1, −0.16, 1) process with skewed 1.85-stable noise can model the movement of mRNA molecules inside live E. coli cells. The model describes both short-term (via the ARMA part) and negative power-law (via the fractional differencing parameter d) dependences, heavy tails, and skewness clearly present in the data. To the best of the author's knowledge, it is the first approach to fitting a FARIMA model with non-Gaussian stable innovations to biological data. The model is an essential improvement over FLM which was studied in [35] as it incorporates short-term dependences which are observed in the data and influence the values of different estimators. To this end, first, we checked the property of negative power-law memory by different methods of estimation d, namely MRS, sample MSD, and variance. They, together with the plot of ACF and PACF, clearly indicate that the data possess a negative memory property. In order to find parameters of the FARIMA model we proposed an estimation procedure for FARIMA processes with the negative memory parameter d and skewed α-stable noise. The procedure is an extension of the method introduced by Kokoszka and Taqqu [41] for positive d and symmetric distributions. We showed that the procedure is well defined and the obtained estimator is consistent by means of Monte Carlo simulations.
Next, we studied the residuals of the process. We analyzed three possible underlying distributions, namely Gaussian, NIG, and stable. The latter comes as a unanimous winner, which was justified by various goodness of fit statistical tests. We also investigated the independence of residuals. The results clearly indicate that the fitted FARIMA model is well fitted.
Finally, we checked whether the model reproduces the statistical properties of the studied data. To this end we simulated 1000 trajectories of the same length as the analyzed data and estimated the memory and all FARIMA parameters via the same methods as for the mRNA trajectory. We presented the results in the form of box plots. We showed that the values of the estimators obtained for the biological data fall within corresponding interquartile ranges constructed for the simulated processes, which confirms the goodness of fit.
Observe also that the shape of a cell and crowded fluid characteristic of the cytoplasm influence the dynamics of the labeled mRNA molecules. In particular, we believe that the parameters of the fitted FARIMA models can provide some insight into the physical reasons for subdiffusive motion of the molecule. Namely, the parameter d is influenced by the shape of the cell. Simulations show that, for example, if the cell has size smaller with respect to some direction, then the molecule has less space there, hence it 'bounces' off the cell walls more frequently, which makes the memory parameter more negative in this direction, which is equivalent to a stronger subdiffusive behavior [60] .
We note that the analysis was performed for the longest trajectory recorded during the experiment but similar conclusions can be drawn for other trajectories. We do not present them due to the short lengths of these samples which makes the estimation results less definite. We have also observed a similar statistical picture for the data describing the epidermal growth factor receptor labeled with quantum dots in the plasma membrane of live cells presented in [61] . We hope that the methodology proposed in this paper will be useful in determining the appropriate stochastic model behind biological data.
