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Abstract 
In the paper the indices for estimation of conflict and decreasing of ignorance in frame of Dempster-Shafer theory are introduced. 
Those indices are analyzed on the bodies of evidences of special type. It is shown that the great correlation between the bodies of 
evidence is a sufficient condition of decreasing of ignorance after the applying of combining rule. 
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1. Introduction 
The combining rules are considered in Dempster-Shafer theory [1,2] (theory of evidence, theory of belief 
function) for fusion of information that was obtained from various sources. The Dempster’s rule was a first 
combining rule [1]. This rule has subjected to numerous critics [3-8]. As a result, new combining rules were 
suggested. All those rules have an advantages and disadvantages. They can give the correct result in one situation 
and non correct result in other situation. This related with following reasons: 1) availability of conflict of evidence; 
2) availability the great deficiency of information in evidences (ignorance of evidence); 3) different interpretability 
of evidence. We won’t analyze the third reason in this article but we will focus on first and second reasons.  
The effectiveness of applying of combining rule may be estimated by quantity of decreasing of ignorance after 
the using of combining rule. The quantity of ignorance of evidence we will calculate with help of imprecise indices. 
Those indices were researched in many works in imprecise probability theory. In this article we will use axiomatic 
approach to defining of imprecise indices which was proposed in [9, 10]. Suppose that we used some combining rule 
R  for combining of two evidences. As a result we get new evidence. There is a question about amount of 
decreasing of ignorance after the using of combining rule R . The index of decreasing of ignorance will be 
introduced with of help imprecise indices.  
There are different approaches for defining of conflict measure among belief functions. For example the well-
known distance approach is considered where the conflict measure is defined with help of distance between two 
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basic probability assignments (bpa’s) [11,12]. In this paper the measure of conflict will be introduced by 
axiomatically as a functional that defined on the Cartesian product of belief function sets. 
We will research introduced measures on the two bodies of evidences of special type. The conditions will be 
found to guarantee the decreasing of ignorance after applying of different combining rules.  
 
2. Dempster-Shafer Theory 
2.1. Basic Definitions and Notations 
The concepts of belief and plausibility functions are the main notions of the Dempster-Shafer theory (theory of 
evidence). Let X  be a finite universal set and 2X  be the power set of X . Consider a belief measure (or belief 
function) [13] : 2 [0,1]Xg → . In the theory of evidence [2] the value ( )g A , 2XA∈ , is interpreted as the degree of 
belief that the true alternative of X  belongs to the set A  [13]. A belief function g  is defined in evidence theory by 
a set function ( )gm A , called basic probability assignment (bpa). It satisfies the following conditions [2]: 
 
: 2 [0,1]Xgm → , ( ) 0, ( ) 1g gA Xm m A⊆∅ = =¦ .   (1) 
 
Then :( ) ( )gB B Ag A m B⊆= ¦ . Let the set of all belief measures on 2X  be denoted by ( )Bel X . 
Belief function g , and its dual, plausibility function g , are considered together in evidence theory. The dual of 
g  is calculated by ( ) 1 ( )g A g A= − , 2XA∈ .  
Basic probability assignment gm  may be computed by belief function g  with help of so called Möbius 
transform of g : \:( ) ( 1) ( )B Ag A A Bm B g A⊆= −¦ .  
Belief and plausibility functions can be considered as lower and upper estimations of probabilities. Indeed, for 
any belief measure g  one can find a probability measure p  such that ( ) ( ) ( )g A p A g A≤ ≤  for all 2XA∈ . Then the 
pair ( ( ), ( ))g A g A  shows the uncertainty of probability, assigned to the event A . 
The belief function has following statistical interpretation. Let N  experts were opinions (evidence) about the 
values of a some variable x X∈ . Moreover ic , 1,...,i k= , experts from N  assert that ix A∈ , 1,...,i k= , where 
2XiA ∈ . We have 1ki ic N= =¦ . Let ( )i im A c N=  be a frequency of evidence about ix A∈ , 1,...,i k= . The subset 
2XiA ∈  is called by a focal element if ( ) 0im A > . Let   is a set of all focal elements. The set function 
( ) ( )im A m A=  if iA A= ∈  and ( ) 0m A =  otherwise satisfies the condition (1). Then pair ( , )F m=   is called a 
body of evidence. We will denote through ( )g  and ( )F g  the set of all focal elements and the body of evidence 
correspondingly related with belief function g . 
2.2. Combining Rules of Evidence 
Suppose that we have two bodies of evidence (1) (1)1 ( , )F m=   and (2) (2)2 ( , )F m=   they defined on one set X . 
For example, they may be received from two different sources of information. Then we have a problem of 
combining of two different evidence in one evidence. The different rules of combining of evidence are considered in 
Dempster-Shafer theory. In general a combining rule is a some operator : ( ) ( ) ( )R Bel X Bel X Bel X× → . The more 
detailed and critical review of different combining rules may be found in [14]. We will mention some basic rules of 
combining. 
 
a) Dempster’s rule. This rule was introduced in [1] for combining of upper and lower probabilities based on the 
assumption that two basic probability assignments were independent. But later Shafer [2] has generalized the rule as 
a definition for combining of independent evidence. It rule is defined as  
 
1 2
(1) (2)
1 2
1( ) ( ) ( )
1D A A A
m A m A m A
K ∩ =
=
−
¦ , A ≠ ∅ , ( ) 0Dm ∅ = , 
1 2
(1) (2)
1 2( ) ( )
A A
K m A m A
∩ =∅
= ¦ .   (2) 
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The value K  characterizes the amount of conflict of two sources of information those described by bodies of 
evidence (1) (1)( , )m  and (2) (2)( , )m . If 1K =  then sources of information are absolutely conflicting and the 
Dempster’s rule may not be applied. This rule has subjected to numerous critics [3-8]. New approaches of 
combining of evidence were suggested as a result of this critic. 
 
b) Discount rule. This rule was introduced by Shafer [2]. The main idea was consisted to using of some 
coefficient [0,1]α ∈  for discounting of basic probabilities: ( ) (1 ) ( )m A m Aα α= − , A X≠ , 
( ) (1 ) ( )m X m Xα α α= + − . This coefficient characterizes the degree of reliability of information: if 0α =  then 
source of information is absolutely reliable. If 1α =  then source of information is absolutely no reliable. The 
Dempster’s rule (2) applies after discounting. If (0,1)α ∈  then discount rule (2) may be applied for any bodies of 
evidence. 
 
c) Yager’s modified Dempster’s rule. This rule was introduced in [4] and it is defined as 
 
1 2
(1) (2)
1 2( ) ( ) ( )
A A A
q A m A m A
∩ =
= ¦ , 2XA∈ ,        (3) 
 
( ) ( )Ym A q A= , ,A X≠ ∅ , ( ) ( )Ym q K∅ = ∅ = , ( ) ( ) ( )Y Ym X m q X= ∅ + , 
 
where value K  is defined by (2). The value (1) (2)( ) ( ) ( )q X m X m X=  characterizes the amount of ignorance in 
two bodies of evidence (1) (1)( , )m  and (2) (2)( , )m . Therefore Yager’s rule uses information about conflict (value 
( )q ∅ ) and ignorance (value ( )q X ) only when computed the bpa of universal set X . This means that Yager’s rule 
is very cautious rule. 
 
d) Inagaki’s unified combination rule [15]. This rule is determinated with help of set function ( )q A  that used 
Yager [4] in (3) and nonnegative parameter k : 
 
( ) ( )(1 ( ))Im A q A kq= + ∅ , A X≠ , ( ) ( )(1 ( )) ( )(1 ( ) )Im X q X kq q kq k= + ∅ + ∅ + ∅ − , 
 
where 0 1 (1 ( ) ( ))k q q X≤ ≤ − ∅ − . If 0k =  then we have Yager’s rule. If 1 (1 ( ))k q= − ∅  then we get 
Dempster’s rule. Therefore Inagaki’s rule uses information about conflict and ignorance when computed the bpa of 
all sets with some coefficient (1 ( ))kq+ ∅  that defined relation between the conflict and ignorance.  
 
e) Zhang’s center combination rule. This rule was introduced in [16] and it is defined as 
 
1 2
(1) (2)
1 2 1 2( ) ( , ) ( ) ( )Z
A A A
m A r A A m A m A
∩ =
= ¦ , 2XA∈ , 
 
where 1 2( , )r A A  be a measure of intersection of sets 1A  and 2A . For example 1 2 1 2 1 2( , )r A A c A A A A= ∩  or 
1 2 1 2 1( , )r A A c A A A A= ∩ ∪
 
 Jaccard similarity coefficient, where 0c >  is a normalizing factor. 
 
f) Dubois and Prade’s disjunctive consensus rule. This rule was introduced in [17] and it is defined as 
 
1 2
(1) (2)
1 2( ) ( ) ( )DP
A A A
m A m A m A
∪ =
= ¦ , 2XA∈ . 
 
There are more other combination rules. These examples of combination rules show us that we must take into 
account the information about conflict and ignorance when we make combination of evidence. Below we define the 
functionals by which we will calculate the quantity of conflict and ignorance in every concrete situation of 
combining. 
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3. Measure of Variation of Ignorance 
The effectiveness of applying of combining rule may be estimated by quantity of decreasing of ignorance after 
the using of combining rule. We will use the notion of imprecision index for calculate the quantity of ignorance. In 
general imprecision index f  is defined on the set ( )Bel X  and it characterizes the degree of deviation (measure of 
uncertainty) of belief function g  from probability measure. We show that this measure of uncertainty may be 
considered as a level of information ignorance contained in the measure g . We want the value of ignorance would 
decrease after using of combining rule. The degree of such decreasing may be estimated with help of comparison 
( )f g  with 1( )f g  and 2( )f g  where the g  be a belief function after a combination of evidence 1( )F g  and 2( )F g . 
3.1. Imprecise Indices 
Measuring uncertainty plays a major role in uncertainty theories, in particular, probability theory, information 
theory, fuzzy sets theory, theory of evidence and so on. There are some ways how to define such measures in the 
theory of evidence. We will follow approach that was introduced in [9,10].  
Let we know only that the “true” alternative is in a nonempty set B X⊆ . This situation can be described by the 
non-additive measure (the so-called primitive belief function)  
 
1,( )
0,B
B A
A
B A
η ⊆­= ®¯ y , A X⊆ , B ≠ ∅ ,  
 
which gives the lower probability of an event A , and Hartley’s measure 2( ) logBH Bη =  can be justified. It is 
easily seen that nature of uncertainty associates with imprecision of the information. Hartley’s measure characterizes 
the degree of imprecision of the information about belonging of “true” alternative. 
The generalization of this case consists in the following. Let ( )g Bel X∈ . Consider a pair ( ),g g , ( ) ( )g A g A≤  
for all 2XA∈ , ( ) ( ) 0g g∅ = ∅ = . We believe that there is a “true” probability measure P  on 2X  with 
( ) ( ) ( )g A P A g A≤ ≤  for all 2XA∈ . In other words, set functions ,g g  give us upper and lower bounds of 
probabilities, and for any event 2XA∈  we have only the interval [ ( ), ( )]g A g A  of possible values of a “true” 
probability ( )P A .  
They are generalized Hartley’s measure. Let g  be a belief function, i.e. it can be represented by 
2 ( )X BBg m B η∈= ¦ , where ( ) 0m ∅ = , ( ) 0m B ≥  for all 2XB ∈ , and 2 ( ) 1XB m B∈ =¦ . Then generalized Hartley’s 
measure is defined by 
 
( ) 2
2 \{ }
( ) log
XB
GH g m B B
∈ ∅
= ¦ .         (4) 
Let 1 2, ( )g g Bel X∈ . We will denote through 1 2g g≤  if 1 2( ) ( )g A g A≤  for all 2XA∈ . 
Definition 1. A functional : ( ) [0,1]f Bel X →  is called imprecision index if the following conditions are 
fulfilled: 1) if g  be a probability measure then ( ) 0f g = ; 2) 1 2( ) ( )f g f g≥  for all 1 2, ( )g g Bel X∈  such that 
1 2g g≤ ; 3) ( ) 1Xf η = . 
An imprecision index f  on ( )Bel X  is called linear if for any linear combination 1 ( )k j jj g Bel Xα= ∈¦ , 
jα ∈ , ( )jg Bel X∈ , 1,...,j k= , we have ( )1k j jjf gα= =¦ ( )1k j jj f gα=¦ . 
 
Remark 1. We write 1 2g g<  for 1 2, ( )g g Bel X∈  if 1 2g g≤  and 1 2g g≠ . We notice first that belief function g  
may be represents as a linear combination of primitive belief functions Bη :  
 
2 \{ }
( )
X
g B
B
g m B η
∈ ∅
= ¦ .           (5) 
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The set of { }Bη , 2 \{ }XB ∈ ∅ , is a basis in the set ( )Bel X  in the sense that any belief function ( )g Bel X∈  is 
represented uniquely as a convex combination of primitive measures { }Bη , 2 \{ }XB ∈ ∅ . On the other hand any 
linear functional f  on ( )Bel X  is defined uniquely by its values on a chosen basis of ( )Bel X . This enables to 
define f  by the set function : 2Xfμ →   with the following property ( )( )f BB fμ η= , 2 \{ }XB ∈ ∅ . We take by 
definition that ( ) 0fμ ∅ =  for any linear imprecision index f . The different representations of imprecision index 
were found in [10]. In this article we will use the simplest representation that is received from Definition 1 and 
formula (5) directly. 
 
Proposition 1. The functional : ( ) [0,1]f Bel X →  is a linear imprecision index on ( )Bel X  iff 
 
2 \{ }
( ) ( ) ( )
X
g f
B
f g m B Bμ
∈ ∅
= ¦ ,         (6) 
 
where set function fμ  satisfies the conditions: 1) ( ){ } 0f xμ =  for any x X∈ ; 2) ( )( ) 1f XX fμ η= = ; 3) fμ  be 
a monotonic set function i.e. ( ) ( )f fB Bμ μ≤′ ′′  if B B⊆′ ′′ . 
 
The generalized normalized Hartley’s measure 0 2logGH GH X=  (see formula (1)) is an example of linear 
imprecision index. A formula (4) and (6) shows us that linear imprecision index f  determines some distribution on 
the body of evidence. This distribution has a some density fμ . The greater value of density corresponds to the focal 
element which is greater by cardinality. The availability of great by cardinality and weight evidence characterizes 
the great degree of ignorance. Therefore the value of linear imprecision index ( )f g  estimates this degree of 
ignorance.  
Remark 2. It is easy to show that if 1f , 2f  are linear imprecision indices then their convex sum 1 1 2 2f f fα α= + , 
where 1 2, 0α α ≥ , 1 2 1α α+ = , is also linear imprecision index, i.e. the set of all linear imprecision indices is a 
convex set.  
3.2.  Index of Decreasing of Ignorance 
Suppose that we have two bodies of evidence (1) (1)1( ) ( , )F g m=   and (2) (2)2( ) ( , )F g m=   they defined on one 
set X . These bodies of evidence corresponds belief functions 1g  and 2g  correspondingly. Let : ( ) [0,1]f Bel X →  
be a some linear imprecision index that estimates the degree of ignorance contained in the measure g . Suppose that 
we used some combining rule R  for combining of evidence 1( )F g  and 2( )F g . As a result we get new belief 
function 1 2( , )g R g g= . Then we have a question about amount of decreasing of ignorance after the using of 
combining rule R . The degree of such decreasing may be estimated with help of comparison ( )f g  with 1( )f g  and 
2( )f g . For example we may introduce the following indices of decreasing of ignorance 
 
( | ) ( ) ( ( , ))R i j i i jI g g f g f R g g= − , , {1,2}i j ∈ , { }1 2 1 2 2 1( , ) min ( | ), ( | )R R RI g g I g g I g g= . 
 
The decreasing of ignorance corresponded to the case of positivity of index 1 2( , )RI g g . 
We consider some partial cases of variation of ignorance when evidences are combined. The following situation 
of “consensual evidences” is a very important case of combining.  
Let (1) (1)1 ( , )F m=   and (2) (2)2 ( , )F m=   are the two bodies of evidence satisfying the conditions: 
1) A A′ ′′∩ = ∅ , B B′ ′′∩ = ∅  for all (1),A A′ ′′∈ , (2),B B′ ′′∈ ;  
2) for every (1)A∈  exists a unique (2)B ∈  such that A B∩ ≠ ∅ ;  
3) for every (2)B ∈  exists a unique (1)A∈  such that A B∩ ≠ ∅ . 
Thus there is a one-to-one correspondence ϕ  between the elements of sets (1)  and (2) . If two bodies of 
evidence satisfy the conditions 1)-3) and the additional condition  
4) ( )A Aϕ⊆  for all (1)A∈  then we will called this situation by “clarification of evidence”. 
We have a question about decreasing of ignorance after combining of “consensual evidences”. It turns out that 
the answer on this question depends from combining rule. At first we formulate the result about combining of 
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consensual evidences with help of Dempster’s rule. Then the following statement about the index of decreasing of 
ignorance is true.  
 
Proposition 2. Let (1) (1)1( ) ( , )F g m=   and (2) (2)2( ) ( , )F g m=   are the two bodies of evidence satisfying the 
conditions 1)-3). Then the index of decreasing of ignorance 1 2( , )DI g g  will positive for Dempster’s rule if the 
following condition is true: 
 
{ }(1)(1) (1) (2) (1) (2)
( ( ))( ) ( ( )) max max ( ) ( ), ( ( )) ( ( ))( ) ( ( ))
f
f f
AA f f
A A
m A m A m A A m A A
A A
μ ϕ
ϕ μ ϕ μ ϕ
μ μ ϕ∈∈
∩
>¦  .   (7) 
 
The condition (7) is simplified in the case of “clarification of evidence”. 
 
Corollary 1. Let two bodies of evidence (1) (1)1( ) ( , )F g m=   and (2) (2)2( ) ( , )F g m=   satisfy the conditions 1)-
4). Then the index of decreasing of ignorance 1 2( , )DI g g  will positive for Dempster’s rule if the following condition 
is true: 
 
(1)(1)
(1) (2) (1) (2)( )( ) ( ( )) max max ( ) , ( ( )) ( ( ))( ( ))
f
f
AA f
A
m A m A m A m A A
A
μ
ϕ ϕ μ ϕ
μ ϕ∈∈
­ ½° °
> ® ¾° °¯ ¿¦  .    (7ƍ) 
 
Remark 3. The expression on the left in (7) (or (7ƍ)) is a scalar product two vector-evidences (or correlation 
between the two evidences). Therefore this expression has great value if vector-evidences are collinear (or 
consensual). Thus the inequality (7) (or (7ƍ)) means that great correlation of evidences is a sufficient condition for 
decreasing of ignorance after applying combining rule.  
We have following proposition for Yager’s rule. 
 
Proposition 3. Let (1) (1)1( ) ( , )F g m=   and (2) (2)2( ) ( , )F g m=   are the two bodies of evidence satisfying the 
conditions 1)-3). Then the index of decreasing of ignorance 1 2( , )YI g g  will positive for Yager’s rule iff 
 
( )
(1)
(1) (2)( ) ( ( )) 1 ( ( ))f
A
m A m A A Aϕ μ ϕ
∈
− ∩ >¦

( ) ( )
(1) (1)
(1) (2)max ( ) 1 ( ) , ( ( )) 1 ( ( ))f f
A A
m A A m A Aμ ϕ μ ϕ
∈ ∈
­ ½
− −® ¾¯ ¿¦ ¦  . 
 
But the ignorance can’t be decreased for clarifying of evidence with help of Yager’s rule. 
 
Corollary 2. Let two bodies of evidence (1) (1)1( ) ( , )F g m=   and (2) (2)2( ) ( , )F g m=   satisfy the conditions 1)-
4). Then the index of decreasing of ignorance 1 2 1 1 2( | ) ( ) ( ( , ))YI g g f g f Y g g= −  will nonpositive for Yager’s rule. 
4. Measure of Conflict 
Let (1) (1)1 ( , )F m=  , (1) 1( )g=   and (2) (2)2 ( , )F m=  , (2) 2( )g=   are the two bodies of evidence on X  
related with belief functions 1g  and 2g  correspondingly. We will introduce the notion of measure of conflict of 
bodies of evidence 1F  and 2F . 
 
Definition 2. A functional : ( ) ( ) [0,1]c Bel X Bel X× →  is called measure of conflict if the following condition 
are fulfilled: 1) 1 2 2 1( , ) ( , )c g g c g g=  for all 1 2, ( )g g Bel X∈ ; 2) 1 2( , ) 0c g g =  if 1( ) ( , )F g F A m= ∪ , 
2( ) ( , )F g F B m= ∪ , A B⊆ ; 3) 1 2( , ) 1c g g =  if A B∩ = ∅  for all 1( )A g∈ , 2( )B g∈ .  
A measure of conflict c  on ( ) ( )Bel X Bel X×  is called bilinear if 1 2( , )c g g gα β+ =  1 2( , ) ( , )c g g c g gα β+  for all 
, [0,1]α β ∈ , 1α β+ = , 1 2, , ( )g g g Bel X∈ . 
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Note that condition 2) implies ( , ) 0c g g =  for all ( )g Bel X∈ . 
 
Proposition 4. Let c  be a bilinear measure of conflict on ( ) ( )Bel X Bel X× . Then  
 
(1) (2)
1 2
, ,
( , ) ( , ) ( ) ( )
A B B A
A B
c g g K A B m A m Bγ
∩ ≠∅
= + ¦
y y
, 
 
where ( , ) [0,1]A Bγ ∈ . 
 
Proof. We have (1)1 2 ( )X BBg m B η∈= ¦ , (2)2 2 ( )X BBg m B η∈= ¦ . Then 
 
( )(1) (2)1 2 2 2( , ) ( ) , ( )X XA BA Bc g g c m A m Bη η∈ ∈= =¦ ¦ ( )(1) (2), 2 ( ) ( ) ,X A BA B m A m B c η η∈ =¦
 
 
(1) (2)
, ,
( , ) ( ) ( )
A B B A
A B
K A B m A m Bγ
∩ ≠∅
+ ¦
y y
 
 
because ( ), 0A Bc η η =  if A B B A⊆ ∨ ⊆ , ( ), 1A Bc η η =  if A B∩ = ∅  and ( ), ( , )A Bc A Bη η γ=  otherwise. 
 
In particular 1 2( , )c g g K=  if 2X = , 
 
(1) (2) (1) (2)
1 2 12 13 13 12( , ) ( )c g g K m m m mα= + + + (1) (2) (1) (2)12 23 23 12( )m m m mβ + + (1) (2) (1) (2)23 13 13 23( )m m m mγ +  if 3X = ,  
 
where ( ) ( ) ({ , })k k i jijm m x x= , 1, 2k = , , {1,2,3}i j ∈ .  
The coefficients ( )( , ) ,A BA B cγ η η=  may to satisfy by the other conditions of conflictedness in addition to 
conditions 1)-3) of Definition 2. For example, it may be the condition:  
4) ( , ) ( , )A B C Dγ γ≤  if ( , ) ( , )r A B r C D≤  for , , , 2 \{ }XA B C D ∈ ∅ , where ( , )r A B  be a measure of intersection 
of sets A  and B  (see the Zhang’s center combination rule).  
For example, the measure of conflict ( )( , ) , ( ( , ))A BA B c r A Bγ η η ϕ= = , ,A B ≠ ∅ , satisfy the conditions 1)-4) 
if ϕ  is a nonincreasing function for which (1) 0ϕ = , (0) 1ϕ =  and { }( , ) min ,r A B A B A B= ∩ . 
The measure of conflict may be used for preliminary estimating quantity of conflict for two evidences.  
 
Example. Let (1) (1)1( ) ( , )F g m=   and (2) (2)2( ) ( , )F g m=   are two bodies of consensual evidences (see 3.2). 
Then  
 
(1)
(1) (2)
1 2( , ) 1 (1 ( , ( ))) ( ) ( ( ))
A
c g g A A m A m Aγ ϕ ϕ
∈
= − −¦

. 
 
In particular if { }( , ) 1 ( , ) min ,A B r A B A B A Bγ = − = ∩  then 
 
{ }(1)
(1) (2)
1 2
( )( , ) 1 ( ) ( ( ))
min , ( )A
A A
c g g m A m A
A A
ϕ ϕ
ϕ∈
∩
= − ¦

. 
 
If we have two bodies of clarifying evidences then the last expression is simplified as  
 
(1)
(1) (2)
1 2( , ) 1 ( ) ( ( ))
A
c g g K m A m Aϕ
∈
= = − ¦

. 
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5. Conclusion 
There is a problem of choose combining rule at the Dempster-Shafer theory. The solution of this problem is 
associated with analyses of quantity of ignorance and conflict of evidence. At this article were introduced the index 
of decreasing of ignorance and measure of conflict for calculating of ignorance and conflict of evidence. Those 
measures are investigated for some important cases of evidence and different combining rules. It is shown that the 
great correlation between the bodies of evidence is a sufficient condition of decreasing of ignorance after the 
applying of combining rule. If we have many bodies of evidence (for example, we have many sources of 
information) then we may used defined measures for optimal choice of bodies of evidence for combining. 
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