(1)
The multiplicity of λ A is the number of derangements (permutations with no fixed points) of the set {1, . . . , n − |A|}
In this paper we study a sequence of generalizations of the Tsetlin library, culminating in a generalization of the setting of central hyperplane arrangements. In each case we develop a formula analogous to Theorem 1.1 for the distinct eigenvalues and multiplicities for this more general class of Markov chains.
Our first generalization comes from viewing move-to-front as the operation of moving the books in the subset {i} to the front and then moving the subset [n] − {i} behind {i} while retaining their relative order; this is all done with probability w i at any given step. More generally, we can analyze the Markov chains obtained by allowing arbitrary sequences of subset moves. To be precise, if -= (T 1 , . . . , T m ) represents any block-ordered partition of [n] = {1, . . . , n}, then we let this encode the move of the books in T 1 to the front (while retaining their respective order), the books in T 2 behind those (while again retaining their respective order), and so on, ultimately leaving the books of T m at the end of the row, still in their original respective order. We call any weighted sum of such basic moves a pop shuffle.
The move-to-front rule weights the block-ordered partition -i = ({i}, [n]−{i}) by w i and weights any other block-ordered partition by zero.
Any real hyperplane arrangement partitions the ambient real euclidian space into faces (intersections of hyperplanes and/or open half-spaces). The chambers of the arrangement are the faces that are the connected components of the complement of the union of the hyperplanes. The edges of an arrangement are the intersections of hyperplanes. The edges form a lattice under reverse inclusion.
Faces have a permutation action on the chambers: a face moves one chamber to the unique chamber adjacent to that face and closest to the original chamber. As a consequence, the faces and their linear combinations describe endomorphisms of the free vector space on the chambers. We call any such linear combination a face shuffle. All of our spectral results derive from our main theorem, in which we describe the spectrum of face shuffles in a fashion analogous to Theorem 1.1. w FF ( 2) can be indexed in a natural way by edges X ∈ L(Ꮽ) such that
The multiplicity of λ X is |µ L(Ꮽ) (X)|.
We obtain our spectral results for pop shuffling from Theorem 1.2 by considering a specific class of real hyperplane arrangements called braid arrangements. The chambers of braid arrangements are in one-to-one correspondence with permutations of [n] , and the faces of a braid arrangement are in one-to-one correspondence with block-ordered partitions of [n] . It also is the case that the edge lattice of the braid arrangement is order-isomorphic to the lattice of set partitions of [n] . We show that the action of faces on chambers of the braid arrangement is equivalent to the action of block-ordered partitions on permutations discussed previously. Theorem 1.2 then applies directly.
Our approach to determining the spectra of these generalizations is operatortheoretic. We build the transition matrices as linear combinations of "basic" operators and use a natural poset structure on the operators to determine a nested sequence of invariant subspaces. The operators act diagonally on the corresponding sequence of quotient spaces, enabling the eigenvalues to be determined easily.
The organization of the paper is as follows. In Section 2 we state our results for the generalizations of the Tsetlin library to any block-ordered partition of [n] , that is, arbitrary pop shuffles. Our most general result in this context is Theorem 2.1, the proof of which is delayed until the proof of our main result. We then apply Theorem 2.1 to recover the eigenvalues for several well-known randomization schemes. We hope that this section serves to motivate the constructions that follow.
Section 3 describes how pop shuffling may be viewed as an action of the faces of the braid arrangement on its chambers. Each of the combinatorial objects introduced in the definition of pop shuffling is shown to have a corresponding geometric object in the braid arrangement. This allows us to rephrase our spectral result for pop shuffling as a result regarding the eigenvalues of faces of the braid arrangement acting on chambers (Theorem 3.5).
The results and constructions of Section 3 generalize to any central real hyperplane arrangement. In Section 4 we state and prove our most general (and main) resultTheorem 1.2-and in so doing, prove all of the previous (more specialized) theorems. Section 5 uses these spectral results to give an upper bound on the convergence rates for an arbitrary face shuffle to its stationary distribution. We close with Section 6, in which we describe some possible further directions for this work, especially for the general setting of finite geometric lattices.
corresponding to the operation moving the book labeled i to the front of the row. These operators are linearly independent in End (V (S n )) (the space of all linear transformations (endomorphisms) from V (S n ) to V (S n )) and span a subspace that contains Tsetlin library transition matrices. An arbitrary element of this subspace is then written as n i=1 w i P i with w i ∈ C. A natural generalization of the move-to-front rule is subset-move-to-front. For this, at each step, choose a subset of books according to some distribution and move those books to the front of the list while preserving their relative order (as well as the relative order of the remaining books).
Example 2.1. If the books are arranged in the order 7361524, then subset-moveto-front for {1, 3, 4} gives the ordering 3147652.
Subset-move-to-front creates two "levels" of books, namely, those moved to the front and those kept in the back. A further generalization allows multiple levels.
Example 2.2. Suppose we start with the books in the order 624198735. We create four "levels" of books by moving {3, 4, 8} to the front, {2} behind these, {1, 6} behind these, and {5, 7, 9} to the back. This results in the ordering 483261975.
Example 2.2 is an example of a basic pop shuffle. It is clear that any such operation on orderings is indexed by a partition of the set [n] = {1, . . . , n} in which the blocks of the partition are themselves ordered. Thus, we define a block-ordered partition of the set [n] = {1, . . . , n} to be a set partition of [n] equipped with a linear order on the set of its blocks.
is such a block-ordered partition. The generalized move-to-front operation indexed by -takes the books with labels in T 1 and moves them to the front of the row, preserving the order in which they originally occur. The books from T 2 are then moved below the T 1 books, again with the internal order preserved. We continue in this fashion, ultimately leaving the books from T m at the back of the row. This generalized move-to-front operation is called the elementary pop shuffle indexed by -, and we denote the corresponding operator in End (V (S n 
Example 2.3. With the above notation, Example 2.2 shows thatP ({3,4,8},{2},{1,6},{5,7,9}) applied to 624198735 yields 483261975.
Any C-linear combination of elementary pop shuffles
is called a pop shuffle. The vector space of all pop shuffles is denoted Pop (V (S n 
)).
When w -≥ 0 and -∈BOP([n]) w -= 1, the matrix (4) is the transition matrix for the Markov chain, described by choosing a block-ordered partition according to the distribution w and by performing the associated operation on the current arrangement of books. To state our result about the eigenvalues and multiplicities of the pop shuffles, we need some notation. Given a block-ordered partition -, let - * denote the underlying set partition obtained by removing the ordering on the blocks.
Example 2.4. If -= ({3, 6}, {2, 4, 5}, {1}), then - * = {{1}, {2, 4, 5}, {3, 6}} = 1/245/36.
The set partitions of [n] form a partially ordered set n under the refinement ordering. We say that Ꮽ is finer than Ꮾ (or Ꮾ is coarser than Ꮽ) and write Ꮽ ≤ Ꮾ if each block of Ꮽ is contained in a block of Ꮾ. Given a permutation π ∈ S n , the cycle partition of π, denoted π * , is the set partition of [n] whose blocks are the the orbits of π acting on [n] . Notice that this is precisely the partition of We may now state the main theorem of this section.
Theorem 2.1. The distinct eigenvalues for the pop shuffle
are indexed by set partitions Ꮽ ∈ n . If λ Ꮽ denotes the eigenvalue associated to Ꮽ, then
The multiplicity of λ Ꮽ is the number of permutations with cycle partition equal to Ꮽ.
We prove the theorem in Section 4. In fact, there is a natural indexing of all of the (nondistinct) eigenvalues for pop shuffling by the set of permutations. The following corollary (which is actually equivalent to Theorem 2.1) shows how this may be done.
Corollary 2.2. The nondistinct eigenvalues for the pop shuffle
can be indexed in a natural way by permutations τ ∈ S n , where
The sum is over all block-ordered partitions
Pop shuffle examples.
Here we give three examples of Markov chains that are pop shuffles. Theorem 2.1 is employed to determine the eigenvalues for these chains.
Moving more objects.
The authors' work in this area began by attempting to generalize the Tsetlin library by first fixing a probability distribution {w T : |T | = k} on the k-element subsets of [n] and then moving k objects at a time to the front of the row, preserving their order. The Markov chain obtained is just the pop shuffle
The eigenvalues are given by Theorem 2.1 to be
for Ꮽ ∈ n . It is the case that λ Ꮽ = λ Ꮾ for some Ꮽ = Ꮾ, but an indexing set for the distinct eigenvalues is difficult to obtain. Corollary 2.2 gives us a nice formula for the nondistinct eigenvalues. The eigenvalue indexed by τ ∈ S n is given by
This shuffle was also studied by P. Diaconis in [D2] , where he considered the more general situation of having an arbitrary probability distribution on all subsets T ⊆ [n]. Further, the eigenvalues and stationary distribution for this shuffle were determined by J. Fill in a widely circulated unpublished work.
Moving and randomizing objects.
The next Markov chain we consider is one in which k objects are selected according to the probability distribution {w T : |T | = k} and then placed at the front of the row in a uniformly random order. For a fixed k-subset T = {t 1 , . . . , t k }, moving the objects from T to the top of the row and placing them in a random order is the pop shuffle
Thus the transition matrix for this Markov chain is just the pop shuffle
where
But with -= ({t σ 1 }, . . . , {t σ k }, [n] − T ), we see that Ꮽ ≤ - * if and only if the elements of T occur in singleton blocks of Ꮽ. For a given Ꮽ ∈ n , let A be the subset of elements of [n] that occur as singleton blocks of Ꮽ. Then
It follows that the distinct eigenvalues for this move-and-randomize scheme are indexed by subsets A ⊆ [n], where
The multiplicity of λ A is given by Theorem 2.1 to be the number of permutations whose cycle partitions have singleton sets equal to A or, more simply, the number of permutations whose fixed point set is A. This is the number of derangements of
This shuffle was also studied by P. Diaconis, J. Fill, and J. Pitman in [DFP] . They determined all the eigenvalues in the case where the probabilities w T are uniformly distributed and gave a closed-form expression for the distribution after an arbitrary number of shuffles.
Moving and inverse riffle shuffling.
We next consider another way in which to arrange the k objects that are moved to the front of the row.
A riffle shuffle is a common method people use for shuffling a deck of cards. The Gilbert-Shannon-Reeds mathematical model for riffle shuffling consists of first cutting the deck into two parts, making the cut according to a binomial probability distribution, and then interleaving the two parts in such a way that every interleaving is equally likely. The natural generalization of this is an a-shuffle, in which the deck is cut into a (possibly empty) parts according to a multinomial distribution and then interleaved in such a way that each interleaving is equally likely. This randomization scheme is discussed in detail in the introduction to [BaD] . In this section we show that the transpose of a-shuffling is a pop shuffle, allowing us to apply our spectral results to determine the eigenvalues and multiplicities for a-shuffling.
A rising sequence in a permutation π is a maximal subsequence π i 1 , . . . , π i m of consecutive integers. 
(see [BaD, Theorem 3] ). In the literature, the inverse of a randomization scheme is the endomorphism whose transition matrix (in the standard basis for CS n ) is the transpose of the transition matrix of the original randomization scheme. In other words, it is the adjoint with respect to the inner product ·, · for which permutations form an orthonormal set. Let r(π) denote the number of rising sequences in π; then we see that
Thus inverse a-shuffling, which is right multiplication by the element T a , is given by equation (19) to be
A descent of a permutation π ∈ S n is an index 1 ≤ i ≤ n − 1 such that π i > π i+1 . As Bayer and Diaconis explained, a permutation π has r rising sequences if and only if π −1 has r −1 descents. Thus if we let d(π) denote the number of descents of π, then
Proof. Given π ∈ S n we wish to compute π,
where id | T i denotes the concatenation of the elements from T i in ascending order. It follows that the descents of π may only occur between elements of T i and T i+1 for some 1 ≤ i ≤ m − 1. If π, P -(id) = 1, then call an index 1 ≤ i ≤ n − 1 a block change if π i ∈ T j and π i+1 ∈ T j +1 for some j . There are n − 1 indices of π which might potentially be block changes for some -∈ BOP([n]), but d of these are forced upon us because of the descents of π . Of the remaining n − 1 − d, we must choose m − 1 − d for the locations of the remaining block changes. Thus there are
Comparing this with equation (21) proves the proposition.
This proposition shows us that inverse a-shuffling is a pop shuffle. From Theorem 2.1 the eigenvalues are given by
Let S(l, m) denote the Stirling number of the second kind. Suppose that Ꮽ has l blocks; then there are S(l, m) set partitions Ꮾ with Ꮽ≤B and |Ꮾ| = m. Further, there are m! block-ordered partitions -with - * = Ꮾ; hence,
which by a standard formula is
The distinct eigenvalues are thus indexed by integers l with 1 ≤ l ≤ n and
Corollary 2.2 tells us that the nondistinct eigenvalues for inverse a-shuffling are given by
These eigenvalues were first determined in [BaD] . The multiplicity of λ l is, by Theorem 2.1, the number of permutations whose cycle partitions have l blocks or, more simply, the number of permutations of n with l cycles. This is commonly denoted s(n, l), the Stirling number of the first kind. These multiplicities were first determined by P. Hanlon (see [H, Corollary 5 .13]). P. Diaconis, M. McGrath, and J. Pitman studied in [DMP] a variety of functions of the permutations resulting from repeated riffle shuffles. It is of considerable interest to determine if any of their results apply in the more general setting of (inverse) face shuffling.
One may now consider the Markov chain in which k objects are selected according to a probability distribution {w T : |T | = k}, removed from the row, inverse a-shuffled, and then replaced at the top of the row. Using Proposition 2.3, this Markov chain is seen to be the pop shuffle given by
Here we abuse notation and write (-, [n] − T ) for the block-ordered partition of [n] whose first blocks are the blocks of -and whose last block is [n]−T . It is difficult to determine the multiplicities of the distinct eigenvalues for this pop shuffle; however, using Corollary 2.2, the nondistinct eigenvalues are given by
where # cycles(τ on T ) denotes the number of orbits of τ acting on the set T .
Beyond pop shuffling.
Before leaving this section, we give an example of a Markov chain for which we can use Theorem 1.2 to determine its eigenvalues, but which is not an example of a pop shuffle.
Suppose a binary word of length n is being transmitted through a noisy data line. For each mile of wire, each bit has a probability p 0 of being forced to 0, p 1 of being forced to 1, and 1 − p 0 − p 1 of being transmitted unaltered. This gives us a Markov chain whose states are the binary words of length n. The transition diagram for the case n = 2 is shown in Figure 1 .
This Markov chain, while not a pop shuffle on permutations, can be described as a face shuffle on a particular hyperplane arrangement.
Define the Boolean arrangements Ꮽ Bool
10 11 00 01
and define
Every sequence (f 1 , . . . , f n ) with f i ∈ {0, +, −} corresponds to a unique face
Similarly, we see that there is a bijection between chambers of Ꮽ Bool Given a sign sequence f = (f 1 , . . . , f n ) corresponding to some face, define
We readily see that the element w f f of the face algebra acts on a binary word by forcing its ith bit to − with probability
Similarly, bit i is forced to + with probability p 1 and left unchanged with probability q. This shows us that the face shuffle corresponding to the element w f f is the Markov chain for our data transmission model.
The edges of Ꮽ Bool n are easily seen to be in correspondence with subsets
We see that a face F corresponding to a sign sequence (f 1 , . . . , f n ) is contained in the edge X corresponding to a subset I if and only if f i = 0 for every i ∈ I . Theorem 1.2 shows us that the eigenvalue indexed by I for w f f is given by
The intersection lattice for the Boolean arrangement is order-isomorphic to the lattice of subsets of [n], ordered by inclusion. This lattice has a well-known Möbius function (see [S] ) given by
Therefore, Theorem 1.2 shows that each λ I has multiplicity |µ(∅, I )| = 1. We note that λ I = λ J if and only if |I | = |J |, so the distinct eigenvalues for the data transmission model are indexed by integers 0 ≤ i ≤ n, with
having multiplicity n i .
Rephrasing pop shuffling.
In this section we show how pop shuffling can be viewed as linear transformations on the chambers of a particular hyperplane arrangement called the braid arrangement. Many of the definitions used in the next section are introduced here. The notation in this section agrees with that in the excellent book [OT] of P. Orlik and H. Terao.
Permutations and chambers.
A hyperplane arrangement is a finite collection Ꮽ of codimension-1 affine subspaces in a finite-dimensional vector space V . In this paper we consider only central real hyperplane arrangements in which the hyperplanes are linear subspaces of some real euclidean space V = R n (i.e., that contain the origin).
The variety of a hyperplane arrangement N(Ꮽ) is the union of its hyperplanes 
The connected components of the complement of a hyperplane arrangement are called the chambers. The set of chambers is denoted Ꮿ(Ꮽ). For any n ≥ 2, consider the central real hyperplane arrangements Ꮽ n consisting of hyperplanes
These hyperplane arrangements are often called braid arrangements. We see that (x 1 , . . . , x n ) is in the variety N(Ꮽ n ) if and only if some pair of coordinates is equal.
It is straightforward to verify that there is a bijection φ 1 : Ꮿ(Ꮽ n ) → S n between the the chambers of Ꮽ n and the permutations σ ∈ S n . The correspondence is given by
Example 3.1. Projecting the braid arrangement Ꮽ 3 onto the page orthogonal to the line x 1 = x 2 = x 3 gives the arrangement shown in Figure 2 . The chambers are labeled via their corresponding permutations.
In rephrasing pop shuffles in terms of the braid arrangements Ꮽ n , the chambers of Ꮽ n play the role of the permutations of the objects. 
Example 3.2. The Hasse diagram for the intersection lattice of the braid arrangement Ꮽ 3 is shown on the left side of Figure 3 .
It is a standard result (see [OT, Lemma 2.3] ) that the intersection lattice for a central hyperplane arrangement is a geometric lattice. The largest element of the intersection lattice is the "center" edge 0 = H ∈Ꮽ H , and the smallest element is the whole space V . For X, Y ∈ L(Ꮽ) the join and meet operations are given by
In the case of the braid arrangement, we have the following theorem.
Theorem 3.1. There is an order-isomorphism φ 2 : L(Ꮽ n ) → n between the intersection lattice L(Ꮽ n ) for the braid arrangement Ꮽ n and the set partition lattice n .
Figure 3 illustrates this correspondence in the case n = 3. A proof of Theorem 3.1 can be found in [OT, page 26] . The isomorphism is defined as follows:
The equivalence ∼ X gives a set partition φ 2 (X) on [n]. Conversely, given a set partition Ꮾ ∈ n , define ψ by
where the intersection is over all pairs i, j that occur in the same block of Ꮾ. It is shown in [OT] that ψ = φ 
where i ∈ {0, −, +}. The sequence ( i : i ∈ I ) for a particular face
In the case of the braid arrangement Ꮽ n , the index set is I = {(i, j ) :
With this convention, we now have
Example 3.3. Figure 4 depicts the thirteen faces in the Ꮽ 3 braid arrangement. The sign sequences for each face are given in Table 1 .
As can be seen from Figure 2 and Figure 4 , the faces of Ꮽ are contained within edges of Ꮽ. Proposition 3.2 formalizes this. Proof. Let F = i∈I H i i be a (nonempty) face of Ꮽ. Let I 0 = {i ∈ I : i = 0} and define
Since F is nonempty, F ⊆ H j , which implies F ⊆ X, a contradiction. This shows us that F ⊆ X implies X ≤ F * (+, +, +) {1}, {2}, {3} We partially order the set of faces by reverse inclusion of closure; so, for two faces F and G,
The set of all faces of Ꮽ with this order is called the face poset of Ꮽ and is denoted ᏸ(Ꮽ). An equivalent condition for this ordering may be given in terms of the sign sequences of F and
Notice that
Following the theme of this section, the next theorem gives a combinatorial description of the faces of the braid arrangements. 
Given two distinct blocks B and B of Ꮾ, choose i ∈ B, j ∈ B , and define
Note that if we choose different elements i ∈ B, j ∈ B , then we have x i = x i and x j = x j , so this total ordering on the blocks of Ꮾ is well defined. Now reindex the blocks of Ꮾ and define
To verify that φ 3 is the desired bijection, we define its inverse. Given a blockordered partition -= (T 1 , . . . , T m ), define
where the signs are given by It is straightforward to verify that this is the correct definition for the inverse of φ 3 .
Example 3.4. Table 1 shows the correspondence between the thirteen faces of the Ꮽ 3 braid arrangement and the thirteen block-ordered partitions of [D1] .
Notice that faces of an arrangement Ꮽ = {H i : i ∈ I } of the form i∈I H i i with all i = + or − are the chambers of the arrangement. Recall from Section 2 that if -is a block-ordered partition, then - * is the set partition obtained by removing the order on the blocks of -. We also use this *-notation in conjunction with hyperplane arrangements, where for a given face F , F * was the maximal edge in which F is contained. Using Theorem 3.1 and Theorem 3.3 it is easy to check that for the braid arrangement these two notations are consistent, that is,
An action of faces on chambers.
In Section 2 we saw that the pop shuffles were indexed by block-ordered partitions and acted on permutations. In this section we have seen that the block-ordered partitions and permutations are in bijective correspondence with the faces and chambers of the braid arrangement. Here we describe an action of the faces of an arrangement on the chambers of that arrangement, which is equivalent to the pop shuffle action.
Let Ꮽ = {H i : i ∈ I } be an arbitrary central arrangement. Given a face F ∈ ᏸ(Ꮽ), we say that a chamber
The adjacent chambers of a face F are thus the minimal elements of ᏸ(Ꮽ) below F . In terms of sign sequences, the nonzero signs of F must agree with the corresponding signs of C.
Given a face F = i∈I H f i i of Ꮽ and an arbitrary chamber C = i∈I H c i i , define a left action of F on C by
This is the left action defined on page 29 of [OT] . Here a hyperplane separates C and C if they lie on opposite sides of the hyperplane. F * C is the chamber adjacent to F that is closest to C under the metric d.
Example 3.5. Figure 5 illustrates the hyperplane arrangement corresponding to the dihedral group D 4 . Given F and C as shown, F * C is the chamber adjacent to F and closest to C.
Notice that if C is adjacent to F , then F * C = C. Since all domains are adjacent to the "center" face 0, we have 0 * C = C. Finally, if F is itself a chamber, then it is the only chamber adjacent to itself, thus F * C = F .
The next theorem shows that the action of the faces of the braid arrangement on its chambers is equivalent to the pop shuffle action of block-ordered partitions on permutations.
Theorem 3.4. For F ∈ ᏸ(Ꮽ) and C ∈ Ꮿ(Ꮽ), we have
Proof. We show instead the equivalent statement that for any -∈ BOP([n]) and τ ∈ S n , we have
The proof of this statement is essentially a manipulation of the definitions. First define
Then the sign sequence α is given by
Next we define
The sign sequence β is then given by 
Setting
we have that for any 1 ≤ i < j ≤ n, i occurs before j in π if and only if one of the conditions below is true: (a) i occurs in a block of -strictly before the block in which j occurs; (b) i and j occur in the same block, but i occurs left of j in τ . This is precisely the definition of P -(τ ).
Multiplicities and Möbius functions.
In this section we develop another expression for the multiplicities of the pop shuffle eigenvalues; this is useful in rephrasing Theorem 2.1 in terms of the braid arrangement.
Theorem 2.1 states that the multiplicity of the eigenvalue λ Ꮾ indexed by a set partition Ꮾ is the number of permutations of [n] with cycle partition equal to Ꮾ. Let Ꮾ = {B 1 , . . . , B k } and set b i = |B i | for each i = 1, . . . , k. Consider the permutations with cycle partition Ꮾ. For a set B of cardinality b = |B|, there are precisely (b − 1)! cyclic permutations of the elements of B. It follows that there are
permutations having cycle partition Ꮾ.
To every (finite) poset Q is associated an integer-valued function called the Möbius function. This function µ Q : Q × Q → Z is defined recursively by
A discussion of Möbius functions can be found in [S, Chapter 3] . When Q is a lattice (and hence has a unique least element0), we write
for any x ∈ Q. It is clear from the definition of the Möbius function that two isomorphic posets have the same Möbius functions. Thus by Theorem 3.1, we have µ n = µ L(Ꮽ n ) , where L(Ꮽ n ) is the intersection lattice for the braid arrangement Ꮽ n . The Möbius function for the set partition lattice n has been well studied. A derivation of a formula for µ n appears in [S, example (3.10.4 
From equation (77), the multiplicity of the eigenvalue λ Ꮾ is equal to
3.6. Pop shuffling rephrased. In this section we give an equivalent formulation of Theorem 2.1 in terms of the braid arrangement Ꮽ n . As the reader should notice, this formulation of our theorem is entirely in terms of the faces and edge lattice for the arrangement, suggesting a generalization to all central hyperplane arrangements. It will be the task of Section 4 to prove this generalization.
Define CᏯ(Ꮽ) to be the vector space of all C-linear combinations of chambers of an arrangement Ꮽ. To distinguish elements of Ꮿ(Ꮽ) (which are just open subsets of V ) from basis elements of CᏯ(Ꮽ) (which are elements of a vector space), we adopt aˆ-notation, where
Given a face F ∈ ᏸ(Ꮽ), we may extend linearly the left action of F on the chambers of Ꮽ to an endomorphism of CᏯ(Ꮽ). Such an endomorphism is called an elementary face shuffle, and we denote it byF . Any linear combination of elementary face shuffles
with w F ∈ C is called a face shuffle. The vector space of all face shuffles is denoted Face(Ꮽ). At this point we may recast Theorem 2.1 as follows.
Theorem 3.5. The distinct eigenvalues for the face shuffle
are indexed by edges X ∈ L(Ꮽ n ), and we have
The multiplicity of λ X is the absolute value of the Möbius function |µ L(Ꮽ n ) (X)| for the intersection lattice L(Ꮽ n ), evaluated at X.
Hyperplane arrangement generalization.
The central result of this paper is that Theorem 3.5 holds not just for the braid arrangements, but for all central real hyperplane arrangements. 
Overview.
We begin by describing the technique used to establish this result. We first define a real symmetric bilinear form , on CᏯ(Ꮽ) for which the chambers form an orthonormal basis. Define
Recall that we may consider faces F ∈ ᏸ(Ꮽ) as endomorphisms of CᏯ(Ꮽ) via left multiplication (whereF (Ĉ) = F * C) (cf. Section 3.6). With respect to the inner product defined in equation (89), each such endomorphismF has an adjointF T (which is not, in general, left multiplication by a face) satisfying
From general theory we know thatF andF T have the same spectra; thus we prove the result forF T . Our approach is to define a system of subspaces { ≤X : X ∈ L(Ꮽ)} of CᏯ(Ꮽ) indexed by edges X ∈ L(Ꮽ) with the imbedding property
where ∧ denotes the meet operation in the intersection lattice L(Ꮽ). We then show that F T acts by scalar multiplication on each ≤X modulo <X , where <X is defined as Span({ ≤Z : Z < X}). It follows that these scalars are the eigenvalues and the corresponding multiplicities are Dim( ≤X / <X ), which are shown to be |µ L(Ꮽ) (X)|.
Cones and subarrangements. Let
and define a subarrangement Ꮽ X by
Following the terminology of [V] , the chambers of the subarrangement Ꮽ X are called cones of X.
Proposition 4.2. The following are equivalent: If X, Y ∈ L(Ꮽ) with X ≤ Y and K ∈ Ꮿ(Ꮽ Y ) is a cone of Y , then we denote by K ↓ X the unique cone of X containing K. In terms of sign sequences, if
then
The following related proposition is very useful in later sections.
Proposition 4.3. For any X, Y ∈ L(Ꮽ) we have
and
Proof. Recall that
The second part of the proposition follows immediately from the first.
Edge spaces.
For an edge X ∈ L(Ꮽ), the cones of X are open subsets of V . However, it is useful to think of them as elements of the vector space CᏯ(Ꮽ). Given K ∈ Ꮿ(Ꮽ X ), we defineK ∈ CᏯ(Ꮽ) bŷ
Define the edge space indexed by X to be the subspace ≤X ≤ CᏯ(Ꮽ) given by
Notice that ≤X ∼ = CᏯ(Ꮽ X ).
The following crucial theorem explains the notation used for the edge spaces. 
joining v C and v D and each of the hyperplanes separating C and D are all distinct.
. . , C m = D be the chambers through which l(t) passes as t goes from 0 to 1. Consider the sign sequences of C j and C j +1 for some 0 ≤ j ≤ m − 1. Since l(t) passes through hyperplanes one at a time, the sign sequences of C j and C j +1 must differ in precisely one coordinate i j ∈ I .
Case 1: i j ∈ I X ∩I Y . For this to occur, l(t) must pass through H i j . Since C and D both lie on the same side of H i j (c i j = d i j since i j ∈ I X ∩ I Y ), l(t) must pass through H i j more than once, which is impossible. Thus this case cannot occur.
Case 2: i j ∈ I X . In this case the sign sequences for C j and C j +1 agree for all i ∈ I X . Since x ∈ ≤X by (104), we must have x,Ĉ j = x,Ĉ j +1 .
Case 3: i j ∈ I Y . Here the sign sequences for C j and C j +1 agree for all i ∈ I Y , and since x ∈ ≤Y by (104), we must have x,Ĉ j = x,Ĉ j +1 .
In each case we see that x,Ĉ j = x,Ĉ j +1 , so by induction on j we have x,Ĉ = x,D , which by (104) implies x ∈ ≤X∧Y .
We can now define
and note by that Theorem 4.4
Adjoint action.
In this section we study the action of an adjoint face shufflê F T , first on the chambers of Ꮽ and then on the edge spaces. This leads directly to the proof of Theorem 4.1.
Proof. Let
By definition,
and also
In order to have F * D = C, we must have c i = i for each i ∈ I , but
From Lemma 4.5, we see that
ThusF
where C ↓ F * ∈ CᏯ(Ꮽ) is defined by
Next we want to consider how adjoint face shuffling acts on the edge spaces. Recall that a chamber C ∈ Ꮿ(Ꮽ) is adjacent to a face F ∈ ᏸ(Ꮽ) if and only if F ⊆ C. The following lemma generalizes equation (120).
Proof. ExpandingK and applying Lemma 4.5 giveŝ
soF
Now let
and we write out what (123), (124), and (125) mean in terms of the sign sequences:
We wish to write the expression forF T (K) as a single sum. To do this, we first rewrite conditions (a), (b), and (c). For all three of these conditions to be met, the two conditions given below are necessary:
Here (I) follows from (a) and (c) and (II) follows from (b) and (c). We see that if we have F , K, and D satisfying (I) and (II), then there is a unique C ∈ Ꮿ(Ꮽ) whose sign sequence satisfies (a) and (b). This shows that (I) and (II) are sufficient conditions as well. This gives us that
which proves the lemma.
Eigenvalues and multiplicities.
In this section we show how Lemma 4.6 can be easily interpreted to give the distinct eigenvalues for face shuffling. We then use a Möbius inversion argument to discover a formula for the multiplicities of these distinct eigenvalues.
Proof. Consider the following two cases. Case 1: X ≤ F * . In this case we have X ∧ F * = X. Since K is a cone of X, we then have K ↓ X∧F * = K ↓ X = K. Lemma 4.6 tells us that
Next we claim that if X ≤ F * , then F ⊆ K for any cone K of X. It is easy to see this in terms of sign sequences. Let
By Proposition 4.2 we have I X ⊆ I F * , so vacuously we have that f i = k i for all i ∈ I X − I F * , which shows F ⊆ K. In particular, this shows thatF T acts as the identity on the edge space ≤X , that is, it is just scalar multiplication. It is immediate then thatF T acts as the identity on ≤X modulo <X . Case 2: X ≤ F * . Here we see that X ∧F * < X. As K ↓ X∧F * is a cone of X ∧F * , it is in the edge space ≤X∧F * . By Theorem 4.4 we have that ≤X∧F * ⊆ <X , showing us thatF T is multiplication by 0 on ≤X modulo <X . Combining these two cases proves the proposition.
For a general face shuffle
the adjoint is given by
Take X ∈ L(Ꮽ) and let x be an arbitrary element of ≤X . Linearity and Proposition 4.7 give
For any X ∈ L(Ꮽ) the edge spaces ≤X and <X are W T -invariant subspaces of CᏯ(Ꮽ). By Theorem 4.4, <X ⊆ ≤X ; thus there is a W T -invariant subspace Ᏹ X such that
Furthermore, since W T is multiplication by λ X on ≤X modulo <X , W T is multiplication by λ X on Ᏹ X .
Proof. This is easily proved by induction on L(Ꮽ). Recall that the minimal element of L(Ꮽ) is V ; thus ≤V = Ᏹ V . By induction, assume that
( 145) Recall that 0 is the largest element of L(Ꮽ) and by definition ≤0 = CᏯ(Ꮽ). This shows that CᏯ(Ꮽ) decomposes into a direct sum of eigenspaces indexed by elements of the intersection lattice
The corresponding eigenvalues are given by (141). The multiplicity of an eigenvalue λ X is the dimension of the corresponding eigenspace Ᏹ X . It only remains to calculate this dimension. Since the cones of X are disjoint as sets, the elementsK for K ∈ Ꮿ(Ꮽ X ) consist of sums of chambers from disjoint sets and hence are linearly independent. It follows that d X = Dim( ≤X ) is the number of cones of X. Let m X = Dim(Ᏹ X ) be the multiplicity of λ X . Proposition 4.8 implies
Thus we may use Möbius inversion on the poset L(Ꮽ) to get an expression for m X :
A formula for the number of cones of X was first determined by T. Zaslavsky [Z] .
Here he shows that the number of cones of Y (which, we recall, is the number of chambers of Ꮽ Y ) is given by
Substitution now gives
Reversing the order of summation, we get
The term in brackets is 1 if Z = X and 0 otherwise, so equation (151) simplifies to
which completes the proof of Theorem 4.1.
Convergence rates.
In this section we study the convergence rates of the Markov chains on the chambers of an arrangement determined by face shuffles. We develop an upper bound on the total variation distance between the probability distribution on chambers after k face shuffles and the stationary distribution.
Given a face shuffle
with w F ≥ 0 and F ∈ᏸ(Ꮽ) w F = 1, we may interpret P as the transition matrix for a Markov chain with state set Ꮿ(Ꮽ). Starting in state C we randomly choose a face F ∈ ᏸ(Ꮽ) according to the probability distribution {w F : F ∈ ᏸ(Ꮽ)} and move to state F * C. This Markov chain has a unique limiting (stationary) distribution
whenever the eigenvalue 1 has multiplicity 1 and all other eigenvalues are smaller in absolute value. From Theorem 4.1 it suffices to have λ X < 1 for all edges X =0.
Assume that this is the case. We wish to determine how quickly a particular face shuffle converges to its stationary distribution. A standard measure for the distance between probability distributions on a finite set is the total variation distance. In our case, if π and ρ are two probability distributions on Ꮿ(Ꮽ), then
The total variation distance is just 1/2 the L 1 norm.
Theorem 5.1. For any C ∈ Ꮿ(Ꮽ) we have
Proof. Consider the space ᏸ(Ꮽ) ∞ of all sequences F 1 , F 2 , . . . of faces. For any chamber C, define a random variable on ᏸ(Ꮽ) ∞ by
T C is called the coupling time for the sequence. With probability 1, T C is finite whenever (155) 
Notice that if F l * · · · * F 1 is a chamber, then we must have F l * · · · * F 1 * C = F l * · · · * F 1 * π . So, if we define a random variable
for any chamber C. For a sequence of faces
Now consider a probabilistic interpretation for an eigenvalue λ X . Recall that
thus λ X is the probability that a randomly chosen face F is contained in X. Note that
so from (163)
Möbius inversion on L(Ꮽ) yields
Combining (159), (161), (164), and (168) we obtain
Since the Möbius function of a geometric lattice alternates in sign, many cancellation of terms can potentially occur, giving us a reasonably good upper bound. Independently of our result, K. Brown and P. Diaconis [BrD] obtained the bound
The right-hand side in (170) is obtained from the right-hand side in Theorem 5.1 by truncating the sum after edges in L(Ꮽ) of rank 1. By the alternation of sign in the Möbius function, one can show that the bound for P k (C) − π given in Theorem 5.1 is no worse than the bound given in (170). However, it is potentially better. We give two examples to compare these two bounds not only with each other, but with bounds obtained by other means.
Example 5.1. Return to the riffle shuffle example presented in Section 2.2.3. In this case, the arrangement Ꮽ is the set of reflecting hyperplanes for the root system A n−1 so that the set of chambers is S n and the set of faces is BOP([n]), the blockordered partitions of n. By Proposition 2.3, the probability distribution p on faces is
where |-| is the number of blocks in -.
The eigenvalues for inverse a-shuffling were shown in (29) to be indexed by set partitions Ꮽ, where
We can now consider the two bounds given by (170) and by Theorem 5.1. First consider the simpler bound given by (170). In this case we obtain
It is straightforward to check that the bound on the right-hand side of (173) gets small at k = 2 log a (n). This is not as good a bound as given by D. Bayer and P. Diaconis, who show in [BaD] that only (3/2) log a (n) steps are required to make P k (C) − π small. We might hope to do better with the bound given by Theorem 5.1. That bound is
For P a ranked poset with unique minimal and maximal elements0 and1, the characteristic polynomial of P is defined by
It is well known that the characteristic polynomial of the partition lattice is given by
From (174) and (176) we see that
Consider the quantity Q = a −kn n−1 i=0 (a k − i) that is subtracted from 1 in the last line above. Writing k = α log a (n), we have
Applying Stirling's formula to (178), one can show that
So the bound 1 − Q given by Theorem 5.1 gets small at k = 2 log a (n), giving the same bound as (170) (which is not as good as the Bayer-Diaconis bound).
Example 5.2. We consider a second example, which exhibits different behavior. Let Ꮽ be the arrangement in R n (where n is even), consisting of the 2n hyperplanes H i, = {x ∈ R n : x i = } for 1 ≤ i ≤ n and for = 0, 1. The following facts are straightforward to verify. Note 1. There are 3 n chambers in the complement of Ꮽ which are indexed by sequences e = (e 1 , . . . , e n ) in which each e i is 0, ±1. The chamber R e corresponding to e is the set of x = (x 1 , . . . , x n ) satisfying 
For two intersections represented by Note that D and E are also faces of the arrangement. Define p to be the probability distribution on faces which assigns D and E each probability 1/2 and assigns all other faces probability 0. We investigate the stationary distribution and rate of convergence to stationarity for the face shuffle based on this p.
First note that every hyperplane in Ꮽ contains one and only one of the faces D, E. So p is separating as defined by K. Brown and P. Diaconis. By a result in [BrD] , this face shuffle has a (unique) stationary distribution π. It follows that 1 is a simple eigenvalue of the transition matrix T and that π is the left eigenvector corresponding to 1. The center chamber R 0 is adjacent to both D and E. Thus the vector that has a 1 in the R 0 entry and a 0 in all other entries is a left eigenvector of T with eigenvalue 1, so that must be the stationary distribution π. 
Proof. Proceeding by induction on , it is enough to consider the cases where
The arguments are similar, so we assume we are in the first case.
Let s = (s 1 , . . . , s n ) be a point in the chamber F 2 * · · · * F * R = D * · · · * D * R. For i ∈ Ꮽ we must have s i ≤ 1, since D lies on the hyperplane x i = 0 but not on the hyperplane x i = 1. For i ∈ B we must have s i ≥ 0, since D lies on the hyperplane x i = 1 but not on the hyperplane x i = 0. It follows that when we apply E we end up with a chamber F 1 * F 2 * · · · * F * R, which contains points s = (s 1 , . . . , s n ) satisfying 0 ≤ s i ≤ 1 for all i.
It follows from Lemma 5.2 that, for any R,
(Only choosing all D's or all E's could prevent you from ending up at R 0 .) In addition, it is easy to contruct a chamber R where D * D * · · · * D * R = R 0 and where E * E * · · · * E * R = R 0 . (Take, for example, the chamber R containing the point all of whose coordinates are −1.) So,
Let us now see what bounds we obtain for P k −π using (170) 
so (170) gives us the bound
Finally, consider the bound given by Theorem 5.1: 
So, in this case, Theorem 5.1 gives us the total variation distance exactly, whereas the bound in (170) is too large by a factor of n.
6. Further work. In this final section we first discuss some other properties of the face shuffles and then describe how face shuffling might be generalized further to all (finite) geometric lattices. As P. Orlik and H. Terao show [OT, Definition 2.21, page 29] , the vector space of face shuffles of an arrangement is closed under matrix multiplication. Many of the properties of this face-shuffle algebra are known, including its nilradical, semisimple quotient structure and irreducible representations. Connections to other well-known algebras, such as Solomon's descent algebra and the ring of noncommutative symmetric functions, have been found and will be studied in a later work.
The main result of this paper, Theorem 4.1, gives the eigenvalues and multiplicities for the face shuffles of an arrangement Ꮽ. Notice, however, that these are not given in terms of the arrangement Ꮽ itself but rather in terms of its lattice of intersections L(Ꮽ). This suggests that face shuffling can be extended to all finite geometric lattices. To do this, we need a set of objects to play the role of the chambers and another set of objects to play the role of the faces. Further, we need an action of the "face objects" on the "chamber objects" which is equivalent to the standard action of faces on chambers when our geometric lattice is the intersection lattice for some arrangement.
From [Z] we see that the number of chambers of an arrangement Ꮽ is
X∈L(Ꮽ)
|µ L(Ꮽ) (V , X) |.
We note that for a finite geometric lattice L: Thus the role of the chambers might be played by NBC bases, homology representatives, or elements of the Orlik-Solomon algebra.
In the same way, from [Z] we have that the number of faces of an arrangement Ꮽ is It is still of interest to determine a "canonical" bijection between chambers and the appropriate objects obtained from the intersection lattices, perhaps giving a more natural action of the face objects on the chamber objects.
Another potential extension of this work is to random walks on the vertices of a zonotope. Let z 1 , . . . , z be a set of nonzero vectors in R n . Recall that the zonotope defined by the z i is the convex polytope defined by
The vectors z i are called the zones of Z.
If A = {H 1 , . . . , H } is a central hyperplane arrangement (so that every hyperplane H i contains the origin), then we can choose zones z i to be appropriate multiples of normals to the H i so that a translation of the zonotope Z = Z(z 1 , . . . , z ) has one vertex in each chamber of the complement of A. The 1-skeleton of Z is a graph G with one vertex in every chamber and with an edge joining two vertices if and only if the corresponding chambers share a face of codimension 1. A face shuffle on A can then be interpreted as some kind of random walk on the graph G.
In a forthcoming paper, K. Brown and P. Diaconis [BrD] give some examples of such walks. Further, they extend the notion of face shuffles to oriented matroids and provide a description of the stationary distribution of an arbitrary face shuffle.
