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A two-parameter family of polynomials is introduced by a recursion formula. 
The polynomials are orthogonal on the unit circle with respect to the weight 
w,,,(e) = 1(1 - z)"(l + Z ) ~ I ' ,  a ,  p > - i, z = e ls .  Explicit representation, norm 
estimates, shift identities, and explicit connection to Jacobi polynomials on the real 
interval [ - 1, 11 is presented. 0 1999 Academic Press 
1. INTRODUCTION 
In his book, Orthogonal Polynomials, Szego noted in the chapter on 
orthogonal polynomials on the unit circle that the polynomials orthogonal 
with respect to the weight function 
are connected to Jacobi polynomials on the real interval [ - 1,1], see [6, p. 
2881. The author has in a licentiate thesis, see [3], established explicit 
representations of the polynomials (p,", "2) orthogonal on the unit circle 
with respect to the weight (1.1). Also the explicit connection to Jacobi 
polynomials was established and some shift identities were derived using 
the shift identities for Jacobi polynomials. The L, norm on the unit circle 
for the cpnol,P polynomials, when at least one of the parameters are 
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nonnegative, was established. The proofs of many of the presented results 
are long, so those who are interested in the detailed proofs may consult 
the report [3], which can be provided by the author. Also, orthogonal 
expansion and approximation of transfer functions using pf'o, k = 1,2, . . . , 
polynomials has  been investigated by the author, which is documented in 
12, 31. 
2. RECURSION FORMULAS, ALGEBRAIC PROPERTIES, 
AND ORTHOGONALITY 
DEFINITION 2.1. Define for real a ,  P > - 3 the monic polynomials 
p;,P((z) by the recursion formula 
p;,"z) = 1. 
Substituting zP1 for z in (2.1) and multiplying both sides with zn+'  gives 
us the recursion formula for the reciprocal polynomial znp;, p ( z - l ) .  So, 
Z n + l  pn;l(z-l) 0: /3 = z"p;,"z-') 
p;,"z-1) = 1. 
Note that Formula (2.1) in the cases P = 0, ctl = 0, ctl = P = 0, ctl = P ,  and 
P = - a  is reduced to 
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it follows directly from (2.1) and (2.4) that the coefficients of the cp , " ' p ( ( z )  
polynomials satisfy the difference equation 
C,","O) = 1,  
c:,"n) = 1,  
a +  ( -1 ) "p  
C,","O) = , n 2 1 ,  a + p + n  
c:,"p) = c,":':(p - 1) 
+ C : q O ) C ; : y ( n  - p  - 1) ,  1 I p  I n  - 1,  n 2 2 
DEFINITION 2.2. The notation [x] is used for the integer part of x, that 
is the greatest integer less than or equal to x. We let k !  stand for 
T ( k  + l), when k # -1, -2,  - 3  , . . .  . 
The following definition is made for the sake of convenience. 
DEFINITION 2.3. Define l ( a ,  p ,  n)  for n = 0, 1 ,2 , .  . . , and a ,  p > - 3 
by 
[n/2]!(2a + n) ! (2P  + n ) ! (  a +  p + [n/2])!  
( ( a + p + n ) ! y ( a +  [ n / 2 ] ) ! ( p +  [n/2])!  
I (  a ,  p ,  n )  = 2%- . (2.6) 
Five algebraic properties are grouped together into a proposition. 
identities hold 
PROPOSITION 2.1. For n = 0, 1 ,2 , .  . . , and a ,  p > - 3 the following 
(2.7a) 
a ! ( 2 a  + n ) ! (  a +  p + [n/2])!  
( 2 a ) ! ( a + p + n ) ! ( a +  [n/21)! '  
p y y 1 )  = (2.7b) 
P ! ( 2 P + n ) ! ( a + D +  [n/21)! 
( 2 P ) ! ( a + P + n ) ! ( P +  [n/21)! 
, (2 .74  P n  "3"-1) = ( -1)  
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(2.7d) 
(2.7e) 
The proof of the proposition is based on induction. Details can be found 
in [3]. 
We can obtain three-term recurrence formulas with or without recipro- 
cal polynomials. 
PROPOSITION 2.2. For n 2 0 and a ,  p > - 3 the following three-term 
recursion formulas hold 
'Pn+ " ~ " O ) C p , " ; f ( Z )  1 = (cP,";f(O)z + P:;w>)P:;f(z> 
- P n + 2  " , B ( ~ ) ( l  - ( p n + l  " 3  B (O))')zp:, B (  Z )  , (2 3) 
p;,"z) = 1,  
a , B ( O ) z n + 2  a J y - 1 )  = (p:;f(o) + p:;f(o)z)z n + l  pn+l (z- l )  a , p  
P n +  1 P n + 2  
- P n + 2  ",  B ( 0) ( 1 - ( p:; f (0)) 2, z n  + 'p:, ( 2-  ' ) , 
p;,"z-l) = 1. (2.9) 
Pro05 Multiply (2.1), where n is replaced by n + 1, with p:;f(O) and 
make use of (2.2) and (2.1) to obtain (2.8). Substituting zP1 for z in (2.8) 
and multiplying both sides by zn+  gives (2.9). The proof is complete. 
We define on the interval [0,2n-] the nonnegative 
weight function ma, ( 0 )  by 
DEFINITION 2.4. 
2 
ma, B ( 0 )  =1(1 - e")"( l  + ei'))"l 
=2"+"1 -COS(0))"(1 + c o s ( 0 ) ) ~ ,  a , p >  -+ .  (2.10) 
The inner product ( f ,  g )  for the functions f ( z )  and g ( z )  is defined by 
(2.11) 
if the integral exists. The bar in (2.11) means complex conjugation 
THEOREM 2.1. The polynomials { p:, 1:- generated by recursion formula 
(2.1) are orthogonal polynomials with respect to the inner product (2.11) if 
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a ,  p > - 3. Furthermore, 
The proof of the theorem is presented in detail in [3]. First it is easy to 
show that ( P ; S ~ ,  ( P Y , ~  are orthogonal and that (2.12) holds for n = 0 , l .  
The induction hypothesis is that (PO", p ,  (P;, p , .  . . , (P;, are orthogonal and 
that (2.12) holds for n = 0, 1 , .  . . , k.  The unique monic polynomial Pk+ l ( z )  
orthogonal to (P;,~, pYSp,. . , ( p l S B  can be written in the form Pk+ l ( z )  = 
(Pk "'"2) + cy=,cj(Pj " ' p ( ( z ) .  The coefficients cj  are then determined using 
the induction hypothesis, the algebraic properties of Proposition 2.1, the 
Christoffel-Darbow formula for orthogonal polynomials on the unit cir- 
cle, see [l, p. 81, and the fact that P k + l ( z )  is the unique polynomial 7 ~ ~ + ~  
of the form zk+ l  + a k z k  + ... +ao that minimizes the inner product 
(rk+ 1,  rk+ 1), see Szego [5, p. 1981. When the cj's are determined we have 
P k + l ( z )  = (P ; ;~ (z ) ,  and also (2.12) is satisfied for n = k + 1, which com- 
pletes the proof. 
3. NORMS AND EXPLICIT REPRESENTATIONS 
We define the norms 1 1 .  1 1 2  and 1 1 .  I l m  for f ( z )  by I I  f 112 = d m  and 
PROPOSITION 3.1. 
l l f l l m  = maxl,l=lIf(z)l, respectively. Note that II(P:,~II; = l ( a ,  p ,n) .  
If n 2 0 and a ,  p > - then 
(2 a )  ! (2P)  ! 
( a  + p ) ! a ! p ! .  ll(P:Jll; 5 2%- 
Pro05 The sequence { I  I (P:, I I ;}:= is decreasing and it decreases strictly 
if a # f p. Using (2.6) we get 
So the inequality (3.1) holds. 
hold 
PROPOSITION 3.2. If n 2 0 and a ,  p > - 3 then the following equalities 
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Pro05 Suppose that ctl 2 p > - and ctl 2 0. We have Ilp:'Bllm = 1 
= ~p," ,~( l ) .  Suppose that IIp:,"lm = p:,B(l) for fixed n,  n > 0. By (2.11, 
the induction hypothesis and the conditions on ctl and p we get 
a +  ( - l ) " + l p  
= 1 . P "  . l"p;,"l-l) W + + p + n  + 1 
= cp,";f(l). (3.3) 
So llp:;fllm = p:;f(l). By induction the first identity in (3.2) holds. Sup- 
pose now that p > ctl > - $ and p > 0. We have IIp;sBIlm = 1 = 
( - l ) o p ~ ' B ( - l ) .  Suppose that IIp:,"Im = (-l) '+E,p(-l)  for fixed n,  n > 
0. By (2.1), the induction hypothesis and the conditions on ctl and ,B we get 
a +  ( - l ) " + l p  
+( - l ) " + l  max 1 znp;, ( 2-  1)  1 
ctl + p + n + 1 lz1=1 
= ( -  1)"pEJy - 1) 
ctl + ( - l ) " + l p  
+(  - l ) " + l  ( - 1)" p;, /3 (( - 1) - I )  
c t l + p + n + 1  
= ( -  l ) " + l  
1 ctl + ( - l ) " + l p  + ( - 1)" p;, 13 (( - 1) - ') c t l + p + n + 1  
= ( - 1)" + p:; f ( - 1).  (3.4) 
Then 1 1  p;f I l m  = ( -  l)"+ ?pE;f( - 1) = I p:;f( - 1)l. By induction the second 
identity in (3.2) is proved. The proof is completed. 
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In the cases a < 0 and p < 0 it seems hard to determine the supremum 
norm. Compare  this with the  Jacobi  polynomials, where 
m a x ~ l s x s l ~ P ~ " ~ ~ ) ( x ) ~  can be determined easily if max(a, p )  2 - i, see 
Szego [6, p. 1631. 
We define binomial coefficients for real a, b using the 
gamma function. Then, 
DEFINITION 3.1. 
a !  
- 
r ( a  + 1) 
( i )  := r ( b  + i ) r ( a  - b + 1) b ! ( a  - b ) !  9 
a + l , b  + 1 , a  - b  + 1 # 0 ,  -1,  -2  , . . .  . (3.5) 
Explicit representations for the polynomials can be obtained in some 
special cases, which are demonstrated in the next proposition. In Section 4 
we establish the connection to Jacobi polynomials which make it possible 
to obtain a representation for all a ,  p > - 3 using the representation 
formula for Jacobi polynomials. 
If n 2 0 and a ,  p > - 3 then we have the following 
explicit representations. So, 
p y (  2 )  = z n ,  (3.6a) 
PROPOSITION 3.3. 
Z J ,  a # 0, 1 n !  t [ n - . i  ( j + a ) !  n + a - j - 1  p;J(z) = ( n  + a ) !  j = o  j !  
(3.6b) 
p # 0, ( 3 . 6 ~ )  
a # 0 ,  (3.6d) 
= z p y ( z 2 )  =zp;;"(z), a #  0. (3.6e) 
It can be verified that the coefficients of the polynomials satisfy 
the recursion formula (2.1) and the difference equation (2.5). For details 
see [3]. 
Pro05 
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4. THE CONNECTION TO JACOB1 POLYNOMIALS 
DEFINITION 4.1. Jacobi polynomials, P,'",p)(x), a ,  p > - 1, are the 
orthogonal polynomials of a real variable on the real interval [ - 1,1] that 
satisfy the orthogonality property 
where a,,, is the Kronecker delta, and where the product (2n + ctl + p + 
l)(n + ctl + p ) !  in the denominator of hySp) must be changed to ( a  + p 
+ l)! if n = 0, see Szego [6, p. 671. 
We are going to use results from Szego [6, Chap. XI], where the theory 
of orthogonal polynomials on the unit circle is presented. Szego defines 
the inner product by 
By Szego [6, Theorem 11.51 the following holds: let u ( x )  be a weight 
function on the interval - 1 I x I 1, and let 
m ( ~ )  = u(cos(O))lsin(O)l. (4.3) 
Furthermore let {p,(x)} and { q , ( x ) }  be orthonomal polynomials with 
respect to the weights u ( x )  and (1 - x 2 ) u ( x ) ,  respectively, on the interval 
- 1 I x I 1, and let {$,(z)}  be orthonomal polynomials with respect to 
the weight m ( O ) ,  z = eio,  on the unit circle. Then using the notation 
x = i ( z  + z - l ) ,  it holds for n 2 1 that 
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where k ,  denotes the leading coefficient of &(z).  The formulas in (4.4), 
except the second one, hold for n = 0. 
Let u ( x )  be the Jacobi weight that is given by 
Then using (4.3) we get the corresponding weight o(0) on the unit circle. 
s o  
= 2"+"1 - cos(O))"(l  + COS(0))~ 
= o,,,(e), 
1 a ,  p > -2. 
Using ( . l ) ,  (4.5), and the fact that the orthonormal pc,ynomials p,(x) and 
q , ( x )  correspond to the weights u ( x )  and (1 - x 2 ) u ( x ) ,  respectively, we get 
for n 2 0 that 
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By (2.61, (2.111, and (4.2) we get for n 2 0 that 
The following theorem gives the connection between the Jacobi polynomi- 
als and the (p,", polynomials. 
If a ,  p > - 3 and x = 3(z + zP1> then the following 
holds 
THEOREM 4.1. 
ProoJ We make use of (4.11, (4.41, (4.71, (4.81, (2.61, and (2.7a) to prove 
(4.9). The first identity is obtained by the following calculations 
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r2 2"+"n + a -  + ) ! ( T I  + p - +)! ( 2 n  + a +  p ) n ! ( n  + a +  p - l ) !  = j Z " + B  
The three remaining identities are proved in a similar manner, see [3]. 
Then the proof is completed. 
THEOREM 4.2. If n 2 1, a ,  p > - +, and x = +(z  + z - ' )  then the 
following holds 
(4.11) 
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where ctl # - p  in the lust two identities 
exchanged with n - 1 gives the following system of equations, 
Pro05 The first identity in (4.9) and the third identity in (4.9) with n 
( X I  
z n p , ( ~ -  1 / 2 ,  B -  1 / 2 )  
- 2 - ( 2 a + l ) (  2n + + B](p;;B(z) + z 2 n ' p ; ; B ( z - 1 ) ) ,  
n 
( z 2  - I p ( a +  n -  1 1 / 2 ,  B +  1 / 2 )  ( X I  (4.12) 
- 2 - ( 2 n - 1 ) (  2n + + P ] ( ~ ; ; B ( ~ )  - z 2 n ' p ; ; ~ ( z - 1 > > ,  
n 
from which the first identity in (4.11) is obtained. The second identity in 
(4.9) and the fourth identity in (4.9) with n exchanged with n - 1 gives the 
following system of equations 
( X I  
z n p , ( ~ -  1 / 2 ,  B -  1 / 2 )  
- 2 - 2 n  2n + a +  p - 1 ](z'p;;!l(z) + z2n-1'p;;!1(z-1)), 
( n  
- 
( z 2  - l)Zn-Ip,(T;1/2,B+1/2) ( X I  (4.13) 
From (4.13) the second identity in (4.11) is obtained. The system of 
equations which is given by the first two identities in (4.11), where we 
require that ctl # - p ,  gives the last two identities in (4.11). The proposi- 
tion is proved. 
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5. EXPLICIT REPRESENTATION AND SHIFT IDENTITIES 
In Proposition 3.3 we presented explicit representations for the (p,", p 
polynomial in the cases a = p = 0, P = 0, a = 0, and a = p. Now we use 
the representation formula for the Jacobi polynomials, 
see Szego 16, p. 671, and obtain a representation formula for the cP,"'p 
polynomials. 
then the following formulas 
hold 
PROPOSITION 5.1. r f  n 2 1 and a ,  p > - 
x ( z  - q 2 J ( Z  + pJ) 
1 x (z  - q 2 " Z  + 1 ) 2 ( n - J - 1 )  
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Proof Let x = i (z  + 2 - l ) .  Then (5.1) can be put in 
If we combine the last identity in (5.31, where a ,  p are shifted with f $, 
with the two first identities in (4.11), then we get (5.2). 
The connection to Jacobi polynomials make it possible to derive identi- 
ties involving p:, polynomials with shifted parameters. Here we present 
identities without proofs. The reader may consult [3] for proofs and further 
shift identities. 
First a symmetry property is derived. Jacobi polynomials obey 
see Szego [6, p. 581, or Gradshteyn [4, p. 10351. 
property holds 
PROPOSITION 5.2. If n 2 0 and a ,  p > - 3 then the following symmetry 
p y y 2 )  = ( - 1 ) " p p (  - 2 ) .  (5.5) 
Proof See [3]. 
The following holds for Jacobi polynomials, 
P, ' " , "~) (X)  - P i ' - l s B ) ( ~ )  = Pn'Ol,f)(x), a ,  p > 0 (5.6) 
see Gradshteyn [4, p. 10361. We get analogous formulas for the p ~ s B  
polynomials. 
PROPOSITION 5.3. If a ,  p > 4 then the following identities hold 
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Pro05 See [3]. 
We can also “go the other way” and obtain results for Jacobi polynomi- 
polynomials, which are demonstrated in the follow- als starting from p:, 
ing proposition. 
PROPOSITION 5.4. If n 2 2, a ,  P > -1, a + P # -1, and x = i ( z  + 
2 - l )  then the following holds 
Pro05 The recursion formula 
( 2  
a+ 1 / 2 ,  p +  1 / 2  (0) (gn+ 1 / 2 3  B +  1 / 2  P e n -  1 
2.8) gives 
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By using (2.7a) and the two first identities in (4.11) we obtain 
a - p  2 2 n (  2n + a +  3 + p + 3 
c t l + p + 2 n  n 
z 2  - 1 
x z p , ' ~ . , B ) ( x )  + -p n - 2  ( a + l , B + 1 )  ( X I ) .  (5.10) 
If ctl + p = -1  then both sides in (5.10) are identically equal, so we 
disregard this case. Then (5.10) can be put in the form (5.8), and the proof 
is complete. 
We note some special cases of (5.8). P, 'a ,B)(x)  corresponds to Cheby- 
shev polynomials of the first kind, Chebyshev polynomials of the second 
kind, Legendre polynomials, and Gegenbauer polynomials if ctl = p = - i, 
ctl = p = i, ctl = p = 0, and ctl = p ,  respectively. The case ctl = p = - 7 
does not apply to (5.9) because ctl + p = - 1. In the case ctl = p = 0 we 




The case a! = p = 3 gives us the identity 
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In the case a! = p # - we get 
6. CONCLUSION 
We have studied a family of orthogonal polynomials on the unit circle 
associated with a weight of " Jacobi type." Recursion formulas, explicit 
representations, some algebraic properties, and norm properties have been 
presented. An explicit connection to the Jacobi polynomials has been 
established with the aid of Szego's theory for orthogonal polynomials on 
the unit circle. Identities holding for Jacobi polynomials are then used to 
obtain analogous identities for the polynomials on the unit circle. We have 
not dealt with asymptotic properties, orthogonal expansion, or norm esti- 
mates on arcs of the unit circle. Perhaps there could be something of 
interest in those subjects too, considering the connection to Jacobi polyno- 
mials and possible consequences for them. 
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