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الملخص
ططرق اذتعتبر غفوة مراقبططة سأططلوكه للكشططف عططن النعططاس تعططد  السائق من أحططد السأططباب الرئيسططية لحططوادث ال
المتابعططة عططن إن .مشكلة معقدة، حيث تتضططمن هططذه المراقبططة علططى عناصططر السططائق الفسططيولوجية والسططلوكية
طريق الكمبيوتر تسمح بمراقبة حالة النإسان بدون التططدخل فططي مهمططة السططياقة ويمكططن الحصططول علططى تقططدير
دقيق لحالة السائق من خلل تحليل تعابير الوجه، حالة العينيططن، وتقططدير مسططتوى إغلق الجفططون وكططذلك
.تحديق النظر
اعتمادا على حالت العينين من ثلث خطوات أسأاسأية :يتكون نإظام مراقبة حالة السائق  - ) كشططف الططوجه1-
. التعرف على حالة العينين مفتوحة أو مغلقة هاته المراحل التي تكون عملية و3) كشف موقع العينين بدقة 2 (
 لرصططد حالططة السططائق،مخصططص.في وضعيات قيادة فعلية تقططدم اسأططتجابة دقيقططة إن نإظططام المراقبططة بططالكمبيوتر ال
.يستخدم منطقة الوجه كحد للمعالجة ان نإظاما كهذا يتطلب تقنيات التقططاط الصططورة و المعالجططة المناسأططبة و
.المتينة التي تضمن لنا تشغيل مستقر
Gabor’s في هاته الطروحة، اقترح في المقام الول اسأتعمال  waveletsية  وتحليل المكونإات السأاسأ
PCA تسمح هاته الطرق بالتمثيططل الجيططد لملمططح الططوجه فيمططا يتعلططق بمرحلططة التصططنيف. للكشف عن الوجه.
والتفسير تشططكل الخصططائص المسططتخرجة مططدخل المصططنف الططذي يكططون مططن نإططوع فاصططل علططى هططامش واسأططع
SVMور ة الص ق معالج ن طري ه ع ة الوج دة لدراسأ تراتيجية جدي من إسأ ي، تتض . إن هذه المرحلة الول
.والعمليات المرفولوجية هذا ما يسمح بمعرفة الموقع الصحيح للوجه في ظروف واقعية تتطلب مرحلة الختبار .
عCMU-MultiPIE وORL اسأتعمال قاعدتي بيانإططات عططاميتين همططا قاعططدة بيانإططات  ا بجم ا أيض د قمن . و لق
قاعدة بيانإات خاصة بنا تمثل صور لعدة أشخاص ملتقطة في ظروف بيئية ذات إضاءة طبيعيططة و غيططر مراقبططة،
.تحتوي قواعد البيانإات الثلث علىوذلك بغية تقييم أداء التعميم لطريقتنا المقترحة وفعاليتها للتغيرات المحيطة
 حيث نإقص الدقة أو عططدم كشططف الططوجه يشططكلن دومططا،الظروف البيئية التي تعكس ظروف السياقة اليومية
 مما يعني أنإه من المستحيل تحليل ملمح الوجه إذا كان هططذا الخيططر،عائقا ل يستهان به لعمل النظام الكلي
.غيططر مكشططوف بدقططة أو غيططر مكشططوف تمامططا إن الطريقططة الططتي اسأططتعملت فططي هططاته الطروحططة تعتمططد علططى
،LBP.المعلومات المستخرجة من خصائص الصور وهذا يقتضي اسأتخدام أنإماط الثنائية المحلية  ن   والتي م
.لتمييز، ومقاومة لتغيرات كل من القوام و الضاءة المحيطة  االمعروف أنإها تكون شديدة
ططرق للعمططل مططع الصططور الثابتططة. تركططز المرحلططة الثانإيططة علططى كشططف وتحديططد موقططع العينيططن ططوير ثلث  تططم ت
وتسلسل الفيديو، و التي تم الحصول عليها من جهاز كمبيوتر محمول مع كاميرا غير معايرة، وتحططت ظططروف
.إضاءة مختلفة
:الطريقة الولى 
تستخدم الطريقة الولى واصف الخصائص اعتمادا على الرسأم البيانإي للنماذج الثنائية المحلية المحسططنة فضططائيا،
حيث النتيجة تعطى على شكل مدخل إلى خوارزمية التعلم العميق على أسأاس الشبكات العصبية المتكططررة
)RNN( ول سأيما نإموذجي ،  Long Short–Term Memory (LSTM) وSVM .تم الكشف عن
0.562في تسلسل الفيديو في الوقت الفعلي، في مططدة زمنيططة تقططدر  ٪ 98.1منطقة العين بنجاح، مع دقة 
.ثانإية
ومع ذلك، فإن هذه الطريقة قد ل تسمح بالكشف عططن موقططع العينيططن بشططكل صططحيح فططي الظططروف القصططوى
وبالضططافة إلططى ذلططك، بعططض القططوام مططن صططورة العيططن). أفقيططا أو عموديططا(سأططواءا للططدوران المحططوري للططرأس
ذهeLBPHليسموصوفا بشكل جيد، بسبب تغيير المنظور، وعططدم قططدرة ي ه اذج ف ض النم ى تمييزبع  عل
.الحالة
:الطريقة الثانإية 
ططول الخوارزميططة يتم حل هذه المشاكل من خلل الحفاظ على ثبات التغيططرات فططي العططالم الحقيقططي، علططى 
ولeLBPH. ان الثانإيططة المحططددة للعينيططن ة في ن طريق ع بي LBPجططونإز للكشططف وتتبططع موقططع العينيططن، - يجم
).Sχ2(منتظمة والمسافة الحصائية من نإوع شي مربع      ال
ويمكططن أيضططا. جططونإز الكلسأططيكي، ومططوفرا تقططديرا أفضططل لموقططع العيططن-هذا المزيج يعططزز أداء كاشططف فيططول
يتططم التحقططق مططن أداء الخوارزميططة الحاليططة عططن.التغلب على بعض المشاكل التي واجهتها الخوارزميططة السططابقة
Yale-B،قاعططدة البيانإططات )GI4E الططوجه( طريططق ثلث قواعططد بيانإططات عامططة، وهططي قاعططدة بيانإططات الططوجه
الخوارزمية تعمل دون الكشف المسططبق للططوجه وفططي). وضعية الرأس GI4E(الموسأعة وتسلسل الفيديو من 
٪ ، بزمططن حسططاب قريططب مططن97.35هططذه الخوارزميططة تحططدد موقططع العينيططن بدقططة . ظروف إضاءة الحقيقيططة
.الوقت الحقيقي
:الطريقة الثالثة 
LBPفي الطريقة الثالثة، يقترح قاموس للميططزات المحليططة الثابتططة لتمثيططل منطقططة العيططن، ويططدعى الرسأططم البيططانإي 
،EyeLSDهذا الواصف فططي قلططب خوارزميططة جديططدة تسططمى حيث يكونإ.المقترح، محسن فضائياالهرمي ال
تحتططوي). مفتوحططة أو مغلقططة(سأططواء والططتي اقططترحت للتحديططد الططدقيق لموقططع العيططن والكشططف عططن حالتهططا 
نEyeLSDخوارزمية  ورة ع بقة للص  على ثلث خطوات رئيسية، في الخطوة الولى نإقوم بالمعالجة المس
ططوة التاليططة تهططدف إلططى دمططج اثنيططن مططن المصططنفات، .طريق الحد من التشططويش وتحسططين قططوام الصططورة الخ
SVM و Perceptron متعدد الطبقات )MLP(تحسططين من أجططل .، لتصنيف ثنائي لصور العين أوغيرها
 حيططث.عملية الكشف عن العين تم العتماد على سألسلة من الخطوات، في مرحلتي ما قبل و بعد المعالجططة
، BioID هذه الخوارزمية بناءا علططى ثلث قواعططد بيانإططات عامططة، قمنا بتقييم   CAS PEAL-R1 وقاعططدة
ZJU  للعين حقيقيةبيانإات  Eyeblink. قد قمنا كذلك بجمع قاعدة بيانإات خاصة بنا مختلفة من حيططث و
يEyeLSDالنتائططج الططتي تططم الحصططول عليهططا تططبين أن طريقططة  .حالت العين و كططذا تعططبيرات الططوجه ة ف  فعال
.في سأيناريوهات مختلفة من العالم الحقيقي ٪ 98.12تحديد موقع العينين بدقة قدرها 
علططى التعططرف علططى حالططة العيططن، و EyeLSDتركز المرحلة الثالثة والتي تعتبر الخطوة الخيططرة فططي خوارزميططة 
ططة بواسأطططة الواصططف متعططدد  TPLBPيكون ذلك بوضع إسأتراتيجية التعلم الفعططال لتفسططير صططور العيططن الملتق
ددة TPLBPمتعدد . المقترح ة المتع درة الدق ن ق ع بي اتLBP يجم ن المعلوم ري ع ف ث ديم وص ة تق  بغي
ويهططدف. .)فيما يتعلق بالقوام الدقيق و الكلططي لنمططوذج العيططن علططى حططد سأططواء(المستخرجة من صور العيون 
اTPLBPالواصف متعططدد  ابق ذكره رات الس د التغي وذج ض ة النم ين متانإ ى تحس ططوة.  إل وقططد أسأططفرت خ
 .٪ 95.18اكتشاف حالة العين عن نإتائج واعدة مع دقة تقدر بط
المفاتيح
، غفلططة، غفططوة، مسططاعدة السططائق، نإظططام غيططر تططدخلي، سأططائق السططيارة،تحليططل الفيططديو فططي وقططت حقيقططي
.كشف
Abstract
Driver drowsiness is one of the main causes of road accidents. Monitoring the behavior of the
driver for the detection of drowsiness is a complex problem, which involves physiological and
behavioral elements. Computer vision provides the ability to monitor the person without interfering
with the driving task. An accurate estimate of the driver state, can be obtained by analyzing the
facial expressions, including the eye states : eyelid closeness, blinking, or gaze fixation. A driver
monitoring system by analyzing the eye conditions has three basic steps : (1) face detection ; (2)
eye detection and localization ; (3) recognition of the eye states (open or closed). These steps being
operational under real driving conditions, must provide a highly accurate detection response. A
computer vision system, dedicated to driver monitoring, uses the driver’s face as a treatment area.
Such system is governed by appropriate and robust acquisition and processing techniques that ensure
stable operation.
In this thesis, the proposed scheme for face detection uses Gabor’s wavelets, Principal Com-
ponent Analysis (PCA), to characterize the facial region with optimal data and a Support Vector
Machine (SVM) classifier for the classification phase. This first step involves a new analysis strategy
using image processing methods and morphological operations, This allows to recognize the exact
position of the face in real conditions. Two public databases are involved in the test phase, namely the
ORL face database and the CMU-MultiPIE database. We also built our own database, representing
different subjects under real and uncontrolled lighting conditions, in order to evaluate the generali-
zation performance of our approach and its robustness to ambient changes. These three databases
include the most common environmental conditions in daily driving. However, degraded detection
or loss of face detection is an obstacle to the overall functioning of the system, i.e., it is impossible
to analyze facial features. This occurs when the driver does not maintain a frontal position to the
camera. Textures information-based method has been used in this thesis, this choice was made on the
Local Binary Pattern (LBP) technique, known to be highly discriminative and robust to different en-
vironmental and textures changes. In the second step, three methods are proposed, to detect the eyes
in images and video sequences, obtained from a laptop with a Web camera, under different lighting
conditions.
First approach
This first approach, uses a spatially enhanced LBP histogram-based feature descriptor (eLBPH),
the result of which is given as input to a deep learning algorithm based on recurrent neural networks
(RNN), particularly the Long Short-Term Memory (LSTM) model and the SVM classifiers. The
ocular region is detected successfully, with an accuracy of 98.1% in real-time video sequences, with
a computation time of 0.562 seconds. However, this method may fail to correctly detect the eyes
under conditions of extreme axial (horizontal or vertical) head rotation. In addition, some image
textures are not well described, because of the perspective change, and the inability of the eLBPH to
discriminate certain patterns in these cases.
Second approach
The problems encountered in the first approach are solved by preserving the invariance of changes
in the real world. In this approach we combine the Viola-Jones method for eye detection and tracking,
uniform LBPs and a chi-square statistical similarity distance (Sχ2). This combination enhances the
performance of the classic Viola-Jones detector, providing a better estimate of eye locations. It can
also overcome some of the problems encountered by the first approach. The present algorithm is
validated with three public databases, namely the face database (Face GI4E), the extended Yale-B
database and video sequences of (GI4E Head Pose). The algorithm works, without prior detection of
the face and in real lighting conditions. This algorithm locates the eyes with an accuracy of 97.35%.
Third approach
In the third approach, a dictionary of invariant local features, called the spatially enhanced LBP
Pyramidal histogram (ePLBPH ∗), is proposed to represent the ocular region. The ePLBPH∗ descrip-
tor is the core of a new algorithm called EyeLSD, which we have proposed for ocular localization
and state detection (open or closed). The EyeLSD algorithm consists of three main stages, the first
stage pre-processes the image by reducing noise and improving textures. The second stage integrates
two classifiers, SVM and Perceptron Multilayer (MLP), for a binary classification of eye and non-
eye images. A series of preprocessing and post-processing steps are implemented to improve the eye
detection stage. We evaluated this algorithm on three public databases, BioID, CAS PEAL-R1 and
a real world eye database ZJU Eyeblink. We also acquired and annotated our own database for dif-
ferent eye conditions and facial expressions. The results obtained show that the EyeLSD method is
effective for locating the eyes with an accuracy of 98.12% in real scenarios. The third step, which
is the final stage of the EyeLSD algorithm, focuses on recognizing the state of the eyes (open or
closed), establishing an effective learning strategy for interpreting the detected eye images with the
descriptor Multi-TPLBP proposed. Multi-TPLBP combines LBP’s multiple resolution capability for
a rich description of eye patch information (regarding both the micro- and macro-textures of the eye
model). The multi-TPLBP descriptor also aims to improve the robustness of the model with different
conditions of acquisition and environment. The eye state detection step has yielded promising re-
sults with an accuracy of 95.18% and can also treat a very wide range of eye appearance than other
methods compared with.
Keywords : Real-time video analysis, hypovigilance, drowsiness, driver assistance, non-intrusive
system, vehicle driver, detection.
Résumé
La somnolence du conducteur est l’une des principales causes des accidents de la route. Surveiller
le comportement du conducteur pour la détection de la somnolence est un problème complexe, qui
implique des éléments physiologiques et comportementaux. La vision par ordinateur permet de sur-
veiller la personne sans interférer avec la tâche de conduite. Une estimation précise de l’état du
conducteur peut être obtenue en analysant les expressions faciales dont l’état des yeux : la mesure
du niveau de fermeture des paupières ainsi que le clignement ou la fixation du regard. Un système
de surveillance de l’état du conducteur basé sur l’états des yeux se compose de trois étapes fonda-
mentales : (1) détecter le visage ; (2) la détection et la localisation des yeux ; (3) la reconnaissance de
leurs états (ouvert ou fermé). Ces étapes étant opérationelles dans des conditions réelles de conduite,
doivent fournir une réponse de détection très précise. Un système de vision par ordinateur, dédié
à la surveillance de l’etat du conducteur, utilise la zone faciale comme limites de traitement. Un tel
système est régi par des techniques d’acquisition et de traitement appropriées et robustes garantissant
un fonctionnement stable.
Dans cette thèse est proposé en premier lieu l’utilisation des ondelettes de Gabor et l’Analyse de
Composantes Principales (ACP) pour la détection du visage. Ces deux méthodes permettent une re-
présentation optimale des caractéristiques du visage. Ainsi, les caractéristiques extraites constituent
l’entrée d’un classifieur de type séparateurs à vaste marge (Support Vector Machine, SVM) pour les
phases de classification et d’interprétation. Cette première étape, comporte une nouvelle stratégie
d’analyse par des méthodes de traitements d’images et des opérations morphologiques. Ce qui per-
met de reconnaitre la position exacte du visage dans des conditions réelles. La phase de test implique
l’utilisation de deux bases de données publiques, à savoir la base de données de visage ORL et CMU-
MultiPIE. Nous avons également collecté notre propre base de données, représentant différents sujets
dans des conditions d’éclairage réelles et non-contrôlées, afin d’évaluer la performance de générali-
sation de notre approche et sa robustesse aux changements ambiants. Ces trois bases de données
incluent les conditions environnementales les plus courantes qui reflètent celles de la conduite quoti-
dienne. Cependant, une détection dégradée ou une perte de détection du visage, constitue un obstacle
au fonctionnement global du système : c’est-à-dire qu’il est impossible d’analyser les traits du visage.
Ceci se produit lorsque le conducteur ne maintient pas une position frontale à la caméra. La méthode
basée sur l’information de textures a été utilisée dans cette thèse. Ceci implique l’utilisation des mo-
tifs binaires locaux (Local Binary Patterns, LBP), qui sont connus pour être hautement discriminants,
robustes aux changements d’éclairage environnemental et celles des textures. La deuxième étape se
focalise sur la détection et la localisation des yeux. Trois méthodes sont dévelopées pour fonctionner
avec des images statiques et des séquences vidéo, obtenues à partir d’un ordinateur portable avec une
caméra Web, et dans conditions d’éclairage diverses.
Première approche
La première approche utilise un descripteur de caractéristique basé sur les histogrammes LBP
spatialement améliorés (eLBPH), dont le résultat est donné en entrée à un algorithme d’apprentissage
profond basé sur des Réseaux de Neurone Récurrents (RNN), en particulier le modèle Long Short-
Term Memory (LSTM) et les classifieurs SVM. La région oculaire est détectée avec succès, avec
une précision de 98.1% dans les séquences vidéo en temps réel, avec un temps de calcul de 0.562
secondes. Cependant, cette méthode peut ne pas détecter correctement les yeux dans des conditions
de rotation axiale (horizontale ou verticale) extrême de la tête. De plus, certaines textures de l’image
oculaire ne sont pas bien décrites, en raison du changement de perspective, et de l’incapacité des
eLBPH à discriminer certains modèles dans ces cas de figure.
Deuxième approche
Les problèmes rencontrés dans la première approche, sont résolus en préservant l’invariance des
changements dans le monde réel. Dans cette approche nous combinons la méthode de Viola-Jones,
pour la détection et le suivi des yeux, les LBP uniformes et une distance de similarité statistique,
de type khi carré (Sχ2). Cette combinaison augmente les performances du détecteur classique Viola-
Jones, fournissant une meilleure estimation des emplacements des yeux. Elle peut également sur-
monter certains des problèmes rencontrés par la première approche. Le présent algorithme est validé
avec trois bases de données publiques, à savoir la base de données de visage (Face GI4E), la base
de données Yale-B étendue et des séquence vidéos de (GI4E Head Pose). L’algorithme fonctionne,
sans détection préalable du visage et dans des conditions d’éclairage réels. Cet algorithme localise
les yeux avec une précision de 97, 35%.
Troisième approche
Dans la troisième approche, un dictionnaire des caractéristiques locales invariantes, appelé his-
togramme LBP Pyramidal spatialement amélioré (ePLBPH∗), est proposé pour représenter la région
oculaire. Le descripteur ePLBPH∗ est au coeur d’un nouvel algorithme appelé EyeLSD, que nous
avons proposé pour la localisation oculaire et la détection d’état (ouvert ou fermé). L’algorithme
EyeLSD comprend trois étapes principales, la première prétraite l’image en réduisant le bruit et
en améliorant les textures. La seconde étape intègre deux classificateurs, SVM et Perceptron mul-
ticouche (MLP), pour une classification binaire des images oculaires et non-oculaires. Une série
d’étapes de prétraitement et de post-traitement est mise en oeuvre pour améliorer le processus de dé-
tection des yeux. Nous avons évalué cet algorithme sur trois bases de données publiques, BioID, CAS
PEAL-R1 et une base de données oculaires réelles ZJU Eyeblink. Nous avons également acquis et
annoté notre propre base de données pour différentes conditions oculaires et expressions faciales. Les
résultats obtenus montrent que la méthode EyeLSD est efficace pour localiser les yeux avec une préci-
sion de 98, 12% dans des scénarios réels. La troisième étape, qui est la dernière étape de l’algorithme
EyeLSD, se concentre sur la reconnaissance de l’état des yeux (ouverts/fermés), en établissant une
stratégie d’apprentissage efficace pour interpréter les images des yeux détectées avec le descripteur
Multi-TPLBP proposé. Multi-TPLBP combine la capacité de résolution multiple LBP pour une riche
description des informations de patchs oculaires (concernant à la fois les micro et macro-textures du
modèle de l’oeil.) Le descripteur multi-TPLBP vise également à améliorer la robustesse du modèle
aux différentes conditions d’acquisition et d’environment. L’étape de détection de l’état des yeux a
permis l’obtention de résultats prometteurs avec une précision de 95, 18% et peut également traiter
une très large gamme d’apparence de l’oeil par rapport aux méthodes récentes.
Mots clés : Analyse vidéo en temps réel, hypovigilance, somnolence, assistance conducteur, sys-
tème non-intrusif, conducteur véhicule, détection.
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1.1 General context
Over the past three decades, scientific research, automotive industry, and government agencies have
invested enormous efforts to improve driving conditions and driver safety. However, a significant
number of serious accidents are still occurring. Driver hypovigilance−drowsiness and cognitive
distraction−results in critical and harsh accidents. According to "the European accident research and
safety report" of 2013, established by Volvo Truck Corporation [1] about 1.2 million of deaths are
caused by road accidents. The same source reported about 90% of accidents are due to hypovigilance.
Another report published in 2011 by Center for Accident Research and Road Safety-Queensland [2]
(CARRS-Q) 1 showed that 30% of road deaths are caused by drowsy driver [2]. This rate can reach
up to 50% in specific cases (e.g., fatal accidents involving a single vehicle). The French Associa-
tion of Highway Companies (ASFA)2 [3] stated that drowsiness was the leading cause of accidents
on highways (1 accident out of 3), followed by drunk driving (1 accident out of 4) and speeding
(1 accident out of 8). The National Highway Traffic Safety Administration [4] (NHTSA)3 claimed
that 100.000 accidents are related to drowsiness of which 1550 are fatal and 40.000 cause serious
injuries. NHTSA stated that drowsy driving caused between 2.2% and 2.6% of all fatalities each
year. In UK, over 20% of hazards are caused by preceding reasons [5]. As a result, there is a real
need for systems to constantly monitor and alert the driver of hazardous situations. The demand of
the automotive industry to monitor drivers has already given rise to a number of solutions focused
on driver monitoring systems. The technology of some of them is described in the following. One
of the optimal solutions to improve the driver safety is to anticipate his dangerous behaviors to avoid
8 Chapter 1. General Introduction
hazardous risks.
1.2 Motivation
Driver hypovigilance causes a considerable amount of highway hazards and safety-critical events.
This occurs in thousands of severe physical, economic and psychological illnesses affecting drivers,
customers and vehicles around and pedestrians as collateral casualties. Statistical data of collision
reports show that driving in an hypovigilance states (drowsiness and cognitive distraction) cause
a serious fatality rate on highways. So, to overcome this fact, mediation must be at the stage of
these two parameters,i.e., drowsiness and distraction. This can be an effective way to prevent seri-
ous hazards. Uncontrollable need to sleep and deteriorations of driving performances, characterize
the driver drowsiness state, e.g., low reaction moment, alertness loss, and shortfalls in information
processing [6, 7]. Several state agencies establish a series of preventive laws and procedures, for
preventing hypervigilance state and diminishing amount of accidents,e.g., compulsory rest in long
distance drive. Today, certain vehicles exploit diverse implementations of safety technology. This ma-
chinery includes pretension seat-belt, airbag, antilock brake operation, traction control strategy, and
electronic stability programs. However, such security mechanisms can protect customs in case of
collisions only to a specific extent and still do not reduce the high hazard cost. So, to prevent vehicle
crashes, scientists are targeting driver monitoring schemes and measuring the degree of drowsiness
and cognitive distraction. Preventing systems include, driver monitoring system (DMS), advanced
driver-assistance systems (ADAS), driver inattention monitoring schemes, and driver warning opera-
tions.
1.3 Thesis objective
The focus of this thesis is to design a groundwork based on the facial expression study of the individ-
ual to prevent hypovigilance. However, it is necessary to first identify the different forms of hypovig-
ilance, namely inattention, fatigue, and drowsiness. These terms are considered well-established con-
cepts. But from a scientific perspective, almost no clear definition of the phenomenon is provided.
The lack of explicit definitions of hypovigilance is a major problem that often leads to misunder-
standing and confusion between different studies. This also generates a false estimate of the actual
impact that different forms of hypovigilance can have on driver states. As a result, it will be difficult
to overcome this phenomenon and avoid thousands of road accidents. Therefore, we briefly define
each state related to driver hypovigilance:
1. CARRS-Q is an Australian center dedicated to research and education in the field of road safety at national and
international level. They evaluate the human, economic and material damage caused by road accidents.
2ASFA for Association des Sociétés Françaises d’Autoroutes, is a professional association bringing together all players
in the concession, motorway and road construction sector in France.
3NHTSA is a US federal agency responsible for road safety established in 1970. It is responsible for defining and
enforcing standards for the construction of road infrastructures and vehicles.
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1.3.0.1 Driver hypovigilance: drowsiness and cognitive distraction
Drowsiness is an intermediate phase between two physiological reactions: Wakefulness and sleep [8].
During this transition, the organism shows observation and analysis faculties reduced and inhibited.
Drowsiness can manifest at different scales that tend to vary between individuals and often in func-
tion of time. This variation can in part be brought to light by the interaction between two processes:
the circadian rhythm and the homeostatic process [9]. The circadian rhythm is controlled by the in-
ternal biological clock of the human being, whereas, the homeostatic process results in an increase in
sleep resistance with continuous hours of wakefulness [9]. The combination of the above processes
and factors, generates adverse effects on the human organism, which results in sleep feeling of the in-
dividual at any time of the day, and sometimes throughout all day long [8]. Consequently, sleepiness
phenomenon leads to catastrophic and hazardous situations, which may involved in a large number
of road traffic accidents.
Somnolence or sleepiness is a safety-critical phenomenon, which is characterized by three pa-
rameters: the time of day (circadian rhythm), the duration of time awake and the prior sleep (homeo-
static regulation) [10, 11]. Sleepiness may be defined by micro-sleep periods of 2 to 6 seconds that the
person may have. The operational definition of sleepiness [12] is a physiological drive to fall asleep.
In industrial and operational environment, sleepiness is a feared phenomenon and can be caused by
workload and hours that worker spent at a specific task, principally if this task is monotonous kind.
Sallinen et al. [13] found that monotonous work, can be detrimental to moderate sleep loss (4 hours
of nocturnal sleep) for drowsiness and performance impairment [14]. This observation is perfectly
appropriated in a driving environment.
Fatigue is described as the general overall feeling of tiredness and lack of energy. It is often
confused with drowsiness state. Fatigue can be associated with many variables, such as work en-
vironment, health, sleep quality, and medications. It is also this feeling of maintaining focus to
accomplish a specific task, because of its monotonous nature, e.g., highway driving. Thus, drowsi-
ness and fatigue are closely related and difficult to dissociate. They are affected differently with other
states of the person, such as chronic stress, mental load, and chronic pain.
Distraction is a lack of awareness when the driver is distracted from his/ her primary task that
is driving [15]. Driver’s intention or distraction, is also one of the major causes of traffic accidents
that adds to driver fatigue and drowsiness. The driver’s distraction may be separated into two main
categories (visual and cognitive distraction) [16]. Visual distraction, occurs when drivers look away
from the road (e.g., when the driver configures a GPS device or sound system). Cognitive distraction
occurs when the driver turns away from the control of the vehicle by being lost in thinking or doing
other tasks unrelated to driving (e.g., talking on a hand-free cell phone, sending a text message or
planning a route). Cognitive distraction alters the driver’s ability to recognize targets across the
visual scene and focus on the center of the driving scene [16].So, according to mentioned definitions,
somnolence is mostly a critical state of hypovigilance, especially in a driving situation. Extreme
fatigue can evolve into a state of drowsiness or distraction, and sometimes both. These phenomena
may have the same disastrous effects and involve a decrease in the ability of the individual to drive, for
example, the reaction time of the driver would be longer, which will increase the risk of accident [17].
Drowsy people often exhibit inherent visual characteristics distinguishable across the face, such
as eye states, eye blinking and many other visual features [17]. So, analyzing the eye state is crucial
for drivers drowsiness detection [17, 18, 19, 20]. Driver’s fatigue strongly correlates with a PERC-
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LOS measure [21]. However, knowing eye localization is determinant to recognize their states.
1.4 State of the Art
Driving an automobile is a very complex task that requires to perform several subtasks simultane-
ously. The driver must find his trajectory, monitor and regulate the vehicle speed, avoid obstacles
(this task becomes more complex in urban areas), respect the road rules and control the vehicle.
Under such conditions, it is clearly evident that the vigilance of the operator must be optimal.
Approaches for monitoring the driver behavior are categorized into two groups [22]: the driver-
based and the driving-based methods. Their classification relies on the type of signal used to derive
the pilot’s alertness level. Driver-based method, including the physiological measurements, such as
brain signals, ocular signals or heart rate signals. And the physical measurements, such as facial
expression analysis. Driving-based method, includes the analysis of the vehicle behavior on the road,
including steering activities, pressure exerted by the driver on the vehicle pedal and vehicle reactions
to specific events (lane departure events).
The study of the driver’s physiological signals
The physiological method for drowsiness monitoring is a quantification of physiological signal changes
(brain wave signals, heart rate signals, gaze direction, and skeletal muscle activity). These physiolog-
ical signals are derived by appropriate sensors, such as electroencephalography (EEG), electrocardio-
graphy (ECG), electrooculography (EOG) and electromyography (EMG).
Figure 1.1: Physiological-based measures for drowsiness detection. In the midst, image shows a subject
wearing the electrodes for recording both EEG and EOG signals [23].
The physiological approach produces fairly similar signals from one individual to another, e.g.,
EEG signals [24]. EEG measures the electrical activity of neurons through several electrodes placed
on the scalp (Fig. 1.1). The frequencies of brain waves EEG [8, 25] are classified into four wave-
forms according to their frequency bands (delta, theta, alpha and beta). These components of the
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EEG signal are closely related to the levels of drowsiness and help to interpret this particular state of
the driver [25].
The EMG evaluates electrical activity recordings produced by skeletal muscles. The EOG detects
drowsiness by measuring the corneoretinal potential in a specific area around the eye. In this area, a
pair of electrodes are placed on the upper and lower part of the eye, or they can be placed on the left
and right of the eye, as shown in Fig. 1.1 [23].
Shi et al. [26, 27, 28, 29] proposed various detectors that use EEG signals to recognize somno-
lent individual. Yu et al. [30] suggested a method for detecting drowsiness. The established approach
extracts the rhythmic features of EEG signal by continuous wavelet coefficient method, then a learn-
ing model classifies these EEG features to decide whether the person is sleepy or not. Khushaba et
al. [31] established a fuzzy-based approach combined with wavelet transform model to estimate the
driver’s drowsiness from a set of EEG, EOG and ECG signals. Zutao Zhang et al. [25] proposed a
multilayer active safety system for detecting the pilot drowsiness and collision warning.
Ocular parameters are a reliable indicator widely used for detecting the driver drowsiness [21, 32].
Ma et al. [33] evaluate the impact of monotonous activities on the somnolence of the individual. The
approach developed for this purpose uses the EOG signals for the interpretation of the physiological
state of the person. Xuemin Zhu et al. [23] introduced an approach based on deep learning methods
to detect drowsiness. Their approach combines the EOG signals and convolutional neural network
(CNN). Clementine François and her team. [8] developed an automatic drowsiness estimator that
combines physiological and physical indicators. Their system uses three ocular parameters: the
mean duration of blinks [34, 35], PERCLOS measure [21] and percentage of micro-sleeps [8, 34].
Experimentations are validated in laboratory conditions that approximate the operational scenario.
The approach proposed by Clementine François et al. has shown good results and can detect the
drowsiness at different levels. The interpretation of somnolence by physiology is rather reliable
because it gives a neuro-physiological definition of the driver state. However, they have several
disadvantages,e.g., the EEG signals are very sensitive to artifacts and noise.
Physiological-based implementation for driver monitoring may be impractical in real-world con-
ditions, because monitoring devices are invasive and inconvenient for the driver comfort. Recently
some works were proposed to solve the intrusiveness problem. Jung et al. [36] proposed a non-
intrusive drowsiness monitoring system based on biomedical signal measurement. Their approach
uses the conductive electrodes attached on the steering-wheel to measure physiological signals from
the driver. The physiological signals are obtained in a non-intrusive manner from the person during
driving. The driver states (the degree of fatigue and heart rate) are monitored in addition to drowsi-
ness, which is detected from the driver’s ECG signals.
The study of the vehicle behavior
Monitoring the vehicle behavior may reveal mistakes indirectly caused by the driver’s abnormal
actions. Miscellaneous parameters are studied, such as force applied to the vehicle’s pedals, speed
variation, steering wheel movement and lanes keeping. A limited number of vehicle makes offer such
optional systems for some models.
Today, a new automobile technology dedicated to driver safety is appearing and is being increas-
ingly popularized. Going back at least 10 years ago, Toyota and some luxury vehicle brands like
Mercedes, Lexus and Volvo launched their first Driver Monitor System (DMS). Volvo and Mercedes-
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Benz (Fig. 1.2) have introduced systems that determine the condition of the driver, based on the
response of the vehicle.
In 2008, Volvo designed the first device in Europe, to detect somnolence and alert the driver,
which is called Driver Alert Control (DAC) [37]. It includes camera, several sensors and a computer
hardware unit to manage different process. The camera constantly monitors the positioning of the
vehicle in relation to the road markings (Fig. 1.3b). Embedded sensors record the movements of the
car. The management unit stores collected information and calculates the risk of the vehicle’s control
loss. If the risk is considered to be high enough, the driver is informed by an audible signal. A text
message and a coffee cup symbol, appear on the vehicle dashboard (information display) (Fig. 1.3a)
and advising the driver to take a break.
Figure 1.2: Mercedes-Benz’s ADAS. (image from https://www.mercedes-benz.com.)
In the 2016, Lexus lunched a DMS with a lane keep assist, pre-collision system and all-speed
dynamic radar cruise control. Lexus’s DMS provides an alert to driver, if potential hazard is detected,
e.g., the closing of driver’s eyes or face appears to be turned away. It can also operate the pre-collision
braking system. The system monitors driver and vehicle behaviors. In case of drowsiness, the system
suggests to driver to take time to pull over for a break.
1.4.0.1 Lane Departure Warning and Lane Change Assistant
Lane Departure Warning (LDW) systems prevent road accident by expecting the vehicle uncontrolled
deviations. The LDW tracks the car line keeping to maintain the driver’s safety. The system provides
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Figure 1.3: Visual signal generated by DAC system in case of hypovigilance: (a) Visual alert (coffee cup and
text message) displayed by the Volvo system on the vehicule dashboard. (b) monitoring of the car positioning
on road markings.
an alert when a lane departure event is expected. Several LDW systems use computer vision ap-
proaches for tracking the marks on the roadway, by using a camera mounted on the rear-view mirror
or on the car dashboard [38].
The camera is fixed for a frontal view of the road, with a wide range and an enlarged viewing
angle. In case of the vehicle path converges to the track marking, LDW system may emit different
alarms (auditory, steering wheel or seat vibration and visual form) [38].
The computer vision algorithms used in the LDW system must operate in real-time, under dif-
ferent atmospheric conditions. They must also ensure a good detection, while looking through a
restricted field-of-view with a wide variety of markings including broken lines, continuous lines,
double lines, white lines and yellow lines. These conditions increase the challenge for the road
markings recognition task.
Therefore, one of the difficulty encountered by LDW systems, is the non conventional environ-
mental conditions [38], such as wet asphalt, nighttime, lighting conditions, sunlight reflection, shad-
ows, light-colored roadways, unmarked roads and damaged roads. Figure . 1.4 illustrates atmospheric
conditions that the camera placed at the vehicle’s outboard can face. Other implementations estimate
that a vehicle will cross a lane boundary within a time threshold by analyzing non-imaging sensor
information, including the vehicle speed, trajectory, kinematic data, and a model of the lane bound-
ary.They can determine a time-to-lane crossing (TCL) [38, 39, 40, 41], which is the time duration
available for the driver before lane-boundary crossing.
The LDW systems have been developed for a year. There is no progressive innovation stopped
from expanding. Most recent LDW systems use TLC technology to provide an appropriate warning
to the driver when the vehicle crosses the lane-boundaries. The LDW based on TLC generates a
warning if the TLC condition is satisfied , i.e., a TLC value lower than a predetermined threshold.
Saito et al. [22] emphasis that a non-exact value of the TLC threshold may increase the false alarms
rate, which reduces the efficiency of the system and annoys the comfort of the driver. Therefore,
the LDW based on the TLC estimate fails in a real driving scenario [22]. Wenshuo Wang et al. [43]
proposed an LDW system based on the TLC estimate and a personalized driving model (PDM). Their
framework uses predictive algorithms to estimate the trajectory of the vehicle to expect line departure
events. Yuichi Saito et al. [22] proposed an adaptive driver assistance system, with two levels that
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Figure 1.4: In the top row, monocular vehicle detection under challenging environmental and lighting
conditions: detected vehicles are also labeled by monocular distance measure. In the bottom row, a transform
from perspective view into a bird’s eye view employed for monocular distance measures. [42]
operate simultaneously. The first stage monitors the departure event of the vehicle, and the second
stage monitors the physical state of the driver.
The study of physical signals
The study of drowsiness from physical signals relies mainly on the treatment of the driver’s video to
measure the level of vigilance reflected by the change of the facial expressions. Drowsy people often
exhibit some visual behaviors easily observable by changes in facial features, such as the eyes [46],
the mouth and the head pose [47], as shown in Fig. 1.5.
There are other parts of the body that can be monitored by computer vision methods, to reveal
the drowsiness state, such as the foot gesture and hand movements [48, 49], as shown in Fig. 1.6.
Recent studies have shown that the ocular region is closely related to the level of vigilance. Per-
centage closure of the eye as a function of time "Percentage of Eye Closure" (PERCLOS) [21], is
a widespread measure for the detection of somnolence of the driver. This measure determines the
closure of the eyes corresponding to the somnolence [50]. The frequency of eye closure is also con-
sidered an effective indicator of somnolence as it allows the driver’s micro-sleep periods [51] to be
detected.
Thus, drowsiness is assimilated to visual changes in facial features, which are the consequence
of the internal state change of the driver. The various facial features often monitored are analyzed in
the following.
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Figure 1.5: The top row shows some examples of gaze estimation on video sequences with open source facial
behavior analysis toolkit (OpenFace) [44]. In the second row, driver monitoring system a real driving scenes,
the video sequence is from HealthyRoad video set. [45] http://healthyroad.pt/.
Figure 1.6: Scene understanding (vehicle cockpit and external environment of the vehicle), and monitoring
of the driver behavior using several sensors for recording incoming and outgoing information. Driver awareness
can be modeled by combining multiple information sources [42].
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1.4.0.2 The analysis of opening and closing states of the eyes
Some methods detect driver drowsiness by counting the number of consecutive eye opening and
closing sequences of the driver, from the monitoring videos recorded in the vehicle cockpit and
captured with a low cost cameras (see Fig. 1.7).
Figure 1.7: Some of the employed monocular low-cost cameras.
Chao Sun et al. [52] proposed a real-time eye states recognition approach for detecting driver
drowsiness. The algorithm comprises three steps: The first step consists of face detection using the
Adaptive Boosting (AdaBoost) algorithm [53]. The second step aims to locate each eye in a given
image. To do this, the ocular region (pupil localization) is defined by using the geometry of the
face. Eye detection (step three) includes the Principal Component Analysis (PCA) approach, which
extracts the eye characteristics and then recognizes the opening and closing of the eyes. At the end,
PERCLOS measures the consecutive closing of the eyes through time to detect if the driver is drowsy
or not. This approach was validated with thirty-two people, in a realistic driving scenario.
Jaeik Jo et al. [54] established a PS-DSM system that tracks the driver’s behavior in real time.
Their method includes five principal steps (facial features detection, head orientation angle, eye lo-
calization, and eye opening and closing detection). The eye states are detected by combining PCA
and Linear Discriminant Analysis (LDA) approach, alongside a statistical characterization of the eye
textures. Two methods were used sparseness and kurtosis of the projection histograms. Extracted
features of the eye states, are used to fed SVM and distinguish an eye open from an eye closed in the
input image. Obtained results of driver’s eye states are interpreted by using PERCLOS measure to
determine driver somnolence level.
Xinghua Sun et al. [55] implemented a driver monitoring system to alert the driver in case of
drowsiness. This system uses three eye parameters (gaze direction, iris tracking, and eye states). The
algorithm includes several stages, namely face detection, eye localization, iris tracking, and driver’s
eye assessment. Face detection is performed by the Viola-Jones algorithm. the location of the eyes
is extracted from the facial area, which is improved by several preprocessing stages. Thereafter,
the algorithm get the exact eye locations, extracts the iris locations and tracks them. The dynamic
Bayesian network is used as the analysis tool to perform the reasoning of drowsiness.
Through the various works presented above, driver drowsiness detection systems based on image
processing and machine learning methods proven their effectiveness for detecting dangerous behavior
of the driver. However, some weakness of such systems must be highlighted in the following.
Driver’s sleepiness is often related to the state of facial features, mainly eyes, mouth and head
pose. However, to recognize the states of these features, they must be detected first. In this context,
the detection of the face is a key and common step to facilitate the localization of its characteristics.
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But, if the detection of the face fails, it would be impossible to establish the other steps, namely the
location of the face characters and the recognition of their states. For example, the recognition of
closing and opening states of the eyes is an excellent indicator of driver sleepiness and requires two
preliminary steps, the detection of the eyes and their location.
Figure 1.8: Face and eye opening and closing monitoring at night under difficult environmental and imaging
conditions: eye detection failure due to motion blur, one eye not located due to face rotation [42].
Face detection and its feature extraction are sensitive to the driver’s environmental and imaging
conditions, such as ambient lighting, strong light reflection, partial occlusion, head pose, image blur
and noise (see Fig. 1.8). They significantly affect the system accuracy. They are often a challenge for
any computer vision algorithm. In the following chapters all these steps are discussed in depth, with
a solution provided at each stage to reach the final goal, which is correctly recognize the eye states
(open and closed) under extreme conditions of the real world.
1.4.0.3 Eye Blinking Analysis
The eyes are the most expressive sign of a person’s condition. Recent work has shown an efficiency
of eye blink frequencies to detect sleepiness [56, 57]. In [58], blinking frequencies is employed to
measure sleepiness levels. In drowsy state, the frequency of the driver’s blinking may significantly
change, as well as the duration of eyelid closing, which begins to extend involuntarily. More specifi-
cally, when the driver is fully vigilant, the frequency of blinking weakens and the closing time of the
eyelids shows a slowness. It has been observed that the blinking frequency, increases exponentially
with a duration of eyelids closure that becomes shorter and shorter. [59, 60].
1.4.0.4 Mouth states and yawning analysis
Yawning is an involuntary intake of the person’s breathing, through a wide opening of the mouth.
This state is usually a response of the human body to a physiological trigger state, such as fatigue or
boredom.
Shabnam Abtahi et al. [61] proposed a driver’s yawning detection approach for drowsiness de-
tection. Their proposal aims to detect somnolence from the opening frequency of the driver’s mouth.
Their approach helps for background subtraction and can detect well facial features with invariance
to skin color and lighting variations. However, it only operates under ideal conditions and remains
sensitive to thresholding parametrization, and difficult angles of the head rotation. Nawal Alioua et
al. [62] established a driver sleepiness monitoring system based on image processing and computer
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vision methods. The overall scheme aims to detect drowsiness by counting the number of successive
yawing state of the conductor, above a certain threshold, an alarm will be given to prevent hazards.
Abtahi et al. [61] proposed an approach to locate and track the driver’s mouth states, in real time by
using a CCD camera mounted on the dashboard of the vehicle. The camera detects the ROI of the
mouth from the face. Then, a mixture of a skin analysis method and LDA detects the mouth region,
by separating skin pixels (face and lips) from non-skin ones (background). The detected mouth will
constitute the input of a neural model to recognize the mouth states in three different ways, normal,
yawning and talking state. Fan et al. [63] have also identified driver’s yawning as an important phys-
ical sign to prevent drowsiness. They proposed an approach for tracking the mouth and recognize its
state. Shabnam Abtahi et al. [64] developed a real-time driver monitoring system based on yawing
frequencies. Their framework uses integrated intelligent camera platform (APEXTM) for automotive
vision systems, manufactured by CogniVue Corp. The system recognizes three mouth states (nor-
mal, talking or singing and yawning), to alert the driver when drowsiness is detected, by counting
the number of yawning instances on the video stream. This approach got an accuracy of 60% for
yawning detection, which is insufficient to ensure the driver’s safety in case of somnolence.
Yawning is an excellent indicator of drowsiness, the mouth form may appear more larger, which
facilitates its detection with a relatively high accuracy. However, if a driver speaks, screams or sings
while driving, it will be hard to distinguish between these activities, where the three scenarios can
lead to an open mouth and thus increase false alarms. Thus, yawning based drowsiness detection
approaches, still suffer from a high false positive rate [65].
1.5 Thesis structure
This thesis is divided in six chapters, of which the present introduction is the first one. Chapter 2
presents a review of the state of the art in face detection and description of our approach for face
detection. Chapter 3 describes approaches to eye detection and localization. This chapter focuses on
our eye detection frameworks, and their performance tested on video sequence database. Chapter 4
introduces the EyeLSD algorithm, for eye localization and state detection. This chapter focuses on
the EyeLSD’s eye localization phase and evaluates its performance on different datasets. Chapter 5
presents EyeLSD algorithm to deal with the detection of the eye states (open and closed). Finally,
chapter 6 contains the conclusions and main contributions of this work, and future research that may
spring from it. A bibliography close this document.
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2.1 Introduction
Facial expressions convey the observable emotional state of the individual. It facilitates also non-
verbal interaction between people. The analysis of facial expressions is an astonishing ability for
the human being. For computer this task remains an open challenge, in spite of the efforts invested
and results achieved to date. In computer vision, the comprehension of facial expression requires a
multi-layer process implementation, including face detection, face tracking in a video stream, and
facial traits extraction (nose, mouth, eyes). Face detection has wide potential applications, such as
surveillance and facial recognition for biometric authentication of persons.
This chapter is devoted to driver’s face detection under realistic conditions. First the fundamen-
tals of object detection are introduced, then supervised and unsupervised learning approaches are
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presented and discussed. Finally, a complete comparative study is made between the developed algo-
rithm and most recent approaches for face detection.
2.1.1 Object detection and classification
In computer vision, object detection is a tedious and often complicated task. Detecting an object
in a cluttered image can be revealed as an easy task and effortless for the human being, but very
difficult for the machine. Object detection consists of identifying an element "target" in a digital
image or a video sequence, using prior knowledge given by a series of features, also called attributes
or parameters. This set of attributes, express the fundamental textures of an image, such as edges,
lines, corners or their mixture. Several approaches can be employed to extract the desired object from
its background. The most common approaches are based on shape, color or texture information of
object. These constitute an identity specific to each object. Developing systems for object detection
includes two principal steps: Feature extraction and classification.
Feature extraction with appearance modeling, aims to construct an appearance model using a
set of features of a specific object. The model should represent a large range of visual appearance
by minimizing the intra-class variations and maximizing the extra-class ones. However, inadequate
feature representation, can give poor performance in the subsequent classification stage, which will
fail to accomplish detection task.
Therefore, it is important to derive the optimal descriptor (set of features), which has to be im-
mune to imaging and environment conditions. Scale and rotation are the main reasons for object
detection failure. This challenges the search of an optimal descriptor. Classification is a subsequent
step to feature extraction. It is used in the case of two or multiple objects in a scene, where it is
important to precisely find the desired object in the input image. In the literature, there exist various
feature extraction methods for object detection as well as classification methods. In this chapter we
will focus on some of them.
2.1.1.1 Combining Computer Vision with Machine Learning
The combination of computer vision and machine learning is an emerging discipline that has become
popular for their adaptation in different vision-based applications. In computer vision and pattern
recognition. Two main artificial learning techniques are employed: supervised learning and unsuper-
vised one. In supervised machine learning, a set of data is defined by an expert in form of input-target
pairs for the training. This is different from unsupervised learning, where no task-specific training
signal is given. The algorithm attempts to estimate the data structure only by inspection. This chap-
ter discusses a very popular unsupervised learning technique, namely principal component analysis
(PCA) - Section 2.4.2, which is widely used in statistical pattern recognition [66], data reduction
and feature extraction [66]. In supervised learning method, training subset S of the input pairs (x, y),
where x is an element of the input feature vector X and y is an element of the target vector Y , and a
disjoint test subset S ′, both drawn independently from the input-target distribution DX×Y . It is highly
recommended to use validation subset, which is drawn from the training subset for validating the per-
formance of the learned model. The learning task aims at minimizing a task-specific error measure
E, which is iteratively calculated between what the learning model predicts and the actual target, the
evaluation is performed on test subset. In parametric algorithms, such as neural networks and support
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vector machine (SVM) - Section 2.4.3, the common approach to train model is to minimize training
error. The ability of a learning algorithm to transfer the performance of the set of training data to the
test subset, this phenomenon is called generalization, which is discussed later for neural networks
and SVMs.
2.1.2 Detecting regions of interest (ROIs)
In this thesis, we focus on the problem of detecting driver drowsiness through eye closure analysis
to improve road safety. However, for measuring the eye states, three important region of interests
(ROIs) should be isolated first (as illustrated in Fig. 2.1).
ROI 3
ROI 2
ROI 1
(a) Settings the ROIs and the eyes are localized:  
    ROI 1- Face, ROI 2 Eye region, ROI 3 Eye localization 
Figure 2.1: An illustration showing the importance of driver’s face detection step (ROI 1), coarse estimation
of the ocular region (ROI 2) and precise eye localization (ROI 3) [45].
Face and eye detection is an important step in many analysis systems [67, 68]. In this context,
research has made much progress in model- and learning-based object detection methods. [69, 70].
Some popular face detection algorithms, including boosting-based detection with efficient use of
integral image, Haar-like features and a cascade of weak classifiers, have defined high-performance
systems. These approaches are discussed in subsection 2.3.4. The rough detection of the eyes (ROI
2) and their localization (ROI 3), are studied in the next chapter, where three algorithms were built
for detecting and locating the ocular region of the driver under hard conditions of the real world. The
next section describes the proposed driver’s face detection algorithm.
2.2 Driver’s Face detection
Driver assistance system must fulfill several requirements, such as monitoring the driver’s behavior,
while providing an optimal response, in terms of information processing speed and decision-making.
The system must detect every suspicious behavior of the driver while anticipating hazard situations
on the road. The ultimate objective is to prevent imminent crashes related to the driver fatigue and
lack of vigilance.
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Face detection is considered as a primary step to construct a driver’s monitoring system, and is
often required before detecting and analyzing facial features (mouth, nose, eyes) and for estimating
head pose. The detection of the facial region, has been investigated for longer than four decades
and includes several applications, such as driver drowsiness, person identification and expression
analysis.
Figure 2.2: Examples of non-ideal conditions while driving, causing difficulties for driver’s face and eyes
monitoring (images from non-public video sequences provided by HealthyRoad company [45].
Some methods detect the face by combining its features, that is, the face is detected by estab-
lishing a spatial relationship between the eyes, nose and mouth. However, this type of technique
generally detects each feature first and then adjusts the spatial constraint when all elements are de-
tected. Face detection, can also be performed by a pattern matching approach. This method compares
several face patterns with other regions of the image. The regions that correlate with the appearance
of face have very low correspondence values. However, these methods are computational expressive,
sensitive to view changes and ambient conditions. In addition, non-rigid facial textures include more
variations, such as expressions (smiles, scream, laugh), and even lighting changes are accentuated in
this case. These factors increase the detection difficulty.
Therefore, an explicit detection scheme is required to overcome these problems. Face detection
is often dealt with statistical analysis and machine learning approaches, to build a robust method
capable of distinguish faces from non-faces. For the design of a face detector, several problems have
to be considered, which are presented below:
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• Size: A face detector should be able to detect faces at different scales. This is usually achieved by
using a multiple size of face images in the training set. Nevertheless, this process influences
the reliability of the detection because small faces are very difficult to detect than large faces.
• Position: a face detector should detect faces at different positions within the image. This is done
generally, by applying a sliding window method over the image, and computing features at
each window that the system classifies it as face or non-face. The choice of the step size
directly influences speed and accuracy of the detection system.
• Orientation: in real-world application, face appears in different orientations due to the camera
angle and the head-pose. So, face should be detected in pitch, roll, yaw angels with respect
to a frontal pose. The rotation problem is tackled generally by considering face images in
different rotations, to construct the learning model.
• Expressions: facial expressions cause a significant change in the face appearance. A simple way to
handle this change, is to consider face images with diverse expressions in the training dataset.
• Lighting and imaging conditions: the natural lighting conditions involve various changes, such
as fluctuation in spectra, source distribution (different light sources can significantly modify
the skin color) and intensity. Image conditions, including low resolution, blurring or missing
texture details, can result in poor image quality. These cause an enormous challenge to the
face and its characteristics (e.g., an eye) detection algorithms. The lighting conditions have
an impact on the intensity of the pixels around the facial features and can fluctuate strongly in
precise regions relative to others, such as the ocular region. This point plays an important role
in ensuring high detection accuracy.
• Occlusions: partial occlusions represent a major challenge for most face detectors, since the face
appearance may considerably change by the objects that the person wears (e.g., glasses, mask,
hat), shadows and even when the person has a a beard or a mustache.
2.3 Related work
Face detection is considered as a key step in a driver monitoring system, as it primarily reduces the
search field for facial features localization, e.g., the eyes, as shown in Fig. 2.1. The face detector
must operate optimally under realistic conditions, while achieving high accuracy and maintaining its
detection robustness, despite the environmental changes. The implemented face detector should be
very fast, so that drowsiness can be detected before a disaster occurs. This section presents a brief
review of the state-of-the-art approaches for face locating. In the literature face detection methods
are classified into four categories [67, 68]: knowledge-based methods, invariant feature methods,
template matching methods and appearance-based methods.
2.3.1 The knowledge-based methods
These methods require definition of rules to encode human knowledge of what constitutes a typically
human face. The established rules should capture as many relationships as possible between the
different face components.
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2.3.2 The invariant feature-based methods
These approaches focus on the invariant facial features, including face components, texture, skin
color and a their mixture. The aim is to find common structural features between faces in different
ambient conditions. Face detection task can be fulfilled in different circumstances, such as poses and
rotations.
Hashem Kalbkhani et al. [31] proposed a face detection approach that is inserted by initializing
a rectangle in the input image (assumed to contain a face), this rectangle has a pre-established co-
ordinates that roughly define the position of the face. Next, a skin-color algorithm is utilized for
a binary transformation of the input image into black and white pixel values. The white pixels are
the skin textures and the black pixels represent background. Connected component analysis is ap-
plied to overcome unwanted imaging conditions (noise, artifacts, color regions similar to skin color).
Subsequently, a search method based on the sliding-window is integrated to define the ROIs (i.e.,
a face) according to the surface size delimited by white pixels. Yuseok Ban et al. [71] proposed a
face detection method that use skin color likelihood and boosting algorithm to create a search map
to better detect as face. A probabilistic approach is adapted to compute similarity between a color
region and the skin color. So, based on the probability of skin color, authors enhance the color re-
lated to the skin and ignored the color that does not represent the skin (background). Local Binary
Pattern (LBP) and Haar-like features are used to build cascaded classifiers. The boosted classifier is
implemented, depending on the color of the skin, to locate the face in a color image. Their approach
shows good invariance to changes in pose and cluttered backgrounds. However, occlusion causes a
detection problem for skin color-based methods. This may fail to properly detect the face under these
conditions.
2.3.3 The template-matching methods
The algorithm often used, analyzes an input image to find a face. It uses the sliding-window search
method, which consists in defining a sub-image and at each iteration the algorithm calculates the
correlation between the sub-image and a predefined face model. The algorithm can then approve or
reject the similarity with a human face from a user-defined threshold. The detection accuracy may
deteriorate. Because, the face patterns are different from one person to another. Detection is strongly
influenced by the used face model, and imaging conditions. This type of method may be also costly
in terms of computing capacity.
2.3.4 The appearance-based methods
These methods require a large capacity of face images with different variations such as, head pose,
illumination, occlusion. When they are taken into account by the algorithm, they can reinforce the
learning model and thus enhance the algorithm to handle diverse face appearance and fortify its
ability to recognize faces with multiple variations, despite their absence in the learning database.
This practice helps the learning model to be invariant to previous changes during the detection phase.
Face patterns are described through their visual appearance by combining extracted features and
statistical classifiers. Generally, there is three steps to introduce; (1) preprocessing (image noise
reduction, illumination correction, contrast enhancement), (2) feature extraction and normalization,
(3) classification stage interprets the extracted features.
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Appearance-based methods require that the input image be scanned at each location and at dif-
ferent scales. Thus, the number of test sub-windows can easily reach millions. However, the amount
of scanned regions depends on the resolution of the input image and the used step offset parameters
during the detection phase. These methods require a classifier with a high likelihood rate (detection
rate), which must generate an extremely low false alarm rate. Chi Man Vong et al. [72] presented a
rapid face detection algorithm based on appearance method. Face detection problem, is solved as a
binary classification problem. The algorithm includes mainly two steps, principal components anal-
ysis (PCA) method to extract eigenface features, classification between face and non-face features
is performed by sparse Bayesian extreme learning machine (SBELM) classifier, which is a neural-
based method that combines extreme learning machine method and sparse Bayesian learning method.
Searching for a face in the input image, is made by using a scalable sliding window-based method.
One of the most popular appearance-based face detector is that proposed by Viola-Jones [46].
This method scans the whole image to extract Haar-like features in overlapping rectangular areas. In
the classification stage, Viola-Jones use a boosting selection of features that consists of several weak
classifiers arranged in cascade, rather than using a single strong classifier. Each successive classifier
is based on the rejection or acceptance result of the previous classifier.
Viola-Jones method gained popularity by its speed and robustness for face detection. It counts
three principal advantages:
1. The integral image representation describes the image features (rectangle features) remarkably
faster for being used in the node classifiers.
2. The cascade framework allows background patches to be filtered out quickly.
3. The AdaBoost classifiers is composed of several weak classifiers trained in form of cascade
nodes. The AdaBoost algorithm is used to select the rectangle features and to combine them
to form an ensemble classifier in a cascade node.
Despite its advantages, recent works have reported some weakness of Viola-Jones framework. Xi-
aohua et al. [73], highlight two disadvantages of the detector. First, during the training phase, the
augmentation of the number of features can lead to a significant increase of the learning model com-
plexity. Because in Adaboost classifier, each feature corresponds to a single weak classifier, a node
of classifier corresponds to a learner combination of several weak classifiers. Second, if one of the
class is not well covered in the training dataset, the classifier may not work well. Authors overcome
these issues by selecting contextual features and combining two feature descriptors to represent the
face at different scales. The image features are represented by a simplified Gabor features computed
by means of integral images [74] with four orientations. A hierarchy of face regions of specific sizes
is adopted, the classifier is trained with three hierarchical image levels, i.e., resolution of 18 × 18
pixels, 18 × 24 pixels, and 24 × 24 pixels. The 1st level is constructed with a Haar-like features,
The 2nd and the 3th levels use a simplified Gabor features. Gabor’s simplified features perform better
than Haar-like features. Face detector of [73] provides a high classification accuracies of 99.77% and
99.41% in FERET and BioID frontal face datasets, respectively. Their algorithm was only formed
and tested with frontal face images.
However, although its excellent results. The mixture of simplified Gabor features and Haar-like
features is not truly invariant to lighting changes, nor to pose and expression variations. Thus, the
face detector may fail under these circumstances.
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Viola-Jones fails with a sudden change in light and head rotation. Several works have been
proposed to circumvent these disadvantages and improve the performance of the Viola-Jones detector
may be cited [75, 76, 77].
2.4 Face detection with SVMs
In this section, we present our algorithm that detects face under real world conditions. The imple-
mentation is not optimized and was developed with Matlab environment, in intel Core2DuoTMCPU
based laptop system at 2.2 Ghz and 4Gb memory specs.
• General scheme of the system
Face detection algorithm is divided into three essential steps (as shown in Fig. 2.3). The first step
pre-processes the raw input image, which significantly reduces image noise while improving texture
quality. The second step extracts the relevant features in the predefined keypoints on the image. The
last step uses an advanced classifiers to interpret the information collected at each keypoint.
Image Smoothing
and peak detection 
(landmarks)
Preprocessing
Input 
Image Rough estimate 
of the face 
position 
Location of the 
face: accurate 
estimation of the 
position of the face
Extraction of face 
features
and SVM 
classification.
Expected 
face regions 
(SVM's output)
Binary Mask:
selection of the 
enlarged with 
region.
(a) (b) (c) (d) (e)
Figure 2.3: The proposed method for face detection. In the experiments, the proposed method is evaluated
in face images. For clarity, we only show the search map with keypoints in step (b). In step (c) the Gabor
wavelets encode the local regions of the face regions. Step (d), applies a region selection method, the white
region of binary image represent the face while black region represents the non-face. In step (e), green and blue
rectangles represent the results of the proposed method.
In stage one, three-channel RGB image is converted into gray-scale image Υ of 100 × 80 pixels,
then image processing techniques are applied in original image. The features of face regions become
more salient after pre-processing step, due to noise filtering out and texture enhancement. The pre-
processing step consists of a normalization of the illumination that compensates for the variations of
low-frequency lighting and suppresses the noise with a Gaussian filtering.
The outcomes of these preliminary steps create a search map with keypoints that highlight differ-
ent face features and some background regions. This idea has been stressed by Roe1 Hoogenboom
and Michael Lew [78] and successfully applied for face detection.
To minimize the quantity of regions to be analyzed by the SVM model, we must find the invariant
characteristics of the face. This will greatly reduce the number of regions, while increasing the
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chances that SVM scans the correct area in Υ . The facial structure is generally similar from one
person to another. The eyes correspond to the dark areas (regions with small gray scale) and the nose
shows strong reflection. The search map is set up by smoothing the input image and getting local
maximum of pixels, whose intensity is higher than their neighbors intensity values. Local maximum
of a face image, highlights the high-intensity region (e.g., due to nose). The processing step acts in
the image thus bypassing the overlord generated by conventional sliding-window scheme.
In the first step, Fig. 2.3(a), uses the search map with the keypoints. The image is first blurred
which increases the robustness of the feature extractor to image noise because the Gabor features
are less sensitive to noise but not invariant [79]. The next step consists of extracting local maximum
regions (peaks) from the preprocessed image, which are the regions of high-intensity. Fig. 2.3(b)
These regions are the most likely places to contain the right face location, where the intensity of
pixels is higher than the intensity of regions in their neighborhood. Connected-component labeling
is used for detecting connected regions in peaks, while assigning them as landmarks or keypoints.
Fig. 2.3 In the first step, Fig. 2.3(c), the Gabor wavelets are used to encode local features with forty
Gabor filters in five scales and eight orientations (as shown in Fig. 2.4). The size of the sub-image
used in our experiments is 27 × 18 pixels. The Gabor filter approach has shown low sensitivity to
noise, small translation range, texture rotation, and change in scaling.
The second step, Fig. 2.3(d), is to apply a region selection method. To retain the most dis-
criminated image parts that appear as a facial region, spatial structure of objects in a scene is used
besides of binary morphological operations. Two phases constitute the morphology step, erosion and
dilation [80]. The white region (pixels) of binary image are expanded, the black region (pixels) are
diminished by erosion operation. Afterward, black region (pixels) of the area diminished by erosion
operation, is expanded by dilation operation. This second process of sequentially erosion and dila-
tion is called opening process. After the opening process applied two times, largest blob is generated
for a face (enhanced area withing the green bounding-box, as shown in Fig. 2.3(d)), small blobs
are generated for noise then rejected (false alarms, set within the red bounding-box, as shown in
Fig 2.3(d)). The stage two, Fig. 2.3(d), measures the enhanced area structural proprieties (retained
white pixels), applied upon binary image for choosing the widest discriminated surface. This surface
represents the facial region. In last stage, Fig. 2.3(e), reports-back a bounding-box on the original
image with a size of 30 × 20 pixels. The next subsections, explains in detail the implementation of
the face detection algorithm.
2.4.1 Gabor wavelet transform
• Theory of Gabor wavelet transform
The proposed face detection method includes two important steps: the extraction of the main features
of the face and their classification. The feature extraction step is to collect salient information about
the face patterns. The classification stage consists of classifying these features into two categories:
face and non-face. In the first step, Gabor features are implemented to extract the salient features of
the input images. Gabor’s 2-D filters are theoretically interesting for image interpretation thanks to
their excellent computational properties.
Gabor’s features are robust to texture rotation, scaling and translation. The descriptor also pro-
vides high tolerance to the photometric disturbances, such as changes in lighting and image noise.
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All of these reasons make Gabor’s representation one of the best image descriptors in terms of per-
formance. Gabor’s filters are widely applied in different studies, such as object recognition [81], face
detection and recognition [82] and iris recognition [83].
Figure 2.4: Gabor filters of five different scales and eight different orientations [18, 82].
The two dimensional Gabor is capable of obtaining micro features (e.g., facial expressions). The
descriptor’s kernel is similar to the response of the two-dimensional receptive field profiles of the
human being simple cortical cell [84].
Gabor’s filters represent face textures in different center frequencies (scales) and orientations,
i.e., face textures are simultaneously represented in the spatial and frequency domain. Thus, Gabor
representation allows an effective extraction of the visual appearance of the face that appears at dif-
ferent sizes and locations. In the spatial domain a two-dimensional Gabor wavelet based on Gaussian
kernel function modulated by a complex sinusoidal plane wave, described as:
G(x, y, ω0, θ) =
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2πσ2
e−
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2σ2
(R21+R
2
2) × [ei(ω0R1) − e−ω
2
0σ
2/2] (2.1)
where R1 and R2 are
R1 = xcosθ + ysinθ
R2 = −xsinθ + ycosθ
The standard deviations of the two-dimensional Gaussian function are σ1 and σ2 along the axis
x− and y−, respectively. x and y are the pixel coordinates in the spatial domain, ω0 is the spatial
frequency and θ is the orientation of the filter bank.
For a given input image I, the response of the Gabor filter G is calculated as the convolution of
G(x, y, ω0, θ), with image I as follows:
CΨI = I(x, y) ∗G(x, y, ω0, θ) (2.2)
where I(x, y) is the intensity value of the input image I at (x,y), is the convolution. The response CΨI
consists of real response or/ and imaginary response.
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In our application of Gabor filters, the two filter parts are used, the real and imaginary response
of CΨI for extracting the facial features. Let CreΨI and C
im
ΨI are the real and the imaginary components
of Eq. 2.2, respectively.
The mixture of both terms represents the information of the facial local textures, and can be
derived with the amplitude response:
CΨI(x, y, ω0, θ) =
√
||Cre
ΨI ||
2 + ||Cim
ΨI ||
2 (2.3)
The convolution process in Eq. 2.2 is efficiently implemented by fast Fourier transform (FFT), element-
by-element multiplication and inverse Fourier transform (IFFT). The Gabor magnitude response rep-
resents the face image at different scales (σ0) and orientations (θ). Each element of the face features,
is normalized to zero mean and unit variance (ρ is the down-sampling factor). Finally, all responses
are concatenated to form a unique feature vector to represent a single face image. The final feature
vector will be expressed as follows:
C(ρ) = [c(ρ)
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In conducted experiments, the Gabor filter bank has eight orientations and five radial center frequen-
cies (scales) [82] , σn = π2
√
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with n ∈ {0, 1, . . . , 4} and θm = π8 m with m ∈ {0, 1, 2, . . . , 7}. It should
be noted, that the only downside of Gabor traits is their large dimension. The classification of these
large features will be computationally costly. Therefore, it would be more appropriate to introduce
an additional step before classification, which consists of projecting the Gabor features from a large
dimensional space to a smaller one.
2.4.2 Feature reduction
Gabor features set in section 2.4.1 resides in a large multi-dimensional space, where C(ρ) ∈ <N .
Classification in large multidimensional space is not efficient, because the training set may include
noises, insufficient details, a strongly correlated features (information is strongly redundant) and the
number of training samples cannot match the dimensionality of the data to attain desired accuracy
[85]. Moreover, computational time to learn high dimensional data is prohibitively high. Principal
Component Analysis (PCA) aims at data transformation from high-dimensional feature space to low-
dimensional one using projection basis which is optimal in terms of mean-squared error.
Orthonormal projection basis is derived by identifying the eigenvectors of the covariance matrix
defined as:
ΣC =
1
M
M∑
n=1
(C(ρ)n − µ)(C
(ρ)
n − µ)
T (2.5)
where Cρn ∈ <N is an image inside the training set n ∈ {1, 2, . . . ,M} and µ is the average image of
the training set, µ = 1M
∑M
n=1(C
(ρ)
n ). Equation 2.5 zero out the mean of the feature vector Cρ and
ρ = 1, which means no downsampling is made during feature extraction stage. PCA factorizes the
covariance matrix into the following form:
ΣC = ΦΛΦ
T (2.6)
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where Φ ∈ <N×m is the desired orthonormal projection basis associated with non-zero eigenvalues,
Λ ∈ <m×1. The lower dimensional data is derived from linear projection as follow:
Υ = ΦT (C − µ) (2.7)
The lower dimensional feature vector Υ ∈ <m, m < N, captures the most relevant features of the
original data C important for the classification stage.
2.4.3 The support vector classifier
Support vector machine (SVM) is a widespread method frequently applied in industry and academia
to solve a real-world problems, such as fault detection, object classification, object detection and
pattern recognition. SVMs were first proposed by Cortes and Vapnik [86] and well known for their
robustness in solving diverse classification problems.
The SVM approach intends to enlarge the margin boundaries between linearly separable classes.
A large margin classifier (i.e., SVM) determines a particular solution, in which the solver classifies
different patterns by widening the separation boundary between two or more classes. The classifica-
tion boundary is defined by the largest separating margin that contains no sample that can be plotted
around the decision boundary, as shown in Figure 2.5.
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Figure 2.5: SVM representation: margin definition in case of a 2D feature space, d1 = d2 for the two
symmetric lines defined by -1 and +1 [42, 86].
The data samples are represented as individual points in n-dimensional space, where n is the
number of considered features. Each data items is a point in <n. The SVM method can be seen as
an optimization problem that seeks to find a linear classifier g(x) = θT Xi + b by minimizing a cost
function. The vector θ is the normal of the hyperplane, and real number b is the hyperplane’s offset
from its origin (along the normal θ).
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So, by assuming a set of training examples Xi, where i = 1 + · · · + Ns︸        ︷︷        ︸
Ns
and Ns is the number
of training samples. (which is not augmented with an extra element) for each sample a label is
assigned yi ∈ {1,−1}, indicating membership of each example for a specific class. The linear classifier
g(x) = θT xi + b is sought, such that:{
θT xi + b ≥ 1 i f yi = +1
θT xi + b ≤ −1 i f yi = −1
f or all i (2.8)
These two constraints can be rewritten into a single inequality as follows:
yn(θT xn + b) ≥ 1 (2.9)
The gradient vector of g(x) is θ. Therefore, the square of the margin is inversely proportional to ‖θ‖2 =
θT θ. by minimizing ‖θ‖2. Using Lagrange multipliers. The constraints 2.9 can be incorporated into
the minimization Eq. 2.10.
L =
1
2
‖θ‖2 +
Ns∑
i=1
αi(yi[θT xi + b] − 1), αi ≥ 0 (2.10)
So, the maximization of the margin is performed by minimizing L according to θ and b , and maxi-
mized according to the Lagrange multipliers αn. The partial derivatives of Eg. 2.10 with respect to θ
and b to zero results in the constraints:
θ =
∑Ns
i=1 αiyixi
∑Ns
i=1 yiαi = 0
(2.11)
The so-called dual form of this optimization problem can be reformulated by reintroducing Eq. 2.11
into Eq. 2.10
L =
Ns∑
i=1
αi −
1
2
Ns∑
i=1
Ns∑
j=1
yiy jαiα jxTi x j, αi ≥ 0 (2.12)
L should be maximized with regard to the αi. This is a quadratic optimization issue, for which regular
software package are accessible. In this dissertation, the SVM implementation is performed with an
integrated program for support vector classification library LIBSVM [87].
This interpretation of the SVM classifier is of restricted applicability, and deals with only a linear
classification issue, i.e., a set of data of different classes that can be distinguished correctly with
linear decision boundaries. However, in the real world, data are seldom linearly separable and this is
due to the presence of noise and a very high dimensional data space. Therefore, SVMs may have a
non-linear kernel that is set up in the hope of improving the linear separation of training data. The
discriminant function introduced in the quadratic form,
δ(x) = [x 1 x20 x
2
1 . . . x
2
N−1 x0x1 x0x2 . . . xN−1xN]
T (2.13)
gk(δ) = θTk δ(x) (2.14)
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Dataset is transformed from the measurement space to a new feature space. In Eq 2.12 training
examples are coupled to other examples by an inner product. In other terms, the nonlinear kernel, K
is built from an inner product in a feature space based on some mapping δ.
δ(xi)Tδ(x j) = (xTi x j + 1)
2 = K(xi, x j) (2.15)
The polynomial degree can be increased, so, instead of (xTi x j + 1)
2 any integer degree can be imple-
mented (xTi x j + 1)
d for d > 1. However, the most usual degree of polynomial is two, i.e., d = 2
(quadratic). A larger degrees tend to overfit the SVM model and make it instable.
The relationship between the features vector x to be classified and the classifier Θ can be rewritten
as,
g(x) = θTδ(x) =
Ns∑
i=1
K(x, xi) (2.16)
So, the formulation above allows to replace the inner product by a more general formation expressed
by the kernel. Besides to the polynomial kernel, another nonlinear kernel that allows an adaptive (non-
linear) decision boundaries is the Gaussian kernel which can be implemented with σ2I as weighting
matrix, radial basis function (RBF) kernel can be formulated:
K(xi, x j) = exp(−γ‖xi − x j‖2) (2.17)
and
γ =
1
σ2
, γ > 0 (2.18)
Then, kernel equation 2.17 is introduced in the question L, which is adapted to a nonlinear classi-
fication case. For small values of γ, the RBF kernel generates nonlinear classification boundaries,
whereas, high values of this parameter give a smooth classification boundaries.
Inequality formulation (hard constraints) in Eq. 2.9 is replaced by soft constraints:{
θT xi + b ≥ 1 − ξi i f yi = +1
θT xi + b ≤ −1 + ξi i f yi = −1
Consequently, the optimization problem is changed into,
L =
1
2
θ2 + C
Ns∑
i=1
αi(yi[θT xi + b] − 1 + ξi) +
Ns∑
i=1
riξi, αi, ri ≥ 0 (2.19)
Here, αi and ri are the Lagrange multipliers. ξ is a slack variable, ξi ≥ 0. SVM is a quadratic program-
ming problem, which aims to find an optimal hyperplane by minimizing the misclassification error,
with respect to θ and b for a given set of labeled samples [xi, yi]. For i = 1, . . . ,m, where m is number
of samples. Generally, this is a non-trivial mathematical issue, and there are various approaches that
are characterized by accuracy and complexity. (e.g., by using quadratic programming)
Training an SVM model with an RBF kernel induces a maximization of ξ by combining it with θ2.
The parameter C establishes a sort of compromise that determines an equilibrium between having a
large overall margin, at the cost of more training samples incorrectly classified or a small margin with
less training samples incorrectly classified. The hyper-parameters C and σ of the RBF kernel can be
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optimized by using grid search technique and the cross-validation group (CV). The best values over
the CV group can then be used to build the learning model.
2.4.4 Training phase
2.4.4.1 Database description
(a) (b)
Figure 2.6: (a)."ORL Database of Faces"(Olivetti Research Laboratory, Cambridge) [88, 89], "AT & T
laboratories Cambridge," Cambridge university computer laboratory, "the digital technology group", 1992-1998.
(b)."CMU Pose, Illumination, and Expression (PIE) database" [90, 91], "THE ROBOTICS INSTITUTE",
Carnegie Mellon university.
To analyze the face detection rate, two datasets were used:
• ORL database (Olivetti Research Laboratory, Cambridge) [88, 89], Fig. 2.6(a), consists of an as-
sortment of face images, generally used in the context of face identification. This database is
composed of various images of 40 distinct subjects. Images are captured under varied situa-
tions, fluctuations in illumination and facial grimaces (eye open / closed, smiling / not smiling),
with presence or absence of particular elements (glasses/ no glasses).Images are taken with a
dark homogeneous background and ten different head poses of each individual.
• CMU-MultiPIE (MPIE) database [90, 91], Fig. 2.6(b), is a CMU pose, illumination and expres-
sion dataset. It consists of various human faces, assembled between October and December
2000. It has 41 368 images of 68 people. Each individual’s image is taken under 13 vari-
ous light circumstances and with 4 distinct emotions, such person with neutral face, smiling,
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eyelid blinking and talking.These specific expressions are assumed to be the most frequent
’expressions’ in normal life.
Here it should be pointed out that the image sets of face and non-face images, used during our
experiments are geometrically normalized into a size of 27 × 18 pixels.
2.5 Results and discussion
This section assesses the performance of the proposed face detector, principally, based on Gabor’s
features, PCA, and SVM classifier. Two sets of data were used for the evaluation protocol, namely
the ORL Face database [88, 89] and the CMU Multi-Pie database (MPIE) [90, 91]. To measure the
generalization capability of the algorithm, a new dataset of face images was acquired by using a
normal laptop web-camera. In Gabor-based face detector, the face location is formulated as a 2-class
classification problem, a state-of-art classifier was used, namely SVM classifier that is trained with
linear and nonlinear kernels, to define the hyper-plane that maximizes the separation gap between the
two classes (face and non-face). For a well benchmarking, the face detection algorithm is compared
against most recent state-of-the-art appearance-based face detectors.
2.5.1 Classifiers and Parameters Settings
The face detection was treated by developing a model based on face appearance and a binary classi-
fication between 2 classes: the class of face and the class of non-face. Two classifiers were selected,
linear kernel-based SVMs and non-linear kernel-based SVMs (RBF kernel) [86] were trained for
maximizing the separating margin between the face and the non-face, while minimizing the number
of error of the training set. The SVM’s hyper-parameters C and σ of the RBF kernel are set during
the conducted experiences. The cross-validation techniques CV is also implemented, the best values
of the CV group were used to design the learning model.
• Performance metrics
Confusion matrix is used to measure the quality of the classification system, Fig. 2.1. Each column
of the matrix corresponds to the number of occurrences of an estimated class, whereas, each row
represent the number of occurrences of the real class. The interest of the confusion matrix is to allow
a quick and simple visualization whether the system succeeds to realize a correct classification of the
instances.
Table . 2.1 determines if in each studied image, the face, is correctly recognized. The columns
present the values estimated by the algorithm presented in Section 2.4, while the lines correspond to
the ground truth.
The values presented in the Table . 2.1 are explained by the following points:
• True Positive (TP): Face image and the algorithm detected it as Face.
• False Negative (FN): Face image but the algorithm detected it as Non-Face.
• False Positive (FP): Non-Face image and the algorithm detected it as Face.
2.5. Results and discussion 37
O
bs
er
ve
d
C
la
ss
Estimated Class
0 1
0
True
Negative
False
Positive
1
False
Negative
True
Positive
Table 2.1: Confusion Matrix of face classification.
• True Negative (TN): Non-Face image and the algorithm detected it as Non-Face.
• Statistics extracted from the confusion matrix
The performance validation of the face detector and the final results are presented, including calcula-
tion of TP, TN, FP, and FN. The overall accuracy (Acc) for each experiment is reported in Table 2.2.
The measurements used for evaluating the learning algorithm quality are the Receiver Operating char-
acteristic (ROC) curves and the Area Under Curve (AUC) that is computed to show the probability of
correct discrimination between different classes. Figure 2.7 show the AUC of each method’s ROC
graph tested on the test databases.The AUC metric is calculated using the 10-fold cross validation
technique. Precision (Prec) and Recall (Rec) are computed.
Prec =
T P
T P + FP
Rec =
T P
T P + FN
Thanks to those measures, F1 − S core metric is interpreted as a harmonic mean of the precision and
recall for further comparison of the results.
F1score = 2 ×
Prec × Rec
Prec + Rec
If the learning model is predicting a positive class, a high recall and a low precision are mostly
obtained, in contrast, if the trained model has high precision and low recall, it predicts a negative
class most of the time. Consequently, a highest precision and recall values are often desirable to be
obtained simultaneously by the training model.
2.5.2 Experimental Results and Discussions
This section presents the performance realized of our face detection algorithm. Two public databases
were used to test our face detector: ORL database (Olivetti Research Laboratory, Cambridge) [88]
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Method Database TP [%] FP [%] TN[%] FN [%] Prec Rec F1S core Acc [%] AUC
Gabor/SVM(linear) ORL 72.06 2.51 17.87 7.54 0.96 0.90 0.93 89.94 0.96
Gabor/SVM(linear) MPIE 73.50 2.56 18.23 5.70 0.96 0.93 0.94 91.96 0.95
Gabor/SVM(RBF) ORL 71.23 3.35 20.11 5.31 0.95 0.93 0.94 91.34 0.94
Gabor/SVM(RBF) MPIE 72.02 2.77 21.05 4.15 0.96 0.94 0.95 93.07 0.97
Table 2.2: Statistical results for linear and RBF kernel in face detection.
and CMU-MultiPIE database [90]. The face detector employs forty Gabor filters in five scales and
eight orientations, as shown in Fig. 2.4. Table 2.2 shows, the performance of the proposed method
to detect face window on precedent datasets. Examples of successful detection of face windows from
our database are shown in Fig. 2.8. The best results of 93.07% have been obtained with RBF-based
SVM kernel on the CMU Multi-PIE face database.
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Figure 2.7: ROC curves of Gabor features and PCA using the SVM classifier ORL database and CMU
MultiPIE (MPIE) database. AUC values are given at the end of corresponding legend texts.
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Figure 2.8: Snapshots illustrate some successful face detection on pictures captured within the laboratory:
frontal series, alternative expression (smiling, eye closed), illumination change, head rotation, occlusion (beard,
myopia glasses), and distance.
On the other hand, we tested the method on a subset of the ORL database with variations. It
achieved 91.96% successful detection rate, which means that the method is robust for these variations.
There is clearly an improvement in detection rate using the CMU Multi-PIE face database. Compared
to the ORL database, the CMU Multi-PIE face database, contains many more variations of lighting
and head pose, as shown in Fig. 2.6(a) and Fig. 2.6(b).
At first glance, this improvement in the detection rate is due to the fact that Gabor’s filter is a
powerful feature descriptor, especially for non-rigid face textures [82]. In addition, by including
other variations, a significant improvement in the detection accuracy can be achieved. However, it
should be emphasized that there is a loss of information in the process of quantizing the Gabor feature
vectors. The descriptor can only realize a rough representation of the overall shape information,
i.e., a global representation of the face textures, by neglecting the local texture information (texture
details). This makes the Gabor descriptor, neglects the discrimination of micro-texture or details of
face textures, such as facial expressions.
Figure 2.7 shows the ROC curves of Gabor features on the two datasets. The best performance
in terms of AUC values is achieved on CMU Multi-PIE face database. Figure 2.8 illustrates some
examples of successful face detection in complicated conditions (lighting, pose, expression, and
occlusions). Different colors of bounding box are obtained: the green rectangle corresponds to the
initial estimate of the face area, the blue rectangle represents an accurate detection of the face, the
rectangle is geometrically normalized at 30×20 pixels. We examine the ability of the detector to treat
partial occlusions (pose, glasses, beard) and its robustness to light changes. Some typical results are
shown in Fig. 2.7. the results obtained show the robustness of the method against precedent changes.
2.5.3 Performance comparison with five methods
It is really difficult to make a fair comparison between the proposed method and other methods
because of the lack of common sets of data and the widely accepted evaluation protocol. In spite of
these issues, table 2.3 lists four methods we are aware of, with corresponding experimental settings
such as the dataset tested on and its main characteristics; the size of the image patches used for the
training/ test phases, the number of images of the test partition and the performance realized by each
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method. Table 2.3 shows four methods were assessed on the same datasets used in our experiments,
namely as ORL [89], CMU Multi-PIE [91] and CMU Frontal Face dataset [92].
method data
patch
size
(pixels)
# Test:
face(+),
non-face(-)
Acc
(%)
challenge
Gabor/SVM
(proposed [18])
ORL 27 × 18
(+)267,
(-)199
91.96
PCA/SVM
( [72])
ORL 92 × 112
(+)160,
(-)200
88.26
±0.54
Expression, low-resolution,
glasses, occlusions, slight-
poses, lighting
PCA/ELM
( [72])
ORL 92 × 112
(+)160,
(-)200
94.50
±2.27
PCA/
K-ELM
[72] ORL 92 × 112
(+)160,
(-)200
98.12
±0.84
PCA/
SBELM
[72] ORL 92 × 112
(+)160,
(-)200
96.90
±1.59
Gabor/SVM
(proposed [18])
CMU
(MPIE)
27 × 18
(+)170,
(-)191
93.07 Expression, lighting, occlu-
sions, head- poses, distance.
PCA/SVM [72]
CMU
(FF)
27 × 18
(+)404,
(-)521
87.91
±0.94
PCA/ELM [72]
CMU
(FF)
64 × 64
(+)404,
(-)521
97.25
±1.27
Expression, lighting, occlu-
sions, frontal pose.
PCA/
K-ELM
[72]
CMU
(FF)
64 × 64
(+)404,
(-)521
99.99
±0.01
PCA/
SBELM
[72]
CMU
(FF)
64 × 64
(+)404,
(-)521
99.19
±1.65
Table 2.3: Comparison of Gabor/SVM method with exiting methods in terms of Accuracy (%) on ORL
database, CMU-MultiPIE (MPIE) and CMU-frontal face (FF).
Withal, corresponding experimental settings are presented such as, image dataset, beside of its
characteristics (number of test images with their corresponding size) and the final performance real-
ized by each algorithm. What the previous methods have in common is that the feature descriptors
adopted for the facial description are similar or identical to those mentioned in Section 2.3.4, they
use the same databases, namely the ORL database and CMU Face databases. In [72], the PCA
and SBELM mixture had a detection rate of 96.90% on ORL database, while with similar data, our
method obtained a detection rate of 91.96%. One reason for this drop in the detection rate is due to
the fact that all face training data are with size of 92×112 pixels, which is almost 5 times than training
images used in our method. Indeed, large facial images contain much more texture details than small
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images. This increases the classification accuracy. The PCA and SVM mixture got a detection rate of
88.26%. The proposed method outperforms it with a detection rate of 91.96% on ORL database. The
PCA method for feature extraction is unable to handle complex variations, such as lighting changes
and facial expressions [93]. Moreover, PCA is not invariant to the rotation of textures of the face [94].
These reasons make the Gabor method of a better descriptor than the PCA method for extracting
facial features and also explains the improved detection rate made by our method. However, the
discretization effects and imperfect filter symmetry of Gabor features, make them sensitive to small
variations with the amount of rotation [95]. Therefore, Gabor features can tolerate texture rotations
but not invariant to them. Some errors in Gabor’s magnitude and phase responses are not dramatic
for the feature extraction step. However, These can slightly decrease detection rate. The proposed
method achieved a detection rate of 93.07% based on CMU Multi-PIE data. This result improves
that achieved by the same method on the ORL database. This increase in performance is primarily
related to the wealth of information offered by the CMU Multi-PIE database, which contains more
diverse facial expressions, much more light variations and faces at different depth-of-field.
2.6 Conclusion
Face detection is a prerequisite driver-behavior surveillance step. To analyze the driver’s face fea-
tures, it is important that the established method should be accurate and robust. The main concern
of this chapter was to develop a method able to detect a face in complicated conditions. The find-
ings realized a significant performance, in terms of robustness to ambient variations and detection
rate. The method developed to find the face includes three main stages. First, the Gabor descrip-
tor extracts important facial features. Then, the PCA method reduces high dimensional features,
while reducing redundant information. Finally, SVM model is designed to distinguish face from
non-face images. The experiments were validated on three databases: ORL face database, CMU
Multi-PIE face database, and pictures captured within the laboratory. The main advantages of using
PCA method:
1. The method reduces the time and storage space required and hence accelerates the supervised
learning stage, as SVM in our case.
2. It eliminates multi-collinearity and improves the performance of the SVM model.
3. And, it can deduces redundant information of the training set, which improves detection rate.
However, the PCA method does not only have advantages. The traditional formulation of PCA
(Section 2.4.2) can be a serious disadvantage for an application that must operate in real-world
conditions. PCA is sensitive to data changes. in the case of driver monitoring, the processed data
changes statistically according to its environment. Face detection is an important step in the driver’s
monitoring and hazard detection scheme. However, if the facial area is not detected, it would be
impossible to locate the facial features such as eyes, to establish a diagnostic of the driver’s states.
To solve this issue, we thought of designing an alternative approach to eliminate face detection step
before detecting facial features. In the next Chapter, we design different approaches for locating the
facial features, without detecting the face.
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Driver’s Eye Detection without face
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In the present chapter, we first detail the state-of-the-art eye-locating methods and then we ex-
plore the feasibility of implanting eye detectors under very uncontrolled conditions without face
detection step.
3.1 Estimation of the eye location
3.1.1 Introduction
Eyes are one of the most expressive facial details, reflecting the person’s emotional situations and her
degree of awareness. The effective positioning of the eye region in a given face image is crucial for in-
terpreting the behavior of the driver, as well as for many additional face-related research applications,
such as face detection, face alignment, face recognition, eye closeness detection, gaze estimation,and
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head-pose estimation. In last decades, the task of accurate eye localization gained considerable atten-
tion from scientists and engineers. This is principally because of the challenge associated with the
eye’s appearance change. This change may be due either the intrinsic dynamic features of the eyes or
simply to the surrounding natural fluctuations. Several factors can considerably affect the appearance
of the eyes and convey a significant change that often causes a real difficulty for an accurate detection
of the eyes. These challenges are showed through the Label Face in the Wild database (LFW) [96],
and illustrated in Fig. 3.1 with various conditions that affects image quality, such as expressions,
occlusion, pose, imaging conditions and lighting. These variations reduce the accuracy of the local-
ization of the eyes and make this task particularly difficult in an uncontrolled scenario such as that of
driving environment.
Figure 3.1: Images of Label Faces in The Wild database (LFW [96]) to illustrate the major challenges
encountered in the phase of eye localization in general, especially, under uncontrolled conditions: variation of
pose, occlusion, change of light, facial expression.
• Facial expression: the change in facial expressions usually introduces a radical change of shape
and appearance of the eyes, which are highly sensitive to this kind of variation. For example,
laughing causes a complete closing of eyes and screaming can distort the shape of eyes as well.
• Occlusion: the eyes are frequently occluded by hair, sunglasses and myopia glasses. The partial
occlusion is often encountered in real world applications. Under these circumstances, the eyes
are sometimes hard to detect and can definitively not detected at all.
• Pose: the change of the head-poses (yaw, pitch, roll) introduces a change in the eye appearance,
and the eyes are sometimes completely hidden in a profile pose.
• Imaging conditions: ambient environmental conditions, such as lighting (varying of the spectral
scale, distribution of light source and variation in pixel intensity) imply a significant change to
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the visual aspect of the eye. In addition, factors attributed to real-world applications, including
low image resolution, blurred image, or poor texture details of the image, generate a poor image
quality. Moreover, variations of perspective and depth-of-field transform the appearance of the
image textures and involve an unexpected fluctuations.
Eye localization is closely related to several applications based on facial analysis, such as eye detec-
tion, eye tracking, eye gaze fixation and blink detection. Some differences between those applications
should be, however, highlighted. This difference is clarified by giving a brief description of each ap-
plication:
• Eye detection, consists to generate a rough estimation of eye location in an input face image.
• Eye localization, however, requires a much more accurate prediction of eye positions (with high
detection accuracy, very low estimation error, and requires a post-processing phase). The
localization of the eyes is generally treated as a subsequent fine adjustment step after eye
detection.
Eye localization and eye detection are different problems. Eye detection aims to roughly find the
eye in a face image. In contrast, eye localization accurately estimates the center position of the
eyes [97, 98].
• The eye tracking, considers further parameters in the localization of the eyes, namely time and
redundant information in consecutive frames. This is usually explored to facilitate the heuristic
localization of the eyes in videos.
• The estimation of the gaze, focuses on assessing the person’s attention through an analysis of pupil
motion.
• The detection of eye blinking, is the detection of the dynamics of the eye, namely the opening and
closing of the eye. These actions are analyzed in order to estimate the physical states of the
individual.
3.2 Related work
Various dedicated approaches for the localization of the eyes have been proposed in the literature,
these are generally classified into three categories [98, 99, 100]: the measurement of eye character-
istics, the learning of a statistical appearance model, and the exploitation of structural information.
These methods depend on the nature of the information used for the development of the detection
model.
3.2.1 Methods based on measuring the characteristics of the eyes
These methods explore the inherent characteristics of the eyes by treating them as a special facial
characteristics. Many eye-specific features are used in practice, such as the shape of the eyes, the
intensity contrast between the white area of the eyes, and the eye pupil. These characteristics could
be a very reliable indicators to find the exact eye location. However, they tend to be relatively reliable
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under uncontrolled environmental conditions. In addition, further characteristics can be used, such as
the light reflected by the eyes in the case of infrared (IR) camera, as shown in Fig. 3.2a and Fig. 3.2b
but these methods depend heavily on the used hardware part and may even require human expertise.
(a) (b)
Figure 3.2: (a) Images of the driver captured with IR camera. (b) Eyes examples under active near-infrared
lights http://healthyroad.pt/.
3.2.1.1 Model-based on shape characteristics
Figure 3.3: ASM based facial landmark localization algorithms [101].
The construction of a pattern-based eye shape requires four key components: the eyelids, the
white region of the eye, the iris and the eye pupil. Each of these parts is geometrically unique,
e.g., the eyelids have an elliptical shape, while the iris and pupil have a rather circular shape. For an
appropriate geometric design of these forms, two representations are generally adopted: a continuous
representation and a discrete one. The deformable model [102] is the most widely used algorithm for
designing the continuous shape model. Nonetheless, the eyes are rather well expressed in a discrete
way with the Active Shape model (ASM) [52, 101].
ASM is a well-known method for modeling the structural information of the eye, by automatically
locating key-points that determine the shape of different facial details, covering the eyes [103, 104,
105]. The shape of the eyes can be represented with a series of discrete landmarks of the ASM
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method applied to the ocular region (see Fig. 3.3). The model obtained represents the overall
structural information of the eyes (overall shape) and not the local structural deformations (local
shape) of the eyes. In [106], suggested a local shape-based model to interpret the local structure of
the eyes, especially, the ocular components with a circular shape. Hough’s circular transformation
can also identify the circular shape of the iris and pupil. However, this method is computationally
expensive and unable to handle discontinuities of the eye shape.
3.2.1.2 Model based on Intensity contrast characteristics
The distinguishable intensity response of the eye is another helpful hint for eye localization. This
special cue enhances the existence of eyes in an image, since an eye open has a high intensity of
contrast, distinguishable between different eye components. whereas, the eye pupils emit a much
lower gray intensity than that of the iris and the white-eye.
Traditional methods measure the intensity contrast response of the ocular region are Integral
Projection Function (IPF) [94] and Variance Projection Function (VPF), both of which are merged in
General Projection Function (GPF) [79]. These methods yield a good localization results but most
of them show a high efficiency only with normalized face images (slight change in eye scales and
texture rotations). Moreover, they tend to be less efficient under uncontrolled conditions and facing
poor image quality, which may result in great performance loss. [78] try to overcome a weakness
of such methods, by accumulating locally smoothed version of pixel intensity, which tends to be
more stable compared to the global one. However, the influence of environmental conditions, such as
occlusion and illumination, on the overall appearance of the eye can lead to failure of the projection
method. In addition, the projection response is sensitive to the rotation of the texture. Zheng et
al. [107] solved precedent projection-related issues by proposing a locally selective projection (LSP)
algorithm for eye localization.
3.2.1.3 Model-based on infrared illumination
The near-infrared (NIR) imaging techniques can deal with the ambient illumination fluctuations, and
highlights the facial features, including the eyes. At the night time, pupil and iris can be captured
at different illumination spectra. The eye pupil usually exhibits a large reflection rate than the iris,
resulting in a bright spot at pupil position. This bright spot is a good indicator for eye localization
[108, 109] (see Fig. 3.2a and Fig. 3.4).
In practice, NIR light source with a precise wavelength range, can meet the requirements of most
in-door application scenarios. Due to its robustness against visible lighting changes. This method
is widely adopted for monitoring the condition of the driver. Jaeik Jo et al. [110] proposed a driver
monitoring system, which operates day and night. The overall system incorporates NIR light to
capture the driver’s face under optimal light conditions. Figure 3.4 shows the lighting configuration,
used by the authors and tested with the driver wearing black sunglasses at wavelengths of 700 nm,
850 nm and 950 nm. This configuration is operational for the driver wearing myopia glasses and
sunglasses. Nonetheless, their system is relatively expensive due to the equipment used. In addition,
some restrictions have to be satisfied to ensure good performance, such as opened eye states and the
on-axis light, together with NIR imaging hardware.
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Figure 3.4: Images obtained in various wavelengths using near-infrared camera for driver wearing sunglasses:
(a) 700 nm, (b) 750 nm, (c) 850 nm, and (d) 950 nm [110].
3.2.2 Methods based on the structural aspect of the eyes
The structure-based approaches place emphasis on the study of the spatial structure of the eye in-
trinsic components and the geometric regularity between eyes and other facial features in the face
context. The eye structure-based approaches, infer successfully, the location of an eye by estimating
the locations of its parts, and show robustness against occlusion and large eye variations. However,
NIR lighting method is expensive in calculation and often involves a preliminary calibration phase.
Moreover, eyes could not be detected when the sunlight intensity is higher than that of the IR reflec-
tion.
Figure 3.5: Three illustrations of the training set indicating the position of the marked features and the
structure of the pictorial model learned [111].
As was mentioned earlier, the techniques involved in the three types of approaches for the local-
ization of the eyes overlap with each other. Thus, the Active Shape model (ASM) [52], the active
appearance model (AAM) [112], the constrained local model (CLM) [113] and the pictorial structure
model (PS) [114] are representative techniques developed under this approach. Circular Hough trans-
form technique realized good performance for eye locating [115, 116]. However, this technique is
computational expensive. The pictorial structure design, is quite appropriate approach for eye local-
ization. This approach represents the object of interest, by its components and their spatial relations,
as shown in Fig. 3.5. The PS method considers the components of the object of interest, in the context
of its internal global configurations, to locate of each component and its spatial structure. However,
conventional PS framework provides acceptable performance only under ideal conditions, while in
practice the configuration between facial parts may be deformed mostly due to different variations
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(scale, rotation and expression). Xiaoyang Tan et al. [114] enhance the conventional PS method for
modeling complex structural appearance changes of the eyes, under uncontrolled conditions.
3.2.3 Methods based on the learning statistical appearance model
The methods reviewed in this section concentrate on statistical design of information content, com-
puted from the photometric appearance of ocular image patches. Appearance-based schemes, in
general, potentially handle further information than other approaches showed above (those based on
characteristics and structures). The photometric information of the eyes encompasses both informa-
tion on the characteristics of the eyes (e.g., the eye shape) and other consistent textural materials that
may be neglected or difficult to measure by the precedent methods.
The eye patterns are defined through their visual appearance by combining derived features and
statistical classifiers. Three steps outline these methods:
1. pre-refining or pre-processing that consists of noise reduction, illumination correction and
texture enhancement.
2. feature extraction and normalization step, the most relevant features of the eyes can be
derived by applying simple or more complex photometric assemblies. Each set of features
is derived from a mathematical transformation of a set of neighboring raw pixel values, ex-
tracting important features that must be retained despite the changes in the original image.
Nevertheless, no unique feature descriptor can satisfy all invariance requirements because im-
age variations are numerous and primarily transform image textures non-linearly. Selecting
the ones to use in practice is mostly application-driven and the changes taken into account,
textures information preserved despite these changes, and other affine transformations [98]
(features encoded, discrimination retained, computational efficiency).
3. classification interprets statistically the derived features by establishing a learning-model.
The advantage of these methods is that richer and more reliable information can be obtained from
eye models, even with poor quality facial images [117], i.e., with non-ideal acquisition conditions
(e.g., noise, low spatial resolution, non-uniform lighting conditions). Nevertheless, appearance-based
methods have some limitations.
To summarize, most of the aforementioned methods, are capable of giving acceptable solutions to
eye localization under restricted settings. The essence of eye localization is mainly used to help eye
detection with finer estimation of eye location, whatever changes that faces or eyes can undergo. Ito et
al. [118] use a circular Hough transform for detecting the eyes. The verification stage is carried out by
using Histogram of Oriented Gradient (HOG) transform. The eye localization approach introduced
by Monzo et al. [119] uses a Haar-like feature based method to detect the eye first, and locates
the eyes using Histogram of Oriented Gradient. Yan Ren et al. [97] proposed a learning method
for precise eye localization. They combine a two-class sparse representation classifier (SRC) and
scale invariant feature transform (SIFT) features to keep invariance to arbitrary scale and rotation.
The search for an eye location is tackled by creating a heat-map with SRC output and pyramid-like
locating method that discriminates the eye from a non-eye under variant resolution, while reducing
the amount of searching regions. Their method shows feasible eye localization without the assistance
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of face detector. Shiming Ge et al. [120] formulates the eye localization as an optimization problem.
Their method is based on correlation filter bank (CFB) trained with EM-like adaptive clustering
technique. The final model can find the exact eye location under pose and illumination changes.
Mingcai Zhou et al. [121], investigate eye localization problem, by using coarse-to-fine searching
strategy and improving Supervised Descent Method (SDM), joint to multiple nonlinear features that
enhance the accuracy, while maintaining a certain invariance. Their approach is called coarse-to-
fine multi-feature SDM (CF-MF-SDM). The CF-MF-SDM algorithm achieves better localization
accuracy when compared to other methods, but fails to locate eyes with large rotation angles in-
plane.
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Figure 3.6: a) region containing a human eye; b) the corresponding accumulator space by Self-Similarity
image; c) the corresponding accumulator space derived from differential analysis of the image intensity; d) joint
space smoothed with Gaussian kernel; e) localized pupil [122].
Marco Leo et al. [122] proposed a method able to find the eye center without resorting to any
advanced classifier, a general diagram of their algorithm is given in Fig. 3.6. Their method works well
under restricted conditions, i.e., the eyes must be fully open and the faces in front view. Hyunjun Kim
et al. [123] proposed an accurate eye localization method that tolerates head-pose and scale variations.
Figure 3.7 presents some results of presented method, where the eyes are precisely detected under
extreme rotation of the head.
3.2.3.1 Extraction and representation of the photometric appearance features
The key challenge for eye localization is to find the optimal descriptor (set of features). This de-
scriptor has to fulfill some requirements [98]: (1) It should be immune to certain changes, such as
fluctuations in lighting, scale variations, texture rotation, orientation, and other affine transformations.
(2) The discriminant propriety of the descriptor should be preserved by the information encoded. (3)
The descriptor should be computational efficient.
Generally, most existing appearance-like feature extraction methods can be decomposed into two
categories: (1) Feature descriptors that represent the transformation of the images in frequency do-
main, e.g., Discrete Cosine Transform (DCT) [124], LogGabor [125] which is a feature descriptor
that localize the frequency information of the image textures, Haar wavelets features, Gabor features.
(2) Feature descriptors that represent texture information in spatial domain, such as LBP [126], Scale
Invariant Feature Transform (SIFT) [127], HOG transform [128], Local Ternary Patterns (LTP) [129],
and Histogram of Principal Oriented Gradients (HPOG) [130]. Some popular feature descriptors are
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fail examplecorrectly detected images
Figure 3.7: Eye localization results on CAS-PEAL database [123].
illustrated in Fig 3.8 and applied for ocular region description. All these feature descriptors have their
pros and their cons as well. For example, the traditional LBP features, encode only the local features
of the textured eye image. When it is more advantageous for a descriptor to represent the textures of
eye patterns with their local- and global-features. Gabor features extract the global shape of the eye
appearance, over a range of coarse scales. The extracted features are rich in terms of information.
And hence, they are widely used in facial analysis domain, but they are computationally inefficient.
Gradient-based feature descriptors, such as HOG transform is a local shape descriptor [128]. The
descriptor merges the local orientation (shape) information, instead of the magnitude of small image
patches. The eye image is partitioned into arrays of small spatial sub-images, and several neighbor-
ing sub-images cover a larger local region, which is the primary component of the descriptor. The
local shape information is first computed on every pixel of a sub-image by measuring its gradient,
and is merged in that sub-image as well as in other sub-images within the same local region with
different weights, corresponding to the spatial distance, which helps to enhance the resulting distri-
bution representation. The final histogram of each local-region is prepossessed by normalizing its
contrast, then concatenated to establish the final descriptor. These processing steps enhance the de-
scriptor robustness against illumination or shadowing fluctuations. However, HOG does not consider
the unstableness of the computed gradients [130]. Since, the pixel-wise gradients are susceptible to
appearance variations generated by image blur, noise, low resolution. [130] addressed this issue, by
proposing HPOG descriptor. So, instead of using the pixel-based gradient computation directly, they
consider the possibility to do this in a larger scope.
The variation of scales and the rotation of the image textures, are two main reasons for eye
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Figure 3.8: Illustration of feature sets for eye patterns. From left to right: color image, gray intensity,
Gabor features (phase filter response), Gabor features (magnitude filter response), Local Binary Patterns [126],
Histogram of Oriented Gradients (HOG) transform [128], and HPOG transform [130].
localization failure. This observation suggests that reasoning at multiple levels of abstraction and
scale is necessary, mirroring other problems in computer vision where reasoning across multiple
levels has proven beneficial. Using a straightforward image decomposition strategy, such as spatial
pyramid method [131], is a step towards a descriptor invariant to resolution changes. G. Mahalingam
and K. Ricanek Jr [132] developed a multi-resolution hierarchy of patch-based feature descriptors for
periocular recognition. Their approach combines a hierarchical pyramid-like image and Three-Patch
Local Binary Patterns (LBP) [126] feature descriptors (TPLBP) [133]. It can accurately describe
periocular features. Also, Turtinen and Pietikäinen [134] have used spatial pyramid-like image for
coding local texture features. Their work validates this approach for processing arbitrary spatial
resolutions of the rigid-textures in challenging conditions. [135, 136] present approaches for rigid
scene and texture classification. The classification enhancement is due to their spatial pyramid LBP
and multi-resolution LBP approaches.
3.2.3.2 Statistical appearance models
Among the presented feature descriptors, some of them are more advantageous, particularly the
statistic-based ones are more stable and handle well the uncertainty of the image data. However,
they are computationally more expensive and need more representative training data to ensure good
performance. It is clear that an appropriate representation of the characteristics of the eye is strongly
recommended. However, this is not sufficient for a representative model of the eye. An effective
learning classifier is another condition, which can handle residual variability, from a few training
samples, captured under non-ideal conditions.
The following introduces some popular and important classifiers introduced for eye localization.
The classification phase introduces tow types of classifiers, generative models and discriminative
models [137].
• Generative and Discriminative Models
• The success of discriminative models lies in the employed algorithms, which estimate the
class probabilities p(Ck|x) of a K classes of a given input feature x. (also referred as poste-
rior class probabilities of the class labels Ck) For eye localization problem, they establish a
discriminative function to segregate positive instances (eye class) from the negative ones (non-
eye class), in a form of decision map for interpreting the different types of visual features of
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training samples. This discriminative function separate the two classes, by hyperplane (e.g.,
SVM), or threshold function ( e.g., sigmoid non-linear decision function in the MLP). Eye
detection and localization are two complementary problems, which often solved by a binary
classification way, when typical classifiers are used, including SVM [138], AdaBoost [139]
and neural networks [140]. Another way to explicitly find the locations of the eyes, is to for-
mulate this task as a regression rather than a binary classification problem. Nenad Markuš et
al. [141] suggest an eye pupil localization method based on an ensemble of randomized regres-
sion trees. Their method can be executed from device with a very limited processing power,
such as a smartphone. However, some failures were observed during the localization of the
center of the eyes, especially when the user wears glasses, or with a rather pronounced head
rotation.
• Generative models, include algorithms that calculate first the class conditional densities p(x|Ck)
and then apply Bayes’ theorem, those formulations are combined with the prior class probabili-
ties p(Ck), to yield the posterior values p(Ck|x), where p(x) =
∑
k p(x|Ck)p(Ck). The generative
models include Hidden Markov Models (HMMs) [142] and Gaussian Mixing Models (GMM).
More details on generative models for eye location are available in [98].
This thesis focuses on the development of computer vision algorithms that rely on discriminative
models and help solve various problems related to driver safety.
3.3 Online Eye Detection with Recurrent Neural Network
• General scheme of the system
This section gives a complete scheme for automatic eye detection in a video stream. Enhanced
local binary patterns characterize the ocular region and extracted features, which are arranged in a
sequential form. The later is then given as an input to the recurrent neural Long Short-Term Memory
network for classification. The interest of using a recurrent network is that the temporal dependencies
present in the image sequences can be taken into account during the classification phase. Since the
full process is automatic, and the recurrent networks operate an online prediction of the eye location.
3.3.1 Feature descriptor based on traditional Local Binary Pattern (LBP) and Spa-
tially enhanced Local Binary Pattern Histogram (eLBPH)
• Theory of traditional Local Binary Pattern (LBP)
The Local Binary Pattern (LBP) is a powerful gray-level invariant texture primitive. The non-
parametric LBP operator was firstly mentioned by Harwood et al. [38], and then introduced by Ojala
et al. [23] for texture description. Figure. 3.10 shows the original LBP operator applied without any
preprocessing step and works with a 3×3 square neighborhood. The pixel values of P neighbors that
are evenly distributed in angle on a circle of radius R centered at c, and are thresholded by comparing
the pixel’s gray value gc with the gray values of its P neighbors {gn}P−1n=0 with respect to the center
pixel and considering only the sign information to form a local binary pattern.
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LBPR,P(c) =
P−1∑
i=0
s(gi − gc)2i, s(x) =
1, if x ≥ 0.0, otherwise. (3.1)
The so-thresholded binary values are weighted by powers of two and summed to generate the LBP
code, as shown in Fig. 3.9. So, by given an image I of a size N × Mpixels, the original LBPR,P(c)
is calculated at each pixel c, such that a textured image can be described by representing the whole
image I by LBP histogram vector h (see Fig. 3.10), where h(k) =
∑N
i=1
∑M
j=1 δ(LBPR,P(i, j) − k), and
0 ≤ k < d = 2P is the number of LBP patterns. Basically, the parameters of the LBP operator are set
to the values of R = 1 and P = 8, by modifying their values, LBP features can be extracted for any
quantization of the angular space and for any spatial resolution.
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Although the original LBP method is limited in several aspects, due to their questionable efficiency
and flexibility, the overall LBP architecture is still very popular and widely applied in several areas.
However, in spite of its popularity, the standard LBP operator counts important weakness [143]:
1. The original operator produces a rather long, large scale histogram, even for small neighbor-
hoods. This results in a decrease of the discriminative power of the descriptor and important
requirements in terms of computation and storage resources.
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2. Only local texture features are captured and the large-scale texture information (global features)
is definitively not discriminated.
3. The original LBP is highly sensitive to image texture rotation.
4. The original descriptor is not invariant to image noise.
5. The original LBP operator has the disadvantage of losing local texture information, mainly
through the use of hard, fixed and coarse quantization scheme, and only signs of differences of
neighboring pixels are used.
A large number of extensions and modifications have appeared [143], in order to improve the robust-
ness and the discriminative power of the descriptor.
• Theory of Spatially enhanced Local Binary Pattern Histogram (eLBPH)
A simple extension of the LBP, denoted by LBPP,R is to use neighborhoods of different sizes [144].
The extension can take any radius (R) and neighbors (P) around a center pixel, by using a circular
neighborhood and the bilinear interpolation whenever the sampling point does not fall in the center
of a pixel.
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Figure 3.11: Enhanced LBP histogram (eLBPH). The eLBPH is used to describe the ocular region. It is
formed on the basis of an eye image with size 24× 24pixels, which is divided into 4 non-overlapped sub-blocks
of size 12 × 12pixels [140].
Another extension is the so-called uniform patterns LBPu2P,R. A LBP code is called uniform if it
contains at most two bitwise transitions from 0 to 1 and conversely when the bit pattern is moved in
a circular binary form [144].
For the computation of LBPH, the uniform patterns are used such that each uniform pattern has an
individual bin and all non-uniform patterns are assigned to a separate bin. So, with 8 neighbors, the
numbers of bins for LBPH are 256bins and 59bins for uniform patterns LBPH (LBPHu2), respectively.
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Clearly, the uniform patterns reduce the length of feature vectors, without a significant information
loss.
The ocular region is considered as dynamic and non-rigid object, highly sensitive to imaging
conditions and environmental variations. So, by pre-processing the image patch into several sub-
region (sub-block), we can mitigate these large variations to a certain extent. The resulting texture
descriptor is called enhanced LBP histogram (eLBPH), which is chosen to describe the eye with a
LBPHu2. The eLBPH proposed by Ahonen et al [145], is a reference for LBP based face recognition
techniques. The eLBPH implementation for facial area description consists of the following proce-
dure: first divide the facial image into d sub-regions {R0,R1, . . .Rd−1} and from each sub-region the
LBPH is calculated individually, then the resulting d sub-regional LBPHs are concatenated to form
the eLBPH, in the same order of the regional division applied to the image. The eLBPH descriptor
has a length of d × l, where l is the length of the sub-regional LBPH. Figure 3.11 shows an illustra-
tive example of the sub-regional division and histogram concatenation strategy for eye representation.
LBPu2 is statistically stable and less sensitive to noise [146]. All sub-regional LBPH are concatenated
to form the eLBPH of 236bins (59bins×4) (see Fig. 3.11). These parameter settings were suggested
by [147] for ocular region description.
They have shown that the eye is effectively represented by eLBPH in three different forms:
1. The labels of the local histogram contain information about the eye at a pixel-level.
2. The labels are summed over a sub-blocks level.
3. The sub-block histograms are concatenated to build a spatial enhanced description of the eye.
Our method, the ocular features are derived from a sequence of pictures rather than from single
pictures. The employed classifier inherently considers temporal forms of the training dataset.
3.3.2 Classification
Subsection 3.3.3 presents the multilayer perceptron (MLP) applied to interpret extracted image fea-
tures and locate the eyes in a given face. Subsection 3.3.4 examines Long-Short Term Memory
(LSTM) recurrent recurrent networks and their application for sequence labeling and classification
of eye and non-eye image sequences. Subsection 3.3.7 presents experimental setup of the constructed
network architectures and their generalization capacity for eye detection.
3.3.3 Multilayer Perceptrons (MLP)
In this section, we exclusively deal with supervised classification methods. From feature extraction
step, we can generate a set of labeled training data S of x input and t target, each input x ∈ <M is a
real-valued feature vector with a specific length M. Each target z is a unique class drawn from a set
of K classes and corresponds to each element in the feature vector.
• Artificial Neural Networks
Many varieties of artificial neural networks (ANNs) have emerged, each type of network has dif-
ferent properties and generally application-driven. Two distinctions between different types of neural
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networks exist; the first one whose connections form a state feedback (cycles), and the one whose
connections do not have state feedback (acycles). ANNs with cycles are referred to as recursive, or
recurrent neural networks (RNNs), whereas, those with an acycle architecture (architecture, means
the way that the neurons are connected together) are referred to as feedforward neural networks
(FNNs). The most commonly utilized design for pattern recognition, is the multilayer perceptron
(MLP) [148, 149, 150], which is the one we focus on in the follow.
• Theory of the MLP
MLP can be viewed as a logistic regression classifier, where a particular output is determined from I
input vector x ∈ <, translated using a linear combination of the form xT w, corresponding to its input
weights w and then setting the output through some nonlinear activation functions. Throughout the
thesis, the logistic sigmoid function (see Eq. 3.2) is retained during experiments.
σ(x) =
1
1 + e−x
(3.2)
For eye and non-eye classification problem, the activation of the output units is normalized by using
Softmax function [151] that forces the network output to represent a probability distribution of each
output class, i.e., this function ensures that all the output values of the network are set to values
between 0 and 1 and their sum is equal to 1.
yk =
eak∑K
k′=1 e
ak′
(3.3)
Equation. 3.3 shows the output of each neuron depends on all other neurons adders Softmax group,
where the sum of the output values are equal to one. The network is trained with gradient descent by
differentiating the objective function with respect to the output. this step is refereed as a forward pass.
Then, back-propagation algorithm finds the partial derivatives, with respect to the network weights,
this step is refereed as backward-pass.
The MLP for eye classification is simply constructed by feeding the input vector, activate the
network, and then choose the class label corresponding to the most active output unit (either 1 for
eye or 0 for non-eye class). In this thesis, the objective function of cross-entropy is used to train
different neuronal architectures. The cross-entropy objective function is represented in the following
forms:
O = −
∑
x,z∈S
K∑
k=1
zk ln yk (3.4)
where yk is the corresponding output of K classes and ak is the the input connected to each output
unit k.
MLP classifier is trained by minimizing any differentiable objective function [150], by using
gradient descent algorithm. The convenient procedure for network training is to reduce the learning
error via an optimization of the objective function, while adjusting the weights, because the weights
need to have the right relative values to work properly.
Cross-entropy error terms are obtained from the sum on the input-target component in the training
set. Therefore, their derivatives are also a sum of these distinct terms. The derivatives of an objective
function, mean the derivatives for one particular input-target component. Gradient descent algorithm
finds the derivative of objective function, regarding each element of the weight vector. This process
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fits the weight values and reduces the learning error in the direction of the negative slope. Gradient
descent is deeply discussed in [152].
3.3.4 Recurrent Neural Networks and Long Short-Term memory
Section 3.3.3 presents briefly MLP networks as a simple methods able to map contextual information
through the network structure, by propagating data from input layer to output layer, through hidden
layers.
By adding recurrent connections between neurons, the network can process a sequential data
form. This particular neural architecture, is referred as Recurrent Neural Networks and constitutes a
cyclic connection between the different hidden neurons of the network. Based only on the recurring
architecture parameter of the RNNs, the transition from an MLP model to an RNN model may seem
somewhat trivial. However, the implications for the sequential learning process is another parameter
that is far-reaching and should be taken into consideration.
Unlike the MLP models that only map information from input to output vectors, RNN is able to
map entire historical information from the previous inputs to each output. Because RNN hidden units
are not depending only on the current layer at instant t, but they are also depending on the output of
the layer at one step back in time (i.e., t− 1), so the information propagates in two directions through
the network as shown in Fig. 3.12. RNN are a powerful neural models that can approximate any
measurable sequence-to-sequence input signal, with a sufficient number of hidden units.
I I
OO
t=1 t=2
O
I
t=T
Figure 3.12: Standard Recurrent Neural Network architecture.
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• Recurrent Neural Networks
RNNs are intrinsically a deep classifiers in time [153], by the interconnection that exists between
the different hidden neurons. The particular architecture of the network with recurrent connections
permits to the information collected at the output to be dependent on the previous input: the in-
formation that circulates constantly inside the network, can greatly contribute to the change of the
network output. RNNs can also model dynamically an input information, and are therefore able
to easily manage information with a sequential aspect, extracted from the short-term analysis of an
input signal [153].
However, the great weakness of recurrent networks for sequential classification data, lies in the
gradient-based training approach. The temporal aspect of information can be retained only a few
moments due to vanishing gradient problem [154]: The variation of the back-propagated error on
a temporal scale, depends exponentially on the amount of network weights. Thus, the error tends
to explode (blow up) or disappear (vanish) because it is back-propagated in time, resulting in an
oscillation of the weights, or weights that remain almost constant. In both cases, the learning stage
is unsuccessful and the network neglects to learn long-term information dependencies, i.e., it has a
fixed range of context.
Fortunately, a particular neural architecture with promising properties can deal with previous
problems, namely Long Short Term Memory (LSTM) pioneered by [155]. The established approach
used for training, is to use conventional time-based back-propagation or back-propagation through
time algorithm (BPTT) [156].
RNN models are generally perceived as a feedforward neural network extended over time. Train-
ing an RNN with a BPTT algorithm is, however, not a simple task and may even involve some
training drawbacks mentioned above. In the backward-pass, the error signal tends to explode, which
can lead to the oscillation of the weights, or disappear, learning to bridge long-time lags. In this
case, the learning phase may take an unacceptable duration or not work at all [155]. It should be
noted that the exponential temporal evolution of the backpropagated error is related to the size of the
weights. [157]. LSTM is designed to keep down this error back-flow problems.
3.3.5 Learning procedure for a Recurrent Neural Networks
• Forward Pass
In the forward-pass of the RNN training process, the activations reach the hidden layer from both,
the external input at a time step t and the hidden layer activation at t− 1. The forward-pass is applied
through the network structure, that is calculated for the length T of the input sequence x, starting at
on step back in time t = 1, and incremented at each time step until t = T .
By considering a sequence x presented to an RNN with I input units, H hidden units, and K
output units. xti is a value of input i at time t. a
t
j and b
t
j are the network input to unit j at time t and
the activation of unit j at time t, respectively.
The network input to hidden unit j at time t is calculated as follows
ath =
I∑
i=1
wihxti +
H∑
h′=1
wh′hbt−1h′ (3.5)
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The element-wise activation functions are applied then
bth = θh(a
t
h) (3.6)
To activate the overall hidden units, Eq. 3.5 and Eq. 3.6 are calculated recursively at each time step t,
starting with a t = 1 and then the t value is incremented at each time step.
At the same time step as the hidden activations, the network inputs to the output units can be
computed
atk =
H∑
h=1
whkbth (3.7)
For our eye and non-eye sequence frame classification, the activation function and the output activa-
tion function used to build the RNN model, are softmax and logistic sigmoid for network outputs and
hidden-to-hidden activation function, respectively, with the classification targets typically presented
at the ends of the sequences. It follows that the same objective functions can be used too.
• backward Pass
The backward pass consists of repeatedly computes the partial derivatives of the objective function
(Eq. 3.4) with respect to the network outputs, then we need to compute the derivatives with respect
to the weights [152]. The computation of weight derivatives between recurrent connexions requires
the application of BPTT algorithm. The general concept of BPTT is very simple and the algorithm
is computationally efficient [152].
BPTT is similar to the established back-propagation algorithm that evolves in time (i.e., it in-
cludes the parameter t, for time step), Thus, BPTT consists of a recursively apply the chain rule.
The objective function of the RNN model, depends on the activation of the hidden layer through its
influence on the output layer and the hidden layer at the next time step. So, by applying the chain
rule we obtain the following formulation
δth = θ
′(ath)
( K∑
k=1
δtkwhk +
H∑
h′=1
H∑
h′=1
δt+1h′ whh′
)
(3.8)
where
δtj
def=
∂O
∂atj
(3.9)
The δ terms can be computed by recursively applying Eq. 3.8, at each time step, starting at t = T ,
then t is decremented at each iteration or step.
The achieve the calculation of the final partial derivative, that consists of deriving the objective
function with respect to each of the network weights, two parameters should be taken into account
[152]:
1. δT+1j = 0∀ j, which means that beyond the end of each sequence, the received error is evaluated
to zero.
2. The weight values from and to each unit in the hidden layer are similar at each time step.
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∂O
∂wi j
=
T∑
t=1
∂O
∂atj
∂atj
∂wi j
=
T∑
t=1
δtjb
t
i (3.10)
3.3.6 Long Short-Term Memory
The LSTM architecture is built exactly as an RNN with improvement in the internal architecture.
This improvement consists of replacing hidden non-linear units (i.e., sigmoid logistic units) by the
memory blocks. The hidden layer could be attached to another type of conventional nonlinear hidden
layers and any types of differentiable output layer.
Figure 3.13: LSTM memory block with a single cell. The internal state of the cell is maintained with a
recurrent connection of fixed weight 1.0. The three gates collect activations from inside and outside the block,
and control the cell via multiplicative units (small circles): The input gate and output gate scale the input and
output of the cell, the forget gate scales the internal state. The cell input and output activation functions (g and
h) are the multiplicative gates and applied at the indicated places [152].
The established RNN architecture imposes a limited access in the contextual information range,
the problem arises from the influence of the input conveyed on the hidden layer, therefore, on the
network output. Either vanish or explode exponentially as long as the information cycles through
the network recurrent connections (see Section 3.3.4). Fortunately, the LSTM scheme might be
able to learn and bridge contextual informations over long time steps, even in case of noisy or/and
incomprehensible input sequences, without loss of short time lags capabilities [155]. This is achieved
by using an appropriate gradient based algorithm for an architecture enforcing constant error flow
through internal state of spacial units, represented as Constant Error Carousel (CEC) and translated
through a central self-connection linear unit, as shown in Fig. 3.13.
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The special architecture of LSTM uses the ability of the internal recurrent connection sub-nets,
i.e., memory blocks. Each block consists of one or further self-connected memory cells and three
multiplicative components: Input gate, output gate and forget gate, as represented in Fig. 3.13.
The multiplicative gates help LSTM memory cell to save and access information over long period of
time, while avoiding to the gradient error of vanishing. The incoming information is introduced into
the memory cell, through the opening state or the activation of the multiplicative input gate, which
transmits information into the memory cell. In addition, this gate gives a sort of security for the
memory cell, from irrelevant incoming information flow from the external units.
Once the information is introduced into the CEC, it can be kept when the value of the effective
weight is set to 1, which is determined by the forget gate. The information stays inside and cycles
around as long as needed. As soon as, the rest of the network, gets to read the stored information,
the weight value is set to 0 and the information will disappear "reset operation", i.e., the forget gate
has the potential to reset themselves. The output gate regulates the entry to the memory cell and for
reaching the saved information in CEC from the connected external units of the network. Activating
the read gate ensures that stored information can be read and comes out, to set up the rest of the
network.
• Equations of Long Short-Term Memory
Long Short-Term Memory consists of recurrently interconnected memory blocks, each block is
composed from one or several CEC, their number defines the dimension of the memory block. The
implemented network topology uses a unidirctional LSTM blocks [152, 155], with a single memory
cell (see Fig. 3.13).
This section gives the calculation of the activation (forward pass) and gradient calculation (back-
ground pass) of an LSTM hidden layer within a recurrent neural network, using the backpropagation
through time algorithm.
The input of the network, to some unit j at time step t is set atj, the same unit after activation is
set btj. The weight wi j is the connection between unit i to unit j.
The mathematical representation of the LSTM network is given for a single block of memory.
For a higher number of LSTM blocks, the calculations are repeated in any order for each block. The
subscripts input, forget and output are the input gate, forget gate and output gate, respectively. The
subscripts c refers to one of the C memory cells. stc is the state of cell c at time t. The activation
function of the gates is set f (.), and g and h are the multiplicative gates (i.e., the input and output
activation functions of the LSTM cell, respectively). The differentiable function g squashes the
memory cell input atc, while the function h scales the memory cell output b
t
c. Let I be the number of
inputs, K be the number of outputs and H be the number of cells in the hidden layer.
The LSTM memory block is not fully connected with the other blocks in the layer. Only the cell
outputs btc (block outputs in Fig. 3.13) are connected to the external blocks in the layer. The other
LSTM activations, namely the states, the cell inputs, or the gate activations, are set inside the block.
There, h refers to cell outputs from other blocks in the hidden layer. As for standard hidden units
(depending on the application, standard units and LSTM blocks can be combined in the same hidden
layer).
As described for the standard RNNs in Section. 3.3.4, the forward pass is calculated for input
sequence x of a length T . The process begins at t = 1 and recursively applying the update equations,
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while incrementing t, until t = T , and recursively calculating the unit derivatives while decrementing
t (see Section 3.3.4 and refer to [152] for details).
• Forward pass
Input Gates
atinput =
I∑
i=1
wiinputxti +
H∑
h=1
whinputbt−1h +
C∑
c=1
wcinputst−1c (3.11)
binputt = f (a
t
input) (3.12)
Forget Gates
atforget =
I∑
i=1
wiforgetxti +
H∑
h=1
whforgetbt−1h +
C∑
c=1
wcforgetst−1c (3.13)
bforgett = f (a
t
forget) (3.14)
Memory cells
atc =
I∑
i=1
wicxti +
H∑
h=1
whcbt−1h (3.15)
Internal states of the memory cells
stc = b
t
forgets
t−1
c + b
t
inputg(a
t
c) (3.16)
Output Gates
atoutput =
I∑
i=1
wioutputxti +
H∑
h=1
whoutputbt−1h +
C∑
c=1
wcoutputstc (3.17)
boutputt = f (a
t
output) (3.18)
Memory cell outputs
btc = b
t
forgeth(s
t
c) (3.19)
The cell output btc allows connection between the current memory block, to another. Here, h is the
output of the external block in the hidden layer.
• Backward pass
The backward pass is a recursive operation, which consists of repeating the application of the chain
rule to determine the partial derivation at each time step, starting at t = T that is decremented at each
iteration t.
εtc
def=
∂O
∂btc
εts
def=
∂O
∂stc
(3.20)
Memory cell outputs
εtc =
K∑
k=1
wckδtk +
H∑
h=1
wchδt+1h (3.21)
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Output Gate
δtoutput = f
′(atoutput) +
C∑
c=1
h(stc)ε
t
c (3.22)
Internal states of the memory cells
εts = b
t
outputh
′(stc)ε
t
c + b
t+1
forgetε
t+1
s + wcinputδ
t+1
input + wcforgetδ
t+1
forget + wcoutputδ
t
output (3.23)
Memory cells
δtc = b
t
inputg
′(atc)ε
t
s (3.24)
Forget Gates
δtforget = f
′(atforget)
C∑
c=1
st−1c ε
t
s (3.25)
Input Gates
δtinput = f
′(atinput)
C∑
c=1
g(atc)ε
t
s (3.26)
3.3.7 Experimental Setup
• Network Architecture
In our experimentations several neural architectures were tested, before setting a well fitted one for
eye/non-eye sequence classification. Unidirectional LSTM, with one hidden LSTM layer, containing
12 one-cell memory blocks (memory cell block of size 1), trained forwards and backwards with
no target delay. Each memory block is composed from one cell unidirectional LSTM fully inter-
connected and fully connected to the rest of the network. In the output layer, we used the Softmax
function, to ensure output values are in range [0, 1], and their sum is equal to 1 at each time step. The
number of the output units is equally related to the number of classes. For the recurrent networks,
the hidden layers were also fully connected to themselves. The LSTM blocks had the following
activation functions: logistic sigmoid functions for input and output activation functions of the cell
(g and h), as shown in Fig. 3.13, and in the range [0, 1] for the gates. PyBrain [158], a modular
Machine Learning Library for Python was used for the LSTM network implementation.
• Network Training
For LSTM-RNN presented architecture, we calculated the gradient error using BPTT at each time-
step, and trained the weights using online steepest descent with momentum. For the optimization
phase, we initialize the weights with a very small values in a flat random distribution with range
[−0.1, 0.1], regularization terms are used to improve the convergence velocity. Which is a vital step
to get a good performance with RNNs and makes them less exposed to over-fitting. The weight-decay
is valued to 0.01, momentum of 0.9 and learning rate equal to 10−3.
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3.3.7.1 Personal video database to detect the eyes
A set of video sequences of the ROBIS-Robotics and Intelligent Systems, INESC-TEC laboratory re-
searchers at the campus of Faculdade de Engenharia da Universidade do Porto (FEUP), Universidade
do Porto, Portugal. These are the subjects that integrate the database used to validate our experiences.
The video recording was used to collect a large quantity of images of each individual, under
conditions very similar to those of the real conditions. Video records were taken with day light plus
artificial light lamps (indoor conditions), creating lighting conditions very similar to those present in
the real-world scenario; we allowed large variations in facial expressions and moderate poses. After
processing the video, we got a total of 4000 images for different members of the laboratory. The
database includes 2000 eye images and 2000 non-eye images that are manually cropped. 2800 eye
and not-eye images are rearranged into a training subset, and the remainder 1200 images with positive
and negative samples are confounded and equally divided between test and validation subsets. These
images are automatically captured and geometrically normalized into a size of 27 × 18 pixels.
The database was collected using a Python code with a web camera and the Intel Open Source
Computer Vision Library (OpenCV) [159]. The images were captured with a video camera Web
(Logitech QuickCam Ultra Vision), recording 25 frames per second with a total image size of 320 ×
240 pixels (although the target faces are within one meter of distance, reflecting the actual driving
scenario)
3.3.8 Results and Discussion
In this section, we compare between the classification performance of two appearance-based methods
for detecting the eyes in a video stream. The two approaches were based on spatially enhanced local
binary pattern histogram (eLBPH) descriptor, which has attained an established position in the field
of non-rigid texture description (e.g., a face) [160]. The implementation of the eLBPH follows the
procedure presented in Section 3.3.1 (see Fig. 3.11) : first divide a full eye image of size 27×18 pixels,
into six regions (sub-images), and each sub-image has a size of 9 × 9 pixels. Second individually
extract uniform LBP histogram for each region. Third concatenate all these regional histograms into
a single (global) histogram for final recognition. The LBP histogram (LBPHu2) of a single sub-image
generates a feature vector of 59 distinct elements, and the global spatial histogram of the eye image
has 354 distinct outputs.
In LBP based non-rigid texture representations, the eLBPH presented by Ahonen et al. [161, 162],
gains popularity because the following approaches adopt the similar ideas [145, 163]. LBPHs are
effective for rigid texture images description [160], because of such holistic textures are rather small
variational, and hence their corresponding LBP histograms are statically stable and reliable. Rigid
textures can often be seen as reproductions, symmetries and mixtures of various basic local patterns
with random fluctuations related to their sensitivity to natural conditions, such as lighting, shadow
and orientations.
Rigid textures, either natural or artificial, are easily measurable (described) thanks to the speci-
ficity of distributions of different texture local models, since such textures tend to be uniform, and
hence statistically stable and less variational. Whereas, LBPHs are not entirely suitable for non-rigid
texture images (e.g., a face) description, principally due to their large variational nature. Eye images
are perceived as dynamic non-rigid object with large changes, such as illuminations, occlusion, ex-
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pressions [145]. Moreover, LBPH descriptors are sensitive to noise in near-uniform image regions.
These regions are the most likely places to contain the true position of facial traits (ocular region).
For non-ideal or large-variational texture images, such as an eye. The LBPH-based texture clas-
sification performance, generally declines seriously if no pre-refining is carried out [164, 165, 166],
which reinforces the undesirability of LBPH for extensive-variational eye images.
Eye patterns in real-world are often full variational. The changes of their appearances are larger
than rigid texture images. Hence, the LBPH is not quite favorable for eye image depictions, and the
adoption of LBP histogram feature needs requiring special preprocessing such as region division and
histogram concatenation for satisfactory performance, since the changes within sub-images are less
than the whole eye images. As described in Section 3.3.1, eLBPH represents the eye image textures
in three affective and complementary ways:
1. The local labels of the LBP histogram (uniform LBPH of 59bins), contain information of eye
textures at a pixel-level.
2. The labels are summed over a sub-images level.
3. The sub-image LBP histograms (each sub-image of 9 × 9pixels represented with an LBPH of
59bins ), are concatenated for a spatial enhanced description of the eye pattern (eLBPH of
59bins × 6 = 354bins).
Hence, eLBPH features represents, both micro- and macro-structures of the eye pattern, which are
required for effective texture extraction and discrimination. In addition, region division can greatly
attenuate variations in the image of the eye to some extent, thus indicating the success of eLBPH for
ocular region description, which extends to a certain degree.
• The sensitivity of eLBPH to the sub-block parameter
In this experience, eLBPH is formed on the basis of an eye image with size 27 × 18 pixels, which is
divided into 6 non-overlapped sub-blocks of size 9 × 9 pixels.
The so-called region division method enhances the classification performance. Both the stability
and effectiveness of this method, depends on the preprocessing of region division. However, despite
of its advantage, eLBPH is sensitive to the number of so-divided regions. By gradually increasing
or reducing the number of divided regions. classification performance and descriptive precision can
constantly change vis-à-vis [160].
Through obtained results, effectiveness of the eLBPH is clearly observed. This enhancement
of the results, is not limited only to the adopted image decomposition strategy, but it also concerns
the LBP variant used to build the descriptor. The ocular region is inherently highly sensitive to
imaging conditions and environmental variations. So, by preprocessing the image patch into several
sub-images, we can mitigate these large variations to a certain extent.
The eLBPHu2 is chosen to describe the eye with a LBPu2 histograms. The uniform patterns
reduce the length of feature vectors, without a significant information loss. So, our ocular feature
descriptor can compactly represented in a histogram of 354bins. However, it is important to note
that eLBPH only relatively rather than absolutely preserves the spatial relationship between eye sub-
images. The full eye picture is partitioned into six parts. The corresponding six regional histograms
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are concatenated into the eLBPH, which sustains each region spatial relations for the eye. However,
the LBP codes in some image parts are settled into the same bin, as noted by [160] for face recogni-
tion, while they respectively come from other different areas. From the relative spatial preservation
of eLBPH for eye pattern, we can easily determine that LBPH cannot retain any spatial information
of eye due to the fluctuation of its histogram extracted from the full picture. Moreover, the so-called
spatial preservation of eLBPH is strictly associated to the number of sub-images [160].
So, with a full eye image divided into d parts, the spatial relations of the d regions for an eye
image are rightly preserved in the eLBPH. Therefore, the greater number of so-divided parts is, the
better the spatial relation of eye is relatively conserved, and the eye detection performance also is
consequentially increased. By the high details level of the eye pattern, it is necessary to be able to
preserve its features, dividing the whole image into relatively small sub-images of 9 × 9 pixels is
relatively correct, which enhances the classification accuracy of eLBPH, by increasing the number
of sub-images. However, beyond this resolution, we will face a problem of loss of contextual infor-
mation of the eye details. This will result in significant information loss and accuracy decreasing.
Classifier Database TP [%] FP [%] TN[%] FN [%] Prec Rec F1S core Acc [%] Times [s]
SVM(linear) PV 48.50 1.67 49.67 0.17 0.996 0.997 0.980 98.1 0.562
SVM(RBF) PV 48.33 2.83 48.67 0.34 0.930 0.993 0.944 96.8 0.642
LSTM PV 47.16 2.67 48.67 1.50 0.970 0.948 0.960 95.8 0.697
Table 3.1: Eye and non-eye classification on Personal Video (PV) Database for eye detection.
Four common evaluation measures were computed by considering all the frames of the test subset,
to assess the performance of online eye detection approaches. The classification accuracy (Acc) is
the proportion of frames correctly classified. Recall (Rec) is the proportion of frames labeled as eyes
in the ground truth that are estimated as eyes by the algorithm. Precision (Prec) is the proportion of
frames estimated as eyes by the algorithm that are effectively eyes in the ground truth. Finally, the
F1 −measure is a global performance measure corresponding to the harmonic mean of precision and
recall.
Table 3.1 shows the performance of deep LSTM network with forget gate [167] and peephole
connections [168] for online eye detection.
The network is trained with an objective function of crossed-entropy, for the minimization of
the error-entropy (EEM) and helps a flexible and rapid classification error convergence, compared to
the traditional mean square error (MSE). Training with EEM can significantly reduce the number of
training epochs to achieve convergence [169].
Several network configurations were tested, varying the number of hidden LSTM units and classi-
fication epochs. The exhibit configuration is valid for an optimal compromise between classification
performance, error convergence and detection time in a given video sequence. LSTM network was
trained with 1000 training epochs, which were required for the best classification result. Through
our experience, no observations of a wide change in the classification performance generated by
extending the number of training epochs.
LSTM network does not require fine-tunning of its weights to access long range contextual in-
formation [152], comparing to other well established network architectures, e.g., MLPs and standard
RNNs. The deep LSTM network extracts discriminative information from low-grade details to in-
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Figure 3.14: Prediction error (training error and validation error) decreasing curves of LSTM-RNN for online
eye detection.
crease both recall and precision of 97% and 94.8%, respectively. This is remarkable and explains the
high F1 − test of 96%. Potential explanation, deep-LSTM network learns and bridges the contextual
informations over long time-steps of the ocular eLBPH features. LSTM network performance re-
mains reliable without missing the short time lags capacities, even if the input sequential information
is incomprehensible or includes image noise generated by eLBPH details because the descriptor is
less susceptible to noise but not invariant.
As well as being faster, the RBF SVMs are slightly more accurate than LSTM network. The final
difference in performance between SVM(RBF) and LSTM network on eye/ non-eye classification
task is quite small 1.0% of difference in the classification accuracy, for a difference in a detection
time of 0.055 seconds. These differences are not larger, which means that LSTM network is favorable
for eye detection task because comparing to SVMs, LSTM network is very efficient for preserving
long time dependencies, which are highly required for eye detection task in a video stream. The best
classification rate of 98.1% was achieved by combining eLBPH and SVMs based on a linear kernel,
for a detection time of 0.562 seconds, which is relatively faster than the previous two approaches, but
because of the simplicity of the classifier this is an insufficient gain.
LSTM is better adapted to long-range patterns learning and pattern ordering in a given sequence,
than an SVM classifier. We expect a greater distinction between the two classifiers on the classifica-
tion of the eyes, in particular on cluttered background of impractical conditions.
• Detection results
Our system provides good performance regarding the eye detection in different variations. We
have studied two classification methods of different nature. LBP features have been selected. The use
of gray-scale with spatial enhancement of LBP features as inputs to the SVM and LSTM classifiers
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Figure 3.15: Snapshots illustrate some successful eye detection: individuals wear glasses and accessories,
slight angles of head rotation, facial expressions (smiling, eye closed change of depth-of-field, cluttered
background, different illumination conditions) . Pictures were captured with a web-camera indoor (within the
laboratory) [147].
makes the system have a good performance regarding illumination changes, presence of structural
components (e.g., the eye glasses) and variations of the eye states. For the detection performance, our
system works well with uncontrolled daytime illumination and cluttered background, being robust
to both strong and faint daylight. The characterization of complex elements such as the eyes in an
uncontrolled environment is helped by the computation of eLBPH features. These features are able
to deal with all the variations in the eye images.
The results showed in Table 3.1 demonstrate that our method gives good detection accuracy
on our database. Quantitative results can be seen Fig. 3.15 and Fig. 3.16. From the quantitative
results, it can be observed that the LBPH descriptor based on a regional division decomposition of
the original image, greatly improves accuracy. As we are primarily interested in accurate eye location,
we conclude that the eLBPH approach offers many important advantages for this purpose.
However, we are convinced that the results can be improved by exploring other methods of image
decompositions for the extraction of LBP features, because by applying standard supervised learning
methods (e.g., the SVM classifier) and of sequential supervised methods (e.g., the LSTM network),
we did not observe a large gap between the accuracy of detection generated by the two methods for
eye detection.
We noticed a few sources of discrepancies with annotated data (examples can be seen in Fig. 3.16):
• Presence of eyeglasses. In some images, the appearance of the eyes is significantly deteriorated by
a strong reflection of the embracing light on the glasses. Our method may partially fail under
these circumstances, sometimes only one eye can be detected and sometimes several eyes are
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Figure 3.16: Snapshots from captured pictures illustrating some typical failure of our eye detector: individual
with extreme head rotation angles, facial expressions and with accessories (myopia glasses, expressions, indoor
lighting conditions) [147].
detected in the same face.
• Facial expression and closed eyes. Eye detector works well with open and closed eyes. Never-
theless, a well-pronounced facial expression, such as a broad smile, may occasionally result in
the detection of more than two eyes on the same face.
• Extreme head rotation.The combination of a wide angle of head rotation and facial expression
can also promotes the emergence of false positives.
• Eye region estimation failure. Since our approach does not detect face at first, which increases the
notion of challenge. The researching space is thus very large. Some bad results are observed
through a false detection, for example the detection of some regions expected similar by their
appearance to the eye, on the face (the hair, region between the eyes) of the user or in the
background. An example can be seen in the Fig 3.16.
In the next chapter, all these problems associated with the appearance of false positives in the eye
detection algorithm are analyzed. These drawbacks are overcome in the algorithm of eye localization
presented in Chapter 4, where we explore the possibility of precise localization of the eyes in intense
conditions of the real world.
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Figure 3.17: Three segment of video sequence demonstrating the success of our detector in real world
conditions. The video is recorded inside the research lab with different lighting conditions, head rotation,
cluttered background, facial expressions and accessories (e.g., glasses) [147].. (Zooming is recommended for
digital visualization).
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3.4 Conclusion
In the first part of this chapter, we provided a comprehensive review of ongoing research in the area
of eye detection and localization. We focused on the difficulties and global challenges in real life
scenarios and how to deal with them. We pay a particular attention to practical problems for the
development of a robust eye localization approach with different preprocessing and post-processing
methods.
In the second part, we developed an eye region estimator based on specially enhanced LBP
(ePLBPH) descriptor to extract information of the appearance of each eye to be estimated. Then,
we defined a probabilistic learning, which makes it possible to learn the LBP features in order to
establish a correspondence between the trained model and a new input image. We conducted a
series of tests on our video sequence database, to evaluate the effectiveness of our approach and its
ability to overcome ambient difficulties. Our estimator is able to detect the eyes accurately, without
having recourse to face detection beforehand, and with a very short calculation time. However, there
are other techniques that can give better results. Some weaknesses have been identified, such as
the sensitivity of the system to light in the user’s glasses and even facial expressions, sometimes a
combination of these three factors. These issues are not tolerated in the case of a real driving scenario,
when the driver is permanently exposed to a dangerous situation by a simple loss of concentration or
a falling asleep (period of micro-sleep).
A robust model for eye localization is essential step to recognize the eye states. Indeed, it allows
to build an accurate representation of the appearance of the eye by taking into account most of
relevant variations of the real world to make the system more confident.
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We propose in this chapter an algorithm for eye localization, which imporves the performance of
the precedent approach presented in Chapter 3. The algorithm overcomes the variations of the real
world and maintain a good detection accuracy.
4.1 EyeLSD algorithm for eye localization
4.1.1 General scheme of the EyeLSD system
We proposed the EyeLSD algorithm, to locate the eye and detect its states (open and closed), without
detecting face. The experiments are made within the framework of a realistic reproduction of the
conditions that drivers undergo while being in the vehicle cockpit. EyeLSD combines the strength of
several feature descriptors that properly represent the eye appearance. Their combination provides
richer and consistent information of the eye.
EyeLSD algorithm is decomposed in three main stages, as shown in Fig. 4.1. The first stage
consists to pre-process the original image by reducing noise and enhancing textures (steps a and b),
the second stage extracts features in key-points of the image (steps c, d, e, and f), and then the final
stage uses statistical classifiers to interpret gathered information (step g).
In stage one, Fig. 4.1(a), the 3-channel RGB image is converted into gray-scale image Υ, then
image processing techniques are applied in Υ, to filter out noise and further enhance the localization.
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Figure 4.1: EyeLSD flowchart; eye localization and open/ closed state estimation [140].
After a searching map is established, with key-points that highlights specific facial traits (e.g.,
nose tip, mouth corners, eye centers, eyebrow, and lips). This pre-refining step is adopted as locating
strategy to satisfy requirement of localization, instead of applying traditional sliding-window design,
at risk of missing relevant image regions, e.g., the ocular region. In stage one, Fig. 4.1(b), the search-
ing map is set up with key-points, the image Υ is firstly smoothed because, LBP based descriptors are
sensitive to noise in near-uniform image regions. Then, local minimum regions (valleys) are derived
from the pre-processed image, corresponding to the lower gray-scale regions. These regions are the
most likely places to encompass the true position of facial traits. Connected-component labeling is
performed to detect connected regions in valleys, while assigning them landmarks (key-points) for
the next steps. In stage one, Fig. 4.1(c), the spatially enhanced Pyramid-like method, i.e., ePLBP∗,
Section 4.1.2, is used to encode local features with different scales within key-points. The ePLBP∗
descriptor reduces the influence of illumination and noise change, while moderates the variation in
scales and rotation degrees.
The second stage consists of using region selection methods, to choose the most discriminated
image parts that stand for ocular regions. The spatial structure of objects in a scene is used, besides of
binary morphological operations [80]. The white region (pixels) of binary image, are expanded and
the black region (pixels) are diminished by erosion operation. Afterward, black region (pixels) of the
eye area diminished by the erosion operation is expanded by dilation operation. This second process
of sequentially erosion and dilation is called opening process. After the opening process applied
two times, the largest blob is generated for an eye (enhanced area) and small blobs are generated for
noise then rejected. In stage two, Fig. 4.1(d), the measure of the structural proprieties of the enhanced
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area (retained) is applied upon binary image to choose the widest surface, i.e., the silhouette of the
eye. The area’s center of mass (moment) is considered as an eye center. In stage two, Fig. 4.1(e),
a bounding-box is reported-back on the original input image and detected regions are geometrically
normalized to 24 × 24pixels. The eye candidates are classified as true or false based on similarity
value Chi-square (Sχ2), which boosts the performance of the ocular detector. This post classification
phase increases the possibility to localize eyes, whatever their states as shown in Fig. 4.1(f).
The final stage (step g) consists of detecting the eye open and closed status. This presented in
Chapter 4, which explains in details each step of the eye states detection.
4.1.2 EyeLSD: Ocular region feature computation and classification
• Descriptor for Ocular Region Detection
In this chapter, we focus to design a method for eye localization, which is a fundamental stage
for the later one (eye states detection step). The ocular representation should satisfy three principal
criteria: (1) Precision of the features descriptor for representing eye image textures. (2) Robustness
against various imaging and environmental conditions, i.e., eye representation must be invariant to
variations that degrade the eye appearance. (3) Effectiveness in improving the accuracy of detection
model.
Recently, there has been a significant emergence of some local image descriptors based on LBP
method. These descriptors combine the discriminant strength of conventional LBPs and provide
structural improvements that enhance the LBP invariance to certain changes, such as texture rotation
for example.
Thereby, the used methods are divided into three subcategories [143]: (1) Pre-process the input
image before extracting the LBP features, mainly using filtering techniques (2) Combination of sev-
eral LBP feature descriptors to obtain a more powerful one; (3) Extraction of LBP and non-LBP
features in parallel, then combining the two types of features into a single one.
1. Preprocessing
the preprocessing phase is important in LBP for improving classification results and providing
robustness to the features descriptor against texture changes, such as rotation and resolution
variations.
Gabor filtering method is the most widely descriptor combined with preprocessed LBP
features. The consolidation of these two forms provides complementary information. LBP
histogram captures small and fine details of image textures, while Gabor filters encode local
appearance texture information over a broader range of scales. [170] combines Gabor filtering
and LBP descriptor to reinforce the discriminant capacity of both representations for texture de-
scription. Li et al. [171] proposed a Scale and Rotation Invariant SubUniform LBP (LBPsri_su2)
descriptor for texture analysis. LBPsri_su2 is partially based on conventional LBP descriptor.
LBPsri_su2 is robust against scales and rotation variations. Davarzani et al. [172] proposed
weighted rotation and LBP invariant scale (WRSI LBP), to overcome the sensitivity of LBPs
to the texture rotation. The spatial pyramid method, is a step toward a descriptor that is in-
variant to resolution changes. Qian et al. [135] proposed an LBP descriptor that transforms an
image in special pyramid domain then computes the traditional LBP descriptors. Their method
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is named as Pyramid LBP (PLBP). Mahalingam and Ricanek Jr [130] have set up a local image
descriptor with a hierarchical multi-resolution struture. This descriptor is based on patches for
periocular recognition. This approach is a combination of hierarchical pyramidal image and
feature descriptors (TPLBP) [133] of Three-Patch Local Binary Patterns (LBP) [126]. The
derived descriptor is able to accurately describe the periocular characteristics. Turtinen and
Pietikäinen [136] used a pyramidal spatial image to encode the local texture characteristics.
Their work validates this approach to handle arbitrary spatial resolutions of rigid textures un-
der difficult acquisition conditions. [135, 136] current approaches for the rigid classification of
scene and texture. The improvement in classification is due to their LBP pyramidal spatial and
multi-resolution LBP approaches.
2. Combining multiple LBP-like features
Zhenhua Guo et al. [173] suggested a completed LBP (CLBP) scheme developed for tex-
ture analysis. CLBP combines multiple LBP type features, namely CLBP-Sign (CLBP_S),
CLBP-Magnitude (CLBP_M) and CLBP-Center (CLBP_C). The combination of these three
type LBP based descriptors provides significant improvement that can be made for rotation
invariant texture analysis. They proved that the sign factor is further prominent than the mag-
nitude factor in keeping the local change information, which can reveal why the CLBP_S(i.e.
regular LBP) features are better useful than the CLBP_M features. Moreover, by combining
the CLBP_S,CLBP_M and CLBP_C methods, all of which are in binary sequence form, either
in a joint or in a hybrid fashion, often better texture classification accuracy than the state-of-
the-arts LBP designs were achieved. Liu et al. introduced BRINT [174] and MRELBP [175].
BRINT is constructed by combining separately three descriptors BRINT_S, BRINT_M and
BRINT_C. BRINT employs all the invariable models to textures rotation, to avert the leading
proportion of the uniform models [143]. As with traditional LBP descriptor, in BRINT, pix-
els are examined in a circular neighborhood, but holding the amount of bins in a single-scale
LBP histogram, so that constant and small, and that arbitrarily large circular neighborhoods
is be examined and described on different scales. BRINT derives features from several low-
dimensional features. And it shown robustness to noise.
3. Combining LBP features with non-LBP features
The original LBP operator was developed as a complementary measure of the local image
contrast, and the joint histogram of the two complementary features, LBP and the variance
(VAR), was proposed to deal with the textural rotation problem and invariance of the original
operator [144]. Guo et al. [176] considered it necessary to introduce a supplementary step
to the development of the LBP operator, which is the quantification. Their feature descriptor
is called local binary pattern variance (LBPV). Ahonen et al. [177] combines the features
of Discrete Fourier Transform (DFT) and LBPs (LBPHF). LBPHF is invariant to the global
textures rotation.
Therefore, by the various points mentioned above, it is found that the discriminant power of the
LBP descriptor can be significantly improved in different ways of preprocessing. The proposed LBP
descriptor has been enhanced to give optimal performance, while preserving a certain invariance to
the real world changes, including texture rotations, viewing angle, capturing texture information at
different depths of field, and perspectives.
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The next section presents a new descriptor for eye representation called enhanced Pyramidal
Local Binary Pattern Histogram (ePLBPH) [140].
4.1.3 Theory of the Enhanced Pyramidal Local Binary Patterns (ePLBP)
Local binary pattern in spatial pyramid domain (PLBP) is a powerful multi-resolution analysis method.
Over the pyramid transformation, each pixel in the low spatial layer of the pyramid, is generated by
down sampling the low-pass filtered high resolution image at the pyramidal level just bellow as shown
in Fig. 4.2. So, in images of low-resolution, a pixel corresponds to a region in its high-resolutions.
This region is described by [136, 178] as an "effective area" of the filtered pixel. Please see [135] for
more details about LBPs representation in spatial pyramid domain.
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Figure 4.2: The pyramid decomposition and corresponding LBP signatures. The diagram of pyramid sampling
in neighboring 3 resolutions. The down sampling ratios in each x and y directions are both 2, the resolution
variation of neighboring two pyramids is with a factor 4 [140].
The pyramid generation approach consists of low-pass filtering (LPF) and down sampling images
at the pyramid level just below. The pyramid image is recursively constructed as follows: G1(x, y) =
I(x, y) for pyramid level l = 1, where I(x, y) is the original image, l = {1, . . . , L}, and L is the number
of layers in the pyramid. In a general definition of pyramid construction process and for pyramid
level l > 1:
Gl =
∑
m
∑
n
fG(m, n)Gl−1(Rxx + m,Ryy + n) (4.1)
where Rx and Ry are the down sampling ratios in x and y directions, respectively. (Rx,Ry > 1) in
case of down sampling is used during the pyramid image generation. Otherwise, Rx = Ry = 1 if no
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spatial sampling is used. x and y are the image coordinates, whose values are expressed in a Cartesian
coordinate system, fG is a 2-D isotropic Gaussian (circularly symmetric).
In the spatial pyramid domain, feature extraction of texture Γ are produced through a combination
of texture information of all pyramid levels. Let Γ k represent the texture information of the kth
pyramid, (k = 1, . . . ,N), g kc corresponds to the central pixel of the k
th pyramid.
Γk = t(gkc, g
0
k , . . . , g
p−1
k ) ≈ γ(s(g
k
0 − g
k
c), . . . , s(g
p−1
k − g
k
c)) (4.2)
The resulting binary code is denoted as LBPP,R,k, which is the LBP code of a pixel at the kth spatial
pyramid and expressed as follows:
LBPP,R,k =
P−1∑
p=0
(s(gpk − g
k
c)2
p) (4.3)
The final PLBP is a combination of several LBP histograms for N-spatial pyramid images:
PLBPP,R = ∪kLBPP,R,k = {LBPP,R,1; . . . ; LBPP,R,N} (4.4)
In our enhanced LBP spatial pyramid architecture ePLBP (proposed for EyeLSD), the eye pattern
is down-sampled twice. The spatial pyramid is generated with 3 levels of image sequences I =
{I0, I1 . . . , IL−1}, Fig. 4.2( i.e., L = 3). The pyramid images are denoted as I0, I1, and I2 for the
pyramid’s basis, first and second level of the pyramid, respectively. The size of the nth level image
has the half size of the (n − 1)th level image, Fig. 4.2. Based on Ojala et al’s rules, the enhanced
PLBP∗P,R (ePLBPH) can be constructed, where ∗ stands for {u2 , ri , riu2} patterns.
The original image, represents the 0th level image I0 of the pyramid, LBPu2 is performed upon
the 0th pyramid’s image with size 24× 24pixels. The uniform patterns are used because they tolerate
rotation better, since they contain fewer spatial transitions exposed to unwanted changes upon image
rotation, besides being highly descriptive. LBPu2 is statistically stable and less sensitive to noise
[146]. I0 is the highest resolution image in our pyramid and contains more details about the eye
appearance. To enhance the discriminative capability of the applied descriptor, the 0th image of
the pyramid is equally divided into 4 non-overlapped sub-regions. The global spatial histogram is
computed by concatenating all sub-regional LBPHu2. The obtained LBPHu2 signature is denoted as
Hu20 with a length of (59bins × 4).
At the 1st level of the image pyramid I1 with size 12×12pixels, LBPri code [179] is generated, to
handle the invariance to texture rotation. This pyramid image level is pre-processed in same way as
I0. The LBP histogram obtained is denoted as Hri1 with a length of 36bins × 4. The I1 is a smoothed
image of size 12 × 12pixels and contains less details about the eye appearance. So, the extracted
information may not be very discriminant. To solve this issue, we proposed to use a sub-region-
division and histogram concatenation strategy.
The highest level image I2 may be sparse and unstable, due to its small size of 6×6pixels, and thus
the sub-region division cannot be used therein. At this level of the pyramid, the feature descriptor
used should be highly descriptive, while generating a small length of LBPH. The LBPriu2 [180]
provides a good discrimination in comparison to the ”non − uni f orm” patterns, and this leads to
differences in their statistical properties [144]. However, in this pyramid image level the spatial
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preservation of LBPH does not preserve any spatial information of eye, due to its histogram statistic
over the whole eye image patch. The LBPriu2 is by definition gray-scale invariant measure, ensures
the invariance to rotation, and considers only uniform patterns, this is a fundamental proprieties of
texture. The LBPriu2 generates a histogram denoted as Hriu22 with a length of 10bins. Finally, all
histograms Hu20 , H
ri
1 and H
riu2
2 are concatenated, to form the enhanced pyramidal eye signature F;
F = {Hu20 ,H
ri
1 ,H
riu2
2 }. After that, for each image patch, we could estimate its corresponding features.
In this work, the performance of the ePLBPH has been compared with LBPriu2 pyramid histogram
(ePLBPriu2) of ((10bins × 4) + (10bins × 4) + 10bins) dimensions, which processed in the same way
as ePLBPH∗.
4.1.4 Distance thresholding for pair matching
In the following, we explain the learning protocol of the thresholding procedure to apply the pair
matching (same-not-same binary classification) setting for a refined estimate of the eye location.
• Similarity measurement for precise eye localization
This subsection presents the similarity test to sustain the performance of our EyeLSD eye detector.
The estimation of the similarity distance between two descriptor-based histograms is a particularly
relevant issue in vision-based applications [133]. The most straightforward way for pair matching
using image descriptors is to analyze the distance between a pair of feature vectors that encode
an object appearance, i.e., given two eye images I1 and I2, which are encoded using some image
descriptor g as g(I1), g(I2), the pairs are considered matching if d(g(I1, I2)) < τ, where d is a distance
function and τ is threshold. In order to establish the value of the threshold τ which corresponds to
the problem of locating the eyes.
Initial threshold values are set in a fixed range (established during our experiments), then the
best threshold value is the one that achieves the highest eye recognition score on three test databases:
GI4E database [181, 182], GI4E head-pose (GI4E-HP) [182, 183] and Extended Yale-B face database
(EYaleB) [184, 185].
• TP. output of Sχ2 for confirming the real position of detected eye. Some examples are illus-
trated in Fig. 4.4 and Fig. 4.3. The real positives correspond to the bounding boxes that appear
in blue color.
• FP. output of Sχ2 for confirming the supposed real position of the eye in current frame but
in fact the detected items are; either a background image patch or other facial features(noise,
mouth, eyebrow).
• TN. images that do not correspond to the eyes and successfully rejected by Sχ2 .
• FN. images correspond to the eyes and falsely rejected by Sχ2 , in this case we can say that Sχ2
fails to differentiate between eye and non-eye texture referring to the designed template.
EyeLSD uses Chi-Square distance (Sχ2) for pair matching because, Sχ2 performs better than other
statistical distances for LBP-based feature histograms comparison [145]. A comparison of the his-
togram pairs that are supposed to represent the eye (open or closed), a first features histogram of
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Data Sχ2 (τ) TP [%] FP [%] TN[%] FN [%] Prec Rec F1S core Acc [%]
GI4E 0.30 75.80 21.73 2.40 0.0 0.78 1.0 0.87 78.26
GI4E 0.25 75.05 20.17 4.76 0.0 0.79 1.0 0.88 79.82
GI4E 0.20 75.13 17.81 7.04 0.0 0.81 1.0 0.89 82.18
GI4E 0.15 76.84 12.54 10.35 0.25 0.86 0.99 0.92 87.19
GI4E 0.10 70.05 8.32 16.19 5.42 0.89 0.93 0.91 86.24
GI4E 0.09 64.18 7.34 17.06 11.4 0.89 0.85 0.87 81.25
GI4E 0.08 55.63 6.24 18.86 19.25 0.90 0.74 0.81 74.50
GI4E 0.05 8.68 0.80 24.07 66.45 0.90 0.12 0.20 32.74
Table 4.1: Detection average precision (%) on GI4E database for different τ values. Evaluation of the
best (dis)similarity threshold τ value on GI4E over detection accuracy tested on 1236 images.
Data Sχ2 (τ) TP [%] FP [%] TN[%] FN [%] Prec Rec F1S core Acc [%]
EYaleB 0.15 79.61 14.19 4.46 1.72 0.85 0.98 0.91 84.07
Table 4.2: Test of τ value on 5751 of extended Yale-B face database
detected image I1 (observed frequency) and a second histogram of a reference image (I2). Both
images are encoded with an LBP descriptor. EyeLSD uses LBPriu216,2 histogram each pair of images.
Sχ2(H,T ) =
n∑
i=1
(H(i) − T (i))2
H(i) + T (i)
(4.5)
where H and T are discrete sample and model distribution, respectively. They correspond to the
probability of bin i in a given sample and a model distribution, n is the number of bins in the distri-
bution (n = 18bins). To construct the eye template (reference image), a small corpus of left and right
eye images were chosen among different people in the databases. These images of 24 × 24 pixels,
represent open-and-closed eyes. Template separates the 2-class using Sχ2 distance. Our aim is to
detect eyes whatever their state and reject most probable non-eye according to τ value.
To find the best threshold value incorporated in our EyeLSD algorithm for an accurate estimation
of the position of the eye for a given image or video, an interpretation of the results obtained from
tests carried out on three databases is presented in Table 4.1, Table 4.2, and Table 4.3. The final
results are expressed through TP, FP, TN and FN. recognition accuracy, precision (prec), recall (rec)
and F1-score. It should be noted that Sχ2 values vary under hard imaging conditions (e.g., variability
in terms of scale change and uneven light). This may lead to ambiguous eye state detection.
More stringent evaluation tests are shown by examples of successful location of eyes on used
databases Fig. 4.3, Fig. 4.4, and a video is shown in https://www.youtube.com/watch?v=
P2ICKE6ALWs. The obtained eye center location (green circle) are validated within the pupil ra-
dius. The different bounding-box colors correspond to various matching objects, detection results
cover the correct detection (eye position) and false alarms (missed positive); the blue rectangle is
an eye, this detection is carried out from (χ2) measure, which is used to verify the presence of eyes
with τ = 0.15. The magenta rectangle is the classifier’s false positive, rejected by the (χ2) mea-
sure (considered an insignificant information by the algorithm). It must be emphasized that distance
thresholding step is also integrated in an algorithm of eye localization and head motion estimation,
the EyeLHM algorithm [186].
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Data Sχ2 (τ) TP [%] FP [%] TN[%] FN [%] Prec Rec F1S core Acc [%]
GI4E-HP
user-08-video-12
0.15 97.35 0.0 0.0 2.64 1.0 0.97 0.98 97.35
GI4E-HP
user-03-video-04
0.15 96.08 0.0 0.0 3.92 1.0 0.96 0, 98 96.08
GI4E-HP
user-02-video-03
0.15 91.50 0.37 0.0 8.13 0.99 0.92 0.95 91.5
GI4E-HP
user-01-video-01
0.15 95.33 0.0 0.0 4.66 1.0 0.95 0.97 95.33
GI4E-HP
user-07-video-08
0.15 96.85 0.0 0.0 3.14 1.0 0.96 0.97 96.85
Table 4.3: Test of τ value on GI4E head-pose database. GI4E head pose video sequences are resized
to 360 × 240 pixels, and have been acquired at 30 frames/s. Every video is 10 seconds long,
containing 300 frames.
Figure 4.3: Results of the analysis of the eye location by the EyeLHM [186] system that validates threshold
value for an accurate detection of the eye under difficult conditions of GI4E dataset: the blue rectangles represent
the precise eye location, the magenta rectangles are the false positives rejected from similarity measure, the
green points represent the center of the eye detection.
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Figure 4.4: Results of the analysis of the eye location by the EyeLHM algorithm [186] to validate threshold
value τ for an accurate eye localization under difficult conditions of Extended Yale-B dataset.
• Classification
4.1.5 Classification and Parameters Settings
For the classification phase, we implement a Support Vector Machine and a deep perceptron. These
classifiers are favorable because, their implementation is open-source, modular, accessible and com-
putationally efficient. EyeLSD formulates the eye localization step as a 2-class classification prob-
lem.
• SVM classifier is trained with two kernels (a linear and a nonlinear kernels) that help to find
the hyper-plane, which maximizes separation gap between the two classes, while minimizing
the number of errors for the training set. The hyper-parameters of the radial basis function
(RBF) kernel are optimized by using grid search technique and the cross-validation group
(CV). The best values over the CV group were used to build the learning model. The SVM
implementation is done with LIBSVM 3.18 [87].
• We trained and tested the MLP network with several configurations, and changed the num-
ber of hidden neurons. We keep the number of maximum training epochs constant of 10000.
Sigmoid functions were selected as transfer functions. The MLP classifier is fully connected
and designed with a number of input neurons, equal to the length of each feature descriptor,
i.e., 1440, 3776, 59, 40 ,90 ,236 and 390 input neurons for Gabor, LTP, LBPHu2, eLBPHriu2,
ePLBPHriu2, eLBPHu2 and ePLBPH∗, respectively. BioID dataset and CAS-PEAL-R1 dataset
validate the eye detector. MLP has a single hidden layer for each of Gabor, LTP, LBPHu2,
eLBPHriu2, ePLBPHriu2, eLBPHu2 and ePLBPH∗, embedded with 120, 200, 20, 15, 15, 50,
and 22 hidden units, respectively. The output vector for positive samples is Yi = (1, 0)T
and output vector for negative samples is Yi = (0, 1)T . The Softmax function is employed
in the output layer and the number of output units is equally related to the number of classes.
Regularization terms are used to improve the convergence velocity and avoid settling down
in an over-fitting problem. The connecting weights ω are randomly initialized in a range of
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(−0.1, 0.1), momentum and learning rate are assigned as α and ξ, respectively. During the ex-
periments, the exposed neural architectures are optimal, which found to be a good compromise
between classification error minimization and architecture complexity. These neural structures
provide a good generalization performance for new data and are valid for the various feature
sets.
4.1.6 Dataset Description
In order to test accuracy of the eye classification models, we measured classification performance on
the three benchmark datasets (two public datasets and a self-made dataset) presented below:
• BioID Face database [187], the BioID dataset contains images in real scenarios with a various
illumination, background, and face sizes with and without accessories. The dataset contains
1521 images (384 × 286pixels, gray level).
Figure 4.5: Sample images of BioID database.
• CAS-PEAL-R1 database [188], contains 30900 images (360×480pixels, gray level). This dataset
has images acquired in realistic conditions. In our experiments, 1521 face images are selected,
464 subjects with open eyes: frontal slight rotated view; normal and expressions. 330 subjects
with accessories, 101 subjects in different background, 302 subjects with eye closed and 324
subjects in different distances from the camera.
• To undertake a generalization tests of EyeLSD algorithm, we collected and annotated a small set
of images of different subjects. The acquisition condition are diverse, which involves a low
ambient lighting conditions, wide head rotation, open and closed eye states, facial expressions,
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Figure 4.6: Sample images of CAS-PEAL database [188].The first row corresponds to the different head poses
included in the database. The second row until the last one, correspond to the multiple variations introduced in
the database, depth-of-field, lighting, facial expressions (e.g., eyes closed) and individuals wearing accessories
(e.g., eyeglasses and hats)
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change of perspective and depth-of-field. All these images are taken with simple web-camera
at very low cost, providing images of resolution 640 × 480 pixels and resized during tests at
384 × 240 pixels. We present below some characteristics of our annotated image data:
• Eight subjects are presented in our database: all are male.
• The subjects present a facial hair (beard) of different intensities, head pose, facial expres-
sion (broad smile, eye closed), different head poses and depth-of-field.
• The images of the database are acquired during the afternoon under very low lighting
conditions, i.e., indoor with artificial lighting and a web-camera, without any additional
light source.
We have built datasets composed of images from BioID and CAS-PEAL-R1 datasets, each of which
has 3042 eye images and 3419 non-eye images that are manually cropped. 4523 eye and not-eye im-
ages are rearranged into a training subset, and the remainder 1938 images with positive and negative
samples are confounded and equally divided between test and validation subsets. These images are
geometrically normalized into a size of 24 × 24 pixels.
4.1.7 Experimental Results
This subsection concerns the test phase of the experimentation realized to determine the optimal
model configuration for eye localization. The BioID dataset and CAS-PEAL dataset are during
evaluation. To prove the EyeLSD generalization capability, a new dataset was acquired with people
from our laboratory with a normal laptop web-camera. This allows to assess generalization capability
of our detector, especially with unseen images (images of people not present in the training datasets).
4.1.7.1 Feature descriptor classification performance
This subsection compares the performance of different image descriptors of eye features, results
are presented in Tables 4.4 - 4.5. The objective is to show that the enhanced pyramid LBP with
high number of bins improves the discriminative power for eye representation. The first experiment
Experiment # 1 compares performance between eLBPHriu2 and ePLBPHriu2 to classify the eye pres-
ence. The second experiment Experiment # 2 compares the performance between eLBPHu2 and the
ePLBPH∗. In the third experiment Experiment # 3 the categorization capability of the ePLBPHriu2
is compared against the proposed ePLBPH∗. The last experiment Experiment # 4 analyzes the ben-
efits of ePLBPH∗ by comparing its performance against those realized by LBPHu2, LTP, and Gabor
feature descriptors.
1. Experiment # 1: comparison between eLBPHriu2 and ePLBPHriu2. This experiment intends
to highlight performance gained if more than a single resolution of descriptors are used in
the pyramid image generation. Table 4.4 shows the descriptors performance on BioID
dataset. The best classification accuracies generated by eLBPHriu2 are 83.78% and 87.29%
for SVM(RBF) and MLP classifiers, respectively. By adapting an extension of LBPriu2 in
a pyramid transform domain(ePLBPHriu2), the approach realized improvements of 8.16%
and 6.52% with SVM(RBF) and MLP, respectively. Table 4.5 shows the performance of
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Method TP
(%)
FP
(%)
TN
(%)
FN
(%)
Prec Rec F1Score
Acc
(%)
AUC
(%)
SVM(Linear)
LTP 45.25 3.04 49.84 1.86 0, 93 0.96 0.95 95.10 99.00
LBPHu2 45.20 11.30 41.60 1.90 0.80 0.96 0.87 86.79 94.00
Gabor 44.37 2.94 49.95 2.73 0.94 0.94 0.94 94.32 98.26
ePLBPH∗ 45.49 2.62 50.28 1.59 0.95 0.97 0.95 95.78 99.09
eLBPHu2 45.73 3.79 49.10 1.36 0.92 0.97 0.95 94.84 98.91
eLBPHriu2 39.02 9.61 43.29 8.06 0.80 0.83 0.81 82.32 90.53
ePLBPHriu2 41.42 6.14 46.76 5.68 0.87 0.88 0.87 88.18 94.95
SVM(Poly)
Gabor 43.91 4.54 48.35 3.20 0.91 0.93 0.92 92.26 97.00
ePLBPH∗ 27.39 1.45 51.40 19.74 0.95 0.58 0.72 78.80 95.81
eLBPHu2 7.17 0.42 52.53 39.86 0.94 0.15 0.26 59.71 94.91
eLBPHriu2 30.48 11.25 41.65 16.55 0.73 0.65 0.68 72.14 81.42
ePLBPHriu2 39.35 10.18 42.73 7.74 0.79 0.83 0.81 82.08 90.03
SVM(RBF)
LTP 45.30 2.89 50.00 1.80 0.94 0.96 0.95 95.30 99.00
LBPHu2 43.75 3.82 49.07 3.35 0.92 0.92 0.92 92.83 98.00
Gabor 42.10 0.31 52.58 5.00 0.99 0.89 0.94 94.69 99.00
ePLBPH∗ 45.59 1.78 51.12 1.50 0.96 0.97 0.96 96.72 99.58
eLBPHu2 46.15 1.59 51.31 0.93 0.96 0.98 0.97 97.47 99.81
eLBPHriu2 44.69 8.25 44.69 7.97 0.84 0.85 0.85 83.77 91.84
ePLBPHriu2 43.43 4.45 48.5 3.66 0.90 0.92 0.91 91.93 97.76
MLP
LTP 45.61 1.18 51.75 1.44 0.97 0.97 0.97 97.37 99.00
LBPHu2 44.27 3.50 49.43 2.78 0.92 0.94 0.93 93.70 98.00
Gabor 46.18 1.23 51.70 0.98 0.97 0.98 0.97 97.78 99.00
ePLBPH∗ 46.38 1.12 51.73 0.75 0.97 0.98 0.98 98.12 99.06
eLBPHu2 45, 87 1.17 51.78 1.17 0.97 0.97 0.97 97.65 99.31
eLBPHriu2 41.42 7.08 45.87 5.63 0.85 0.88 0.86 87.29 93.33
ePLBPHriu2 45.17 4.27 48.64 1.92 0.91 0.96 0.93 93.81 97.64
Table 4.4: Eye detection: statistical results on BioID database
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Method TP
(%)
FP
(%)
TN
(%)
FN
(%)
Prec Rec F1S core
Acc
(%)
AUC
(%)
SVM(Linear)
LTP 44.53 3.61 42.27 2.57 0.92 0.94 0.93 96.49 98.49
LBPHu2 42.67 21.31 31.58 4.43 0.67 0.91 0.77 74.25 79.03
Gabor 45.51 2.47 50.41 1.60 0.95 0.96 0.96 95.92 99.20
ePLBPH∗ 45.26 2.20 50.70 1.82 0.95 0.96 0.96 95.97 99.19
eLBPHu2 44.55 5.15 47.74 2.53 0.90 0.95 0.92 92.31 99.51
eLBPHriu2 34.00 15.71 37.24 13.04 0.68 0.72 0.70 71.24 78.60
ePLBPHriu2 43.62 6.29 46.62 3.47 0.87 0.93 0.90 90.24 96.94
SVM(Poly)
Gabor 44.42 3.15 49.74 2.68 0.93 0.94 0.94 94.17 98.76
ePLBPH∗ 17.68 1.82 51.07 29.31 0.91 0.38 0.53 68.76 91.44
eLBPHu2 0.93 0.79 52.11 46.15 0.54 0.019 0.04 53.05 83.20
eLBPHriu2 21.95 13.27 39.63 25.14 0.62 0.47 0.53 61.58 71.27
ePLBPHriu2 42.26 12.43 40.48 4.83 0.77 0.9 0.83 82.74 90.96
SVM(RBF)
LTP 45.66 2.11 50.77 1.44 0.95 0.96 0.96 96.44 99.51
LBPHu2 42.05 14.18 38.69 5.05 0.74 0.89 0.81 80.75 88.92
Gabor 42.20 0.41 52.47 4.90 0.99 0.89 0.94 94.68 99.56
ePLBPH∗ 46.06 1.17 51.73 1.03 0.98 0.98 0.98 97.80 99.70
eLBPHu2 45.82 2.48 50.42 1, 26 0, 95 0, 97 0, 96 96.25 99.39
eLBPHriu2 39.63 9.95 42.96 7.45 0.80 0.84 0.82 82.60 91.17
ePLBPHriu2 44.28 2.86 50.09 2.76 0.94 0.94 0.94 94.37 98.53
MLP
LTP 45.04 2.22 50.72 2.01 0.95 0.96 0.95 96.65 97.65
LBPHu2 42.31 5.46 47.47 4.74 0.88 0.89 0.89 89.78 95.55
Gabor 46.38 0.82 52.06 0.72 0.98 0.98 0.98 98.45 99.37
ePLBPH∗ 45.77 1.31 51.64 1.26 0.97 0.97 0.97 97.42 97.97
eLBPHu2 44.93 2.48 50.46 2.11 0.95 0.95 0.95 95.40 99.39
eLBPHriu2 38.98 8.2 44.74 8.06 0.83 0.83 0.83 83.72 90.65
ePLBPHriu2 42.26 2.62 50.28 1.83 0.95 0.96 0.95 95.54 98.11
Table 4.5: Eye detection: statistical results on CAS-PEAL-R1 database
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Figure 4.7: ROC curves of various features using the SVM classifier; (a) BioID database, (b) CAS-PEAL
database. ROC curves of various features using the MLP classifier; (c) BioID and CAS-PEAL databases
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ePLBPHriu2 and eLBPHriu2 assessed on CAS-PEAL-R1 image set. The best classification ac-
curacy of eLBPHriu2 are 82.6% and 83.72% with SVM solver(RBF) and MLP, respectively.
The ePLBPHriu2 realized improvements of 11.77% and 11.82% with SVM(RBF) and MLP
classifiers, respectively.
From the Tables 4.4 and 4.5, we conclude that the performance gain of ePLBPH is better
than those obtained with eLBPH, by considering descriptors uniquely based on LBPHriu2. The
number of ePLBPHriu2 pyramid levels is set to 3. The histogram dimension of ePLBPHriu2 is
(10bins×4)+ (10bins×4)+10bins = 90bins, that is more than 2 times of the eLBPHriu2 of size
40bins ( 10bins × 4). The ePLBPH accounts the eye in 3 different resolutions, which increase
the information content extracted and the classification rate. Although, the eLBPH describes
micro- (edges, corners, spots, etc) and macro-textures (global shape) of the eye pattern, but
only at a single resolution.
2. Experiment # 2: This experiment compares discriminative performance of eLBPHu2 and
ePLBPH∗(proposed) Table 4.4 shows the performance comparison of eLBPHu2 and ePLBPH∗
on BioID dataset. The ePLBPH∗ is built according to the Eq.( 4.4), ePLBPH∗ = { eLBPH∗,
eLBPH∗, LBP∗}, ∗ ∈ {u2, ri, riu2}. The average performance assessment of eLBPHu2 fea-
tures, yields a best scores of 97.46% with SVM(RBF) and 97.65% with MLP classifiers. The
performance gained by adopting several LBP variants in spatial pyramid domain (ePLBPH∗)
are 0.469% with MLP classifier. Table 4.5 shows the statistical assessment of eLBPHu2 and
ePLBPH∗ on CAS-PEAL-R1 dataset. The eLBPHu2 achieves a best scores of 96.24% and
95.40% with the SVM(RBF)and MLP, respectively. Among these two configurations, a per-
formance improvement of ePLBPH∗ over eLBPHu2 are 1.54% and 2.01%, with SVM(RBF)
and MLP, respectively. As shown in Tables 4.4 and 4.5, the ePLBPH∗ performance increases
comparing to those of eLBPHu2. So, there shows that the major discriminant properties of
ePLBPH∗ are got from the image into the pyramid basis. This level of the pyramid is pre-
processed in the same way as eLBPHu2 descriptor. It is noteworthy that applying region divi-
sion method to form eLBPH is somewhat arbitrary. The division approach spatially enhances
the LBP histogram, but also causes both aliasing effect due to the direct sampling and loss
of resolution information. The ePLBPH solves these drawbacks, by applying the LPF on the
images before pre-processing and LBP histogram calculation, in the 0th and the 1st pyramid
image levels. Results show that the proposed method (ePLBPH) achieves a good generaliza-
tion performance on unseen image set. Hence, the LBP features of a 3-level image pyramid
are efficient.
3. Experiment # 3: comparison of the pyramid descriptor performance, between ePLBPHriu2
and ePLBPH∗. This experience intends to verify whether performance is further improved,
in case of more than an unique LBP mapping scheme are used in ePLBPH. Tables 4.4 and
4.5 show the performance comparison of ePLBPHriu2 and ePLBPH∗, both are realized with
3-level of image pyramid. Table 4.4 shows improvement realized by ePLBPH∗ over those of
ePLBPHriu2 on BioID dataset, which are about 4.78% and 4, 31% by using SVM(RBF) and
MLP, respectively. In Table 4.5 the classification performance of ePLBPHriu2 assessed on
CAS-PEAL-R1 dataset, are enhanced by ePLBPH∗ about 1.87% and 1.875% with SVM(RBF)
and MLP, respectively.
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The ePLBPH∗ feature vector length is (59bins×4)+(36bins×4)+10bins = 390bins, that is
more than 4 times of the ePLBPriu2 histogram of (10bins× 4) + (10bins× 4) + 10bins = 90bins.
The multi-mapping pyramid image ePLBPH∗, achieves a higher enhancement and outperforms
the three descriptors of comparison; eLBPHriu2, eLBPHu2 and ePLBPHriu2. This improvement
the ePLBPH∗ is statistically significant and observed through the present and the precedent ex-
periment. The ePLBPH∗ feature sets compensate the information losses during the spatial
down-sampling. Also, down-sampling process does not affect the discriminative performance
of the descriptor very much. Even so, the enhanced multiple mapping scheme improves signif-
icantly the discriminative power of the descriptor, by comparing to that of ePLBPHriu2. This
is shown through the experience # 1.
4. Experiment # 4: comparison performance ePLBPH∗ among Gabor wavelets, LTP and LBPH
(LBPHu2) feature sets . We extend the performance evaluation of ePLBPH∗, by introducing
a series of comparison with other feature sets, that describe the local shape, the global shape,
and the local texture information under difficult conditions. Current feature sets offer quite
good performance under illumination variations and many other variations of the real world.
Tables 4.4 and 4.5 give the results of LBPH, LTP and Gabor feature sets on BioID and CAS-
PEAL-R1 datasets. Please note that the SVM (polynomial) tends to overfit by using LBPH and LTP.
For this reason we omitted these results.
In BioID dataset, we can observe that LTP realized a best accuracies of 95.3% and 97.37% with
SVM(RBF) and MLP with highest AUC value, while Gabor has a slightly worst accuracy of 94.69%
and a competitive performance of 97.78% with the same settings (dataset and classifiers). The same
observations are valid with experiments conducted on CAS-PEAL-R1 dataset.
In this study, we reproduced the LTP code implementation realized by [36]. The threshold value
of the LTP code is set to 5 computed from eye and non-eye images of size 24 × 24 pixels, which are
divided into 3 × 6 sub-region and each sub-region is represented in an LTP histogram of 59bins. The
resulting LTP feature vector has a 3776-dimensional (32×59×2). The LTP feature set improves gen-
eralization of LBP features, and has a good discriminative capability, while being tolerant to lighting
changes and less sensitive to noise in uniform regions. Gabor filter bank realized competitive results
with those of the ePLBPH∗, by using polynomial kernel of the SVMs, Gabor outperforms ePLBPH∗
in terms of classification accuracy. MLP performs well with Gabor parameterization. We observe
that in CAS-PEAL-R1 dataset, MLP classifier performs better than SVM(RBF), where 98.45% of
correct classification was obtained for Gabor parameterization, whereas for BioID, Gabor features
achieve 96.72% and 97.78% with the SVM(RBF) and MLP network classifier, respectively.
This classification enhancement of Gabor features, can be made clear by that CAS-PEAL-R1
dataset contains variation in illumination and pose, but not blurred images, which enhances signif-
icantly classification results, since Gabor is a powerful feature descriptor especially for non-rigid
texture such face [10] and eyes, whereas BioID databset presents addition variations than previously
mentioned, images are blurred. This parameter decreases the efficiency of Gabor method in BioID
dataset, but not of our method. The proposed ePLBPH∗ handles well resolution variations and blurred
images. This is proven by the best accuracy achieved in BioID dataset of 98.12% with MPL network.
Gabor features is implemented with 40 filters [10, 36] (8 orientations and 5 scales) applied on
24 × 24 pixels eye and non-eye patches, then down-sampling the resulting vector by 16. So, instead
of (5 × 8 × 24 × 24) that yields 23040-dimensional, it is reduced to a 1440-dimensional vector.
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The LBPHu2 obtains the lowest accuracies of 93.7% and 89.78% with MLP classifier and AUC
values of 98% and 95.55% on BioID and CAS-PEAL-R1 datasets. LBPH is not quite appropriate for
ocular region description, LBP features are more effective when the eye patterns are pre-processed
upstream (sub-region division method). LBPH is sensitive to noise and can slightly tolerate texture
rotation but not invariant to that. So, a holistic representation of LBPs can not preserve image local
structures in presence of noise, blur, and extreme rotation because the small pixel differences of the
eye patterns, make the descriptor vulnerable to noise.
4.1.8 Detection results
In this subsection, we present some visual results of the eye localization, where EyeLSD method
is applied on the precedent datasets. Despite excellent results listed in table 4.4 and table 4.5,
demonstrating the strength of EyeLSD framework for accurate eye localization on the BioID and the
CAS-PEAL datasets. A more stringent evaluation tests are further required, to show some successful
location of eyes on current datasets Fig. 4.8, 4.10, and 4.12.
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Figure 4.8: Example of some successful eye localization of our method on BioID Face images, including
variations of pose, expressions, and even subjects wearing glasses of myopia.
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Figure 4.9: Snapshots illustrate some successful detection on pictures captured within the laboratory.
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In the present figures, the location of detected eye is represented by a green cross and the ground-
truth of original eye location is represented by red circle, inside pupil radius (given in BioID image
data and annotated manually in CAS-PEAL images). Different bounding-box colors correspond to
diverse found elements. Detection results encompass desirable location of eyes, and false alarms are
the misplaced detection; blue rectangle is an open eye and red rectangle means a closed eye. These
are derived by applying Sχ2 test, which is effective in bringing more accuracy to eye detection, but
fails to detect whether they are open or closed. The yellow squares are the classifier false positive,
denied by Sχ2 test (considered a meaningless information by the algorithm).
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Figure 4.10: Locating eyes on images of the CAS-PEAL Face Database: the green cross corresponds to the
output of our system and the red circularly form is the ground truth of the real eye coordinates, this needs to be
marked manually in CAS-PEAL-R1 database.
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Figure 4.11: Snapshots from captured pictures illustrating some typical failures of our method: individuals
with different head rotation angles, facial expressions and with accessories (myopia glasses, beard, expressions).
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Figure 4.12: Some eye localization of EyeLSD [140] in challenging cases with hard variations in pose and
facial expression: from top to bottom, the first three rows, represent the location of the eyes of different subjects
with various head pose on CAS-PEAL-R1 database (e.g., from right to left, the first estimation of the eye
location is made for a subject with a head pose of a yaw-angle of −67° and a pitch-angle of −30°). The last row
represents eye localization results of subjects variant facial expression on BioID Face Database.
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4.1.9 Comparison with other methods
Table 4.6 shows most recent eye localization methods we are aware, beside of the proposed one.
Withal, corresponding experimental settings are presented such as, image dataset, beside of its char-
acteristics (number of test images with their corresponding size) and the final performance realized
by each algorithm. The overall performance of the proposed eye location estimation scheme is sim-
ilar, and in some cases better than algorithms of comparison. The common points between our eye
detector and the listed methods (Table 4.6) is that the presented approaches depend on the appear-
ance and image patch based methods, either by using supervised (SVM and MLP) or unsupervised
learning methods (Boltzmann machine model and Independent Component Analysis (ICA)). These
methods are using the same benchmark image gallery.
In [190], authors investigate the problem of eye localization for subjects wearing glasses under
different constraints. This method is based on variance Filter (VF) that measures the gray intensity
change of the eyes and ICA applies to recognize the correct eye location. The eye center is searched
within detected ocular regions, by calculating the entropy of intensity change. [190] method realized
a detection rate of 97.1% with 600 test images of BioID dataset. Nonetheless, the detection fails if
the light reflection on glasses is too strong and occlusions occult the facial region.
In contrast, the proposed framework surpasses aforementioned methods, realized excellent results
and capable of discriminating the ocular region under real challenging conditions. In [191], authors
proposed a deep-learning algorithm for detecting the eyes under uncontrolled conditions. The ro-
bustness of the detection scheme is tested on different datasets and in different conditions (facial
expression, low-resolution, pose, and illumination). The potential of [191] approach to handle the
resolution variations, is assessed on BioID dataset. The eye images are evaluated with their original
size and with images down-sampled to 50%. So, two resolutions of eye image patches are generated
and used to show ability of the deep features trained model, to recognize the right eye location despite
low-resolution images.
In [193], they are proposing an eye detection framework able to estimate the eye region location
with precision. The input image is pre-processed to highlight the eye structure, that is used after the
localization step. So, the eye pair is extracted by using binary template matching and SVM classifier.
The next step consists to accurately detect the eyes by using VF. This algorithm is trained with 800
images collected from BioID database, and yielded a detection rate of 95.6% . However, the detector
fails under hard illumination conditions, strong light reflection and closed eyes. This occurs mostly
because the template matching step fails to find the right eye pair location.
Boltzmann-deep features learner is tested on 956 images of BioID dataset, and achieves a com-
petitive results to those of the LBP features with Viola-Jones eye detector. The main advantage of
Viola-Jones approach is its computational effectiveness. However, the performance of that method
depends on the amount and diversity of the training data. So, it may not give a right eye location.
Meanwhile, building a classifier that learns the variability of eyes might meet with problems, and
even if a large set of training image is used. By using a descriptor window enlarged to 36× 36pixels,
we are able to surpass performance realized by LBP [191] and Viola-Jones [192] methods. Intu-
itively, a larger eye patch of 36×36pixels has more discriminative information, and thus, reduces the
false positive rate but it will be at the cost of losing generalization ability for locating eyes, and the
extracted features will be less likely to be good representative of eyes [98]. Furthermore, our method
shows robustness against the rotation of face area and extreme pose, while that most errors occurred
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Method data challenge
patch
size
(pixels)
test
images
Acc.
(%)
EyeLSD with
ePLBPH∗(Proposed)+ MLP
[140, 189] BioID Variation in distance
(multi-resolution)
Illumination condition,
occlusion,
24 × 24 969 98.12
gender, aging, expres-
sion, hard rotation.
EyeLSD with
ePLBPH∗+ SVM(RBF)
BioID Variation in distance
(multi-resolution)
Illumination condition,
occlusion,
36 × 36 969 98.86
gender, aging, expres-
sion, hard rotation.
VF+ ICA [190] BioID Variations in views,
lighting conditions, 60 × 30 600 97.1
occlusions
aging, expressions
Learning the Boltzmann [191] BioID Expression, illumina-
tion,
Machine model. pose, low resolution 36 × 36 956 98.12
LBP [191], Viola-Jones [192] 956 98.64
Learning the Boltzmann [191] BioID Expression, illumina-
tion,
Machine model pose, low resolution 18 × 18 956 98.12
LBP [191], Viola-Jones [192] 956 98.01
VF + SVM [193] BioID Dynamic background,
moderate rotation,
glasses wearing and 25 × 8 95.6
face occlusions
SIFT features+ BioID Slight variation in pose
SRC [103] illumination changes 60 × 60 1000 91.5
various background
face sizes
image rotations
expressions
Table 4.6: Comparison of eye location step of the algorithm EyeLSD with existing methods.
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in the Viola Jones eye detector, are related to the facial textures rotations and head pose variations.
From Table 4.6, the results of the proposed approach are comparable with those obtained by
Boltzmann machine model and LBP features with Viola-Jones methods for eye localization.
In [97] authors proposed a learning method for eye localization in arbitrary rotation settings. They
examine the feasibility of localizing eyes without prior face detecting. A pyramid-like eye locating
strategy is used for coding local-features, ensured with SIFT descriptor and SRC method, classifies
the image patches through input image. Then, a searching map called (Heat-Map) is generated from
the adjusted classifier’s outputs, and the potential positions of eyes are highlighted. (The Heat-Map
highlights eye centers by superposing the adjusted classifier’s output values through Pyramid-like
method). To locate the eye center, while reducing noise effect and influence of complex backgrounds,
the skin color algorithm is applied in HSV color space, that improves skin detecting and isolates the
facial region from the background. The false positives detected around the real center of eye positions
are rejected by using similarity function and the center of eyes are retained if a maximal similarity
score is reached. Their method are assessed on several datasets. For a fair comparison with our
approach, we consider only tests performed on BioID database, which achieve an accuracy of 91.5%
on 1000 image patches of size 60×60. We observe that the accuracy of the proposed method is better
than the method of [194], tested on 969 images of same dataset.
Among all the the listed methods, our ePLBPH∗ achieves the highest classification score on
BioID dataset. This enhancement is attributed to the combination of multiple LBP-mapping schemes
and the application of spatial enhanced pyramid-like image decomposition strategy. The ePLBPH∗
tolerates several changes, illumination, image blur, perspective and rotation. So, the proposed eye
detector is robust against the multiple variations, that the presented works shown their distinctiveness
performance limitations, Fig. 4.8, 4.10,and 4.12.
4.2 Conclusion
In this chapter, we present EyeLSD algorithm for eye localization, using three LBP descriptors, pre-
ceded by preprocessing phase, to extract the most relevant information of the eye textures. EyeLSD
includes two classifiers (SVM and MLP classifiers) for the binary classification phase between the
eyes and non-eyes. These steps fit into the overall mechanism of the EyeLSD algorithm. We per-
formed series of tests on the public databases BioID and CAS-PEAL-R1, to determine the optimal
parameters of the two previous steps, namely the extraction of features and their classification. Sub-
sequently, we compared our approach with the most recent work using the same database. EyeLSD
outperforms these approaches and also our previous eye detection method presented in Chapter 3.
These results prove that EyeLSD is very robust for eye localization, even when the environment of
the acquisition is not controlled. This is highly favorable to the application for the next step of the
EyeLSD algorithm, namely the recognition of the eye states.
Chapter 5
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5.1 Introduction
Understanding the eye states (open and closed) is a fundamental issue to a vast range of face-applied
research work. In driver monitoring system, detecting eye states is a challenging task because the
appearing of eyes may be unique for each face. There are many ambient factors that may modify
the appearance of the eyes (see Chapter 3). Ineffective eye localization may present a considerable
obstacle for this task.
The study of the eye states served as a trigger for a series of studies of the affective and physio-
logical states of the human being [195, 196]. However, many of these studies focus on approximative
detection of the ocular region, which is generally treated as a simple pre-processing step in the over-
all structure of the detection algorithm. Since it has been already mentioned a coarse detection of the
eyes generates a high rate of false alarm when detecting their states. In order to solve this problem,
the previous chapter dealt with the precise localization of the eyes and in the present chapter, we
present final step of the EyeLSD algorithm, which detects the eye states (open or closed) within a
given face image.
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5.2 Related work of eye states detection
Fengyi Song et al. [197] classified methods for detecting eye states into two classes: feature-based
methods and appearance-based methods.
5.2.1 Feature-based methods
Feature-based methods, generally use geometric characteristics of the eye, such as the visible iris and
the elliptical shape of the eyelids [195, 198, 199, 200, 201]. Extraction of these components serves
to differentiate a closed eye from an open one. Other material may also be used, such as variations
of intensity distribution between an eye open and a closed one. This variation is produced by the
presence and absence of iris and white region of the eye image. Accumulation of gray intensity
through horizontal or vertical projection on a roughly detected eye, makes projection curves that
show different shapes between closed and open eyes [202, 203, 204, 205]. These curves reflect the
global intensity distribution and is vulnerable to inaccurate location and to various environmental
changes.
5.2.2 Appearance-based methods
This type of method comprises two main steps: extraction of useful visual features from the photo-
metric aspect of the eyes and their classification. Such methods are advantageous over other types of
detection methods by their ability to provide richer, more reliable information for the subsequent clas-
sification step. Comparing to other methods, appearance-based methods have the ability to process
low quality images and also handle more variations that eye pattern may undergo.
González-Ortega et al. [20] proposed a real-time visual method to find the eyes and recognizes
their states (eye open or eye closed). Their eye state detector is based on a hybrid approach, which
combines appearance and shape features of the eye. The algorithm works well in different conditions.
However, it may fail under poor imaging conditions (low resolution, blur, and uneven light) that lead
to ambiguous appearance of the eye. Cui Xu et al. [206] considered the detection of eye states as
a binary classification problem, this means that eyes are classified into one of the two categories:
closed or open. The eye image is first scanned with a series of scalable sub-windows, where is
extracted LBP histograms. Then, for each sub-window, an optimal reference template is trained.
Based on reference templates, the bin-wise statistical distances between extracted histograms and the
corresponding templates are calculated to build a training feature set. This set and AdaBoost-based
classifier are used to locate the eyes and to recognize their states. In theory these feature-descriptors
can tolerate slight texture rotation. However, they are not invariant to high rotations. Moreover,
the length of their LBP feature sets are relatively long, which may increase the computational cost.
Fengyi Song et al. [197] proposed an eye closeness detection approach in still face images. In their
work, face portion is firstly detected and cropped, then enhanced pictorial structural model [114] is
adopted to find the eye locations. To define the eye state, they combine local and global structural
appearance of eyes to build their state model. This state model uses a multi-scale histogram of
principal oriented gradients (MultiHPOG) features. Their algorithm was validated on challenging
eye datasets. Hashem Kalbkhani1 et al. [31], proposed an algorithm that estimates open and closed
status of eyes in colored images. Their framework consists to crop the facial region first, and then
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retaining only 60% of its upper area, which will be pre-processed after. The eyes are detected in this
predefined region, using an improved version of EyeMap algorithm [103]. The eye is set as open
if the number of white pixels inside the iris circle in a binary subspace is more than the number of
black ones. Otherwise, the eyes are closed. Their algorithm achieves high recognition rate, and does
not require training data. This framework is not applicable if two eyes are not completely visible in
case of extreme face rotation for example. Ralph Oyini MBouna et al. [17] presented visual analysis
of eye state and head pose for continuous monitoring of the driver alertness and determine the driver
drowsiness or distraction level. Their scheme uses visual features such as eye states, pupil activity,
and head-pose to dangerous behavior of the driver. SVM classifies the previous visual features in a
sequence of video segments, for establishing whether the subject is alarmed or not, under realistic
driving conditions.
The main advantages of detecting the consecutive eye closure in a video stream to determine the
drowsiness of the driver are the simplicity of the technique and its adaptation to the realistic scenario.
From the work presented above, we can affirm that a reliable detection of the ocular states requires
precise positioning of the eye. This problem was solved in the previous chapter. In the following, the
task of detecting ocular conditions is treated as a problem based on the change in the photometric
appearance of the eye.
5.3 Estimation of the eye states
5.3.1 Patch-based LBP methods
The traditional forms of the LBP method and its derivatives are criticized, for coding only local
information (micro-structure) and not being able to capture global information (macro-structure) of
the image textures, which is sometimes dominant and highly necessary. LBP patch-based variants
aim to handle this issue by describing larger areas of the image. There are, several mechanisms
for introducing non-localities, including LBPF [136], LBP with Three Patches (TPLBP) [133], LBP
with Four Patches (FPLBP) [133]. These methods have in common the geometry of patches used
(rectangular, square or pixel arcs), the pre-processing step such as the filtering process (raw pixels
or filtered values) and similarity calculation between each patch around a central one. if a single or
multiple patch rings are used and directional or gradient information is captured.
In this section, a family of patch-based descriptor is adopted to encode further types of micro-
and macro-textures of the eye images. The proposed descriptor is a Three-Patch LBP increasing
in resolutions, preceded by a Gaussian filtering. Thus, enhances the discriminative power of the
original TPLBP, which basically encodes the similarities between pixels neighboring patches of the
image in different resolutions, and hence captures a complementary information to that of pixel-based
descriptor.
5.3.2 Feature description using growing multi-resolution TPLBP combined with
Gaussian filtering (Multi-TPLBP)
The Multi-TPLBP extends the TPLBP descriptor [133] (see Fig. 5.1) by calculating over different
scales (multi-resolutions) of an image. The TPLBP of a pixel is obtained by comparing the values
of three patches to provide a single bit value in the code assigned to the pixel. TPLBP for each pixel
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is computed by taking a window ω × ω of region centered on the pixel and considering m sampling
points in a perimeter of radius r pixels.
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Figure 5.1: The Three-Patch LBP (TPLBP) descriptor [133, 143].
The TPLBP takes m patches around m pixels in the neighborhood, distributed uniformly on every
side of the center patch. The inter-patch comparison in TPLBP is made by comparing the value of
the center patch with a pair of patches that are α patches apart along the neighborhood circle. The
value of a unique bit is set according to the similarity d(., .), of the two patches with the center patch.
The function d(., .) is any similarity distance function between two patches (L2 norm in our case).
The resulting code has m bits per pixel and denoted as TPLBPR,m,ω,α. Please refer to [133, 130] for
more details about TPLBP operator.
The multi-resolution representation provides robustness to the original TPLBP, by collecting
intensity information from a larger area, rather than the original single pixel. However, it might be
noise sensitivity as sampling is made at single pixel locations, without preprocessing. The standard
multi-scale mechanism counts some shortcomings and does not describe well the image textures due
to following reasons:
1. The sampling is done at a single pixel location, rather than considering the effective region
[136, 178].
2. The sparse sampling used by TPLBP in a large perimeter (radius) may not result in an adequate
representation of the two-dimensional image signal, which may create an aliasing effect [136,
178].
3. The TPLBP is less stable by increasing the neighborhood radius, due to minimal correlation of
the sampling points with the center pixel.
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To solve this issues, an exponentially growing multi-resolution (Multi-TPLBP) is built by using low-
pass filtering TPLBP (TPLBPF). The sampling positions are joint to a filtering process, to cover the
neighborhood as well as possible and minimizing redundant information that may be collected by the
operator. The Multi-TPLBP extracts both micro- and macro-structures of the eye pattern, which is
a real need for efficient information retrieval and contributes positively to the description of the eye
open and closed status.
(a) (b)
Figure 5.2: (a)The effective areas of TPLBPF and LBPF of filtered eye images in an 8 − bit multi-resolution
LBP operator. The dashed circles are the radius of the TPLBP rings. Sampling points Pn equally spaced circles
with radius rn (Eq. 5.1) and centered on the dashed circles with a radius Rn, which are related to the effective
region of each the image pixels. (b) Different Gaussian filter resolutions that can be used in the 1st, 2nd and 3rd
scales of the image [135, 136].
The eye image is preprocessed with a low pass filter (LPF), hence, the intensity information of a
sample can be captured from a large area than the original single pixel, which is drawn with a solid
circles in Fig. 5.2.
In LBPF, the mn circles are with equal sizes and tangency [136, 178]. mn circles are ensured to
be tangency, if their radius is expressed as:
rn = rn−1(
2
1 − sin(π/mn)
− 1), n ∈ {2, . . . ,N} (5.1)
where N is the number of scales and mn is the number of neighborhood samples at scale n. The
low-pass filtering is useful only with radius larger than one for mn = 8, r1 is set to 1.5, which is the
shortest distance between the center and the border of a 3 × 3 window.
The choice of the TPLBP radius is not randomly made, but according to the rule that the effective
areas touch each other [135, 136] (see Fig. 5.2(a)). Therefore, the neighborhood radius at scale
n(n ≥ 2) illustrated with dashed circles in the Fig. 5.2(a) is determined as follows:
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Rn =
rn + rn−1
2
(5.2)
The effective area is realized with LPFs designed, so, that 95% of their mass lies within the solid
circle [135, 136] (see Fig. 5.2(a)). The spatial size (width and height) of the Gaussian filter at scale
n is calculated as follow:
wn = 2d
rn − rn−1
2
e + 1 (5.3)
where Eq. ( 5.3) is the symmetric weighting function with (2K + 1) taps, that gives the Gaussian
kernel fG in terms of the rules of separable and symmetric. In this case Eq.( 5.3) approximates the
Gaussian function. Therefore, Eq.( 4.1) can be reformulated as follows:
Gl =
K∑
m=−K
K∑
n=−K
w(m, n)Gl−1(Rxx + m,Ryy + n) (5.4)
where Rx = Ry = 1 , which means no down-sampling used during the multi-scale image generation.
The standard deviation of the Gaussian filter at scale n can be calculated from
σn =
rn − rn−1
2
√
−2ln(1 − ρ)
, ρ ∈ [0, 1] (5.5)
The effective areas in Multi-TPLBP, are realized with LPFs, where ρ in Eq.( 5.5) is the probability
that the mass of the distribution lies inside the solid circles of radius r (usually, ρ is set to 0.95).
To summarize, the procedure used for building the Multi-TPLBP is very similar to that used
by [144]. The only difference lies with the neighborhood samples with radii greater than one are
obtained via low-pass filtering. Furthermore, neighborhood radii are chosen following the rules pre-
sented before. The final Multi-TPLBP signature is obtained by concatenating the extracted TPLBP
histograms at each scale. The Multi-TPLBP maps the eye image into RN×d representation, where d
is the length of a single TPLBP code histogram at a scale n.
5.4 Classifiers
Classifier is an important component in the proposed architecture of the appearance-based eye states
detection system. In this chapter, we use the SVM [86] and MLP [207] as our classifiers. The
SVM method is trained with three kernels, namely linear and RBF kernels. Regarding, the neural
configurations used to build the eye state models by using ZJU eyeblink image gallery [130], each
neural model has 1-hidden layer with 12, 25, 100, and 160 hidden units, for Multi-LBPriu2 [136],
Multi-LBPu2 [136], TPLBP [133] and Multi-TPLBP [140], respectively.
5.4.1 Dataset Description
To analyze the eye state detection accuracy of our proposed approaches, a dataset was selected:
• ZJU Eyeblink dataset [208], contains 80 video clips in the blinking video record of 20 individ-
uals, four clips per individual, one clip in frontal view without glasses, one clip with frontal
view and wearing myopia glasses, one clip in frontal view and black frame glasses, and the last
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Figure 5.3: The pre-processed ZJU eye open and closed image gallery: patches in the top row are images of
closed eyes, and patches in the bottom row are images of open eyes [130, 208].
clip with an upward view without glasses. The used dataset in our experiments is rearranged
by [130], which expands the variety of the image samples, by adding various transformations,
such as rotation, blurring, contrast, and Gaussian white noise.
The ZJU Eyeblink dataset [130], contains in the training subset 1574 closed eyes and 5770 open eyes,
and in the testing subset 410 closed eyes and 1230 open eyes. Illustration of eye open and closed
images in this dataset can be seen in Fig. 5.3.
5.5 Experimental Results
In this section, we first introduce a real-world dataset for algorithm verification. The performance of
different feature descriptors on previous datasets. To verify the effectiveness of the proposed multi-
scale extension of TPLBP, we describe and compare most recent methods with the proposed one. In
this part, we consider two types of feature descriptors (patch-based and pixel-based LBP features),
which can capture local and global texture information even under challenging conditions. In par-
ticular, we use the proposed extension of TPLBP histograms (Multi-TPLBP) described in Section
5.3.2 and multi-scale extension of two pixel-based LBP feature sets. The obtained results are given
in Table 5.1.
In this experiment uniform pixel-based LBPs are extended to the multi-resolution representation
and compared against patch-based LBP descriptors. In the proposed TPLBP extended to the hier-
archical multi-scale sampling (Multi-TPLBP), the radius of the TPLBP rings is enlarged twice as
well as joint to the LPF. During the multi-resolution image generation (Rx = Ry = 1), that means
no down-sampling is made. Several constraints should be respected during descriptor construction
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as described in Section 5.3.2. The 3-scale patch- and pixel-based descriptors are built with eight
sampling points, and a radius values of R ∈ {1.0, 2.4, 5.4}.
Table 5.1 gives a comprehensive classification performance comparison of precedent feature sets
in terms of detection accuracy (Acc), TP(resp. TN), FP(resp. FN) and AUC. In this experience, TP
(resp. TN) is the percentage of instances of eye open class (resp. eye closed class) well classified,
while FP(resp. FN) is the percentage of instances of eye open class (resp. eye closed class) miss-
classified. Several observations are made from this table.
Method TP
(%)
FP
(%)
TN
(%)
FN
(%)
Prec Rec F1S core
Acc
(%)
AUC
(%)
SVM(Linear)
TPLBP 96.50 51.70 48.29 3.49 0.85 0.96 0.90 84.45 85.92
Multi-TPLBP 96.09 8.29 91.70 3.90 0.97 0.96 0.97 95.00 97.85
Multi-LBPu2 96.09 18.29 81.70 3.90 0.94 0.96 0.95 92.50 97.45
Multi-LBPriu2 96.74 60.48 39.51 3.25 0.83 0.97 0.89 82.43 86.94
SVM(RBF)
TPLBP 96.01 49.51 50.48 3.98 0.85 0.96 0.90 84.63 86.82
Multi-TPLBP 96.34 8.29 91.70 3.65 0.97 0.96 0.97 95.18 97.83
Multi-LBPu2 95.04 10.97 89.02 4.95 0.96 0.95 0.96 93.54 97.73
Multi-LBPriu2 95.44 55.36 44.63 4.55 0.84 0.95 0.89 82.74 87.00
MLP
TPLBP 96.01 47.80 52.19 3.98 0.86 0.96 0.91 85.06 87.63
Multi-TPLBP 96.17 8.53 91.46 3.82 0.97 0.96 0.97 95.00 98.12
Multi-LBPu2 94.30 11.95 88.04 5.69 0.96 0.94 0.95 92.74 97.40
Multi-LBPriu2 94.47 51.70 48.29 5.52 0.85 0.94 0.89 82.92 86.59
Table 5.1: Eye state: statistical results on ZJU database
1. we can see that the Multi-LBPu2 realized an enhancement over the performance of Multi-
LBPriu2, which is about 10.07%, 10.8% and 9.82% with SMV(linear), SVM(RBF) and MLP,
respectively. At the first sight, a reasonable improvement of Multi-LBPu2 is realized, compared
to the Multi-scale LBPriu2. One difference can, however, arise between these two pixel-based
feature sets, that is attributed to the feature vector length. Also, despite being invariant to rota-
tion (the operator is tolerant to the texture rotation), Multi-LBPriu2 captures the uniform texture
information even if rotation happens, and supports the major part of the texture information.
However, the descriptor is too short and maybe the eye texture can be not reliably represented.
The 3-scale LBPriu2 (Multi-LBPriu2) generates a histogram of 10bins × 3 = 30bins, which
is less than six times the length of the Multi-LBPu2 histogram of 177bins. In addition, uniform
LBP can represent the most local structures of the eye image which are represented by uniform
codes, while the noise patterns most likely fall into the non-uniform codes. The extension of
this descriptor in the multi-resolution domain allows the descriptor to capture additional infor-
mation than the basic representation. In that way Multi-LBPu2 extracts the local information
about the eye state, the global shape of the eyes, and the deformation of their textures. How-
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Figure 5.4: ROC curves of various features using the SVM and MLP classifiers on ZJU Eyeblink dataset.
ever, some image patterns such as lines are not captured in uniform codes [72]. These line
patterns may appear less frequently than uniform codes, but they represent a set of important
local primitives for pattern recognition.
2. The Multi-TPLBP generates a performances gained over those of TPLBP of 10, 55%, 10, 55%
and 9, 94% with SMV(linear), SVM(RBF) and MLP, respectively. The poor imaging condi-
tions, such as low-resolution, blur, Gaussian noise, and uneven light are leading to ambiguous
appearance of the eyes and specifically difficult to differentiate an eye state from another, as
shown in Fig. 5.3. The obtained performance proves that TPLBP cannot handle well all these
variations. So, TPLBP realized a low accuracy of 85.06%. TPLBP describes well the eyes
in open state with 96.01% of open eyes correctly classified, but only 52.19% of closed eyes
are classified well. One possible explanation, when the eyes are screwed up, it is difficult to
TPLBP to describe the appearance of closed eyes with a coarse account of the global shape
information.
3. The Multi-LBPu2 outperforms the TPLBP descriptor with classification score 93.54%. LBPu2
shows an improved performance for the eye state description and the 3-resolution fusion ap-
proach compared to the TPLBP. One reasoning can be, the pixel-based computation of LBP
captures texture variations minimally when compared with the TPLBP descriptor.
4. Over the precedent comparison, we can observe that the proposed Multi-TPLBP improves
the performance upon its original version. In ZJU dataset, the Multi-TPLBP clearly outper-
forms precedent descriptors, with a best accuracy of 95.18% with SVM(RBF) and an AUC
value of 97.83%. Figure 5.4 gives the ROC curves of those features. It can be seen that the
Multi-TPLBP feature realized best performance in terms of AUC values with SVM and MLP
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models, followed by Multi-LBPu2, which further verifies that our patch-based LBP extensions
is beneficial to eye state detection task.
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Figure 5.5: Snapshots illustrating some typical failures of our eye state detection method: it includes
individuals with different head rotation angles, illumination variation.
Figure 5.5, illustrates different failure of the proposed approach. It can be noticed that Multi-TPLBP
fails on extracting the eye features under hard angles of head rotation, in case of the eye is not
detected at all, or the perspective changes even when the eye is well localized.
Figures 5.4 and 5.5 show the eye state estimation results and false alarms generated by the algo-
rithm. It can be noticed that the change in facial expression results in degradation of the recognition
performance of patch-based LBP descriptor. In the real-world applications such as the detection of
the driver drowsiness and the weak attention paid to the road, facial images are not always captured
in frontal view. This introduces a pose variation with the ocular region variations and occlusions
depending of the head-pose. We can observe, that by lowering eyebrows while exhibiting expression
changes the ocular region. In Fig. 5.4, it is noticed that there is no performance degradation of the
eye state estimation for smiling scenario tests. In Fig. 5.4 and 5.5 it can be seen that large variations
in pose significantly affect performance of the eye state estimation.
Figure 5.4 clearly shows that the Multi-TPLBP descriptor handles well perspective variations
and correctly recognizes the eye states, without employing any face frontalization algorithm [209].
From Fig. 5.4 we can notice that the algorithm detects well the location of the eyes, but the state of
the eye is not correctly estimated under different lighting conditions. This is due to the image regions
captured in different scenarios, with a very different pixel intensity values. The description of these
regions implies mismatches of the similarities between neighboring patches of pixels (self-similarity
calculation to generate the TPLBP code), and hence our algorithm detects an eye closed instead of
open.
5.5.1 Comparison with other works
Table 5.2 compares the proposed EyeLSD and recent works we are aware tested on ZJU dataset,
with corresponding experimental settings (number of eye open (+) and eye closed (-), the number
and the size of the eye images used during tests, and challenges faced), and the performance realized
by each approach is listed beside ours.
We have to note that one of the main reasons why most current work on eye-state detection can
not be directly compared is due to the lack of common data sets used for assessment.
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Pan et al. present in [208] an appearance-based eye blink detection application, the ZJU Eye
blink dataset is used to carry on tests. The performance realized by their framework is 93.3%. The
proposed Multi-TPLBP outperforms this approach with an accuracy of 95.18%.
Multi-TPLBP captures more texture information complementary to those of the LBP-based pix-
els. This is reflected through the performance gain. In addition, it is invariant to scales and that forms
a great need to build a robust eye state model that resists well to the real-world constraints. In such
scenarios the eyes may undergo various poses and scales and not really obvious for some local shape
descriptors, to neutralize the effects involved by those variations.
Fengyi Song et al. present in [130] two methods to extract the eye features under real-world con-
ditions. Their eye state approach is tested with a first method called Histograms of principal Oriented
Gradients (HPOG) and a second one called Multi-scale Histograms of principal Oriented Gradients
(MultiHPOG). Their approaches were assessed on ZJU eye blink database, under different variations
of facial expression, lighting, individual identity, and image noise. Their system architecture includes
geometric alignment, which is considered as a key point of the algorithm.
Method Data challenge
patch size
(pixel)
# Test
(+) open, (-)closed
Acc
(%)
Multi-TPLBP(Proposed)
ZJU Varying in 24 × 24 1230(+), 410(−) 95.18
+ MLP [140] distance, Illumination
condition, occlusion,
gender, aging,
expression, hard rotations.
varying pose, lighting,
accessory.
LBP + SVM [208] ZJU 0.74 × 0.37 Rear clips 90.37
Variations in pose, (ratio to (clip #3, clip#4)
lighting,accessory. eyes distance) 84.37
HPOG (without alignment)
+SVM
[130]
ZJU 24 × 24 1230(+), 410(−) 94.04
HPOG (alignment) +SVM
[130] 95.91
MultiHPOG +SVM
[130] 95.60
MultiHPOG/LTP/Gabor 96.83
+ SVM
[130]
Table 5.2: Comparison of the eye state model with existing methods
In Table 5.2 the performance realized by the Histograms of HPOG without alignment are shown,
including geometric normalization of the eye image patches. In case of no alignment used, HPOG
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achieved a recognition accuracy of 94.04%. However, when the alignment is used, recognition perfor-
mance is enhanced with 1.87%. The performance enhancement realized by Multi-TPLBP, is partly
owed to the additional local information captured from the enlarged feature extraction area of the eye
pattern and the texture perimeter that the descriptor can reach with its enlarged TPLBP radius. In
addition, applying Gaussian low-pass filters to construct the multi-resolution descriptor, attenuates
the image noise effect and increases the contextual information amount captured. EyeLSD outper-
forms the HPOG (without alignment) approach. Fengyi Song et al [130] investigate the enhancement
of feature fusion to describe images under uncontrolled conditions. They combine Haar-like feature
approach, Multi-HPOG, LTP, and Gabor wavelets to extract salient eye feature map. The multi-scale
HPOG is able to represent the eye image patch in varying scales. Thus, captures the eye appearance
at different scales and further information that is normally missed by local descriptors.
The fusion of feature sets can enhance the overall system accuracy, that realized 96.83% on ZJU
database. These results are slightly better than those realized by Multi-TPLBP, tested on the same
image gallery. Nonetheless, fusion of feature sets involves a high calculation complexity with a
small improvement realized compared to use of Multi-HPOG only. By combining into the ePLBPH
structure the strength of pixel-based LBP approaches (for local description) with that of histogram
concatenation (global information encoding), and multi-level pyramidal architecture (multi-scale in-
formation captured under various depth), the performance of the eye detection algorithm is signifi-
cantly enhanced.
5.5.2 Runtime performance evaluation
The overall run-time of our MATLAB implementation is performed on an Intel Core i7-4790 Pro-
cessor with 3.6 GHz and 8.0 GB Ram. We run the EyeLSD on an image of 360 × 480pixels. The
average computation costs of the principal EyeLSD stages are listed in Table 5.3, that reports the
average elapsed time at each processing step. These steps must run sequentially in each key-point of
the pre-processed image.
Pre-processing
(ms)
Eye Localization
(ePLBPH∗)(ms)
Eye Localization
(Prediction)(ms)
Sχ2 (ms)
Eye state
(Multi-TPLBP)(ms)
Eye state
(Prediction) (ms)
Total
(ms)
112.89 14.9 9.20 0.41 20.7 3.0 161.1
Table 5.3: Computation time of each step of EyeLSD approach
From Table 5.3, we can observe that the pre-processing step represents an embarrassingly paral-
lel workload, since each key-point and neighborhood pixels are scanned, which span the entire local
minimum regions of the input image. The table shows that the feature extraction and classification
steps take about 30% of the total time, while 70% of the time is due to the pre-processing step. In
practice, the pre-processing step can be replaced with a facial landmark localization algorithm [105],
that precisely locates different facial traits and highlights them as a landmarks (e.g., the nose tip,
mouth corners, eye centers) in the input image. So, instead of searching for an eye in the entire
image over key-points. we can only scan the facial landmarks to locate the eye positions and rec-
ognize whether open or closed. This process can save the time spent on the steps of pre-processing,
5.6. Conclusion 109
and exploits more the potential of the proposed feature extractors. Moreover, by using other low-
level programming language such as C++ and beside of code optimization strategies, the algorithm
computation time can be further enhanced.
5.6 Conclusion
In this chapter, we test the ability of EyeLSD to perceive eye conditions using unconstrained face
images. We conducted a series of thorough analysis on the performance of LBP-like descriptors. We
have proposed the multi-scale LBP framework (Multi-TPLBP), which is a variant of the three-point
LBP. The multi-TPLBP descriptor has so far achieved the highest eye state recognition score on the
ZJU Eyeblink real-world database. These findings are due to the fact that Multi-TPLBP captures
more texture information complementary to that of LBP-based pixels, and is invariant to scale. We
also examine several typical feature descriptors to understand their respective of distinguishing closed
eyes from open ones, and find that the Multi-TPLBP descriptor is efficient even when the quality of
eye images is decreasing. Experiments indicate that large variations of the head posture do not
affect the performance of the system. This is due to the invariant nature of the LBP operator and
the algorithm ability for the eye localization phase, which provide additional hints by delimiting the
exact area of action (i.e., where exactly the state detector verifies whether the eye is closed or open).
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Challenge Detection results
Eye closed
CAS-PEAL
Eye open
BioID
x:155y:141
x:238y:135
x:148y:37 x:223y:36
x:151y:28 x:194y:26
x:159y:32 x:229y:34
x:137y:131 x:183y:128
x:177y:146 x:261y:143
x:160y:111
x:240y:105
x:163y:105 x:210y:104
x:281y:130
x:335y:144
x:160y:103
x:218y:99
Eye open
CAS-PEAL
x:137y:233 x:219y:233
x:135y:301
x:215y:307
x:134y:270x:142y:270 x:214y:274
x:140y:239
Pose x:132y:264 x:219y:268x:166y:253
x:120y:204 x:186y:203
x:104y:231 x:158y:229
x:188y:302
Lighting x:135y:240 x:222y:242
x:142y:287
x:210y:299
x:138y:236 x:220y:234 x:137y:233 x:219y:233
Resolution
accessory
x:203y:219
x:155y:231
x:139y:254 x:221y:251
Table 5.4: Examples of some typical success our eye open/closed approach, tested on different conditions
(Pose, lighting, resolution, facial expression, occlusion)
Chapter 6
Conclusion and perspectives
6.1 General conclusion
Many researchers working on the next generation of autonomous vehicles and advanced driver as-
sistance systems (ADAS) use computer vision techniques. Motivated by the unresolved problems in
difficult lighting conditions, the lack of precision or the challenge represented by the texture analysis,
this thesis provides methods used in the development of imaging systems for driver assistance and
drowsiness detection in real world conditions.
This thesis aimed to develop an non-intrusive-vision-based system to monitor driver’s drowsy
behavior. It also demonstrates the ultimate goal of the automated vision-based systems is to help
anticipating potential hazard situations, by analyzing facial expressions and thus reducing the number
of accidents that may lead to a substantial saving in lives and money. The proposed systems were
able to analyze facial expressions by recognizing the state of the eyes.
Driver monitoring is a complex task that involves many parameters of behavior and physiology.
Analyzing facial expressions and eye states (open and closed) by computer vision techniques can pro-
duce exact estimation of the state of the driver. Three main levels constitutes these techniques. The
first level is face detection, the second is eye localization, and the third is eye state detection (open
and closed). This thesis has concentrated on the latter, using appearance-based methods to charac-
terize the ocular region. The focus was in three aspects: a) an appearance-based eye localization
systems without face detection; b) an appearance-based eye state recognition system for eyes open-
and-closed detection; and c) an in-depth analysis of the proposals, on training data sets, including
various degrees of variation that correlates with those of the real driving.
Three models have been proposed and tested on datasets of static images and video sequences.
The datasets were acquired under various realistic unconstrained situations, e.g., face is rotated right
and left resulting in pose variations and lighting variations. The most accurate among the propos-
als was a novel algorithm EyeLSD for Eye Localization and State Detection. Two new LBP-like
descriptors have been proposed to be used in EyeLSD and have improved both the reliability and
the representation capacity of the ocular region. An appearance model built from a training set has
been also integrated. Coupled with a searching strategy, the robustness of the model to real world
variations, occlusions and head poses improved. The main interest of conducted tests have been to
show whether the models could work in different situations, and comply with the requirements of
production system, namely robustness to head pose and partial occlusions, facial expressions and
varying illumination, and users accessories (e.g., glasses, hat, beard, among others). EyeLSD algo-
rithm achieved a much better performance than conventional Viola-Jones with a detection rate of
98.86% on BioID dataset.
In the implementation developed for this thesis, EyeLSD is effective to locate the eyes and rec-
ognize whether they are open or closed. EyeLSD algorithm realized great performance and has been
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tested on a series of unconstrained realistic conditions, including head poses, occlusions, illumina-
tion variations, facial expression and resolution changes. The obtained results were published in
two peer-reviewed papers, four international conferences and as two chapters in two separate lecture
notes books.
6.2 Summary
The first chapter provided the basic knowledge that we needed in order to start research.
In Chapter 1, we conducted a literature review on the existing research in the field of drowsiness
detection and driver assistance systems, to identify the current research challenges. Based on our
motivations, we narrowed down our research to the particular topic of driver behavior by computer
vision techniques for facial expressions analysis. We also highlight the main shortcomings such
as the lack of reference data sets, the limited studies on driver monitoring with algorithms based
on monocular web cameras. Based on existing hardware and software platforms at the time of the
research, the thesis intends to develop systems with monocular cameras, which can achieve high
accuracy with modest computation time. These systems consist of three levels:(1) the detection of
the face area;(2) the accurate detection of the facial features (the eyes); (3) the analysis of the eye
states. We also claimed possibly accuracy of above 98% for the proposed algorithms under various
weather and challenging lighting conditions.
In Chapter 2, we provided some basic computer-vision methods that we needed to use and re-
fer to in the next chapters. We also introduced some initial definitions, notations, equations, and
terminologies to ensure consistency in the rest of the thesis; however, if necessary, some concepts
have been included in later chapters to ensure self-contained discussion in the given chapter (e.g., the
concept of Gabor wavelets in Chapters 3 and 4).
In Chapter 3, we focused on the overall difficulties, challenges in real-life scenarios and present
a detailed review of prominent approaches, flexible and efficient statistical eye models. In addition,
we organized the discussion of the global aspects of eye localization in uncontrolled environments,
towards the development of a robust eye localization system. We proposed a novel technique of long-
short term contextual information discrimination of the ocular region, by Long-Short Term Memory
Recurrent Network and enhanced Local Binary Patterns to maintain speed efficiency and higher
detection-accuracy of the ocular region. The algorithm was successfully implemented and tested un-
der extremity low light, noisy conditions, cluttered background and challenging lighting conditions.
In Chapter 4, we developed a robust system to lighting-adaptive, head pose and expression
changes. The system is able accurately detect the individual’s eyes under these situations. We
proposed a novel features descriptor enhanced Pyramidal Local Binary Pattern for ocular region
description, a significant enhancement compared to the previous state-of-the-art by introducing the
methods of Local Binary Patterns and other features descriptors. The proposed eye localization ap-
proach achieved higher detection-accuracy than that of other eye detectors, including conventional
Viola-Jones eye detector.
Focusing on driver drowsiness detection, in Chapter 5 discussed about eye-states detection meth-
ods by proposing our approach. Extending the previously developed method of eye localization (from
Chapter 4) and by integrating a novel features descriptor Multi-resolution Three-Patch Local Binary
Pattern.
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Experiments were conducted in real-world database that includes rotation, blurring, contrast, and
Gaussian white noise. Extending tests were made on images with eye closed and open, head rotations
and pose variations, different lighting conditions and depth-of-field variations.
6.3 Future work
The thesis presents an application-based research that concentrates on development of an ADAS
based on computer vision techniques. However, most of developed approaches, such as face detec-
tion, facial features analysis are applicable in many other domains and are not limited to road safety.
After analyzing the proposed methods in this thesis, we present the perspectives of our research. The
field to explore and applications are numerous and we may cite, for instance, the following future
work:
• Extension of the Dataset. Collect and annotate a database encompassing the different states of
the driver by considering realistic scenarios. The availability of a wide and diversified database
publicly available is of great importance in the field of driver safety, as it will provide the
scientific community with ready-to-use data to facilitated future comparisons between different
approaches. There are few databases in this area and most of them are not very wide.
• A deep learning-based approach for driver’s somnolence and distraction detection. An ap-
proach focuses on driver’s eye states and head pose monitoring in low-resolution video stream.
The approach must be effective to localize the driver’s eyes, recognizes their states and detect
the different head-pose, to estimate the cognitive distraction of the driver.
• Extend EyeLSD for real-time driver monitoring system. The next step is to build a driver
monitoring embedded system designed to integrate the EyeLSD algorithm, with additional
devices, which analyze the eye states and extract the relevant information (PERCLOS, the
period of opening and closing of the eyes, the flashing frequency). These measures may reflect
drowsiness, and set estimation algorithms. The final step is consists to install the complete
system in a production vehicle.
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[62] N. Alioua, A. Amine, and M. Rziza, “Driverś fatigue detection based on yawning extraction,”
International journal of vehicular technology, vol. 2014, 2014.
[63] X. Fan, B.-C. Yin, and Y.-F. Sun, “Yawning detection for monitoring driver fatigue,” in Ma-
chine Learning and Cybernetics, 2007 International Conference on, vol. 2. IEEE, 2007, pp.
664–668.
[64] S. Abtahi, S. Shirmohammadi, B. Hariri, D. Laroche, and L. Martel, “A yawning measurement
method using embedded smart cameras,” in Instrumentation and Measurement Technology
Conference (I2MTC), 2013 IEEE International. IEEE, 2013, pp. 1605–1608.
[65] K. Barry, “Yawn if you dare. your car is watching you,” Wired Mag., Autopia Section, 2009.
[66] P. Navarrete and J. Ruiz-del Solar, “Analysis and comparison of eigenspace-based face recog-
nition approaches,” International Journal of Pattern Recognition and Artificial Intelligence,
vol. 16, no. 07, pp. 817–830, 2002.
[67] M.-H. Yang, D. J. Kriegman, and N. Ahuja, “Detecting faces in images: A survey,” IEEE
Transactions on pattern analysis and machine intelligence, vol. 24, no. 1, pp. 34–58, 2002.
[68] C. Zhang and Z. Zhang, “A survey of recent advances in face detection,” 2010.
[69] O. Jesorsky, K. J. Kirchberg, and R. W. Frischholz, “Robust face detection using the hausdorff
distance,” in International Conference on Audio-and Video-Based Biometric Person Authenti-
cation. Springer, 2001, pp. 90–95.
Bibliography Bibliography
[70] R.-L. Hsu, M. Abdel-Mottaleb, and A. K. Jain, “Face detection in color images,” IEEE trans-
actions on pattern analysis and machine intelligence, vol. 24, no. 5, pp. 696–706, 2002.
[71] Y. Ban, S.-K. Kim, S. Kim, K.-A. Toh, and S. Lee, “Face detection based on skin color likeli-
hood,” Pattern Recognition, vol. 47, no. 4, pp. 1573–1585, 2014.
[72] C. M. Vong, K. I. Tai, C. M. Pun, and P. K. Wong, “Fast and accurate face detection by sparse
bayesian extreme learning machine,” Neural Computing and Applications, vol. 26, no. 5, pp.
1149–1156, 2015.
[73] L. Xiaohua, K.-M. Lam, S. Lansun, and Z. Jiliu, “Face detection using simplified gabor fea-
tures and hierarchical regions in a cascade of classifiers,” Pattern Recognition Letters, vol. 30,
no. 8, pp. 717–728, 2009.
[74] R. Lienhart, A. Kuranov, and V. Pisarevsky, “Empirical analysis of detection cascades of
boosted classifiers for rapid object detection,” Pattern Recognition, pp. 297–304, 2003.
[75] R. Lienhart and J. Maydt, “An extended set of haar-like features for rapid object detection,”
in Image Processing. 2002. Proceedings. 2002 International Conference on, vol. 1. IEEE,
2002, pp. I–I.
[76] C. Huang, H. Ai, Y. Li, and S. Lao, “High-performance rotation invariant multiview face
detection,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 29, no. 4,
pp. 671–686, 2007.
[77] S.-K. Pavani, D. Delgado, and A. F. Frangi, “Haar-like features with optimally weighted rect-
angles for rapid object detection,” Pattern Recognition, vol. 43, no. 1, pp. 160–172, 2010.
[78] R. Hoogenboom and M. Lew, “Face detection using local maxima,” in Automatic Face and
Gesture Recognition, 1996., Proceedings of the Second International Conference on. IEEE,
1996, pp. 334–339.
[79] A. Tharwat, H. Mahdi, A. El Hennawy, and A. E. Hassanien, “Face sketch synthesis and recog-
nition based on linear regression transformation and multi-classifier technique,” in The 1st
International Conference on Advanced Intelligent System and Informatics (AISI2015), Novem-
ber 28-30, 2015, Beni Suef, Egypt. Springer, 2016, pp. 183–193.
[80] R. C. Gonzalez and R. E. Woods, “Digital image processing (2nd ed).” Prentice-Hall Engle-
wood Cliffs, NJ, 2002, pp. 523–532.
[81] S. Lin-Lin and J. Zhen, “Gabor wavelet selection and svm classification for object recognition,”
Acta Automatica Sinica, vol. 35, no. 4, pp. 350–355, 2009.
[82] M. Haghighat, S. Zonouz, and M. Abdel-Mottaleb, “Cloudid: Trustworthy cloud-based and
cross-enterprise biometric identification,” Expert Systems with Applications, vol. 42, no. 21,
pp. 7905–7916, 2015.
[83] Q. Wang, X. Zhang, M. Li, X. Dong, Q. Zhou, and Y. Yin, “Adaboost and multi-orientation 2d
gabor-based noisy iris recognition,” Pattern Recognition Letters, vol. 33, no. 8, pp. 978–983,
2012.
Bibliography 121
[84] C. K. Chui, “An introduction to wavelets, wavelet analysis and its application vol. 1,” 1, Aca-
demic Press, Boston, 1992.
[85] Y. W. Hen, M. Khalid, and R. Yusof, “Face verification with gabor representation and sup-
port vector machines,” in Modelling & Simulation, 2007. AMS’07. First Asia International
Conference on. IEEE, 2007, pp. 451–459.
[86] V. N. Vapnik and V. Vapnik, Statistical learning theory. Wiley New York, 1998, vol. 1.
[87] C.-C. Chang and C.-J. Lin, “Libsvm: A library for support vector machines,” ACM
Trans. Intell. Syst. Technol., vol. 2, no. 3, pp. 27:1–27:27, May 2011. [Online]. Available:
http://doi.acm.org/10.1145/1961189.1961199
[88] F. S. Samaria and A. C. Harter, “Parameterisation of a stochastic model for human face identifi-
cation,” in Applications of Computer Vision, 1994., Proceedings of the Second IEEE Workshop
on. IEEE, 1994, pp. 138–142.
[89] “The ORL Database of Faces.” http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.
html.
[90] R. Gross, I. Matthews, J. Cohn, T. Kanade, and S. Baker, “Multi-pie,” Image
Vision Comput., vol. 28, no. 5, pp. 807–813, May 2010. [Online]. Available: http:
//dx.doi.org/10.1016/j.imavis.2009.08.002
[91] “The CMU Multi-PIE Face Database.” http://www.cs.cmu.edu/afs/cs/project/PIE/MultiPie/
Multi-Pie/Home.html.
[92] “The CMU Frontal Face Dataset.” http://vasc.ri.cmu.edu//idb/html/face/frontal_images/index.
html.
[93] S. Chen, T. Shan, and B. C. Lovell, “Robust face recognition in rotated eigen space,” in The
Twenty-second International Image and Vision Computing New Zealand Conference, 2007.
[94] A. Jalil, I. Qureshi, A. Manzar, R. Zahoor, and M. Jinnah, “Rotation-invariant features for
texture image classification,” in Engineering of Intelligent Systems, 2006 IEEE International
Conference on. IEEE, 2006.
[95] P. Moreno, A. Bernardino, and J. Santos-Victor, “Gabor parameter selection for local feature
detection,” in Iberian Conference on Pattern Recognition and Image Analysis. Springer, 2005,
pp. 11–19.
[96] G. B. Huang, M. Ramesh, T. Berg, and E. Learned-Miller, “Labeled faces in the wild: A
database for studying face recognition in unconstrained environments,” Technical Report 07-
49, University of Massachusetts, Amherst, Tech. Rep., 2007.
[97] Y. Ren, S. Wang, B. Hou, and J. Ma, “A novel eye localization method with rotation invari-
ance,” Image Processing, IEEE Transactions on, vol. 23, no. 1, pp. 226–239, 2014.
[98] F. Song, X. Tan, S. Chen, and Z.-H. Zhou, “A literature survey on robust and efficient eye
localization in real-life scenarios,” Pattern Recognition, vol. 46, no. 12, pp. 3157–3173, 2013.
Bibliography Bibliography
[99] J. Naruniec, “A survey on facial features detection,” International Journal of Electronics and
Telecommunications, vol. 56, no. 3, pp. 267–272, 2010.
[100] F. Alonso-Fernandez and J. Bigun, “A survey on periocular biometrics research,” Pattern
Recognition Letters, vol. 82, pp. 92–105, 2016.
[101] K. Seshadri and M. Savvides, “Towards a unified framework for pose, expression, and occlu-
sion tolerant automatic facial alignment,” IEEE transactions on pattern analysis and machine
intelligence, vol. 38, no. 10, pp. 2110–2122, 2016.
[102] A. L. Yuille, P. W. Hallinan, and D. S. Cohen, “Feature extraction from faces using deformable
templates,” International journal of computer vision, vol. 8, no. 2, pp. 99–111, 1992.
[103] S. Sirohey, A. Rosenfeld, and Z. Duric, “A method of detecting and tracking irises and eyelids
in video,” Pattern Recognition, vol. 35, no. 6, pp. 1389–1401, 2002.
[104] J. Wu and L. Mei, “A face recognition algorithm based on asm and gabor features of key
points,” in 2012 International Conference on Graphic and Image Processing. International
Society for Optics and Photonics, 2013, pp. 87 686L–87 686L.
[105] Y. Shi, Z. Yan, H. Ge, and L. Mei, “Visual objects location based on hand eye coordination,”
in Future Information Technology. Springer, 2014, pp. 403–408.
[106] M. Nixon, “Eye spacing measurement for facial recognition,” in 29th Annual Technical Sym-
posium. International Society for Optics and Photonics, 1985, pp. 279–285.
[107] Y. Zheng and Z. Wang, “Robust and precise eye detection based on locally selective projec-
tion,” in Pattern Recognition, 2008. ICPR 2008. 19th International Conference on. IEEE,
2008, pp. 1–4.
[108] Z. Zhu and Q. Ji, “Robust real-time eye detection and tracking under variable lighting condi-
tions and various face orientations,” Computer Vision and Image Understanding, vol. 98, no. 1,
pp. 124–154, 2005.
[109] Z. Zhu, K. Fujimura, and Q. Ji, “Real-time eye detection and tracking under various light
conditions,” in Proceedings of the 2002 symposium on Eye tracking research & applications.
ACM, 2002, pp. 139–144.
[110] J. Jo, S. J. Lee, H. G. Jung, K. R. Park, and J. Kim, “Vision-based method for detecting driver
drowsiness and distraction in driver monitoring system,” Optical Engineering, vol. 50, no. 12,
pp. 127 202–127 202, 2011.
[111] P. F. Felzenszwalb and D. P. Huttenlocher, “Pictorial structures for object recognition,” Inter-
national journal of computer vision, vol. 61, no. 1, pp. 55–79, 2005.
[112] T. F. Cootes, G. J. Edwards, and C. J. Taylor, “Active appearance models,” IEEE Transactions
on pattern analysis and machine intelligence, vol. 23, no. 6, pp. 681–685, 2001.
[113] D. Cristinacce and T. F. Cootes, “Feature detection and tracking with constrained local mod-
els.” in BMVC, vol. 1, no. 2, 2006, p. 3.
Bibliography 123
[114] X. Tan, F. Song, Z.-H. Zhou, and S. Chen, “Enhanced pictorial structures for precise eye
localization under incontrolled conditions,” in Computer Vision and Pattern Recognition, 2009.
CVPR 2009. IEEE Conference on. IEEE, 2009, pp. 1621–1628.
[115] A. Lehmann, B. Leibe, and L. Van Gool, “Fast prism: Branch and bound hough transform for
object class detection,” International journal of computer vision, vol. 94, no. 2, pp. 175–197,
2011.
[116] B. Leibe, A. Leonardis, and B. Schiele, “Robust object detection with interleaved categoriza-
tion and segmentation,” International journal of computer vision, vol. 77, no. 1-3, pp. 259–289,
2008.
[117] D. Yi, Z. Lei, and S. Z. Li, “A robust eye localization method for low quality face images,” in
Biometrics (IJCB), 2011 International Joint Conference on. IEEE, 2011, pp. 1–6.
[118] Y. Ito, W. Ohyama, T. Wakabayashi, and F. Kimura, “Detection of eyes by circular hough
transform and histogram of gradient,” in Pattern Recognition (ICPR), 2012 21st International
Conference on. IEEE, 2012, pp. 1795–1798.
[119] D. Monzo, A. Albiol, J. Sastre, and A. Albiol, “Precise eye localization using hog descriptors,”
Machine Vision and Applications, vol. 22, no. 3, pp. 471–480, 2011.
[120] S. Ge, R. Yang, H. Wen, S. Chen, and L. Sun, “Eye localization based on correlation filter
bank,” in Multimedia and Expo (ICME), 2014 IEEE International Conference on. IEEE,
2014, pp. 1–5.
[121] M. Zhou, X. Wang, H. Wang, J. Heo, and D. Nam, “Precise eye localization with improved
sdm,” in Image Processing (ICIP), 2015 IEEE International Conference on. IEEE, 2015, pp.
4466–4470.
[122] M. Leo, D. Cazzato, T. De Marco, and C. Distante, “Unsupervised eye pupil localization
through differential geometry and local self-similarity matching,” PloS one, vol. 9, no. 8, p.
e102829, 2014.
[123] H. Kim, J. Jo, K.-A. Toh, and J. Kim, “Eye detection in a facial image under pose variation
based on multi-scale iris shape feature,” Image and Vision Computing, vol. 57, pp. 147–164,
2017.
[124] K. Rajakumar and S. Muttan, “Medical image retrieval using modified dct,” Procedia Com-
puter Science, vol. 2, pp. 298–302, 2010.
[125] S. Fischer, F. Šroubek, L. Perrinet, R. Redondo, and G. Cristóbal, “Self-invertible 2d log-gabor
wavelets,” International Journal of Computer Vision, vol. 75, no. 2, pp. 231–246, 2007.
[126] T. Ojala, M. Pietikäinen, and D. Harwood, “A comparative study of texture measures with
classification based on featured distributions,” Pattern recognition, vol. 29, no. 1, pp. 51–59,
1996.
Bibliography Bibliography
[127] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” International journal
of computer vision, vol. 60, no. 2, pp. 91–110, 2004.
[128] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detection,” in Computer
Vision and Pattern Recognition, 2005. CVPR 2005. IEEE Computer Society Conference on,
vol. 1. IEEE, 2005, pp. 886–893.
[129] X. Tan and B. Triggs, “Enhanced local texture feature sets for face recognition under difficult
lighting conditions,” IEEE transactions on image processing, vol. 19, no. 6, pp. 1635–1650,
2010.
[130] F. Song, X. Tan, X. Liu, and S. Chen, “Eyes closeness detection from still images with multi-
scale histograms of principal oriented gradients,” Pattern Recognition, vol. 47, no. 9, pp. 2825–
2838, 2014.
[131] S. Lazebnik, C. Schmid, and J. Ponce, “Beyond bags of features: Spatial pyramid matching
for recognizing natural scene categories,” in Computer Vision and Pattern Recognition, 2006
IEEE Computer Society Conference on, vol. 2. IEEE, 2006, pp. 2169–2178.
[132] G. Mahalingam and K. Ricanek, “Lbp-based periocular recognition on challenging face
datasets,” EURASIP Journal on Image and Video processing, vol. 2013, no. 1, p. 36, 2013.
[133] L. Wolf, T. Hassner, and Y. Taigman, “Descriptor based methods in the wild,” in Workshop on
Faces in’Real-Life’Images: Detection, Alignment, and Recognition, 2008.
[134] G. D. Furman, A. Baharav, C. Cahan, and S. Akselrod, “Early detection of falling asleep at the
wheel: A heart rate variability approach,” in Computers in Cardiology, 2008. IEEE, 2008,
pp. 1109–1112.
[135] X. Qian, X.-S. Hua, P. Chen, and L. Ke, “Plbp: An effective local binary patterns texture
descriptor with pyramid representation,” Pattern Recognition, vol. 44, no. 10, pp. 2502–2515,
2011.
[136] T. Mäenpää and M. Pietikäinen, “Multi-scale binary patterns for texture analysis,” Image anal-
ysis, pp. 267–275, 2003.
[137] C. M. Bishop, Pattern recognition and machine learning. springer, 2006.
[138] M. Everingham and A. Zisserman, “Regression and classification approaches to eye local-
ization in face images,” in Automatic Face and Gesture Recognition, 2006. FGR 2006. 7th
International Conference on. IEEE, 2006, pp. 441–446.
[139] Z. Niu, S. Shan, S. Yan, X. Chen, and W. Gao, “2d cascaded adaboost for eye localization,”
in Pattern Recognition, 2006. ICPR 2006. 18th International Conference on, vol. 2. IEEE,
2006, pp. 1216–1219.
[140] D. E. Benrachou, F. N. dos Santos, B. Boulebtateche, and S. Bensaoula, “Eyelsd a robust
approach for eye localization and state detection,” Journal of Signal Processing Systems, pp.
1–27, 2017.
Bibliography 125
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