Abstract. A common approach to hiding implementation details is through the use of abstract types. In this paper, we present a simple theoretical account of abstract types that make use of a recently developed notion of conditional type equality. This is in contrast to most of the existing theoretical accounts of abstract types, which rely on existential types (or similar variants). In addition, we show that this new approach to abstract types opens a promising avenue to the design and implementation of module systems that can effectively support largescale programming.
Introduction
Program organization is a vital issue in the construction of large software. In general, software evolves constantly in order to accommodate emerging needs that are often difficult to foresee, and the ability to effectively localize changes made to the existing programs is of great importance during software development, maintenance and evolution. Most realistic programming languages offer some forms of module system to facilitate the task of partitioning programs into manageable components and then assembling such components into a coherent whole. As experience indicates, a fundamental problem in the design of a module system lies in properly addressing the tension between the need for hiding information about a program unit from the other program units and the need for propagating information between program units. The former need helps the construction of a program unit in relative isolation and thus restricts changes in one unit to affect other units while the latter need helps the assembly of program units into a coherent whole.
A common approach to hiding implementation details is through the use abstract types [Lis86, Wir82, CDJ + 89]. In type theory, existential types [MP85] are often used to give a theoretical account of abstract types. However, there is a rather unpleasant consequence with this account of abstract types. As pointed out long ago (e.g., [Mac86] ), hiding type information through existential types often result in too much type information being hidden. In particular, if an existentially quantified package is opened twice, the two abstract type variables thus introduced cannot be assumed equal. As a consequence, an opened existentially quantified package often requires a usage scope so large that most benefits of abstract types may simply be lost. This issue is certainly of great concern and there have already been many attempts to address it. In most of such attempts, some new forms of types (e.g., dependent types [Mac86] , static dependent types [SG90] , abstract types via dot notation [CL90] , translucent sum types [HL94] , manifest types [Ler94] ) are introduced to overcome certain limitations of existential types in hiding type information. However, the underlying type theories for these new forms of types are often rather complicated and can become a great deal more complicated if features such as recursive modules [CHP99] and modules as first-class values [Rus00] are to be accommodated.
The primary contribution of the paper lies in a novel theoretic account of abstract types. Instead of relying on existential quantifiers, we make use of recently introduced conditional type equality [Xi04] , a seemingly simple notion that we believe is of great potential. Generally speaking, conditional type equality means that type equality is determined under the assumption that certain equations on types hold. For instance, the need for conditional type equality occurs immediately once guarded recursive datatypes are made available [XCC03] . We are to argue that conditional type equality offers an effective means to hiding type information that requires no need for introducing new and unfamiliar forms of types.
We organize the rest of the paper as follows. In Section 2, we form a language λ ⊃ 2 that supports conditional type equality and then establish the type soundness of λ ⊃ 2 , presenting a formal account of conditional type equality. We then extend λ ⊃ 2 to λ ⊃ 2 + to support local binding on abstract type constructors declared at top level. In Section 3, we present some examples to illustrate how certain features of modular programming can be directly supported in λ ⊃ 2 +. Lastly, we mention some related work and then conclude. As for a proof of concept, we point out that the programming language ATS [Xi] is currently under active development and its module system, which is largely based on the abstract types presented here, is already functioning.
Formal Development
In this section, we first present a language λ ⊃ 2 , which is largely based upon the standard second-order polymorphically typed λ-calculus, and then extend λ ⊃ 2 to λ ⊃ 2 + to handle local bindings on abstract type constructors. To simplify the presentation, we only consider quantification over type variables, that is, variables ranging over types, though we also allow quantification over static terms of other sorts (e.g., bool, int) in ATS. The syntax of λ ⊃ 2 is given as follows.
α ∈ α α α : type TC is n-ary α τ1 : type · · · α τn : type α TC(τ1, . . . , τn) : type l1, . . . , ln are distinct α τ1 : type · · · α τn : type α {l1 : τ1, . . . , ln : τn} : type α τ1 : type α τ2 : type α τ1 → τ2 : type α, α τ : type α ∀α.τ : type α, α τ : type α ∃α.τ : type 
We use x for a lam-variable and f for a fix-variable, and xf for either a lamvariable or a fix-variable. A lam-variable is a value but a fix-variable is not. We use TC for a type constructor of some fixed arity. Also, we use B for a binding of the form TC(α 1 , . . . , α n ) = τ such that the arity of TC is n and α 1 , . . . , α n τ : type is derivable, and say that B is a binding on TC. It is important to notice that for each binding TC(α 1 , . . . , α n ) = τ , every free type variable in τ must be α i for some 1 ≤ i ≤ n. We may write TC for TC() if the arity of TC is 0. Also, we write α for a sequence of type variables α 1 , . . . , α n and B for a sequence of bindings B 1 , . . . , B n , and we use ∅ for the empty sequence. The rules for forming types are given in Figure 1 . In particular, given a type constructor TC of arity n and types τ 1 , . . . , τ n , we can form a type TC(τ 1 , . . . , τ n ). We use {l 1 : τ 1 , . . . , l n : τ n } as a type for labeled records. All other forms of types are standard.
To assign a call-by-value dynamic semantics to expressions in λ ⊃ 2 , we make use of evaluation contexts, which are defined below:
We define redexes and their reductions as follows.
-{l 1 = v 1 , . . . , l n = v n }.l i is a redex, and its reduction is v i , where 1 ≤ i ≤ n.
(tyeq-unfold)
(tyeq-trans)
Fig. 2. The rules for conditional type equality
-app(lam x.e, v) is a redex, and its reduction is e[x → v].
-fix f.e is redex, and its reduction is e[f → fix f.e].
-
) is a redex, and its reduction is v. -let ∃(x) = ∃(v) in e is a redex, and its reduction is e[x → v].
Given two expression e 1 and e 2 such that e 1 = E[e] and e 2 = E[e ] for some redex e and its reduction e , we write e 1 → e 2 and say that e 1 reduces to e 2 in one step. We use → * for the reflexive and transitive closure of →.
The markers ∀ + (·), ∀ − (·) and ∃(·) are mainly introduced to guarantee that the last rule applied in the typing derivation of an expression e be uniquely determined by the structure of e. This in turn makes it significantly easier to establish Theorem 1 (subject reduction) and Theorem 2 (progress). Without these markers, it would be more involved to construct proofs by structural induction on typing derivations.
A typing judgment in λ ⊃ 2 is of the form α; Γ B e : τ , which basically means that e can be assigned the type τ under the context α; Γ if the type equality is decided under B through the rules presented in Figure 2 . The typing rules for λ ⊃ 2 are listed in Figure 3 , where the obvious side conditions associated with certain rules are omitted. In the following presentation, we may write D :: J to mean that D is a derivation for some form of judgment J. Example 1. Let B be (TC = TC → TC) for some type constructor TC of arity 0. Then for every pure untyped closed λ-expression e, that is, every closed ex- 
α; Γ B e : ∀α.τ α τ0 : type ∅; ∅ B e : TC By Theorem 2, which is to be proven shortly, the evaluation of every pure untyped closed λ-expression either terminates or goes on forever; it can never become stuck.
Of course, it is a trivial fact that the evaluation of a pure λ-expression can never become stuck, and Example 1 presents an argument for this fact in λ ⊃ 2 . Note that B in Example 1 is cyclic (according to a definition given later). In general, conditional type equality under a cyclic binding sequence may not be decidable. On the other hand, we are to prove that conditional type equality under an acyclic binding sequence is decidable.
We first show that conditional equality is an equivalence relation.
Proposition 1. We have the following:
1. B |= τ ≡ τ for every type τ , and 2. B |= τ 1 ≡ τ 2 implies B |= τ 2 ≡ τ 1 for every pair of types τ 1 , τ 2 .
Therefore, conditional type equality is an equivalence relation by (1) and (2) plus the rule (tyeq-trans).
Proof. By an inspection of the rules in Figure 2 .
For every B, there is a corresponding term rewriting system TRS( B) on types such that for each binding TC( α) = τ in B, there is a corresponding rewriting rule TC( α) ⇒ τ in TRS( B), and we use ⇒ B for the rewriting relation of TRS( B). Obviously, the relation B |= · ≡ · is the least equivalence relation containing ⇒ B . Given a sequence B of bindings TC 1 ( α 1 ) = τ 1 , . . . , TC n ( α n ) = τ n , we say that B is linear if TC 1 , . . . , TC n are distinct from each other. Given a type τ , we define hd(τ ) to be {l 1 , . . . , l n }, →, ∀ and ∃ if τ is of the form {l 1 : τ 1 , . . . , l n : τ n }, τ 1 → τ 2 , ∀α.τ 0 or ∃α.τ , respectively, and hd(τ ) is undefined otherwise. Clearly, if τ ⇒ B τ and hd(τ ) is defined, then hd(τ ) = hd(τ ).
Lemma 1. Assume B is linear and B |= τ 1 ≡ τ 2 holds for some types τ 1 and τ 2 . Then hd(τ 1 ) = hd(τ 2 ) if both hd(τ 1 ) and hd(τ 2 ) are defined.
Proof. By Proposition 2, we know τ 1 ⇒ B τ and τ 2 ⇒ B τ for some type τ . Assume hd(τ 1 ) = hd 1 and hd(τ 2 ) = hd 2 for some hd 1 , hd 2 . Then hd(τ ) = hd 1 and hd(τ ) = hd 2 . Hence, hd 1 = hd 2 .
The following lemma, which is needed for proving Theorem 2, states that the form of a well-typed closed value is uniquely determined by the type τ of the value if hd(τ ) is defined.
Lemma 2 (Canonical Forms). Assume D :: ∅; ∅ B v : τ for some linear B. Then we have the following:
Proof. Given that the proof is a bit nonstandard, we present some details as follows. In particular, please notice the use of Lemma 1.
We prove (2) by induction on the height of D. If the last typing rule in D is (ty-lam), then v is obviously of the form lam x.e. Otherwise, D is of the following form,
and, by Lemma 1, the following two subcases are the only possibilities:
-τ = τ 1 → τ 2 such that both B |= τ 1 ≡ τ 1 and B |= τ 2 ≡ τ 2 are derivable. Then by induction hypothesis on D , we know v is of the form lam x.e. -τ = TC( τ ). Then D must be of the form,
and therefore, we have the following derivation D * as B |= τ ≡ τ holds:
Note that h(D) = 1 + h(D * ). By induction hypothesis on D * , we know that v is of the form lam x.e.
Hence, (2) holds. (1), (3) and (4) can be proven similarly. Proof. By structural induction.
Lemma 3 (Substitution
We are now ready to establish the soundness of the type system of λ ⊃ 2 by proving the following theorems:
Theorem 1 (Subject Reduction). Assume D :: ∅; ∅ B e : τ in λ ⊃ 2 and e → e holds. Then ∅; ∅ B e : τ is derivable.
Proof. Assume that e = E[e 0 ] and e = E[e 0 ] for some redex e 0 and its reduction e 0 . The proof proceeds by structural induction on E. In the most interesting case where E = [], the proof makes use of Lemma 3.
Theorem 2 (Progress). Assume D :: ∅; ∅ B e : τ in λ ⊃ 2 and B is linear. Then e is a value or e → e holds for some e .
Proof. The theorem follows from structural induction on D.
We now extend λ ⊃ 2 with a language construct to support type information hiding. We use the name λ Given a sequence of bindings B, then dom( B) is a sequence of type constructors TC defined as follows:
We say TC is linear if any TC can occur at most once in TC.
The typing rules for λ ⊃ 2 + are given in Figure 5 , where a typing judgment is of the form α; B; Γ TC e : τ such that dom(B(e)) = TC. Note that the obvious side conditions associated with certain rules are omitted. We use B for a sequence of bindings B and TC for a sequence of type constructors TC. Please note that the occurrence of TC in a typing judgment α; B; Γ TC e : τ is necessary for supporting separate type-checking as it may not be realistic to assume that (the source code of) e is always available for computing TC. Theorem 3 is the main technical result of the paper, which provides a simple and clean theoretical account of abstract types that requires no use of existential types.
1 We emphasize that the binding sequence B in Theorem 3 is only required to be linear (so that Lemma 1 can be established). In particular, because B is allowed to be cyclic, Theorem 3 cannot be proven by simply "expanding out" the bindings in B.
By Theorem 3, if ∅; ∅; ∅ TC e : τ is derivable in λ ⊃ 2 + for some linear sequence of type constructors TC, then |e| can be assigned the type τ in λ ⊃ 2 under a linear sequence of bindings B(e). Therefore, by Theorem 2 and Theorem 1, the evaluation of |e| either terminates with a value or goes on forever; it can never become stuck.
We say that B is acyclic if B is empty or B = ( B , TC(α) = τ ) such that B is acyclic and TC has no occurrences in either τ or B ; otherwise, B is cyclic. Given a binding and a type τ , the type τ [B] is defined as follows:
Furthermore, given a sequence of bindings B and a type τ , the type τ [ B] is defined as follows:
Proposition 3. Assume B is an acyclic sequence of bindings. Then B |= τ 1 ≡ τ 2 if and only if
Proof. Straightforward.
Therefore, conditional type equality under an acyclic sequence of bindings can be readily decided. As a design choice, we may simply not allow the use cyclic binding sequences and thus guarantee the decidability of conditional type equality. Whether this choice is too restrictive to support some useful programming styles still needs to be investigated further. We have so far encountered no realistic cases where cyclic sequences of bindings are needed. An argument for this can probably be made as follows. Note that typing the code like the following does not involve cyclic binding sequences:
1 Note that the existential types in λ ⊃ 2 are not used to represent abstract types and they can be completely eliminated if one wants to.
local assume TC1 = TC2 -> TC2 in ... end local assume TC2 = TC1 -> TC1 in ... end as the two bindings can never be joined together for deciding type equality. A probably more convincing argument is that we can readily handle the need for splitting mutually defined datatypes, as is to be shown in the next section, with no need for cyclic binding sequences.
Given an expression e in λ ⊃ 2 , there is in general no principal type for e. For instance, in the following example:
abstract PairType: (type, type) -> type local assume PairType (a1, a2) = a2 * a1 in fun makePair (x: a1, y: a2) = (y, x) ... end the function makePair can be given either the type ∀α 1 .∀α 2 .α 1 * α 2 → α 2 * α 1 or the type ∀α 1 .∀α 2 .α 1 * α 2 → PairType(α 1 , α 2 ), which are considered equivalent in the scope of the binding PairType(α 1 , α 2 ) = α 2 * α 1 ; however, these two types become unrelated out of the scope. In such a case, it is the responsibility of the programmer to determine through the use of type annotation which type should be assigned to makePair. 
Examples
In practice, we have frequently encountered the demand for recursive modules, which are unfortunately not supported in the module system of SML [MTHM97] . When forming recursive modules, we often need to split recursively defined datatypes. For instance, we first present a definition for two datatypes boolexp and intexp in Figure 6 that are intended for representing boolean and integer expressions, respectively. We then show how two abstract types boolexp t and intexp t can be introduced to split the definition into two. In practice, we may declare boolexp t and intexp t in a header file and put the two new definitions in two other files. If, say, the definition of intexp needs to be modified later, the modification cannot affect the definition of boolexp. While this approach to splitting the definition of mutually defined datatypes may look exceedingly simple, it does not seem simple at all to justify the approach through the use of existential types (or similar variants). On the other hand, a justification based on conditional type equality can be given straightforwardly. Furthermore, it is probably fair to say now that the notion of conditional type equality can also significantly influence the design of module systems. 
Related Work and Conclusion
There have been a large number of proposals for modular programming, and it is evidently impossible for us to mention even a moderate portion of these proposals here. Instead, we focus on the line of work centered around the module system of Standard ML (SML) [MTHM97] , which primarily aims at setting up a theoretical foundation for modular programming based on type theories. Type abstraction, which can be used to effectively isolate or localize changes made to existing programs, has now become one of the most widely used techniques in specifying and constructing large software systems [GHW85, Lis86] . In [MP88] , a theoretical account of abstract types is given through the use of existential types. While this account is largely satisfactory in explaining the features of abstract types, it does not properly address the issue of type equality involving abstract types. Motivated by problems with existential types in modeling abstract types, MacQueen [Mac86] proposed an alternative approach in which abstract types are modeled as a form of dependent sum types, taking into account the issue of type equality involving abstract types. However, in the presence of such dependent sum types, type equality is greatly complicated, and it becomes even more complicated when features such as polymorphism, generativity, higher-order modules and modules as first-class values need to be accommodated. As a compromise between existential types and dependent sum types, translucent sum types [HL94, Lil97] and manifest types [Ler94] were proposed to better address the issue of hiding type information. There is already a considerable amount of work that studies how these new forms of types can be used to address generativity and applicativity, higher-order modules, recursive modules, modules as first-class values, etc. [Ler95,DCH03,CHP99,Rus01]. There is also work on expressing modular structures in SML and Haskell with only existential types [Rus00, SJ02] .
Though the notion of conditional type equality seems surprisingly simple, it had not been recognized in clear terms until recently. We first encountered the notion of conditional type equality in a recent study on guarded recursive datatypes [XCC03] .
3 This notion has since been generalized in the framework Applied Type System [Xi04] .
The major contribution of the paper lies in the recognition and the formalization of a simple and clean theoretic account of abstract types that is based on conditional type equality. In particular, we make no use of existentially quantified types in this account of abstract types, thus completely avoiding the well-known problems associated with the use of existentially quantified types in modeling abstract types. We claim that the presented approach to hiding type information through conditional equality is simple as well as general and it opens a promising avenue for the design and implementation of module systems in support of large-scale programming. As for a proof of concept, we point out that the module system of ATS, which is largely based on λ ⊃ 2 +, is already functioning. 
