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ABSTRACT
We consider the problem of locating a template as a subimage of a larger image. Computing the maxima
of the correlation function solves this problem classically. Since the correlation can be calculated with the
Fourier transform this problem is a good candidate for a superior quantum algorithmic solution. We outline
how such an algorithm would work.
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1. INTRODUCTION
The current breadth of interest in quantum computation originates primarily from Shor’s discovery of
a quantum algorithm for factoring1. This algorithm is more eﬃcient—i.e., requires asymptotically fewer
logical operations as the size of the problem increases—than the best classical algorithm known2, which
inspires the hope that there are superior quantum algorithms for other classical problems. Subsequent
discoveries of quantum algorithms for unstructured3 and structured4,5,6,7,8 search, for the shifted Legendre
symbol problem9, and for solutions to Pell’s equation10 have nourished this hope. None of these problems
has the practical relevance of factoring, however, upon the classical diﬃculty of which the security of modern
cryptosystems rests11. Quantum algorithms for other practical problems would help justify the immense
commitment of resources that seems likely to be required to develop a working quantum computer.
All of the known quantum algorithms exploit the fact that there are quantum gate arrays for the Fourier
transform with complexity exponentially smaller than that of even the Fast Fourier Transform (FFT)1,12.
(The so-called Hadamard transform, H, of a single qubit is the 2-dimensional discrete Fourier transform;
acting in parallel on n qubits, as it does in many of these algorithms13, H⊗n is the Fourier transform over the
group Z
n
2. It also has exponentially smaller quantum than classical complexity.) The Fourier transform, of
course, is ubiquitous in signal processing, which suggests that there should be eﬃcient quantum algorithms in
this problem domain14. Since quantum state amplitudes are accessible only by sampling, however, a classical
algorithm must solve a signal processing problem by identifying a peak in a Fourier transform in order to be
a candidate for quantum speed-up. Nevertheless, the Bernstein-Vazirani algorithm4 can be interpreted as a
quantum algorithm for eﬃciently decoding signals encoded using the simplex code15; it uses the Hadamard
transform, H⊗n.
In the context of image processing, it is the 2D Fourier transform that naturally arises; like the 1D Fourier
transform, the quantum version is exponentially more eﬃcient than any fast classical implementation. We
are thus led to search for quantum image processing algorithms. Here we consider one particular image
processing task that can be solved classically by using the FFT: template matching. In §2 we specify this
problem precisely, and in §3 describe a classical algorithm that solves the problem. This algorithm calculates
the maximum of a function computed using the 2D Fourier transform, which, by the preceding discussion,
Email: dcurtis@math.ucsd.edu, dmeyer@math.ucsd.edusuggests that it might have a quantum version. And in §4 we derive a quantum version of this classical
algorithm. In §5 we conclude with a discussion, explaining what needs to be done to convert this into a
quantum algorithm for template matching.
2. THE PROBLEM
Figure 1. An aerial photograph of a truck.
Suppose there is some object that we would
like to be able to locate in any given image. For
example, Figure 1 shows one speciﬁc view of a
truck; it is a grayscale image, i.e., a map g : T =
Zm × Zn → Zp, where typically p = 256. In
the problem that we are considering, such a map
is called a template. In the simplest version of
this problem the set of possible images consists of
larger images that contain the template as a subimage, i.e., they are maps f : I = ZM × ZN → Zp such
that for some a ∈ I and all x ∈ T, f(a + x) = g(x). Figure 2 is an example of an image that contains the
template shown in Figure 1. The TEMPLATE MATCHING problem is: given f, determine the oﬀset a.
Figure 2. An aerial image including the truck shown in Figure 1.
In the next section we describe an algorithm that solves TEMPLATE MATCHING classically. Before doing
so, however, we emphasize that it is only this problem that we address in this paper. There are many other
ways that an object might be speciﬁed: by a collection of templates, by some 3D description, etc. There are
also many other sets of possible images: the template might be noisy or partially obscured, it might occurrotated or scaled or from another viewpoint, etc. These are all important, real-world situations that lead to
challenging image processing problems, not all of which have known classical solutions. Here we concentrate
on the simplest template matching problem; the lessons learned in deriving a quantum version of a classical
algorithm that solves this problem should inform the derivation of quantum versions of classical algorithms
for more complicated template matching problems.
3. A CLASSICAL SOLUTION
To compare the template with a region in an image one can compute the correlation16 between the sets
of corresponding pixel values:
Corr[g,f](y) =
P
x∈T
￿
g(x) − ˆ g
￿￿
f(y + x) − ˆ f(y)
￿
qP
x∈T |g(x) − ˆ g|2
qP
x∈T |f(y + x) − ˆ f(y)|2
, (3.1)
where y ∈ I, and ˆ g and ˆ f(y) are the average values:
ˆ g =
1
|T|
X
x∈T
g(x) and ˆ f(y) =
1
|T|
X
x∈T
f(y + x).
The deﬁnition (3.1) allows for the possibility that the function values are complex; this will be relevant in
the next section.
Notice that at an oﬀset y such that f(y+x) = g(x), the numerator and the denominator in (3.1) are the
same, so Corr[g,f](y) = 1. Also, by the Cauchy-Schwarz inequality, |Corr[g,f](y)| ≤ 1 for all y ∈ I. Thus,
calculating the correlation function, taking its absolute value, and ﬁnding the maxima, identiﬁes oﬀsets at
which the template exactly matches a region of the image. If the pixel values f(x), x ∈ I were i.i.d. random
variables with g(x) = f(a + x), x ∈ T, then the expected value of Corr[g,f](y) would be 0 except at y = a,
where it would be 1. In a real image, however, the pixel values are not independent since pixels near each
other tend to have similar values, while pixels far from each other tend to be less correlated. This implies
that Corr[g,f](y) should have larger (than zero) values for y near a. Figure 3 shows that this is indeed the
case for the template and image of Figures 1 and 2; the maximum occurs at the tip of an ellipsoidal peak
with eccentricity and orientation corresponding to the aspect ratio of the template.
For a ﬁxed y, calculating the right hand side of (3.1) has complexity O(|T|). Since there are |I| possible
y’s, calculating the correlation function one argument at a time has classical complexity O(|I||T|). Notice,
however, that we can extend (pad) g to a function ˜ g : I → Zp such that ˜ g|T = g and ˜ g|I\T = 0. Expanding
and simplifying the numerator of (3.1) gives
X
x∈T
￿
g(x) − ˆ g
￿
f(y + x) =
X
x∈I
￿
˜ g(x) − χT(x)ˆ g
￿
f(y + x), (3.2)
where χT is the characteristic function for the region T in I. Evaluating the right hand side of (3.2) for a
ﬁxed y has complexity O(|I|), but it can be calculated for all arguments y with complexity less than O(|I|2):
X
x∈I
￿
˜ g(x) − χT(x)ˆ g
￿
f(y + x) = F
−1
I
h
FI[˜ g − χTˆ g]FI[f]
i
(y),
which has complexity O(|I|log|I|) if the Fourier transforms FI are calculated using the FFT. Since the
second factor in the denominator of (3.1) can be calculated similarly, the classical computational complexity
of this solution is O(min{|I|log|I|,|I||T|}).Figure 3. The correlation function computed for the truck template and the image shown in Figure 2. Lighter
grayscale indicates larger values. There is a unique maximum, at the oﬀset corresponding to the location of the
template in the image.
4. A QUANTUM VERSION
As we posed the TEMPLATE MATCHING problem in §2, f and g are grayscale images, i.e., arrays of
Zp values, typically with p = 256. For the quantum version of the correlation algorithm, we transform
the functions as follows: Let ω = e2πi/p and let F = ωf, G = ωg. Maxima of the absolute value of the
correlation of F and G occur at the same oﬀsets as they do for f and g, but the computation is simpler
to approximate: If the pixel values in the image were i.i.d. random variables uniformly distributed over the
range of possible values, then the expectation values of both ˆ F(y) and ˆ G would be 0. Thus, the expectation
value of the numerator of the correlation would be just
P
x∈T G(x)F(y+x). Similarly, the expectation value
of the denominator would be |T|, since each term in the sums would be the norm-squared of a unit complex
number. Thus we have the approximation that
Corr[G,F](y) ≈
1
|T|
X
x∈T
G(x)F(y + x) =
1
|T|
F
−1
I
h
FI[ ˜ G]FI[F]
i
(y), (4.1)
where the ˜ again denotes that G has been padded with 0’s on the domain I \ T. Figure 4 shows that this
approximation is relatively good.
The quantum version of the correlation algorithm will evaluate the right hand side of (4.1), using the
fact that the Fourier transforms can be computed more eﬃciently quantum mechanically1,12 to reduce the
computational complexity below O(|I|log|I|). This is not completely straightforward, however, since we wantFigure 4. The approximate correlation function (4.1), again computed for the truck template and the image shown
in Figure 2. Lighter grayscale indicates larger values. Although there is more variation than in Figure 3, there is
still a unique maximum, at the oﬀset corresponding to the location of the template in the image.
to compute two discrete Fourier transforms and multiply them component-wise; since quantum computers
cannot multiply the corresponding components of two state vectors, this must be done asymmetrically.
Thus, instead of preparing two state vectors, one for F and one for G, we only prepare a state vector
representing the image: Let
|ωi =
1
√
p
p−1 X
k=0
ωk|ki,
and deﬁne a unitary operation Uf acting on C
|I| ⊗ C
p by
Uf|xi|ci = |xi|c + f(x)i.
To prepare the state vector representing the image we use ‘phase kickback’17:
1. Initialize the quantum system to the state |0i|0i ∈ C
|I| ⊗ C
p.
2. Apply F
−1
I ⊗ F−1
p Xp to obtain the state
1
p
p|I|
X
x∈I
|xi|ωi. (Xp|ci = |c + 1i is the p-dimensional
analogue of the Pauli matrix σx.)
3. Apply Uf to obtain the state
1
p
p|I|
X
x∈I
ωf(x)|xi|ωi =
1
p
p|I|
X
x∈I
F(x)|xi|ωi.Next, to compute its Fourier transform we:
4. Apply FI ⊗idp to obtain the state
1
p
p|I|
X
u∈I∗
FI[F](u)|ui|ωi. (I∗ is the dual space to I, on which
the Fourier transform of F is deﬁned. idp is the p-dimensional identity matrix.)
To represent the operation of component-wise multiplication by the conjugate of the Fourier transform
of ˜ G, we would like to multiply by a diagonal matrix with diagonal elements these components. To be a step
in a quantum algorithm, however, this matrix would have to be unitary, i.e., each diagonal element would
have to have norm 1. So we deﬁne Vg to be the diagonal matrix with diagonal elements FI[ ˜ G](u)
￿
|FI[ ˜ G](u)|.
Then the next step is to:
5. Apply Vg ⊗ idp to obtain the state
1
p
p|I|
X
u∈I∗
FI[ ˜ G](u)
|FI[ ˜ G](u)|
FI[F](u)|ui|ωi.
Finally, we:
6. Apply F
−1
I ⊗ idp to obtain the state
1
p
p|I|
X
y∈I
F
−1
I
"
FI[ ˜ G]
|FI[ ˜ G]|
FI[F]
#
(y)|yi|ωi.
7. Measure the state in the pixel basis to obtain y with probability
1
p|I|
￿
￿
￿ ￿
￿
F
−1
I
"
FI[ ˜ G]
|FI[ ˜ G]|
FI[F]
#
(y)
￿
￿
￿ ￿
￿
2
.
Were it not for the normalization by |FI[ ˜ G]|, these probabilities would be proportional to the norm-
squared values on the right hand side of (4.1). Figure 5 shows the results of this ‘phase-only correlation’
algorithm; the probability of observing y = a is 0.00473. For comparison, if the exact correlations of (3.1) are
normalized to be probabilities, i.e., so that their norm-squares sum to one, the maximum is only 0.000681.
In this sense the ‘phase-only correlation’ algorithm is better than the correlation algorithm. Although we
have been led to this algorithm by the requirement of unitarity for a quantum algorithm, it has also been
discovered as a classical algorithm18. The Fourier transforms have classical complexity O(|I|log|I|) and
quantum complexity O
￿
(log|I|)2￿
, so there is an exponential improvement in the processing of the image,
once it has been input, i.e., after steps 1–3.
5. DISCUSSION
The quantum algorithm deﬁned by steps 1–7 in §4 is not a complete solution to TEMPLATE MATCHING.
Although at the end of step 6 the amplitude of |yi in the state vector is the ‘phase-only correlation’ at y, in
step 7 we are only sampling the probability distribution. Although the probability of observing y = a is larger
than the probability of observing any other y value, it is still relatively small. To increase the probability of
success, we must amplify this probability. Classically, this entails repeating steps 1–7 multiple times, and
taking as the output the most commonly observed y value. Quantum mechanically, the probability can be
increased by not implementing step 7, but rather applying the technique of amplitude ampliﬁcation19,20. We
are currently investigating in which situations each of these protocols can be successfully implemented and
solve the problem with computational complexity less than the classical correlation algorithm we described
in §3.Figure 5. The ‘phase-only correlation’ function, again computed for the truck template and the image shown in
Figure 2. Lighter grayscale indicates larger values. There is a unique maximum, more pronounced than in Figures 3
and 4, at the oﬀset corresponding to the location of the template in the image.
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