Abstract-In this paper we derive stability conditions for a switched system where switching occurs between linear descriptor systems of different indices. In particular, our results can be used to analyse the stability of the important case when switching between a standard system and an index one descriptor system, and systems where switching occurs between an index one and an index two descriptor system. Examples are given to illustrate the use of our results.
I. INTRODUCTION
Descriptor systems provide a natural framework to model and analyse many dynamic systems with algebraic constraints. They appear frequently in modelling engineering systems: for example in the description of interconnected large scale systems; in economic systems (e.g. the fundamental dynamic Leontief model); network analysis [3] and they are also particularly important in the simulation and design of very large scale integrated (VLSI) circuits.
Recently, motivated by certain applications, some authors have begun the study of descriptor systems that are characterized by switching between a number of descriptor modes [9] , [10] , [12] , [13] , [14] , [15] , [17] . For example, in [10] the authors focus on dwell time arguments, and on conditions on the "consistency projectors", to obtain stability under arbitrary switching. In [11] and [12] , the authors, under an assumption of a state-dependent switching condition (to avoid impulses), obtain a condition for stability based on commuting vector fields. These results mimic similar results derived for standard switched systems by [5] , [6] , [7] . R. Shorten is with University College Dublin, Ireland.
Our approach in this paper differs from that given in the above papers. Our results in this note are based on a fundamental result derived in [1] to recursively reduce the dimension of a switched descriptor system using full rank decomposition. This approach allows us to obtain conditions which can also be checked without resorting to complicated linear algebraic manipulations. This has been achieved for a special system class of index one descriptor systems; namely, a class of switched systems characterised by rank-1 perturbations, for which a simple continuity assumption on the state at the switching instances is satisfied (see [1] ). In this note, we now extend the results in [1] to switching between an index one descriptor system and (i) a standard system (which can be described completely by a set of ordinary differential equations); and (ii) an index two descriptor system. some results presented earlier in [2] . The present results provide detailed proofs and explanations for some results presented earlier in [2] , and provide new examples of systems to which these results can be applied. In particular, our results apply to systems for which standard assumptions in the descriptor literature, do not apply.
II. PRELIMINARY RESULTS
Consider a linear time invariant (LTI) descriptor system described by Eẋ = Ax,
where E, A ∈ R n×n . When E is nonsingular, this system is also described by the standard systemẋ = E −1 Ax. When E is singular, then both algebraic equations and differential equations describe the behavior of the system, and the system is known as a descriptor system. Since we shall be interested in switched systems which are constructed by switching between systems that are exponentially stable about zero, we require A to be nonsingular [19] ; note that were A singular, there would be equilibrium states other than zero.
The following notions are important when studying descriptor systems. First, the system (1) is said to be stable if every eigenvalue of (E, A) has a negative real part and the system is called
With A invertible, the index of system (1) or the pair (E, A) is the smallest integer k * ≤ n for which
where Im denotes the image of a matrix. Thus, a standard system is an index zero descriptor system.
The consistency space for system (1) or (E, A) is defined by
where k * is the index of (E, A). Note that C is the set of all initial states for which the system has a continuous solution. Since Im((
E is a one-to-one mapping of C onto itself; hence the kernel of E and C intersect only at zero [19] . If C = {0} the system is trivial and the only continuous solution is the zero solution x(t) ≡ 0. If C = {0}, we letÃ be the inverse of the map A −1 E restricted to C ; then (1), or equivalently
Thus the restriction of the descriptor system to its consistency space is equivalent to the standard system (4) where x(t) is in C .
Another way to introduce the consistency space is as follows. When (E, A) is regular with a non-trivial consistency space, it can be shown that there exist nonsingular matrices S and T such that [16] 
where the matrix N is nilpotent, that is, N k = 0 for some k ≥ 1. If A is nonsingular, then J is nonsingular and for any k ≥ 1,
Then the index of (E, A) is the smallest k * for which N k * = 0 and the consistency space is the range of the consistency projector defined by
Note that the consistency space for (E, A) is trivial if and only if A −1 E is nilpotent.
Lyapunov functions: To obtain stability conditions for switching descriptor systems we shall use Lyapunov functions. Let us first consider Lyapunov functions for system (1) . Consider any differentiable function V : R n → R. Its derivative along solutions of (1) is given byV = DV (x)ẋ which can be expressed as a function of
andV is negative for any non-zero state in C (E, A). A symmetric matrix P is a Lyapunov matrix
The following lemma provides a characterization of all Lyapunov matrices for a linear descriptor system.
Lemma 1:
A symmetric matrix P is a Lyapunov matrix for (E, A) if and only if P is positive-definite on C = C (E, A) and PA −1 E + E T A −T P is negative definite on C . PROOF: It follows from (1) and the invertibility of A that
Recall that system description (1) is equivalent toẋ =Ãx, where x is in C andÃ is an invertible map on C . Hencė
SinceÃ maps C onto C and is invertible on C ,Q is positive-definite on C if and only if Q is positive-definite on C . Hence,V is negative for any non-zero state in C if and only if
Previous papers such as [19] , [16] , [10] , [20] consider a specific class of Lyapunov matrices of the form P = E TP E whereP is a positive definite matrix for which E TP A + A TP E is negative definite on C . In particular, [19] shows that the existence of a Lyapunov matrix of this type is necessary and sufficient for asymptotic stability of system (1).
Let C be any matrix with the following property:
Then we have the following LMI characterization of Lyapunov matrices for (E, A). 
where C is any matrix satisfying (5). PROOF: A vector x is in C = C (E, A) if and only if Cx = 0 which is equivalent to x T C T Cx = 0. From Lemma 1 we know that P is a Lyapunov matrix for (E, A) if and only if x T Px > 0 and x T (PA −1 E + E T A −T P)x < 0 whenever x = 0 and x T C T Cx = 0. It follows from Finslers Lemma that there exist scalars κ 1 and κ 2 such that (6) and (7) hold; since C T C ≥ 0, (6) and (7) also hold with κ 1 , κ 2 ≥ 0. Note that if there exists a Lyapunov matrix P satisfying (6) and (7) then there also exists a Lyapunov matrix satisfying
A. Linear switched descriptor systems
The ultimate objective of our work is to analyze the stability of switched descriptor systems described by
We assume throughout this paper that σ is piecewise continuous with a finite number of discontinuities in any bounded time interval. Also, we do not require (10) to hold at points of discontinuity of σ . Thus, if σ is continuous at t and σ (t) = i, the system must satisfy
hence x(t) must be in the consistency space of (E i , A i ).
To complete the description of the switching descriptor systems under consideration one must also specify how the system behaves during switching. If σ switches from i to j at t * then x(t
is not in C (E j , A j ) then, one has to have a solution which is discontinuous at t * and to complete the description one must specify how x(t + * ) is obtained from x(t − * ). In some switching systems, there is a restriction on x(t − * ), that is, σ can only switch from a specific j to a specific i if x(t − * ) is in a restricted subset of the consistency space of (E i , A i ). This is illustrated in Example 1.
In some treatments of switched descriptor systems, (10) is satisfied for all t [16] , [10] . In that case, one has to consider x(·) to be a distribution because the solution of (10) may contain impulses. When (10) is satisfied for all t and σ is continuous from the right, it can be shown that, if σ switches from i to j at t * then
where Π j is the consistency projector associated with (E j , A j ). Here we do not require that (10) be satisfied at discontinuity points of σ nor do we require (11) . This is illustrated in Example 1. When a system satisfies (10) for all t and if switching can occur from any state in the consistency space of (E i , A i ) then, as in [10] one must assume that
in order to guarantee solutions without impulses when switching from from i to j. We do not need this assumption here.
B. Lyapunov stability conditions
Our next result contains conditions that are sufficient to guarantee global uniform exponential stability (GUES) of (10).
Theorem 1: Consider a switched descriptor system which satisfies (10) at points of continuities of σ and suppose that for each i = 1, · · · , N, there is a Lyapunov matrix
whenever σ switches from i to j at t * . Then the system is GUES.
PROOF: Consider any solution x(·) of the system, and let v(t) = x(t) T P σ (t) x(t).
If t is a point of discontinuity of σ , then, according to (13) ,
Suppose t is not a point of discontinuity of σ . If
andQ i is positive-definite on C i . Recalling that P i is positive-definite on C i , let
when σ is continuous at t. From this and the discontinuity condition (14), we can conclude that v(t) ≤ e −2α(t−t 0 ) v(t 0 ) for t ≥ t 0 . Since each P i is positivedefinite on C i there are constants λ 1 , λ 2 > 0 such that, for 2 and every solution x(·) satisfies
for all t ≥ t 0 , where β = λ 2 /λ 1 . This means that the system is GUES. Q.E.D.
We have the following corollary to Theorem 1 and Lemma 2. Corollary 1: Consider a switching descriptor system described by (10) and suppose that there is a symmetric matrix P satisfying
for i = i, . . . , N where
Also,
if σ switches at t * . Then, the system is GUES.
To conclude this section, we present an example to motivate our results. This example illustrates the use of Theorem 1 to analyse stability of switching between a standard system and a descriptor system.
Example 1 (A simple switched mechanical system): Con- When the masses are not locked together, the system is described by
When the masses are locked together, we have the following description
where
Since lock-up is due to internal forces in the system, linear momentum is conserved during lock-up, that is, if lockup occurs at time t then,
which results iṅ
We also have
Introducing state variables
, this system can be described by the switched system (10) where N = 2, Observe that (E 1 , A 1 ) is a standard system and it can be readily shown that (E 2 , A 2 ) is an index two descriptor system.
Switching to mode one can occur at any state in the consistency space of mode two and if this occurs at time t * , then x(t + * ) = x(t − * ). Switching to mode two only occurs when x 1 = x 3 and if this occurs at time t * ,
Note that this system does not satisfy condition (11) at switching. One can show that this condition requires that x 2 (t + * ) = x 4 (t + * ) = x 2 (t − * ). As candidate Lyapunov matrices for this system consider
where ε > 0; clearly P > 0 for ε sufficiently small. Recalling definition (15) of the symmetric matrix Q i we obtain
Clearly, Q 1 > 0 for ε sufficiently small. When x is in the consistency space of (E 2 , A 2 ), we have x 3 = x 1 , x 4 = x 2 ; hence
andQ 2 > 0 for ε sufficiently small; hence Q 2 is positive definite on the consistency space of (E 2 , A 2 ). When switching to mode one,
T P 2 x(t − * ). When switching to mode two, it follows from the switching conditions in (26) that
Thus, for ε sufficiently small, the matrices P 1 and P 2 satisfy the requirements of Lemma 1; hence this system is globally uniformly exponentially stable about zero for any allowable switching sequence.
III. MAIN RESULTS
We now present some simple tests to check the stability of special classes of switched descriptor systems constructed by (i) switching between a standard system and an index-one system; and (ii) switching between indexone and index-two descriptor systems. These results build on [18] and the following lemma. 
Since Q A > 0 and x = 0, we have x T Q A x > 0; hence (A−B)x = 0, that is, x is not in the kernel of A−B. Thus, the kernel of Q B and A − B intersect only at zero. Since the rank of A−B is n−r, its nullity is r; hence the nullity of Q B is at most n−r. We now show that the kernel of Q B contains the kernel of B. So, suppose that x is in the kernel of B, that is, Bx = 0. Then x T Q B x = 2x T Bx = 0. Since Q B ≥ 0, it follows that Q B x = 0, that is, x is in the kernel of Q B . Thus, the kernel of Q B contains the kernel of B. Finally, since B has rank r, its nullity is n−r. Since we also know that the nullity of Q B is less than or equal to n−r, it now follows that the kernel of Q B is the same as the kernel of B. Q.E.D.
The following general result is a consequence of Theorem 1 and Lemma 3.
Lemma 4: Consider a switching descriptor system described by (10) and suppose that, for some N 1 ≤ N, there is a symmetric positive-definite matrix P satisfying
and for each j ∈ {N 1 + 1, · · · , N} there is a subscript i j ∈ {1, · · · , N 1 } such that
if σ switches at t * . Then, the system is GUES. j E j and C (E j , A j ) intersect only at zero, we conclude that Q j is positive definite on the consistency space of (E j , A j ). Hypothesis (b) now follows by taking into account (27). It now follows from Theorem 1 that the switched system (10) is GUES.
Q.E.D.
Now we consider a special class of switched descriptor systems described by
where each constituent system is stable, with the first being index zero (standard system) and the second index one; also the rank of A −1
2 E 2 is one. We show that if the matrix A −1
2 E 2 has no negative real eigenvalues, exactly one eigenvalue at zero and some other regularity conditions hold then, the system is GUES. To achieve this result, we recall the following result from [18] . Theorem 2: [18] Suppose that A is Hurwitz and all eigenvalues of A − gh T have negative real part, except one, which is zero. Suppose also that (A, g) is controllable and (A, h) is observable. Then, there exists a matrix P = P T > 0 such that
if and only if the matrix product A(A − gh T ) has no real negative eigenvalues and exactly one zero eigenvalue.
The following result follows from Lemma 4 and Theorem 2.
Theorem 3: Consider a switching descriptor system described by (31) where x(·) is continuous during switching and suppose that it satisfies the following conditions (a) (E 1 , A 1 ) and (E 2 , A 2 ) are stable. (b) (E 1 , A 1 ) is index zero and (E 2 , A 2 ) is index one.
Comment 1:
The above result requires x(·) to be continuous during switching. Since (E 1 , A 1 ) is an index zero system its consistency space is the whole state space. Hence switching to this system can occur at any state. Since (E 2 , A 2 ) is index one, the consistency space of this system is not the whole state space. Thus, the switched system does not switch to the second system from an arbitrary point in the state space. To switch to the second system, the state must be in the consistency space of that system, that is it must be in Im(A
Switching between index-one and index-two systems
Now we consider switching between index-one and index-two descriptor systems. Our results in this subsection are based on an order reduction result from [1] . They result from an application of full rank decomposition to a switched descriptor system in the form of (10).
Full rank decomposition: A pair of matrices
If, in addition, X and Y both have full column rank we say that (X ,Y ) is a full rank decomposition of E. Note that, if (X ,Y ) is a full rank decomposition of E ∈ R n×n and rank(E) = r then, X ,Y ∈ R n×r and rank(X ) = rank(Y ) = r. Suppose E has rank r > 0 and
) is a reduced order descriptor system with r < n state variables. The original descriptor system (E, A) is stable if and only if the non-zero eigenvalues ofẼ have negative real parts [1] . Also, if k * is the index of (E, A) then the index of the equivalent reduced order system (Ẽ, I) is k * −1 [1] .
One can iteratively apply full rank decomposition to achieve further order reduction of (Ẽ, I), provided that there is a decomposition (X,Ỹ ) ofẼ withỸ ∈ R r×r and r < r. Since a non-zero square matrix always has a full rank decomposition, one can always iteratively reduce a single linear system (E, A) to a standard system or to a system of algebraic equations, that is a system whose "E-matrix" is zero.
Commonly, the switching condition on the state can be described by:
when σ switches from i to j at t * . Also, switching may be restricted in the sense that one does not switch from i to j at any state x(t − * ) in C (E i , A i ). In this case, the restriction may be described by
Theorem 4 (Order reduction of linear switching descriptor systems [1] ): Consider a switching descriptor system described by (10) and switching conditions (38),(39) when σ switches from i to j and suppose that (X i ,Y i ) is a decomposition of E i with Y i ∈ R n×r for i = 1, · · · N. Then, there exist matrices T 1 , · · · , T N such that the following holds. A function x(·) is a solution to system (10) with (38),(39) if and only if
for all t where z(·) is a solution to the descriptor system
with switching conditions
when σ switches from i to j wherẽ
Moreover 
and for each j ∈ {N 1 + 1, . . . , N} there is a subscript i j ∈ {1, . . . , N 1 } such that
Then, the system is globally uniformly exponentially stable about zero.
The above result requires that Y T σ x be continuous during switching. Continuity of Y T σ x during switching is equivalent to the following switching condition. If σ switches from i to j at a point of discontinuity t * then,
Since x(t + * ) must be in C j = C (E j , A j ), the above switch can only occur at states
If (E j , A j ) is index-one and Y j ∈ R r×n is full column rank where r = rank(E) then, switching to this system can occur from any state. To see this, recall that the kernel of Y T j and C j intersect only at the origin, and since the system (E j , A j ) is index one, the dimension of (49) is satisfied for any x(t − * ). This means that switching to an index one system can occur from any state. For an index-two system
For an index two system, Y T i A −1 i X i is singular; hence the dimension of Y T i C i is stricltly less than r. Hence we can always find
Thus we cannot arbitrarily switch to an index-two system. Now to conclude we present our next main result: switching between an index-one and an index-two descriptor system. The following result is obtained from Corollary 2 and Theorem 2.
Theorem 5: Consider a switching descriptor system described by
where Y T σ x is continuous during switching and (X i ,Y i ) is a full rank decomposition of E i with Y i ∈ R n×r for i = 1, 2. Suppose that the following conditions are satisfied I ) is stable and index-zero. Since (X 2 ,Y 2 ) is a full rank decomposition of E 2 and (A 2 , E 2 ) is stable and index-two, its corresponding reduced order system (Ẽ 2 , I) is stable and index one. Theorem 3 now guarantees GUES of the reduced-order switched system. Theorem 4 now implies the same stability properties for the original switched system (51). Q.E.D.
Comment 2:
Clearly the continuity assumption on Y T σ x restricts the applicability of our results to certain decompositions of E i , since full rank decompositions are in general non-unique. Note however that, for any system, if E i = E for all i and Ex is continuous then Y T x is continuous for any full rank decomposition (X ,Y ) of E.
IV. NUMERICAL EXAMPLES

Example 2 (Switching between an index-zero and an index-one descriptor system):
Consider a switched system of the form (31) where x(·) is continuous and A 1 ) is a stable index-zero system whereas (E 2 , A 2 ) is a stable index one descriptor system whose consistency space C 2 is Im 1 −k 1 k 2 T where k 1 = π − 1 and k 2 = 1/(4π + 1)/; note that C 2 can be represented by the line (k 1 k 2 )x 1 + x 2 = 0. Note also that A −1
The
) are controllable and observable, respectively. The eigenvalues of A
2 E 2 are (0, 0.0042). Hence from Theorem 3, the switched system described above is globally uniformly exponentially stable about zero.
To illustrate GUES of this system we consider a special switching signal. The switching signal cannot be arbitrary, because of the assumption that x(·) is continuous during switching. When switching from the index-zero system (E 1 , A 1 ) to the index-one system (E 2 , A 2 ) at a time t * , we must have x(t − * ) ∈ C 2 . However, switching from the index-one system to the index-zero can happen at any arbitrary time. The restriction to switch only when consistency spaces intersect can be enforced through state dependent switching. However, for the purpose of illustration we consider a switching signal which is combination of state dependent switching and periodic switching. To explain, let t * be a time when the trajectory of the index-zero system reaches C 2 , i.e. x(t * ) ∈ C 2 or equivalently (k 1 k 2 )x 1 (t * ) + x 2 (t * ) = 0. Now, we let (31) switch from (E 1 , A 1 ) to (E 2 , A 2 ), i.e., σ (t − * ) = 1 and σ (t + * ) = 2. Every time this switch happens we fix σ (t) = 2 for a time period T before the system switches back to (E 1 , A 1 ). Now we plot the trajectory of (31) with T = 0.2 seconds and the initial state x 0 = 1 −k 1 k 2 T = 1 −0.1579 T ∈ C (E 2 , A 2 ) using MATLAB (code is available online at [21] ). The resulting trajectory is illustrated in Figure 3 for 0 ≤ t ≤ 2 seconds. The trajectory for the index-zero system is represented by the red spiral and the trajectory for the index-one system is along the blue line passing through origin. Now we use Theorem 4 to obtain the equivalent reduced order switched system E σ (t)ż (t) = z(t),
2 X 2 and z(t) = Y T x(t) with Y = Y 1 = Y 2 . Upon evaluatingẼ 1 andẼ 2 we can observe that (53) is the same as the switched descriptor system described in Example 2. Now, if we assume that z(·) is continuous during switching then it follows from the conclusions in Example 2 and Theorem 4 that (53) is GUES. One can also use Theorem 5 to deduce GUES.
V. CONCLUSIONS
In this paper we derive stability conditions for a switched system where switching occurs between linear descriptor systems of non-homogeneous indices. To the best of our knowledge, these conditions are some of the first to consider the case of switching between modes of different indices. For specific cases, such as switching between two systems whose indices differ by one, spectral conditions are derived that can be used to check stability of such systems in an elementary manner. Examples are also given to illustrate the use of our results. Future work will consider extending our analysis using non-quadratic Lyapunov functions and also consider switching between systems whose indices differ by more than one.
