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Abstract
We study the spectral properties of Jacobi matrices with the weights satisfying λ2n−1 = λ2n = na
or λ2n = λ2n+1 = na , a > 0. We show that for a = 1 these are cases of spectral phase transitions in a.
We use a new method of estimating transfer matrix products to describe the absolutely continuous
part of these operators. For a = 1 the existence of a spectral gap is proved. We also show how the
results for double weights can be used for the spectral analysis of the Jacobi matrices related to some
birth and death processes, previously studied by Janas and Naboko.
 2003 Elsevier Science (USA). All rights reserved.
0. Introduction
Operator problems for Jacobi matrices with unbounded double weights have already
appeared in literature. For instance, the significant self-adjointness problem was studied in
[5,15], some spectral problems were analyzed in [5,6,16]. This kind of Jacobi matrices is
important also for applications in physics; see, e.g., [7].
So far, the spectral studies have been based on commutator methods and orthogonal
polynomials theory. The aim of this paper is to show the usefulness of other methods. They
are mainly based on Khan and Pearson subordination theory, which has recently proved to
be a strong tool for spectral analysis of Jacobi operators. To use this theory, it is convenient
to have some estimates for the norms of products of large numbers of 2 by 2 matrices (see,
e.g., [8,9,18]). Such estimates are in general easier to obtain when these matrices converge
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M. Moszyn´ski / J. Math. Anal. Appl. 280 (2003) 400–412 401to a limit having distinct proper values. Here we show a general method working for some
cases when the proper values coincide.
Our purpose is also to show that our results for double weights can be applied to study
some other Jacobi matrices, related to birth and death processes.
Let us set up here the necessary notation and terminology. In this paper Jacobi matrix is
a maximal operator J in l2(N) (here N= {1,2,3, . . .}) defined by the infinite tridiagonal
matrix of the form

q1 λ1
λ1 q2 λ2
λ2 q3 λ3
λ3 q4
. . .
. . .
. . .

 .
More precisely, for a complex sequence u= {un} and n ∈N we define
(J u)n := λn−1un−1 + qnun + λnun+1 (0.1)
with the convention that λj = uj := 0, if j < 1, the domain D(J ) of J is given by
D(J ) := {u ∈ l2(N): J u ∈ l2(N)} and Ju= J u for u ∈D(J ). For a given Jacobi matrix
the sequences {λn} (the weight sequence) and {qn} (the diagonal sequence) always denote
the sequences determined by (0.1), and we assume here that λn, qn ∈R, λn = 0 for n ∈N.
We consider two special classes of Jacobi matrices with double weights. For a positive
sequence α = {αn} and  > 0 we define Jα to be the Jacobi matrix with λ2n−1 = λ2n = αn,
qn = 0, for n ∈ N (i.e., {λn} = (α1, α1, α2, α2, . . .)) and we define J,α to be the Jacobi
matrix with λ1 = , λ2n = λ2n+1 = αn, qn = 0 for n ∈ N (i.e., {λn} = (,α1, α1, α2,
α2, . . .)). In [15] and also in [5] it was proved that for any choice of α and  the operators
Jα and J,α are self-adjoint.
For a self-adjoint operator A in a Hilbert space let Aac be the absolutely continuous
part of A, let EA be the projection valued spectral measure for A and for a Borel subset
G of R let (A)G denote the restriction of A to the range of EA(G). We call A absolutely
continuous if A = Aac (the name “σ(A) is purely absolutely continuous” is often used
in literature in this case); we call A absolutely continuous in G if (A)G is absolutely
continuous. Moreover, A is discrete if σess(A) = ∅ (the name “σ(A) is purely discrete”
is also frequently used) and A is discrete in G if σess(A) ∩G = ∅. The domain of A we
denote by D(A).
In Section 1 we introduce the notion of H -class of matrix sequences to describe a kind
of behaviour of transfer matrices for Jacobi matrix J , which can be used to find some
regions of the absolute continuity of J . The results of this section are a compilation of
some previously known results—the subordination theory of Khan and Pearson [13] and
some method of Behncke [1] and Stolz [18] generalized by Janas and Naboko [9].
In Section 2 we formulate two criterions for H -class. The first has been already used
(maybe not explicitly) in some papers (see, e.g., [8]). The second seems to be in fact a new
tool, and it is particularly convenient for the case of Jacobi matrices with double weights.
The main results are presented in Section 3, where we study the spectral properties of
Jα and J,α with αn = na . We prove that for 0 < a < 1, Jα is absolutely continuous and
σac(Jα) = R, for a > 1, Jα is discrete, and that for a = 1, Jα has a gap in the spectrum
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The proofs are based on our results of previous sections, but to prove the presence of the
spectral gap we compute also the explicit form of J−1α . It is worth to note that also the
Hardy inequality for the Cesaro operator plays an important role here.
The case a = 1 was considered first by Dombrowski and Pedersen in [5] (see also [16]
for some generalizations), where the absolute continuity was proved, but the commutator
methods used there do not enable to compute the spectrum. The existence of the spectral
gap seems to be interesting, since the spectra of the most of Jacobi matrices with un-
bounded weights having been computed before are very simple—usually they are discrete
or equal to R, or to a half line with a possible discrete component (see, e.g., [6,8–10,12]).
In Section 4 we show some connections of our results with the Jacobi matrices related
to some birth and death process (see [14]). The detailed spectral analysis of these operators
were presented by Janas and Naboko in [12]. We show that some of their findings can also
be obtained by the use of our results from Section 3.
1. Subordination theory and the H -class
For λ ∈ R consider the recurrent equation for a complex sequence {un} (the formal
proper equation for J and λ)
(J u)n = λun, n 2 (1.1)
(note that here we omit n= 1). This is the second-order difference equation and the space
of all the solutions is two-dimensional. Below we formulate a theorem being a conclusion
of the Khan and Pearson subordination theory and the Janas and Naboko generalization of
the so-called Behncke–Stolz lemma (this generalization we call later “GBS lemma”). The
theorem shows a connection of some absolute continuity regions with the behaviour of the
formal proper solutions.
Let us first introduce some more notations. For a Borel subset G of R and for a Borel
measure µ on R the restriction of µ to G is denoted by µG and XG,µ denotes the operator
of multiplication by the independent variable ‘x’ in the space L2(G,dµG) (with the usual
maximal domain). We simplify this and write XG whenµ is the one-dimensional Lebesgue
measure, denoted here by dx or | · |. The scalar valued spectral measure for a self-adjoint
operator A and for the vector v we denote by EA,v . The topological support of a measure
is denoted by supp. The symbol ∼ denotes the unitary equivalence of operators. The
canonical orthonormal base of l2(N) is denoted by {en}.
Theorem 1.1. Suppose that J is a self-adjoint Jacobi matrix and G is an open subset of R
such that for any λ ∈G and for any solution u of (1.1)
∃M > 0 ∀n ∈N
n+1∑
k=1
|uk|2 M
n∑
k=1
1
|λk| .
Then (J )G ∼XG and consequently J is absolutely continuous in G and G⊂ σac(J ).
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the space {f (J )e1: f is a polynomial} is essentially self-adjoint). Thus, by the functional
calculus theorem, J ∼ XR,µ and σac(J )= suppµac, where µac is the absolute continuous
part of µ. By the definition of (A)G we thus get (J )G ∼ (XR,µ)G ∼ XG,µ. Using GBS
lemma (see [8, Lemma 1.5] for the rigorous formulation) we obtain the absence of
subordinated solutions of (1.1) for all λ ∈G. Hence, by Khan and Pearson theorem [13],
we have
∀ω ∈ B(G) µ(ω)= 0 iff |ω| = 0,
where B(G) is the family of Borel subsets of G. Therefore µG = f dx for a strictly
positive function from L1(G,dx). It follows that the formula Uϕ := √fϕ defines a
unitary transformation U :L2(G,µG)→ L2(G,dx), such that UXG,µU−1 = XG. Thus
(J )G ∼ XG, which also shows that J is absolutely continuous in G. Moreover, since G is
open, G= σ(XG)= σac(XG)= σac((J )G)⊂ σac(J ). ✷
Let us define now the transfer matrices Bn(λ) for Jacobi matrix J and λ ∈ C to be the
2× 2 matrices satisfying(
un
un+1
)
= Bn(λ)
(
un−1
un
)
, n 2,
for any solution {un} of (1.1). Thus we have
Bn(λ)=
(
0 1
−λn−1
λn
λ−qn
λn
)
. (1.2)
We introduce here a class of sequences of matrices—the H -class—which is very conve-
nient to study the absolutely continuous part of J . Let ‖ · ‖ be the standard operator norm
for matrices. We use the following convention for the product of matrices:
∏n
k=mAk equals
An . . .Am if n >m; if n=m it equals Am; and if n <m it equals I . The symbol {an}nn0
is used to denote a sequence defined on {n0, n0 + 1, n0 + 2, . . .} (and {an} = {an}n1).
Definition 1.1. Consider a sequence {Cn}nn0 of complex 2 × 2 matrices; {Cn}nn0 ∈H
iff
∃M > 0 ∀n n0
∥∥∥∥∥
n∏
k=n0
Ck
∥∥∥∥∥
2
M
n∏
k=n0
|detCk|.
Let us mention two easy-to-check properties of H -class which we use in further sec-
tions.
Proposition 1.1. Let {Cn}nn0 be a sequence of complex 2× 2 invertible matrices.
(a) If n1  n0, then {Cn}nn0 ∈H iff {Cn}nn1 ∈H .
(b) If {Cn}nn0 and {C−1n }nn0 are bounded, then {Cn}nn0 ∈H iff {C2nC2n−1}nn0 ∈H
iff {C2n+1C2n}nn0 ∈H .
404 M. Moszyn´ski / J. Math. Anal. Appl. 280 (2003) 400–412Now, using the notion of H -class we can reformulate the previous theorem in terms of
transfer matrices for J .
Theorem 1.2. If J is a self-adjoint Jacobi matrix and G is an open subset of R such
that {Bn(λ)}n2 ∈ H for any λ ∈ G, then (J )G ∼ XG and consequently J is absolutely
continuous in G and G⊂ σac(J ).
Proof. Let u be a solution of (1.1) for λ ∈G. For k  2 we have
(
uk
uk+1
)
=
k∏
s=2
Bs(λ)
(
u1
u2
)
and thus, using {Bn(λ)}n2 ∈H and (1.2), for some M ′ we obtain
|uk+1|2 
∥∥∥∥∥
k∏
s=2
Bs(λ)
∥∥∥∥∥
2(|u1|2 + |u2|2)
M ′
k∏
s=2
∣∣detBs(λ)∣∣=M ′ k∏
s=2
|λs−1|
|λs | =
M ′|λ1|
|λk| .
Now, for M ′′ large enough
n+1∑
k=1
|uk|2 = |u1|2 + |u2|2 +
n∑
k=2
|uk+1|2 M ′′
n∑
k=1
1
|λk|
for n 2, and we can use Theorem 1.1. ✷
We end with a simple example illustrating the above theorem.
Example 1.1. Let J be the free discrete Schrödinger operator, i.e., λn = 1 and qn = 0 for
each n ∈ N. Then transfer matrices are n-independent, diagonalizable for |λ| = 2, and for
λ ∈ (−2;2)=:G
Bn(λ)=
(
0 1
−1 λ
)
= T
(
w 0
0 w¯
)
T −1,
where T is an invertible matrix and w = (i√4− λ2 + λ)/2. Therefore detBk(λ) = |w|2
for λ ∈G, and there is a constant M > 0 such that∥∥∥∥∥
n∏
k=2
Bk(λ)
∥∥∥∥∥
2
=
∥∥∥∥T
(
wn−1 0
0 w¯n−1
)
T −1
∥∥∥∥
2
M|wn−1|2 =M
n∏
k=2
∣∣detBk(λ)∣∣
for all n  2. This gives {Bn(λ)}n2 ∈ H for λ ∈ (−2;2), i.e., the assumptions of Theo-
rem 1.2 are satisfied.
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We present here two simple criterions guaranteeing that a sequence of matrices is in
the H -class. For a sequence a = {an}nn0 of elements of a normed space (X,‖ · ‖) we
denote by ∆a = {(∆a)n}nn0 the discrete derivative of a, i.e., (∆a)n = an+1 − an for
n  n0. We write a ∈ l1 (or a is an l1 sequence) iff ∑+∞n=n0‖an‖ < +∞, and we write
a ∈ D1 (or a is a D1 sequence) iff ∆a ∈ l1 (we use the same symbols ∆, l1,D1 for
all n0 and in different cases of complex and matrix sequences). The symbol → denotes
convergence of sequences. Note that if X is a Banach space, then D1 sequences are
convergent. Moreover, if X is a Banach algebra, then the class D1 is an algebra. We
denote by discrC the discriminant of the characteristic polynomial of 2 × 2 matrix C,
i.e., discrC = (trC)2 − 4 detC.
Criterion 1. If {Cn}nn0 is a D1 sequence of real 2 × 2 invertible matrices and Cn → C
with discrC < 0, then {Cn}nn0 ∈H .
Criterion 2. Suppose that {Cn}nn0 is a sequence of complex 2 × 2 invertible matrices,
and Cn has the form Cn = anI + pnSn +Rn, where
(1) an,pn ∈R for n n0, an→ a = 0, and pn → 0;
(2) {Sn}nn0 is a D1 sequence of real matrices and Sn → S with discrS < 0;
(3) {Rn}nn0 ∈ l1.
Then {Cn}nn0 ∈H .
To prove these criterions, we need the following two lemmas.
Lemma 2.1. Suppose that {Cn}nn0 is a sequence of complex 2 × 2 invertible matrices,
Cn → C with C—invertible, and that Cn have the form Cn = TnΛnT −1n +Rn, where
(1) {Tn}nn0 ∈D1 and Tn → T with T—invertible;
(2) ‖Λn‖2 = |detΛn| for n n0;
(3) {Rn}nn0 ∈ l1.
Then {Cn}nn0 ∈H .
Proof. We have Λn = T −1n (Cn −Rn)Tn → T −1CT and T −1CT is invertible; thus there
is N  n0 such that Λn is invertible for n  N and {Λ−1n }nN is bounded. Hence for
such n we have Cn = Tn[Λn(I + R′n)]T −1n with R′n = Λ−1n T −1n RnTn and {R′n}nN ∈ l1.
Thus det(I + R′n) = 1 + rn = 0 with {rn}nN ∈ l1 and detΛn = (1 + sn)detCn, where
{sn}nN ∈ l1, since sn =−rn/(1+ rn). Therefore there is M > 0 such that for nN
n∏
k=N
|detΛk|M
n∏
k=N
|detCk |,
and since {Tn}nn0 ∈D1, choosing L large enough, we can also obtain that
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k=N
∥∥T −1k+1Tk∥∥=
n−1∏
k=N
∥∥T −1k+1[Tk+1 − (Tk+1 − Tk)]∥∥

n−1∏
k=N
(
1+ ∥∥T −1k+1∥∥‖Tk+1 − Tk‖) L.
Using now ‖Λk‖2 = |detΛk| we conclude that there is M ′ such that∥∥∥∥∥
n∏
k=N
Ck
∥∥∥∥∥
2

∥∥∥∥∥
n∏
k=N
Tk
[
Λk(I +R′k)
]
T −1k
∥∥∥∥∥
2
 ‖Tn‖2
∥∥T −1N ∥∥2
(
n−1∏
k=N
∥∥T −1k+1Tk∥∥
)2 n∏
k=N
|detΛk|
(
n∏
k=N
(
1+ ‖R′k‖
))2
M ′
n∏
k=N
|detCk|
for nN , and the assertion of the lemma follows from Proposition 1.1(a). ✷
The second lemma is a discrete version of a known result (see, e.g., [3], and see [8]
or [10] for the proof of this lemma).
Lemma 2.2. Let {Bn}nn0 be a sequence of d×d complex matrices, Bn →B . If {Bn}nn0∈D1 and B has d different eigenvalues µ1, . . . ,µd, then there exists n1  n0, a sequence
of diagonal matrices {Λn}nn1 ∈D1 and of invertible matrices {Tn}nn1 ∈D1 such that
Bn = TnΛnT −1n for n  n1, Λn → Λ := diag(µ1, . . . ,µd), and Tn → T , where T is
invertible and B = TΛT −1.
Proof of Criterion 1. Since discrC = 0 we can use Lemma 2.2 with Bn := Cn. Thus
the assumptions of Lemma 2.1 with Rn ≡ 0 and with n0 large enough are satisfied.
Indeed, since discrC > 0 and Cn are real, Cn and thus also Λn has two different mutually
conjugated proper values for large n and since Λn is diagonal, ‖Λn‖2 = |detΛn|. Now, to
obtain the assertion it is sufficient to use Proposition 1.1(a). ✷
Proof of Criterion 2. We proceed similarly to the previous proof, but we apply Lemma 2.2
to {Sn}nn0 instead of {Cn}nn0 . Consequently, for large n the matrix Cn can be written in
the form TnΛ′nT −1n + Rn with Λ′n = anI + pnΛn, and the assumptions of Lemma 2.1
with n0 large enough are satisfied. Indeed, Λn has two different mutually conjugated
proper values, and thus the proper values of Λ′n are also mutually conjugated, which yields
‖Λ′n‖2 = |detΛ′n|. ✷
Note that the above two criterions can be used only when C := limn→+∞Cn can be
diagonalized. The main difference is that Criterion 1 refers to the case of “non-degener-
ate”C (i.e., C has different proper values). In Criterion 2 the limit matrixC is “degenerate”
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diagonalizable C, since such “Jordan box cases” often appear when we study transfer
matrices for some Jacobi matrices (see, e.g., [12]). Unfortunately, such a kind of criterion
seems to be a much more difficult problem.
In this paper we shall use only Criterion 2, but Criterion 1 may be used, for instance, to
obtain some of the results presented in [8].
3. Spectral properties of Jα and J,α with αn = na
We shall apply now Criterion 2 to study Jacobi matrices Jα and J,α for αn = na ,
a > 0. For such examples the sequence of transfer matrices {Bn(λ)}n2 does not satisfy the
assumptions of our criterions. Thus instead of single Bn(λ)’s we shall study the products
of two neighbour Bn(λ)’s.
Proposition 3.1. Let αn = na and let {Bn(·)}n2 be the sequence of transfer matrices
for Jα or for J,α . If a ∈ (0;1), then {Bn(λ)}n2 ∈ H for all λ ∈ R \ {0}. If a = 1, then
{Bn(λ)}n2 ∈H for all λ ∈R \ [−1/2;1/2].
Proof. Observe first that by (1.2) the matricesBn(λ) are convergent to the invertible matrix( 0 1
−1 0
)
, and thus we can apply Proposition 1.1(b). Define
B˜n(λ)=
{
B2n(λ)B2n−1(λ) for Jα ,
B2n+1(λ)B2n(λ) for J,α
for n 2. By (1.2), for a ∈ (0;1] and for both Jα and J,α cases we compute
B˜n(λ)=
( −(1− 1
n
)a λ
na
−(1− 1
n
)a λ
na
−1+ λ2
n2a
)
=−I + 1
na
Sn(λ)+Rn(λ),
where
{
Rn(λ)
} ∈ l1 and Sn(λ)=
( a
n1−a λ
−λ λ2
na
)
for any λ.
Thus {Sn(λ)} ∈D1 and Sn(λ)→ S(λ), where in the case a ∈ (0;1) we have
S(λ)=
(
0 λ
−λ 0
)
and discrS(λ)=−4λ2 < 0 for λ = 0.
In the case a = 1 we have
S(λ)=
(
1 λ
−λ 0
)
and discrS(λ)= 1− 4λ2 < 0 only for |λ|> 1
2
.
Thus the assertion follows from Criterion 2. ✷
Using Proposition 3.1 and Theorem 1.2 we obtain quite strong spectral information for
a ∈ (0;1] (especially about the absolutely continuous part of the spectra). To obtain more
information and to study a > 1 we need some extra results. Below we always assume that
α is a positive sequence and  > 0.
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The above follows immediately from Janas and Naboko criterion for ‘0 ∈ σp(J )’
(see [11]), which has been easily obtained by the direct computation of the possible proper
vector for 0. It has been also proved in [5] by the use of other methods.
Proposition 3.3. σess(J,α)= σess(Jα).
Proof. Let 01 be the zero operator in lin{e1}. Let J ′α be the operator in lin{e1}⊥ given
by J ′α := UJαU−1, where U : l2(N) → lin{e1}⊥ is the unitary operator determined by
Uen = en+1 for n ∈ N. We have J,α = (01 ⊕ J ′α)+ R , where R is a two-dimensional
bounded operator, and so, using Weyl theorem and the fact that lin{e1} has finite dimension,
we obtain σess(J,α)= σess(01 ⊕ J ′α)= σess(J ′α)= σess(Jα). ✷
Before we formulate the last proposition, let us state some more notations, which
will be also used in Section 4. The space of all complex sequences we denote by
l(N), l2e (N) = lin{en: n is even} and l2o(N) = l2e (N)⊥ = lin{en: n is odd}. Thus we have
l2(N) = l2e (N) ⊕ l2o(N). For u ∈ l2(N) let ue, uo be the orthogonal projection of u onto
l2e (N) or onto l
2
o(N), respectively. Define also Ue : l2(N)→ l2e (N) and Uo: l2(N)→ l2o(N)
to be the unitary transformations determined by Ueen = e2n, Uoen = e2n−1 for n ∈N. The
transformation Cα : l(N)→ l(N) is given by (Cαu)n = (1/αn)∑nk=1 uk for u ∈ l(N), and
Cα = Cα|l2(N). Finally, let Y be the unitary transformation of l2(N) given by the formula
(Yu)n = (−1)nun for u ∈ l2(N). In this paper invertible operator has to be surjective.
Proposition 3.4. Operator Jα is invertible iff ranCα ⊂ l2(N). Moreover, if ranCα ⊂ l2(N),
then J−1α is given by the formula
J−1α u= C′αuo + (C′α)∗ue, u ∈ l2(N), (3.1)
where C′α : l2o(N)→ l2e (N), C′α =UeYCαYU−1o .
Proof. Let J = Jα . Observe first that by (0.1) and since qn ≡ 0 we have u ∈ D(J ) iff
ue, uo ∈ D(J ), and moreover, if u ∈ D(J ) then Jue ∈ l2o(N) and Juo ∈ l2e (N). Thus let
De = D(J ) ∩ l2e (N), Do = D(J ) ∩ l2o(N), let Je be the operator from l2e (N) into l2o(N)
with the domain De, Je = J |De, and let Jo be the operator from l2o(N) into l2e (N) with the
domain Do, Jo = J |Do. It follows that Ju= Jeue + Jouo for u ∈D(J ). Therefore, since
J ∗α = Jα (see, e.g., [15]), we easily obtain J ∗e = Jo, J ∗o = Je. Moreover, J is invertible iff
Je and Jo are invertible. Combining the last two facts we see that J is invertible iff Je is
invertible iff Jo is invertible, and when J is invertible, then (J−1o )∗ = J−1e .
So, it suffices to study the invertibility of Je. It will be more convenient to study
J˜e = U−1o JeUe being the operator acting in l2(N). Using (0.1) and the definition of D(J )
(see the Introduction) we obtain D(J˜e) = {u ∈ l2(N): Jeu ∈ l2(N)} and J˜eu = Jeu for
u ∈D(J˜e), where (Jeu)n = αn−1un−1+αnun for any u ∈ l(N), n ∈N, with the convention
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can be easily solved, because it can be written in the equivalent form
un = (−1)
n
αn
n∑
k=1
(−1)kvk, n ∈N.
Hence J is invertible iff J˜e is invertible iff ranCα ⊂ l2(N), and if ranCα ⊂ l2(N) then
J˜−1e = YCαY , and hence (3.1) holds. ✷
We are ready now to formulate and prove the main theorem of this paper.
Theorem 3.1. Let αn = na and  > 0.
(i) If 0 < a  1/2, then both Jα and J,α are absolutely continuous and σ(Jα) =
σ(J,α)=R.
(ii) If 1/2 < a < 1, then Jα is absolutely continuous and σ(Jα) = R; J,α is absolutely
continuous in R \ {0} and σac(J,α)=R, σp(J,α)= {0}.
(iii) (“The spectral gap case”) If a = 1, then Jα is absolutely continuous and σ(Jα) =
R \ (−1/2;1/2); J,α is absolutely continuous in R \ [−1/2;1/2], σac(J,α) =
R \ (−1/2;1/2), 0 ∈ σp(J,α), and J,α is discrete in (−1/2;1/2).
(iv) If a > 1, then both Jα and J,α are discrete, 0 /∈ σ(Jα) and 0 ∈ σ(J,α).
Proof. By [15] Jα and J,α are self-adjoint for any a > 0. Suppose that a ∈ (0;1). By
Proposition 3.1 and Theorem 1.2, Jα and J,α are absolutely continuous in R \ {0} and
σac(Jα)= σac(J,α)=R. Thus, using Proposition 3.2 we obtain both cases (i) and (ii).
If a = 1 then Proposition 3.1 and Theorem 1.2 give the absolute continuity of Jα
and J,α in R \ [−1/2;1/2] and the inclusions σac(Jα) ⊃ R \ (−1/2;1/2) ⊂ σac(J,α).
Moreover, by Proposition 3.4, Jα is invertible, since in this case Cα is the well-known
Cesaro operator. By the Hardy inequality ‖Cα‖ = 2 (see, e.g., [4] for a nice proof of this
fact), hence, by (3.1), we have ‖J−1α ‖ = 2, and thus σ(Jα)⊂ R \ (−1/2;1/2). Therefore
σ(Jα) = R \ (−1/2;1/2) and Jα is absolutely continuous also in R \ {±1/2} (since
EJα((−1/2;1/2)) = 0). To obtain our assertion for Jα in this case it would be enough
to prove that ±1/2 are not proper values of Jα . The methods presented here do not work in
this point, but we can use the results of [5], which give the absolute continuity of Jα . Now,
to obtain our claim for J,α, it suffices to use Propositions 3.2 and 3.3.
Assume now that a > 0. Observe that in this case Cα can be written in the form Cα =
KαC, where C is the Cesaro operator in l2(N) and Kα is the operator of multiplication
by the sequence {n1−a} in l2(N). Thus Kα and Cα are compact operators, and by
Proposition 3.4 J−1α is also compact. This proves that Jα is discrete. To finish the proof
of this case we have to use Propositions 3.2 and 3.3. ✷
Remarks. (i) The results of Theorem 3.1 can be extended on some cases of other α,
being in some sense perturbations of the considered case αn = na . For instance, it can
be easily checked that the assertions of this theorem remains valid if we assume that
αn = (n+ c)a with c > −1 for cases (i), (ii), and (iv), and with the stronger assumption
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we do not know whether ‖Cα‖ = 2, but since Cα = LαC, where Lα is the operator of
multiplication by the sequence {n/(n+ c)} in l2(N), we have ‖Cα‖ 2, which is enough
to obtain σ(Jα) ⊂ R \ (−1/2;1/2), and finally σ(Jα) = R \ (−1/2;1/2) (observe that
this proves that in fact ‖Cα‖ = 2, since ‖Cα‖ = ‖J−1α ‖). Note that the theorem of [5] on
absolute continuity of Jα is valid also in this case.
(ii) As follows from the proof and from Theorem 1.2, assertions (i)–(iii) can be slightly
improved by adding the information, that the absolutely continuous parts of Jα and J,α
are unitary equivalent to XR for cases (i) and (ii), and to XR\(−1/2;1/2) for case (iii).
(iii) In [5] it is shown that −J ∼ J , if qn ≡ 0. Hence the spectrum of Jα is symmetric
with respect to 0.
4. The Jacobi matrices for birth and death process
In [12] Janas and Naboko have presented the detailed analysis of the Jacobi matrices
related to some birth and death process (see also [14]). Here we denote these operators
by Ka , thus Ka is the Jacobi matrix with the weight sequence {n + a}n1 and with the
diagonal sequence {−2(n+a)}n1. We consider here a > 0 (note that in [12] also the cases
a  0 are considered). The main results of [12] are the proof of the absolute continuity
of Ka (for a  0) and a description of the spectrum of Ka . The method used there is
based on the non-trivial analysis of the asymptotic behaviour of the formal proper solutions
for Ka . The main difficulty which had to be omitted there was the appearance of the Jordan
box for the limit of transfer matrices for Ka (being also the serious problem from the point
of view of the methods presented in this paper). It turns out that the case a > 0 can be easily
studied by the use of our results from Section 3. The above difficulty does not appear here
in fact, since we do not analyze the operators Ka directly, but we use a trick from [5] with
the decomposition of the square of a Jacobi matrix with zero diagonal. We also use the
following lemma being a generalization of an idea from [5].
Lemma 4.1. Let g :R→ R be a Borel function and suppose that J,K,L are self-adjoint
operators in l2(N) such that J and L are Jacobi matrices, and
g(J )= (UeKU−1e )⊕ (UoLU−1o ).
Then EL,e1(ω) = EJ,e1(g−1(ω)) for any Borel ω ⊂ R. Moreover, if g is continuous, then
σ(L)= g(σ(J )).
Proof. Let φ :R→R be a bounded Borel function. Since Uoe1 = e1, we have∫
R
φ dEL,e1 =
(
φ(L)e1, e1
)= (φ(L)U−1o e1,U−1o e1)= (φ(UoLU−1o )e1, e1)
= (φ(UoLU−1o )e1 + φ(UeKU−1e )0, e1)= (φ(g(J ))e1, e1)
=
∫
(φ ◦ g) dEJ,e1 .R
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assertion, because e1 is a cyclic vector for any self-adjoint Jacobi matrix M , and thus
σ(M)= suppEM,e1 . ✷
Now we have all the tools sufficient to prove the following result.
Theorem 4.1. For any a > 0 the operator Ka is absolutely continuous and σ(Ka) =
(−∞;−1].
Proof. For a positive sequence α = {αn} and  > 0 let J˜α be the Jacobi matrix with
λ2n−1 = −λ2n = αn, qn = 0, and let J˜,α be the Jacobi matrix with λ1 = , −λ2n =
λ2n+1 = αn, qn = 0 for n ∈N. Let us fix αn =√n+ a,  =√a and define Jacobi matrices
La,K
′
a,L
′
a as follows:
Operator λn := qn :=
La
√
(n+ a − 1)(n+ a)
{−a − 1 for n= 1,
−2(n+ a)+ 1 for n > 1
K ′a
√
(n+ a + 1)(n+ a) −2(n+ a)− 1
L′a n+ a
{−a− 2 for n= 1,
−2(n+ a) for n > 1
The weight sequences of all the operators Ka,La,K ′a,L′a satisfy the Carleman condition∑+∞
n=1(1/|λn|)=+∞ and thus these operators are self-adjoint and essentially self-adjoint
on the domain lin{en: n ∈N} (see, e.g., [2]). Observe that
−(J˜ 2,α + I)= (UeKaU−1e )⊕ (UoLaU−1o ), (4.1)
−(J˜ 2α + I)= (UeK ′aU−1e )⊕ (UoL′aU−1o ). (4.2)
Indeed, it can be easily checked that the both equalities hold on the domain lin{en: n ∈N},
being the essential domain for the RHS of each of them and thus, since the both sides are
self-adjoint, they have to be equal. Moreover we have J˜α ∼ Jα and J˜,α ∼ J,α (since
for the zero diagonal case the Jacobi matrices having the same absolute value of the
weight sequences are unitary equivalent by a diagonal unitary transformation). Hence by
Remark (i) to Theorem 3.1, by (4.1), and by properties of the direct sum of operators (see,
e.g., [17]) Ka is absolutely continuous. Similarly, by Remark (i) to Theorem 3.1, by (4.2),
and by Lemma 4.1, σ(L′a) = (−∞;−1]. By the definitions of Ka and L′a we have L′a =
Ka +Ra , where Ra is a one-dimensional operator, and thus using the absolute continuity
of Ka and the Weyl theorem we obtain σ(Ka)= σess(Ka)= σess(L′a)= (−∞;−1]. ✷
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