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As the climate system is changing and fossil resources are diminishing, wind has emerged as an 
important source of renewable energy. However the amount of energy in the wind is sensitive to 
changes in wind speed. Projections of future large-scale circulations over Europe indicate 
potential changes, but it is still unknown if/how these changes might affect the wind energy 
availability over Europe. Estimations of changes in wind energy availability are important in 
order to assist the development of wind power industries. Projections of future climate and large-
scale circulation systems are commonly performed using global climate models (GCMs). 
However to study the effect of a change in large-scale circulation systems on the wind power 
availability, the large-scale information of the GCMs needs to be downscaled to higher 
resolutions.  
The overall objective of this dissertation is to investigate the impact of climate change on the 
future wind power potential over Europe, using an ensemble of statistically downscaled CMIP5 
Earth System Models (ESMs). For this purpose, the dissertation outlines four major parts: i) the 
development of a statistical downscaling method, ii) the evaluation of the method, iii) the 
evaluation of its driving GCMs (the ESMs) and iv) the application of the method. 
In the first part, the approach to downscale the large-scale information to the small-scale wind 
speed climatology at hub-height is developed. This is done for a specific site in the Netherlands 
(Cabauw) using long-term wind speed observations from a measurement mast, reanalysis data 
from ERA-Interim and large-scale model data from ECHAM5. The method statistically relates 
the large-scale data (the predictors) to the small-scale hub-height wind speed climate via a 
regression transfer function. In contrast to common downscaling methods, this dissertation 
develops a method based on the parameters of the probability density functions (PDFs), for 
different stability conditions separately and includes a variable evaluation prior to the selection 
of the predictors. The regression results indicate that the seasonal and diurnal conditions of the 
atmospheric boundary layer are important in defining which large-scale variables are best in 
predicting the small-scale wind climatology. During wintertime the large-scale dynamics 
typically dominate the near-surface wind speeds, hence ECHAM5 is skilful in representing the 
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hub-height wind speeds and little improvement can be brought by the statistical downscaling. On 
the other hand, during summer, ECHAM5 is not skilful in representing the hub-height wind 
speed PDF due to the rather local character of the summertime winds. However, the regression 
analysis shows that during convective summer day conditions the observed hub-height wind 
speed is strongly linked to the wind speed at higher, skilfully represented levels. The summer-
day hub-height wind speed PDF can therefore skilfully be predicted by the wind speed PDF 
parameters at 500m as the only predictors. However  this is not the case during summer nights. 
During these very stable conditions, the boundary layer is much more shallow and the regression 
analysis indicates that the addition of information on the temperature gradient between the ABL 
and above substantially improves the simulation of the observed hub-height wind speed PDFs.  
A second part evaluates whether the statistical models, which are developed in Cabauw, can be 
used at other locations in Europe. The comparison of the downscaled winds with observed near-
surface winds over Europe shows that the spatial extent of the regions in which the downscaling 
models are capable in representing observed hub-height winds, depends on the diurnal, the 
seasonal and the local conditions (like the orography and the presence of regional wind systems). 
Depending on the season and time of the day, regions in Europe are defined for which the 
downscaling model can be skilfully applied. 
Before the downscaling method is applied on an ensemble of ESMs, the ESMs are evaluated on 
their representation of the predictors (part 3). Predictors of statistical downscaling models are 
commonly derived from upper-atmospheric fields, because these variables are likely to be better 
represented by the large-scale models. Since the regression analysis on ECHAM5 (step 1) 
indicates that the near-surface fields provide the best predictors, the ESMs are evaluated on their 
representation of wind and temperature PDFs in the lower 1.5km of the atmosphere, using ERA-
Interim as the reference. This height-dependent evaluation approach of the ESMs is extra 
relevant since, compared to former generation GCMs, the resolution of the ESMs is high and 
their representation of the land-atmosphere interaction processes are described in greater detail. 
The results show that the ESMs’s wind speed and temperature variables of the lower 1.5km are 
suitable to drive statistical downscaling models over most of Europe. However some small-scale 
and large-scale biases are present. Above coastal bays and capes, small-scale biases in the ESMs 
result in unskilful wind speed PDFs up to 600m. Orography might affects wind speeds 
throughout the lowest 1.5km of the atmosphere. This is mostly the case during summer and 
daytime conditions. During winter, the small-scale biases propagate less high. With exception of 
the biases at the small scale, the surface wind speed PDFs north of 45°N are well represented by 
all the ESMs. South of 45°N, winds are affected by a large-scale bias originating from errors in 
the representation of the large-scale circulation, especially during winter. The large-scale wind 
bias is suggested to be related with a largely exaggerated latitudinal pressure gradient, leading to 
the too strong westerlies in the Northern Hemisphere mid-latitudes. On the other hand, the 
representation of the temperature PDF by the ESMs is slightly less affected by biases acting at 
the small scale. However a large-scale temperature PDF bias, related to too cold temperatures, is 
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present over the North Atlantic Ocean and the east of Europe exhibits temperatures that are too 
high in summer.  Most indentified large-scale biases are independent from height and therefore 
also adopted by downscaling models which are based on upper-atmospheric fields, underlining 
the importance of model evaluation before downscaling. 
The last part performs the statistical downscaling method using only the skilful ESM fields as 
possible predictors and focusing only at the regions where the downscaling has shown to be 
skilful. Hub-height wind speeds are downscaled for three periods: present-day (1989-2000), near 
future (2020-2049) and end of the century period (2070-2099). The hub-height wind speed PDF 
parameters are converted into power for a sample turbine and the change in power relative to the 
present-day climate is analyzed in a Bayesian ensemble approach. This probabilistic approach 
weights the participation of the ESMs in the ensemble on their bias and convergence. The 
analysis exhibits the importance of the PDF based approach. It shows that in a climate in which 
both PDF parameters increase (resulting in a wider and more symmetric PDF) the true power 
output will increase to a relatively lesser extent than expected from the change in mean wind 
speed. This is for example the case in Western-Europe during wintertime, where the expected 
change in large-scale westerly wind speeds might lead to an (insignificant) increase of power 
output of about 5%. The opposite situation is true for the Mediterranean region, where the 
decreasing PDF parameters (resulting in a more narrow and skewed PDF) have a large effect on 
the power output. In these southern regions, power outputs are expected to decrease 
(significantly) by magnitudes up to 16%. When power change estimations would be calculated 
from the change in the mean of the wind (as it is common practice), the expected decrease in the 
Mediterranean wind power output would be overestimated by almost 20% of the change. These 
inaccuracies in the estimations of the change in power output resulting from neglecting the 
changes in the PDF (its skewness and width) of the wind, are in the order of magnitude relevant 
for future wind power yield estimations. Not only the changes in the PDF of the wind speed, but 
also the form of the    curve has shown to affect the change in power output, although this is 
not significant.  
Finally a comparison of the changes in power output projections with and without the 
statistically downscaling step, indicates no substantially differences. Although the present-day 
summertime hub-height wind speed PDF is clearly improved by the downscaling, the future 
change of is not affected by the downscaling practice. This implies that at least for wind power, 
and possible other applications, the direct output of the current generation of the ESMs do not 









List of Symbols and Abbreviations 
 
 
ABL    Atmospheric Boundary Layer 
AR5 Fifth Assessment Report (of the Intergovernmental Panel on Climate 
Change) 
BADC    British Atmospheric Data Centre 
Cab_cal Statistical vertical downscaling method calibrated using the Cabauw 
dataset 
CanESM   The Canadian Earth System Model of the CCCma 
CCCma   Canadian Centre for Climate Modelling and Analysis / Canada 
CERFACS Centre Européen de Recherche et de Formation Avancée en Calcul 
Scientifique 
Ch    Chapter 
CMIP3    Coupled Model Intercomparison Project Phase 3 
CMIP5    Coupled Model Intercomparison Project Phase 5 
CNRM-CM5 Global Coupled Model version 5 of the Centre National de 
Recherches Météorologiques 
      Power coefficient 
DKRZ    German Climate Computing Center 
DT (T1000-T500)  Temperature gradient between 1km and 500m [K] 
DT (T140-T10)   Temperature gradient between 140 and 10m [K] 
DT (T500-T10)  Temperature gradient between 500 and 10m [K] 
DW (W1000-W500)  Wind speed gradient between 1km and 500m [m/s] 
DW (W140-W10)  Wind speed gradient between 140 and 10m [m/s] 
DW (W500-W10)  Wind speed gradient between 500 and 10m [m/s] 
DWD    German Meteorological Service 
ECHAM5   European Centre Hamburg Model version 5 
              The direct product of ECHAM5 
            The statistically downscaled product of ECHAM5 
ECMWF   European Centre for Medium-range Weather Forecasts 
ECMWF   European Centre for Medium-Range Weather Forecasts 
viii 
 
ESGF    Earth System Grid Federation  
ESM    Earth System Model 
            The direct product of the ESMs 
          The statistically downscaled product of the ESMs 
GCM    General circulation model 
HadGEM2-ES Met Office Hadley Centre climate model version 2 Earth System 
configuration 
IPCC    Intergovernmental Panel on Climate Change 
IPSL-CM5-MR Medium Resolution Climate Model version 5 of the Institut Pierre 
Simon Laplace 
k    Weibull shape PDF parameter 
KNMI    Koninklijk Nederlands Meteorologisch Instituut 
KS     Kolmogorov-Smirnov 
λ    Weibull scale PDF parameter 
      Bayesian model specific precision parameters (model weight) 
Lin_cal Statistical vertical downscaling method calibrated using the 
Lindenberg dataset 
LLJ     Low-level jet 
MCMC   Markov chain Monte Carlo 
MIDAS   Met Office Integrated Data Archive System 
MIROC   Model for Interdisciplinary Reseach on Climate 
MME    Multi-model ensemble 
MOS    Model Output Statistics 
MSLP    Mean sea level pressure [hPa] 
NAO    North Atlantic Oscillation  
NCC    Norwegain Computing Center 
NorESM   Norwegian Earth System Model 
PDF    Probability density function 
        Extractable power output [W] 
         Change in extractable wind power output [W] 
Q1000    Specific humidity (1km) [g/kg] 
Q140    Hub-height specific humidity (140m) [g/kg] 
Q500    Specific humidity (500m) [g/kg] 
ρ    Air density [kg/m³] 
R    Turbine rotor diameter [m] 
    
     R² adjusted 
RCM    Regional climate model 
RCP    Representative Concentration Pathway 
REA    Reliability ensemble average 
RQ    Research question 
SD09    Summer morning 9UTC 
ix 
 
SD12    Summer day 12UTC 
SVDM    Statistical vertical downscaling method (explained in Section 2.3.2) 
SDSregions   Regions in Europe for which the SVDM is applied 
SLP    Sea level pressure [hPa] 
SN    Summer night 0UTC 
θ    The multiplicative factor for the Bayesian model weights  
T10    Surface temperature (10m) [K] 
T1000    Temperature (1km) [K] 
T140    Hub-height temperature (140m) [K] 
T500    Temperature (500m) [K] 
U    Wind speed [m/s] 
UTC    Coordinated universal time 
W10    Surface wind speed (10m) [m/s] 
W1000    Wind speed (1km) [m/s] 
W140    Hub-height wind speed (140m) [m/s] 
W50    Wind speed (500m) [m/s] 
WD    Winter day 12UTC 













Abbreviations and Symbols vii 
Table of contents xi 
List of Figures xv 
List of Tables xix 
 
 
Chapter 1: Introduction ................................................................................................ 1 
1.1. Background ........................................................................................................ 2 
1.1.1. Wind climatology ....................................................................................... 2 
1.1.2. Wind speed probability density function .................................................... 5 
1.1.3. Wind power output ..................................................................................... 6 
1.2. State-of-the-art research on wind speed and wind power at climate timescales 7 
1.2.1. Historical perspective ................................................................................. 7 
1.2.2. Future climate perspective .......................................................................... 8 
1.2.3. Current limitations in research on wind speed and wind power at climate 
timescales ............................................................................................................... 10 





Chapter 2: Datasets and methodology ....................................................................... 17 
2.1. Introduction ..................................................................................................... 17 
2.2. Datasets ............................................................................................................ 20 
2.2.1. Measurements ........................................................................................... 20 
2.2.2. Reanalysis data ......................................................................................... 22 
2.2.3. General circulation model data ................................................................. 23 
2.3. Methodologies ................................................................................................. 26 
2.3.1. PDF score .................................................................................................. 26 
2.3.2. Statistical vertical downscaling method (SVDM)..................................... 27 
2.3.3. Time subsets ............................................................................................. 29 
 
Chapter 3: A new statistical approach to downscale wind speed distributions at a 
site in Northern Europe .............................................................................................. 31 
3.1. Introduction ..................................................................................................... 31 
3.2. Datasets and methodology ............................................................................... 32 
3.2.1. Datasets ..................................................................................................... 33 
3.2.2. Data treatment ........................................................................................... 33 
3.2.3. Methodology ............................................................................................. 35 
3.3. Results ............................................................................................................. 41 
3.3.1. GCM variable evaluation .......................................................................... 41 
3.3.2. PDF parameter calculation ........................................................................ 42 
3.3.3. Multiple linear regression ......................................................................... 42 
3.3.4. Application of the downscaling methodology on bias-corrected ECHAM5 
data  .................................................................................................................. 45 
3.4. Discussion: the predictability of the wind speed for nocturnal stable boundary 
layer conditions .......................................................................................................... 46 
3.5. Conclusion ....................................................................................................... 47 
 
Chapter 4: Spatial extension of the statistical downscaling approach .................... 51 
4.1. Introduction ..................................................................................................... 51 
4.2. Datasets and methodology ............................................................................... 52 
4.2.1. Datasets ..................................................................................................... 52 
xiii 
 
4.3. Results ............................................................................................................. 54 
4.3.1. The height-dependency of the SVDM performance (RQ1) ...................... 54 
4.3.2. SVDM performance of near-surface winds over Europe (RQ2) ............... 58 
4.4. Discussion: Variability in performance of the SVDM .................................... 60 
4.4.1. Height dependency of the performance .................................................... 60 
4.4.2. Diurnal atmospheric conditions ................................................................ 61 
4.4.3. Seasonal atmospheric conditions .............................................................. 61 
4.4.4. Regional winds ......................................................................................... 62 
4.5. Conclusions ..................................................................................................... 62 
 
Chapter 5: A height dependent evaluation of wind and temperature over Europe 
in the CMIP5 Earth System Models. ......................................................................... 65 
5.1. Introduction ..................................................................................................... 65 
5.2. Datasets and data treatment ............................................................................. 68 
5.2.1. Datasets ..................................................................................................... 68 
5.2.2. Data treatment ........................................................................................... 69 
5.3. Methodology .................................................................................................... 70 
5.4. Results ............................................................................................................. 70 
5.4.1. Wind speed ............................................................................................... 70 
5.4.2. Temperature .............................................................................................. 77 
5.5. Discussion and conclusions ............................................................................. 83 
 
Chapter 6: Future changes in wind power potential over Europe from a Bayesian 
Earth System Model ensemble ................................................................................... 87 
6.1. Introduction ..................................................................................................... 87 
6.2. Datasets and methodology ............................................................................... 90 
6.2.1. From large-scale to hub-height: statistical downscaling ........................... 90 
6.2.2. From Weibull PDF parameters to extractable wind power ....................... 92 
6.2.3. From multi-model projections to a PDF of change: Bayesian modeling 
methodology ........................................................................................................... 92 
6.3. Results ............................................................................................................. 96 
6.3.1. On the use of the Bayesian ensemble modeling approach ........................ 96 
xiv 
 
6.3.2. Wind speed PDF parameters under future climate ................................... 97 
6.3.3. Extractable wind power under future climate ......................................... 100 
6.3.4. Sensitivity of power change to power coefficient curve ......................... 103 
6.4. Discussion ...................................................................................................... 106 
6.4.1. Challenges of the Bayesian modeling approach ..................................... 106 
6.4.2. The advantages of modeling PDF parameters ........................................ 106 
6.4.3. Effect of statistical downscaling on the change in power output. ........... 107 
6.4.4. In relation to dynamical downscaling ..................................................... 109 
6.5. Conclusions ................................................................................................... 110 
6.5.1. Expected changes in scale, shape and power output ............................... 110 
6.5.2. Power change sensitivity to the power coefficient .................................. 111 
 
Chapter 7: Conclusions and outlook ....................................................................... 113 
7.1. Concluding summaries .................................................................................. 113 
7.1.1. A statistical downscaling approach to model hub-height wind speed PDFs
 113 
7.1.2. ESM performance near the surface ......................................................... 114 
7.1.3. Potential change in wind power output ................................................... 115 
7.1.4. Added value of statistically downscaling hub-height winds ................... 116 
7.2. Recommendations ......................................................................................... 117 
7.2.1. Is there still an added value of downscaling ESMs? ............................... 118 
7.2.2. Assess the relevant altitude(s) ................................................................. 119 
7.2.3. PDF-based power calculation ................................................................. 119 
7.2.4. On the use of Bayesian modeling ........................................................... 119 
7.3. Outlook .......................................................................................................... 120 
 








List of Figures 
 
 
Figure 1.1.     Spatial distribution of wind energy in Europe .......................................................... 2 
Figure 1.2.     Wind map of Europe ................................................................................................. 3 
Figure 1.3.     Boundary layer development scheme ....................................................................... 4 
Figure 1.4.     Diurnal cycles of wind speed .................................................................................... 5 
Figure 1.5.     Illustrative Weibull distribution PDFs ...................................................................... 6 
Figure 1.6.        and power curve for the ENERCON E-82 E2 wind turbine ............................... 7 
Figure 1.7.     Trends in the annual mean geostrophic wind speed ................................................. 8 
Figure 1.8.     Annual future changes in 10m winds simulated by CLM ...................................... 10 
Figure 1.9.     Sensitivity of the change in extractable power output and mean wind speed due to 
a change in Weibull parameters .............................................................................. 12 
Figure 1.10.   The overall structure of the dissertation ................................................................. 15 
Figure 2.1.     The overall structure of the dissertation, extended with info on the study areas, 
datasets and methods ............................................................................................... 19 
Figure 2.2.     Cabauw mast site .................................................................................................... 20 
Figure 2.3.     Lindenberg mast site ............................................................................................... 21 
Figure 2.4.     Situation of the wind speed measurement stations used in the dissertation ........... 22 
Figure 2.5.     Schematic figure the HadGEM2-ES ESM. ............................................................ 24 
Figure 2.6.     Illustrative examples of PDFs indicative for a PDF score of 0.7. .......................... 27 
Figure 2.7.     Diurnal variability in wind speed Weibull parameters ........................................... 30 
Figure 3.1.     Aggregation of the Era-Interim to the ECHAM5 for Cabauw site (red polygon). 
The cross-hatched area represents the ERA-Interim grid cells used for aggregation.
 ................................................................................................................................. 34 
xvi 
 
Figure 3.2.     PDF scores of ERA-Interim winds in Cabauw……………………………....….. 36 
Figure 3.3.     Observed and fitted Weibull PDFs in Cabauw…………………………………...38 
Figure 3.4.     PDF scores of atmospheric variables modeled by ECHAM5 in Cabauw….…….41 
Figure 3.5.     P-values of the regression diagnostics……………………………………………43 
Figure 3.6.          
  of the hub-height wind speed regression models in Cabauw………...……44 
Figure 3.7.      Anomaly of the statistically downscaled winds compared to the observations…45 
Figure 3.8.         
  of the 40m and hub-height wind speed regression models in Cabauw……..47 
Figure 4.1.     Height-dependency of the performance of the SVDM in Cabauw.. ...................... 55 
Figure 4.2.     Same as Figure 4.1, but for Lindenberg. ................................................................ 55 
Figure 4.3.     Dependency of the Weibull parameters on the skill of the SVDM.. ...................... 56 
Figure 4.4.     Dependency of the PDF width on the altitude  and skill of the SVDM ................. 57 
Figure 4.5.     Spatial variability in difference in PDF width at 10m compared to hub-height.. .. 57 
Figure 4.6.     Gridded PDF scores of the SVDM over Europe. ................................................... 58 
Figure 4.7.     Relation between of the PDF score and the station’s a) altitude, b) distance with 
the calibration station (Cabauw), c) latitude and d) longitude ............................... 59 
Figure 4.8.     Regions with PDF scores above 0.7 for each time subset and for both calibration 
SVDMs. ................................................................................................................... 59 
Figure 4.9.     The regions for which the SVDM is skilful in representing the hub-height wind 
speed PDFs during SD09, WN, SD12 and WD, defined as the statistical 
downscaling regions (SDSregions). ........................................................................ 60 
Figure 4.10.   Observed mean sea level pressure fields over Europe during winter .................... 61 
Figure 4.11.   Regional wind regimes in the Mediterranean region ............................................. 62 
Figure 5.1.     Study area with locations of the study sites indicated. ........................................... 68 
Figure 5.2.     Violin plots of the PDF scores of the 80m wind speed in the ESMs. .................... 71 
Figure 5.3.     Spatial distribution of the PDF scores of the ESMs’s wind speed at ~80m. ......... 73 
Figure 5.4.     Map of the altitude of the lowest level for which all ESMs have PDF score >0.7 
and remain >0.7 up to ~1.5km in representing the SD wind speed PDF.. ............. 75 
Figure 5.5.     Same as Figure 5.4, but for WD. ............................................................................ 76 
Figure 5.6.     Same as Figure 5.2, but for temperature. ................................................................ 77 
Figure 5.7.     Same as Figure 5.3, but for temperature. ................................................................ 79 
xvii 
 
Figure 5.8.     Same as Figure 5.4, but for SD temperature ........................................................... 81 
Figure 5.9.     Same as Figure 5.4, but for WD ............................................................................. 82 
Figure 6.1.     The performance of the ESMs before  and after downscaling in simulating the 
wind speed PDF at different heights and time subsets in Cabauw ......................... 91 
Figure 6.2.     Same as Figure 6.1, but for Lindenberg. ................................................................ 91 
Figure 6.3.     Two examples of the PDFs of Δ    , illustrative for a situation in which all model 
members agree relatively bad/well and the bias in present time is relatively 
large/small. .............................................................................................................. 96 
Figure 6.4.     Distributions of model specific precision parameters ............................................ 97 
Figure 6.5.     Lower and upper  bounds of one standard deviation of the mean ensemble change 
in λ between present-day (1979 to 2005) and near future (2020-2049). ................ 98 
Figure 6.6.     The same as Figure 6.5, but for k. .......................................................................... 99 
Figure 6.7.     Projected relative changes in λ and k between present-day (1979 to 2005) and 
future (2020-2049) period ..................................................................................... 100 
Figure 6.8.     Projected absolute       of the ENERCON E-82 E2 wind turbine, between 
present-day (1979 to 2005) and near future (2020-2049) .................................... 101 
Figure 6.9.     The same as Figure 6.8, but for the end of the century (2070-2099). .................. 102 
Figure 6.10.   Different    curves adopted from five typical operational turbines. ................... 103 
Figure 6.11.   Ensemble mean expected relative       during WD between present-day (1979 to 
2005) and near future (2020-2049) for turbines holding different    curves ...... 104 
Figure 6.12.   Hub-height wind speed PDFs of present-day and near future WD climate, with 
corresponding expected changes in power output.. .............................................. 105 
Figure 6.13.   Lower and upper bounds of one standard deviation of the mean ensemble       
during summer day, derived from four different model-ensembles ..................... 108 










List of Tables 
 
 
Table 1.1.      Overview of the advantages and disadvantages of dynamical and statistical 
downscaling approaches.......................................................................................... 13 
Table 2.1.      Specifications of the datasets used in this dissertation ........................................... 25 
Table 2.2.      Overview of the types of data used in each phases of the SVDM ......................... 29 
Table 3.1.      List of the model variables and their short names .................................................. 35 
Table 3.2.      Transfer functions for the SD, SN, WD and WN Weibull parameters .................. 42 
Table 4.1.      The input data of the SVDM used to analyze RQ1.. .............................................. 53 












The recommendations of the fifth assessment report of the Intergovernmental Panel on Climate 
Change (IPCC) are clear: “Limiting climate change will require substantial and sustained 
reductions of greenhouse gas emissions (IPCC, 2013).“ To meet the alarming predictions of the 
IPCC, the European Commission decided in 2009 on the ambitious target that all Member States 
should gain at least 20% of energy from renewable sources by 2020 (Directive 2009/28/EC, 
2009). 
Renewable energy sources include wind power, solar, hydroelectric and tidal power, geothermal 
energy and biomass. Among all, wind power is the most developed and cheapest to run. It offers 
low-emission power and can be deployed immediately within the window of opportunity 
outlined by the IPCC (EWEA, 2009). At present (end of 2013), more than 117GW of power is 
already installed in the European Union, mostly at onshore locations over Northern Germany, 
Denmark, Spain and Italy (Figure 1.1a). The European Commission states that by the year of 
2020 wind could contribute 12-14% of our electricity. To reach this target, 230GW of installed 
wind energy capacity is needed (EWEA, 2011). A substantial part of it will be installed offshore 
(~50GW), in the North and Baltic seas, British channel and at a few locations along the Atlantic 
coast (Figure 1.1.b) (Vautard et al., 2014). 
Wind energy is potentially sensitive to climate change (Hueging et al., 2013; Pryor et al., 2005a) 
and land use change (Vautard et al., 2014). During the last decades, decreases in near-surface 
wind speeds have been frequently observed (e.g., Vautard et al., 2010; Mcvicar et al., 2010; 
Najac et al., 2009; Pirazzoli and Tomasin, 2003) and also in future climate, wind speeds are 
expected to change (e.g., Brink and van den Hurk, 2007; Demuzere et al., 2009; Persson et al., 
2007; Walter et al., 2006). Since the power of the wind is extremely sensitive to changes in the 
wind climatology, more insight is needed in the wind power output under future wind climate 
conditions. 




Figure 1.1. Location of turbines (dots) and distribution of total installed power (MW/km²) for 2012 
(a) and 2020 (b), according to the European policies (Vautard et al., 2014). 
1.1. Background  
1.1.1. Wind climatology 
1.1.1.1. Spatial variability 
The height above the surface at which the turbine hub is situated is defined as the hub-height. 
The hub-height wind climatology is given by the statistics of the hub-height winds during a 30-
year period. Three major factors define the large-scale patterns of Europe’s 80m hub-height 
wind map (Figure 1.2): 
The large-scale pressure gradient between Northwestern Europe (usually Iceland) and 
Southwestern Europe (usually Azores) generates geostrophic westerly winds over 
Europe. Only above ~1km, friction with earth’s surface is negligible and winds are 
approximately geostrophic (Wieringa and Rijkoort, 1983). 
The spatial distribution of land and sea induce relatively higher winds along the 
coastlines. 
Orographic barriers such as the Alps, the Pyrenees and the Scandinavian mountain 
chain, roughen the topography and slow down the winds near the surface (Troen and 
Petersen, 1989). 
At the local scale, other specific phenomena, like föhn effects, mistrals, etc. influence the 
patterns in the wind climatology. 




Figure 1.2. Wind map of Europe for 80m wind speeds. Derived from ECMWF (European Centre for 
Medium-range Weather Forecasts) wind field data after correction for orography and local 
roughness (EEA, 2009). 
1.1.1.2. Temporal variability 
Wind speeds across Europe vary at different time scales: 
At decadal time scales wind speeds exhibit large variabilities (Bett et al., 2013). The 
decadal variability of historical wind is estimated at approximately 30% (measured as the 
standard deviation of annual wind indices) (Petersen et al., 1998). However at local 
scales this rate may vary, due to urban development or other land use changes (Schwartz 
and Elliott, 2006). 
The seasonal variations in wind speed are associated with the positive and negative 
phases of the North Atlantic Oscillation (NAO) (Yan et al., 2001). The NAO pattern is 
known to have a pronounced effect on the surface climate over Europe, especially during 
the winter season (Suselj et al., 2007), whereas during summer the regional heating will 
produce disturbances modifying the large-scale circulation (e.g. Marshall et al., 2001; 
Hurrell and van Loon, 1997; Trigo et al., 2002). 
The diurnal variability of the wind is related to the day to night cycle of the atmospheric 
boundary layer and is much more pronounced during summer compared to winter (Stull, 
1988; Wieringa and Rijkoort, 1983). 
Atmospheric Boundary Layer 
The atmospheric boundary layer (ABL) is the lowest part of the atmosphere that is directly 
influenced by the contact with earth’s surface, either by surface friction or by energy exchanges 
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(Stull, 1988). A schematic representation of the diurnal cycle of the ABL and the wind speeds 
associated within are shown in Figures 1.3 and 1.4 respectively.  
After sunrise (   in Figures 1.3 and 1.4), the sun heats the surface and causes thermal mixing. 
Due to the increasing turbulence, higher momentum from upper levels is mixed down and lower 
momentum from lower levels is transported upwards so that the wind speed decreases 
(increases) at upper (lower) levels of the mixed layer. With the reduced vertical mixing in the 
afternoon (  ), the wind speed increases (decreases) again and a small stable boundary layer 
develops at night (  ) (Brümmer et al., 2012). The formation of this stable layer decouples the 
lower and upper levels so that the surface effect is restricted to a shallow near-surface layer and 
the wind in the layer above is almost frictionless. This is mainly the cycle in winter when 
stability and ABL height do not change strongly from day to night (Brümmer et al., 2012). 
During summer, the ABL continues to grow during the day and the wind speed increases at 
higher altitudes like it does at lower altitudes (X2). With the development of a stable layer or 
inversion from below, the effect of surface friction is reduced at the upper levels or even 
stopped. The absence of friction leads to an imbalance of forces and thus to the generation of an 
inertial oscillation which causes a further increase of wind speed and can lead to the formation 
of nocturnal low-level jets at the top of the stable boundary layer (Baas et al., 2009). 
 
Figure 1.3. Boundary layer development scheme (Stull, 1988). Wind characteristics during stages X1, 
X2 and X3 are explained in the text. 




Figure 1.4. Diurnal cycles of mean wind speed at different altitudes for summer (top) and winter 
(bottom), based on 6 year of measurements, derived from averages over 10 minutes. Bars at the 
abscissa mark sunrise and sunset (Brümmer et al., 2012). Wind characteristics during stages X1, X2 
and X3 are explained in the text. 
1.1.2. Wind speed probability density function  
The standard probability density function (PDF) used to describe the wind speed is the Weibull 
PDF (Petersen et al., 1998; Burton et al., 2001; Monahan et al., 2011; Wieringa and Rijkoort, 
1983 and others). The two-parameter Weibull PDF for the wind speed (U) is defined by the scale 




























           (1.1) 
The effect of both parameters on the distribution of the winds is shown in Figure 1.5. λ is related 
to the mean and the width of the PDF, in such a way that high/low λ correspond to 
wide/compressed PDFs with high/low mean wind speeds (Wieringa and Rijkoort, 1983). k 
defines the width and the skewness of the PDF and is related to the presence of extreme wind 
events (Bett et al., 2013). The closer k approaches 1/3.5, the more the PDF approaches an 
exponential/Gaussian distribution.  




Figure 1.5. Illustrative Weibull distribution PDFs for varying the scale parameter (λ; left panel) and 
the shape parameter (k; right panel). λ and k values chosen for display reflect realistic wind speed 
PDF parameters (Bett et al., 2013). 
1.1.3. Wind power output 
The power produced by the wind turbines depends on the energy in the wind and the type of 
wind turbine. For wind speed U (unit: m/s), the extractable power output      (unit: W) of a 
turbine with rotor diameter R (unit: m), is given by  
     
 
 
        
    ,          (1.2) 
with ρ being the air density (assumed to be a constant value of 1.225kg/m³) and    
(dimensionless) the power coefficient.    defines the efficiency at which the turbine converts the 
energy in the wind into electricity. Figure 1.6 shows the power curve and turbine efficiency 
curve for a common turbine type rated at 2300kW (i.e. the ENERCON E-82 E2 wind turbine, 
with hub-heights at 78, 85, 98, 108 and 138m and rotor diameter of 82m (ENERCON, 2014)). 
The turbine starts generating power from wind speeds of about 2m/s and reaches its maximum 
power output around 14m/s or higher. To prevent a breakdown, the turbine is stopped at wind 
speeds higher than 25m/s. Consequently the power delivered by the turbine is dependent on its 
average wind speed and even more strongly on the PDF of the wind. Depending on the type of 
turbine, a small change in the upper percentiles of the wind speed distribution may have a great 
effect on the extractable power of the turbine (note the difference between the total power and 
the extractable power output of a particular turbine      )  




Figure 1.6.    curve (blue) and power curve (red) for the ENERCON E-82 E2 wind turbine.    
curve and power curve are adopted from ENERCON (2014). 
1.2. State-of-the-art research on wind speed and wind power at 
climate timescales 
1.2.1. Historical perspective  
30-year of near-surface (10m) wind observations from 822 stations in the northern hemisphere 
indicate a reduction 0.11m/s per decade (Vautard et al., 2010), which is even larger for extreme 
winds (Mcvicar et al., 2010). Comparable decreasing trends are noted by Najac et al. (2009) in 
the near-surface winds over France and also Pirazzoli and Tomasin (2003) reported decreasing 
winds, especially easterly winds, in the Mediterranean and Adriatic areas. McVicar et al. (2010) 
noticed a strong seasonal component in the decreasing wind speeds. Overall, research on 10m 
wind speed measurements over Europe notes significant decreasing trends. However to study the 
possible changes in wind power, one should look at wind speeds at hub-height, instead of 10m. 
Due to the lack of long-term hub-height wind speed observations, reanalysis data are commonly 
used as an alternative. 
In contrast to the observed 10m winds, upper-air winds calculated from sea level pressure 
gradients, and winds from weather reanalysis data, exhibit no clear trends. The 140 year of 
reanalysis wind speed data (Compo et al., 2011) do not lead to identifying a clear long-term 
trend over Europe (Bett et al., 2013). Analyzing 40 years of reanalysis data (Uppala et al., 2005) 
show a very small decreasing (increasing) trend in the annual mean geostrophic wind speeds 
over the Baltic (Mediterranean) sea (Figure 1.7), which is moreover very small compared to the 
typical inter-annual variability (Bakker et al., 2007). In the upper-air (850hPa), the NCEP-
NCAR reanalysis (Kalnay et al., 1996) wind speeds over the Baltic region, show a significantly 
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increasing trend over the period 1953-99 with the majority of the increase being associated with 
increases in the upper quartile of the wind speed distribution (Pryor and Barthelmie, 2003). 
Vautard et al. (2010) showed that upper-air reanalysis data are only little related to the observed 
stilling trend of the 10m winds. They suggest that an increase in surface roughness could explain 
between 25 and 60% of the stilling. Moreover, regions of pronounced stilling generally 
coincided with regions where biomass has increased over the past 30 years, supporting the fact 
that vegetation positively contributes to a slowing down of the 10m wind speed. 
 
Figure 1.7. Trends in the annual mean geostrophic wind speed (m/s) in the ERA40 reanalysis data of 
ECMWF. White indicates no significant trend (Bakker et al., 2007). 
1.2.2. Future climate perspective 
1.2.2.1. Wind speed 
Based on an ensemble of general circulation models (GCMs) van den Brink and van den Hurk 
(2007) studied the changes in wintertime mean sea level pressure (MSLP) over the European 
region under the IPCC A1B1 emission scenario. All GCMs reveal a zonally averaged decrease of 
MSLP towards the end of the century for latitudes north of 50°N, and all but one GCM shows an 
increase of the MSLP at 30°N. This enhanced meridional pressure gradient induces stronger 
large-scale zonal winds over Western Europe. Demuzere et al. (2009) used a weather typing 
approach to analyze the change in pressure fields of ECHAM5-MPI/OM. The GCM indicates a 
                                                   
1 The A1B scenario is a member of the A1 scenario family, which describes a more integrated world with economic 
and cultural convergence and a substantial reduction in regional differences in per capita income. The scenario is 
characterized by a future very rapid economic growth with a quick spread of new and more efficient technologies 
and a global population which reaches a peak in the mid-century of and declines thereafter. The A1 scenario is 
subdivided in three members based on their technological emphasis in the energy system: fossil-intensive (A1FI), 
nonfossil energy sources (A1T), and a balance across all sources (A1B). Important to notice is that the IPCC did not 
state that any of the scenarios were more likely to occur than others (IPCC, 2007). 
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significant increase in large-scale western circulation and anticyclonic weather types for the 
period 1860-2100 under A1B emission scenario. But not all studies indicate the increasing trend 
in large-scale wintertime wind speeds over Europe. A linear regression of the 850hPa fields from 
the Coupled Model Intercomparison Project phase 3 (CMIP3) ensemble dataset simulates lower 
wintertime wind speeds over France by the end of the twenty-first century (Najac et al., 2009). 
Also the statistical downscaling of Pryor et al. (2005) notes slightly lower mean wind speeds in 
2071–2100 relative to 1961–1990 over Northern Europe.  
Looking at regional climate models (RCMs), the models of the PRUDENCE ensemble indicate 
a possible increase in future mean wintertime wind speed. This signal is most significant in the 
areas influenced by North Atlantic extra-tropical cyclones (Rockel and Worth, 2007). 
Hennemuth et al. (2008) looked at the annual mean changes in wind speed at 10m from the 
downscaling of ECHAM5-MPIOM using COSMO-CLM for 1961-1990 against 2021-2050 and 
2071-2100. As shown in Figure 1.8, this particular combination of GCM and RCM projects a 
slight annual increase (decrease) in the surface winds in the north (south) of Europe and a 
slightly stronger increase over the Baltic and Aegean seas. The changes are more clear for the 
end of the century scenario. Similar signals are obtained using the REMO and MM5 RCMs for 
the time period 2070–2099 (Walter et al., 2006). The increase is most pronounced over the 
Baltic Sea and the North Sea. The pattern shows an increase (decrease) during winter (summer), 
which can reach to 1.0m/s in mean wind speed for the Baltic region. Others also simulated 
increasing wind speeds over the Baltic region (Persson et al., 2007), however large deviations 
are found depending on the choice of the GCM. 
Extreme wind speeds are expected to follow the trend of the mean wind speed. Brink and van 
den Hurk (2007) noted that the increased larger-scale zonal winds over Western Europe, as 
projected by GCMs, is accompanied by once-per-year exceeded wind speeds that are several 
percents higher. The amplitude of the change in the once-per-year signal is similar to the winter-
mean signal, suggesting a shift in the PDF without a change in shape (Brink and van den Hurk, 
2007). Models of the PRUDENCE ensemble indicate a similar increase in extreme wintertime 
wind speeds between 45°N and 55°N, except over and south of the Alps. It is argued that the 
changes might lead to an increase in storm surges, in particular along coastal regions of Holland, 
Germany and Denmark (Beniston et al., 2007). Najac et al. (2009) projected decrease in extreme 
wind days near the Mediterranean Sea and a slight increase in Northwestern France. Brink and 
van den Hurk (2007) suggest that this similarity between GCM and RCM wind and MSLP 
extremes only holds for the winter season. In summer, the wind extremes are often originating 
from small-scale systems, which are better resolved by RCMs than by GCMs. 




Figure 1.8. Annual mean changes in 10m winds (m/s) for 1961-1990 against 2021-2050 (left panel) and 
2071-2100 (right panel), simulated by CLM and driven by ECHAM5-MPI/OM (Hennemuth et al., 
2008).  
1.2.2.2. Wind power potential 
In a recent study of Hueging et al. (2013), wind power potential is analyzed using two RCMs. 
The RCMs project the wind power potential to increase over Northern and Central Europe, 
particularly in winter and autumn and to decrease over Southern Europe in all seasons, except 
for the Aegean Sea. Their projections show significant changes on annual average toward the 
end of the twenty-first century. An increase in wintertime wind energy over the North and a 
decline in the southeast of Europe was also indicated by respectively Pryor et al. (2005b) and 
Bloom et al. (2008). As noted by Hueging et al. (2013), other studies on wind energy potential 
commonly focus on particular regions of Europe (the British Isles, North Sea, and Scandinavia 
and/or the Baltic Sea) and consider either dynamical or empirical downscaling approaches (e.g., 
Barstad et al., 2012; Pryor et al., 2012a,b; Pryor and Schoof, 2010). However since large 
deviations exist, depending on the choice of GCM and downscaling methodology (Pryor et al., 
2012a), Pryor et al (2010) and Greene et al. (2010) emphasize that further research is needed to 
provide greater confidence in the projections in wind energy potential. 
1.2.3. Current limitations in research on wind speed and wind power 
at climate timescales 
The literature on wind climatology research is rather limited, compared to other atmospheric 
variables (e.g. temperature and precipitation). Especially in relation with wind power 
projections, there is potential to contribute to the state-of-the-art-research. Current section 
addresses the limitations in research on wind speed and wind power at climate timescales. With 
this dissertation, these shortcomings will be tackled. 
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1.2.3.1. The representation of the hub-height wind climatology  
Near-surface wind climatology studies are commonly based on the 10m wind speeds. For 
example, statistical downscaling models are typically based on observed 10m wind speeds 
(Pryor et al., 2005a; Monahan, 2012 and Curry et al., 2012), since long-term wind speed 
measurements at hub-heights are scarce. From a dynamical downscaling perspective, the near-
surface wind speed (10m) is a standard model output variable. Since hub-height wind speeds 
differ strongly from the 10m wind speeds (Figure 1.4), the 10m winds resulting from the 
dynamical and statistical techniques are commonly extrapolated to the hub-height climatology 
using the power law (Reyers et al., 2014; Hueging et al., 2013; Pryor et al., 2005a). However 
this technique has shown to be inaccurate when the atmospheric stability conditions are not 
taken into account (Hagemann et al., 2009; Lubitz, 2006). Moreover, the observed decrease in 
near-surface (10m) winds is likely to be related to changes in surface roughness (Vautard et al., 
2010), which will have less effect on hub-height winds. Therefore it is of high importance for 
wind power projection studies to focus on the hub-height and to use an appropriate methodology 
to estimate winds at this particular height. In contrast to former downscaling applications, 
current study excludes extrapolation techniques by developing a statistical method that directly 
downscales the wind speeds to the altitude of the hub-height. 
1.2.3.2. The representation of different stability conditions 
Former studies examine changes in wind power output from annual or seasonal mean outputs 
(e.g. Hueging et al., 2013; Reyers et al., 2014). However observations indicate that hub-height 
wind speeds are strongly dependent on the stability conditions in the atmospheric boundary layer 
(ABL) (Brummer et al., 2012). Current study is the first to consider the different vertical 
stability profiles by downscaling large-scale winds to the hub-height of the turbine for different 
time subsets. The different time subsets represent the moments in the diurnal/seasonal cycle in 
which the atmospheric conditions are most stable/unstable. 
1.2.3.3. The representation of the wind speed PDF 
Projections of changing extractable power output (      are commonly derived from changes in 
the climatological mean of the wind (further referred to as the ‘mean wind speed approach’). 
However since the wind speed is not Gaussian distributed and since      is strongly dedicated 
by the upper and lower percentiles of the PDF, it is inaccurate to derive      from the average 
wind speed. Therefore, current study will calculate the power output by taking into account the 
entire PDF of the wind speed. To the authors knowledge, only Pryor et al. (2005) and Reyers et 
al. (2014) have looked at the total PDF of the wind. The effect of possible future changes in the 
wind speed PDF on      and on the mean wind speed is illustrated in Figure 1.9. This sensitivity 
analysis is performed for the ENERCON E-82 E2 type wind turbine of which the    curve and 
power curve are shown in Figure 1.6.      is on the one hand calculated by the ‘mean wind 
speed approach’ and on the other hand by the more accurate ‘PDF based approach’. The bar 
plots indicate the relative change due to a 2.5% change in present-day Weibull scale (λ) and 
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shape (k) PDF parameters (in Chapter 6 it will be shown that the illustrative 2.5% change in λ 
and k is a realistic estimate for the near future). Figure 1.9 shows that changes in λ cause larger 
changes in mean wind speed and     , than changes induced by k. Changes in the PDF of the 
wind speed have more effect on      than on the average wind speed, as expected from Equation 
1.2. However, more important, the changes in      are larger when      is calculated based on 
the mean wind speed approach, than when the entire PDF is taken into account in the power 
calculation (except when λ decreases and k increases). In other words,      calculations based 
on the mean wind speed approach generally overestimate the change in     . It is interesting to 
note that increasing/decreasing mean wind speeds do not consistently cause 
increasing/decreasing      (PDF based approach), i.e. when the change in PDF is mainly caused 
by a change in the k. Changing k without changing λ, induces the inverse effect on wind speed 
compared to     . This is because a change in k is strongly related to a change in the upper and 
lower percentiles of the PDF, which are strongly affecting     . Highest wind speeds result from 
a climate with high λ and k-parameters, while highest      result from high λ and low k-
parameters. 
Figure 1.9. Sensitivity of the relative changes in extractable power output (      and mean wind 
speed (blue) due to a 2.5% change in λ (starting value for λ is 7) and k (starting value for k is 2.2). 
The relative change in      is calculated using the PDF based approach (green) and the mean wind 
speed approach (yellow). The imposed future changes and the present-day values are realistic 
estimates.      is calculated for the sample turbine presented in Figure 1.6, being the ENERCON E-
82 E2 type wind turbine. 
1.2.3.4. The need for an overall and efficient downscaling approach 
For many practical purposes, such as the estimation of wind energy yields, there is need to 
downscale the GCM information to finer scales. This downscaling can be undertaken 
dynamically or statistically. 
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Dynamical versus statistical downscaling approach 
The downscaling can be performed dynamically by a high-resolution RCM run in a limited 
domain using boundary conditions provided by the GCM simulation (Räisänen et al., 2001) or 
statistically, where a transfer function typically relates large-scale GCM climate parameters to 
the observed near surface parameter of interest (Pryor et al. 2005a). Both downscaling 
techniques have advantages and disadvantages (which are listed in Table 1.1.) and depending on 
the goal of the particular study one technique might be more suitable than the other. To get more 
insight in the climate system and to understand why some aspects of the climate may be 
changing, RCMs might be preferred. Their physically-based dynamical core basically resolves 
the synoptic patterns and physical parameterizations take care of the subgrid scale processes 
(like turbulence, radiation, convection, precipitation, and the coupling with the land surface) 
(Teixeira et al., 2008). Moreover dynamical downscaling models provide very high spatial and 
temporal information. However, when the goal of the downscaling is rather to analyze large sets 
of data, in order to estimate the uncertainty of an ensemble of predictions, a statistical 
downscaling will be more efficient. In contrast to the dynamical method, the statistical 
downscaling is relatively easy to use, can be rapidly applied to a GCM ensemble and is 
computationally inexpensive (cost efficient) (Wilby et al., 2004). 
Table 1.1. Overview of the advantages and disadvantages of dynamical and statistical downscaling 
approaches (compiled from Mearns et al., 2003, Wilby et al., 2004, Haas and Pinto, 2012) 
 Statistical Dynamical 
   
Advantages  Portability to large ensembles of 
GCM simulations (more easy to 
analyze the inter-model 
variability) 
 Fast use 
 Simplified 
 Computationally inexpensive (cost 
efficient) 
 Dynamics resolve the synoptic 
patters 
 Parameterizations account for 
subgrid scale processes 
(turbulence, radiation, 
convection, coupling with the 
land surface, …)  
 Provides very high spatial and 
temporal information 
   
Disadvantages  Stationarity assumption of the 
statistical relationship 
 Subgrid scale processes are not 
incorporated  
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Downscaling wind climatology and wind power  
Unfortunately comparative studies of both downscaling techniques for wind are scarce. Research 
in the field of wind climatology and potential power changes commonly focus on one particular 
location, using one particular combination of GCM and downscaling technique (Hueging et al., 
2013 and Reyers et al., under review). Depending on the model specifications, studies present 
differences in magnitude and sign of the changes in wind power (Reyers et al., under review). 
Therefore there is a need for an ensemble approach, in which multi-models of long-term future 
wind energy projections can be easily downscaled (Reyers et al., 2014) for a wider region. Since 
the downscaling of multiple GCMs is more efficient using statistical techniques than with the 
use of dynamical approaches, Najac et al. (2011) combined mesoscale modeling with statistical 
transfer functions to study the future change of surface winds over France. Recently Reyers et al. 
(2014) developed a statistical–dynamical downscaling approach for the regionalization of wind 
energy output over Europe, which they applied on various realizations of the Max Planck 
Institute climate model with different initializations. They conclude that the statistical–
dynamical downscaling approach is a suitable and inexpensive alternative to dynamical 
downscaling. Therefore current study applies a statistical downscaling technique to perform a 
multi-model assessment to estimate the potential change in wind power output. 
1.3. Research objectives and dissertation outline 
The general goal of this dissertation is to make multi-model ensemble projections of future wind 
power potential over Europe. The ensemble is based on the recently released Coupled Model 
Intercomparison Project Phase 5 (CMIP5; Taylor et al., 2012) Earth System Model (ESM) 
projections. The downscaling of the ESM ensemble projections will provide crucial information 
at the scale of interest for policymakers and wind industries. The projection of future wind 
power potential will enable the industries to be prepared, to some extent, on the expected 
changes in power output. For researchers in the field of downscaling, this work will provide 
insights in the use of statistical downscaling to study local climate (change). 
To reach this general goal, several specific research questions are posed, in which the current 
limitations of the state-of-the-art research (Section 1.2.3) are considered. Figure 1.10 gives a 
short overview of the following chapters of the dissertation, in relation to the specific research 
questions (RQs). 
RQ1 Can a statistical methodology be developed to downscale large-scale model information 
to the turbine hub-height wind speed PDF? (Chapter 3). 
RQ2 Can this downscaling approach be used to simulate hub-height wind speed PDFs over 
Europe? (Chapter 4)  
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RQ3 Which ESMs are skilful enough to drive the downscaling model? (Chapter 5)  
RQ4 Can the downscaled ESM ensemble be used to make probabilistic projections of the 
change in power output? How might hub-height wind speed PDFs and power output change 
under future climate conditions? Might the power output increase/decrease in some regions, and 
if so, during which seasons? (Chapter 6) 
 
Figure 1.10. The overall structure of the dissertation. Ch3, Ch4, Ch5 and Ch6 refer to the different 
chapters, in which the above listed research questions (RQ1, RQ2, RQ3 and RQ4) are studied. 
 
  









Datasets and methodology 
 
This chapter describes the main datasets and methods used in the dissertation. The datasets and 
methods will be frequently referred to along the dissertation. 
2.1. Introduction 
The overall structure of the dissertation (Figure 1.10) is extended in Figure 2.1 with the 
indications of the datasets and methods used in the analyses of each of the research questions. In 
general, the four research questions of the dissertation cover three main parts: the development, 
the evaluation and the application of a statistical vertical downscaling method (SVDM; this 
methodology is explained in Section 2.3.2). The three parts of the dissertation can be 
summarized as follows:  
Development The development of the SVDM is described for one particular location, using 
data of one particular general circulation model (GCM) (Chapter 3). 
Evaluation The evaluation part examines the spatial expansion of the SVDM to other 
locations (Chapter 4), using input data from other GCMs (Chapter 5). 
Application The application of the SVDM is performed for regions over Europe, using an 
ensemble of GCMs (Chapter 6). 
A detailed description of the datasets and methods used in each of the parts, will be given 
Sections 2.2 and 2.3. First the three parts are explained in more detail. 
The development of the SVDM (Chapter 3; development-box in Figure 2.1) is based on the 
statistical relation between large-scale model information and observations of the variable of 
interest, which is the wind speed at the typical height of a wind turbine hub. The large-scale 
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model data are derived from ECHAM5 and the hub-height wind speed observations are given by 
the meteorological mast in Cabauw (the Netherlands). In addition, ERA-Interim reanalysis data 
are used to calibrate the SVDM (note that). 
Chapter 4 (evaluation-box in Figure 2.1) evaluates the SVDM, which is calibrated in Cabauw, 
on its use at other sites. Due to the lack of hub-height long-term observations, the SVDM is 
evaluated by comparing the downscaled wind with observations from synoptic (10m) land 
surface stations in Europe. The evaluation is based on the PDF score; this metric will be 
explained in Section 2.3.1. In addition to the spatial evaluation, based on the 10m stations, a 
height-dependent evaluation is performed, using the mast data of the Lindenberg (Germany) 
station. The Lindenberg mast data are further used to evaluated the SVDM on its sensitivity to 
the calibration dataset. Therefore the SVDM is developed (analogue to the method in Chapter 3), 
using Lindenberg data for the calibration. Its results are compared to the results of the SVDM 
calibrated in Cabauw. Apart from the Lindenberg mast, no additional long-term mast data were 
found appropriate. Other wind masts in Europe are either situated in rough terrain, have a limited 
measurement period or use instruments with a temporal resolution different from Cabauw and 
Lindenberg. To summarize, Chapter 4 evaluates the use of the SVDM. Chapter 5 on the other 
hand, focuses on the evaluation of the input variables of the SVDM, given by the Earth System 
models (ESMs). The skill of the ESMs is measured with the PDF score, comparing the ESM 
data with the corresponding reanalysis data. 
In the application-part (Chapter 6; application-box in Figure 2.1) the SVDM is used to 
downscale an ensemble of ESMs to predict the hub-height wind climatology over Europe. The 
downscaling is performed for three time periods: present-day, near future and end of the century. 




Figure 2.1. The overall structure of the dissertation, as an extended version of Figure 1.10. The study 
areas, datasets and methods used in each chapter (Ch3, Ch4, Ch5 and Ch6) and research question 
(RQ1, RQ2, RQ3 and RQ4) are indicated. 
  





2.2.1.1. Cabauw mast  
The mast in Cabauw is maintained by the Royal Dutch Meteorological Institute (KNMI) and is 
located in the central river delta in the southwestern part of the Netherlands (Figure 2.4), more 
than 50km away from the North Sea (51.97°N, 4.93°E, −0.7 m a.m.s.l.). The Cabauw mast is 
chosen to calibrate the SVDM (development-box in Figure 2.1) because of its extensive and 
reliable profile dataset of the atmospheric boundary layer. It covers a time span of more than 30 
years, in which no significant changes happened to the surroundings. Moreover, the mast is 
situated in flat open grassland terrain (Figure 2.2) with environmental and meteorological 
conditions which are representative for other locations in Western Europe. Changes in surface 
elevation are at most a few meters over 20km. Near the measurement site, the terrain is open 
pasture for at least 400m in all directions, and in the WSW direction for at least 2km. Further 
away, the landscape is generally very open in the westerly direction, while the distant east 
direction is more rough (windbreaks, orchards, low houses). The distant north and south 
directions are mixed landscapes, much pasture and some windbreaks (Vermeulen et al., 2011). 
The climate is maritime with dominating southwesterly winds, especially during winter (Baas et 
al., 2009). 
 
Figure 2.2. The Cabauw mast and its surrounding (http://www.sluitertijd.org). 
The Cabauw meteorological mast provides wind speed measurements from the periods 1989 to 
1996 (as 30 minute averages) and 2000 to 2009 (as 10 minute averages) for levels of 10, 20, 40, 
80, 140 and 200m height. The measuring period was interrupted from 1997 to 2000 to perform a 
major refurbishment of the tall mast and its installations. Many studies on boundary layer 
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meteorology have been carried out using the data of this mast (van Ulden and Wieringa, 1996; 
Baas et al., 2009; Verkaik and Holtslag, 2007; Demuzere and van Lipzig, 2010a; Demuzere and 
van Lipzig, 2010b; Monahan et al., 2011). A detailed documentation on the Cabauw 
measurement site and instruments can be found on the Database of CESAR (http://www.cesar-
observatory.nl/). 
2.2.1.2. Lindenberg mast 
The evaluation of the SVDM (evaluation-box in Figure 2.1) is partly based in mast data from 
Lindenberg (Germany). The Lindenberg mast (Figure 2.3) is operated by the meteorological 
observatory of Lindenberg, which is part of the German Meteorological Service (DWD; 
www.dwd.de). The mast is located at a height of 98 m above sea level (14.3°E; 52.1°N; Figure 
2.4). The terrain south-west of the mast is flat with moderately sloping parts. It inclines in the 
northern and eastern directions and is open to the south and west. The average height of the 
surrounding is about 80m, varying between 40m and 130m above sea level. The terrain 
generally slopes down in southern and western directions. The lowlands in the south and in the 
east are approximately 40m above sea level. Lindenberg represents moderate mid-latitude 
climate conditions at the transition between marine and continental influences, with the 
dominance of south-westerly to westerly winds, which are typical for Central Europe. In other 
words, the climate conditions at the Lindenberg site are slightly more continental than at the 
Cabauw site. The Lindenberg mast provides wind measurements at heights of 10, 20, 40, 60, 80, 
and 98m, as 10-minute averages for a 11-year period between 2002-2012.  
 
Figure 2.3. Lindenberg meteorological observatory site of DWD (http://www.radiometer-physics.de). 
2.2.1.3. Synoptic land surface stations in Europe 
The spatial extension of the SVDM is evaluated (evaluation-box in Figure 2.1) using synoptic 
land surface stations over Europe. Met Office MIDAS (Met Office Integrated Data Archive 
System) held at the BADC (British Atmospheric Data Centre, http://badc.nerc.ac.uk) provides 
land surface observations for 141 stations synoptic stations in Europe (Figure 2.4), with an 
accuracy within 1 knot or 10%. The wind speed data are available as 10-minute averages, 
starting from 1990. The stations are located in open terrain at 10m above the ground. Open 
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terrain is defined as the area where the distance between the anemometer and any obstruction is 
at least 10 times the height of that obstruction. Some of the stations are located in open, leveled 
terrain. Each station is visually checked using Google-Earth for its exposure to undisturbed air 
flows. Stations installed on buildings, located over water or in the direct vicinity of buildings, 
trees or other obstructing objects are removed from the database. However, some errors in the 
wind measurements are difficult to exclude, for example errors related to changing exposure 
surrounding the station, difficulties in measuring very low wind speeds and errors related to 
calibration practices. 
 
Figure 2.4. Locations of the wind speed measurement stations used in the dissertation. Cabauw and 
Lindenberg mast stations are indicated in red, the synoptic near-surface stations are indicated in 
green. 
2.2.2. Reanalysis data 
Reanalysis data are used at two stages of the dissertation: in the development-part (Chapter 3; 
development-box in Figure 2.1) to calibrate the SVDM and as reference data in the evaluation-
part (Chapter 5; evaluation -box in Figure 2.1). The dissertation makes use of the ERA-Interim 
dataset, produced by the European Centre for Medium-Range Weather Forecasts (ECMWF), as 
reanalysis dataset. A large number of satellite observations of upper-air wind fields are 
assimilated in ERA-Interim, based on a 12-hourly four-dimensional variational analysis 
algorithm (Dee et al., 2011). It should be noted that the assimilation technique uses no low level 
or mast wind data, therefore none of the stations used to calibrate or validate the SVDM is used 
in the ERA-Interim reanalysis assimilation. The data have a horizontal resolution of 
approximately 0.75° × 0.75°, corresponding to a resolution of ~50km in meridional direction to 
~80km in zonal direction.  
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In particular for this study, instantaneous 12 and 00UTC reanalysis data are retrieved for the 
domain within 27°N – 72°N, -32°E – 35°E, for a period starting in 1979. The data describe the 
lowest 1.5km of the atmosphere, with spatially and temporally averaged model level heights 
centered at 10, 35, 72, 125, 197, 290, 407, 550, 719, 916, 1142 and 1411m. 
2.2.3. General circulation model data 
2.2.3.1. ECHAM5 
The development of the SVDM (Chapter 3; development-box in Figure 2.1) is based on large-
scale model data from ECHAM5, which is developed at Max-Planck-Institute and used in the 
Fourth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC), along 
with many other GCMs from different institutes. ECHAM5 has shown to perform well for 
Europe and unlike many other GCMs, ECHAM5 does not indicate a westerly bias in the large-
scale circulation during winter (van Ulden and van Oldenborgh, 2005; Demuzere et al., 2009).  
In particular for this study, instantaneous 12 and 00UTC ECHAM5 data are used for the period 
from 1989 to 2010 and the model grid cell covering the Cabauw site. This grid cell has a 
horizontal resolution of ~200km in meridional direction to ~150km in zonal direction. The 
1.5km lowest atmosphere is covered by 6 levels (averagely at 33, 148, 354, 632, 969, and 1354 
m). 
2.2.3.2. Earth System Models 
The Earth System Models (ESMs) are the latest realizations of Coupled Model Intercomparison 
Project (CMIP5; Taylor et al., 2012) experiments, used in the IPCC Fifth Assessment Report. 
ESMs represent many more processes than just the physical atmospheric and oceanic processes 
commonly included in GCMs. They include earth system components and processes (e.g. 
terrestrial and ocean carbon cycles) and thereby account for multiple (positive and negative) 
feedbacks in the overall system. The new generation of ESMs include more components and 
processes than the former generation of GCMs. As a consequence, the variability between the 
ESM predictions is larger. However, the increased variability does not mean that the projections 
are getting more uncertain. In contrast, the larger variability between the ESM projections is a 
better approximation to the true uncertainty, than the (underestimated) uncertainty of the former 
generation of GCMs. In other words, the extra complexity of the ESMs is necessary to 
understand the future climate as it offers a more realistic assessment of our knowledge of the 
future evolution of the climate (Collins et al., 2011). 
The ESMs are used at two stages in the dissertation. At first, the ESMs are evaluated 
(evaluation-box in Figure 2.1; Chapter 5) on their representation of the input variables of the 
SVDM. The evaluation is based on data from the historical ensemble experiment (1979-2005). 
This experiment imposes changing conditions (consistent with the observations) of atmospheric 
composition (including    ) due to the following factors: land-use, anthropogenic and volcanic 
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influences, solar forcing, emissions or concentrations of short-lived species and natural and 
anthropogenic aerosols or their precursors (Taylor et al., 2012). In other words, instead of using 
pre-determined inputs of atmospheric composition such as aerosols and greenhouse gases, the 
GCM can simulate how these components change over time in response to anthropogenic 
activity and changing climate conditions (Metoffice, 2012) (Figure 2.5). Secondly, the skilful 
represented ESM variables are used in the application-part of the SVDM (Chapter 6). In addition 
to the historical period, the application-part (application-box in Figure 2.1) is based on two extra 
time-periods, being the near future (2020-2049) and the end of the century (2070-2099) period. 
The near future and end of the century periods are forced by the RCP4.5 (Representative 
Concentration Pathway) scenario, imposing changes in emission concentrations and land use. 
The RCP4.5 scenario simulates an emission peak around 2040-2050 and stabilizes the radiative 
forcing at 4.5W/m² towards the end of the century (Brovkin et al., 2013). 
 
Figure 2.5. Schematic figure of HadGEM2-ES and the earth system interactions it represents 
(http://www.metoffice.gov.uk/research/news/cmip5). 
The six ESMs used in the ensemble of this dissertation are listed in Table 2.1, together with their 
specifications. The choice of the ESMs is similar to the ESM regarded by Brands et al. (2012); 
with the exception of MPI-ESM-LR. MPI-ESM-LR provides data only at pressure levels of 
1000 and 850hPa to describe the lower 1.5km of the atmosphere and is therefore not taken into 
account. Since at the time of analysis, no future data are available for MIROC, this ESM could 
not be used in the application-part (Chapter 6). ESM data were obtained from the Earth System 
Grid Federation (ESGF) platform gateways of the BADC (British Atmospheric Data Center) 
node and the DKRZ (German Climate Computing Center) node. Instantaneous 12 and 00UTC 
temperature and east- and westward wind records are obtained at model levels up to 1.5km. 
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Table 2.1. Specifications of the datasets used in this dissertation.  
* The model level heights shown in this table refer to the average of all model level heights over the 
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2.3. Methodologies 
2.3.1. PDF score 
Evaluation practices are performed at many stages throughout the dissertation. The standard 
measure used to evaluate is the PDF score. The PDF score is a simple and robust score 
introduced by Perkins et al. (2007) and has been frequently used in recent publications on model 
evaluation (Maxino et al., 2008; Pitman and Perkins, 2009; Mao et al., 2010; Brands et al., 
2011a, 2011b; Kjellström et al., 2010 and Devis et al., 2013).  
The score evaluates the data (typically large-scale model data) on the representation of the PDF 
of the reference data. In this way not only the performance of the model to reproduce the mean 
state, but also the frequency of occurrence of rare values is evaluated (Brands et al., 2011a). 
Evaluating climate model output based on PDFs has the major advantage that if a model is able 
to simulate the entire PDF, it demonstrates a capability to simulate values that are currently rare 
and that may become more common in future. Furthermore, establishing the skill of a climate 
model to simulate the whole PDF is a far harder test for a model than the mean and standard 
deviation (Perkins et al., 2007). Moreover, the PDF score is preferable to other types of 
evaluation methods because it is independent of the distribution. The score is suitable to 
compare variables with different distributions, for example temperature, which is considered to 
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be Gaussian, and wind speeds, which are Weibully distributed. A disadvantage of the score is 
that it does not indicate if a particular error is due to either an over- or underestimation.  
The PDF score accounts for the similarity between the modeled PDF and the reference’s PDF, as 
it calculates the cumulative minimum value of two distributions for each binned value. In a 
formula the PDF score is written as:  
                                   
 
 ,       (2.1) 
where the Z quantities are the histograms of variability and n is the number of bins in the 
histogram. PDF scores close to 0 indicate negligible overlap between the reference and the 
modeled PDF, while a score of 1 indicates two identical PDFs. Apart from precipitation-like 
mixed PDFs with clustering around zero, the PDF score is nearly perfectly linear related to the 
often used, but less evidently interpretable, Kolmogorov-Smirnov (KS) test (Brands et al., 2012).  
Perkins et al. (2007) consider variables with a PDF score below 0.7 as poorly simulated. 
Indicative PDFs for wind speed and temperature reflecting the 0.7 PDF score are shown in 
Figure 2.6. It must be recognized that yielding a PDF-score of 0.7, which is in accordance to 
Perkins et al. (2007) applied as threshold in this dissertation, does not necessarily imply that the 
large-scale model performs well. For example, in the context of statistical downscaling, a PDF-
score of 0.7 does not necessarily mean that the large-scale model performs sufficiently well to be 
downscaled without prior correction of the bias (Demuzere et al., 2009; Brands et al., 2011). 
Figure 2.6. Illustrative examples of PDFs of large-scale data (dashed) and reference data (full) for a 
typical Weibull wind speed (m/s) PDF (left) and a typical Gaussian temperature (°K) PDF (right), 
indicative for a PDF score of 0.7. 
2.3.2. Statistical vertical downscaling method (SVDM) 
In general, the SVDM is based on the MOS (Model Output Statistics) technique (Kaas et al., 
1996; de Rooy and Kok, 2004; Pryor et al., 2005a; Klink, 2007; Manahan, 2012), describing the 
relation between large-scale and small-scale data. This relation, represented by a transfer 
function, is calibrated using observations (small-scale) and reanalysis data (large-scale). The 
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transfer function is applied using GCM data as the large-scale input to predict the small-scale 
data.  
In more detail, the SVDM is based on a three-phase analysis. Table 2.1 gives an overview of the 
types of data used in each of the phases. For illustrational purposes, the specifications on the 
data used in the SDMS development of Chapter 3 are indicated in the table. 
Phase 1: GCM model evaluation 
In the GCM model evaluation phase (notice the difference between the evaluation of the GCM 
and the evaluation of the SVDM), the GCM which will be downscaled is evaluated on its 
representation of the input variables of the transfer function. Many large-scale variables from 
different levels are considered as possible input variables (predictors) of the transfer function, 
for example temperature, specific humidity, wind speed, etc. (the complete list of variables is 
given in Table 3.1). In current section, this list of variables is summarized as ‘variables’. The 
evaluation of the GCM variables is based on the representation of the PDF of the variables, by 
calculating the PDF score between the GCM variables and the corresponding reanalysis 
variables. The evaluation-phase indicates which GCM variables badly capture the statistical 
behavior of the corresponding reanalysis variable. Those variables are excluded from the further 
analyses. The skilfully represented variables are defined ‘possible predictors’.  
Phase 2: Multiple linear regression with Monte Carlo cross-validation 
In the second phase, the observation and reanalysis data are randomly divided in 2/3rd of 
calibration and 1/3rd of validation period. For the calibration period, the possible predictors 
remaining from the evaluation-phase are used in a stepward regression analysis to select the 
predictor(s) which best explain(s) the variability in the small-scale observations (defined as ‘best 
predictors’). Therewith, a (multiple) linear transfer function between the predictor(s) and the 
observations (predictand) is derived (Wilby et al., 2004). Both the predictors and predictands are 
given by their PDF parameters. The transfer function between predictor(s) X1, X2 and 
predictand Y is typically of the form: 
                                  (2.2) 
with i going from 1 to n (sample size) and ε being the unexplained variation in   . The transfer 
function is derived by estimating its coefficients (β-values) based on the least squares method. 
This transfer function is used on the validation period to estimate the predictands, which are then 
compared with the corresponding observed data. A Monte Carlo cross-validation analysis is 
performed by iterating the analysis for multiple random resamplings of calibration and 
validation periods. 
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Phase 3: Transfer function application on the bias corrected GCM 
Once the transfer function is calibrated on the reanalysis data, the transfer function is applied on 
the GCM by using GCM data as the best predictors in the transfer function. The GCM predictors 
are first corrected for their bias relative to the reanalysis data. Afterwards the transfer functions 
are applied on the bias-corrected GCM data to obtain the statistically downscaled GCM wind 
speed PDF parameters. 
Table 2.2. Overview of the types of data used in each phases of the SVDM, with the specifications of 
the input data of Chapter 3. 
Type of data Role in the SVDM In particular for Chapter 3 
 (this column differs from  
chapter to chapter) 
Observations  Predictand (Phase 2)  Hub-height wind speed scale (λ) and 
shape (k) PDF parameter in Cabauw 
Reanalysis  Variables (Phases 1) 
 
 ERA-Interim variables for Cabauw 
grid cell, aggregated to ECHAM5 
grid  
  Possible predictors (Phase 2) 
 
  Best predictors (Phase 2) 
 
GCM  Variables (Phases 1) 
 Best predictors (Phase 3) 
 ECHAM5 variables for Cabauw grid 
cell 
 
The abbreviation ‘SVDM’, often cited through the dissertation, refers to this three-phase 
analysis. It is important to note that the SVDM is used in different chapters of the dissertation, 
each time with different specifications on the input datasets, the considered time periods and the 
study areas. In other words, the input data of the SVDM (shown in the left column of Table 2.2) 
varies from chapter to chapter. 
2.3.3. Time subsets 
As it has been shown in Figure 1.4, the wind speed in the lower part of the ABL describes a 
rather complex diurnal cycle. To fully account for this complexity, the SVDM should be 
performed separately for each moment in time. Since this is not feasible in the scope of this 
dissertation, the complexity of the diurnal cycle is taken into account as much as possible by 
performing the SVDM on the moments of the day/season at which the wind speed behavior is 
most extreme. From the hub-height diurnal cycle of λ and k (the wind speed distribution 
parameters) in Figure 2.7 it can be seen that λ and k are maximal around 0UTC in summer and 
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winter and minimal around 9UTC and 12UTC for respectively summer and winter. For this 
reason, each analysis in this dissertation is performed on the following five time subsets:  
 summer morning 9UTC (SD9) 
 summer day 12UTC (SD12) 
 summer night 0UTC (SN) 
 winter day 12UTC (WD12) 
 winter night 0UTC (WN), 
in which summer is composed by the months May to September and winter is covering the 
months November to March.  
 
Figure 2.7.Diurnal variability in wind speed scale (upper) and shape (lower) Weibull parameters for 
summer (red) and winter (blue). The parameters are average values for the observed 140m wind 






A new statistical approach to downscale 
wind speed distributions at a site in 
Northern Europe 
 
This chapter describes the development of the SDM for the calibration site in Cabauw 
(development-box in Figure 2.1). It has been published as: Devis A., N. P. M. van Lipzig and M. 
Demuzere (2013), A new statistical approach to downscale wind speed distributions at a site in 
Northern Europe, J. Geophys. Res., 118 (5), 2272-2283, doi: 10.1002/jgrd.50245. 
3.1. Introduction 
The current state-of-the-art of general circulation models (GCMs) are getting more and more 
realistic in simulating synoptic-scale systems which allows for the assessment of trends in 
atmospheric variables. For example, Demuzere et al. (2008) and Donat et al. (2010) found an 
increased frequency of westerly flow during winter over Central Europe based on present-day 
and future IPCC SRES A1B scenarios with ECHAM5. But since typical horizontal and vertical 
resolutions of the climate models are very coarse, many practical purposes, e.g. wind power 
estimations, require to downscale GCM information to finer scales. Downscaling can be 
undertaken dynamically, by using a high-resolution (typically 20–50km) regional climate model 
(RCM) with boundary conditions provided by the GCM simulation (Räisänen et al., 2004), or 
statistically. In contrast to the dynamical method, the statistical downscaling is relatively easy to 
use and can be rapidly applied to an ensemble of GCMs (Wilby et al., 2004). The performance 
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of the statistical technique has shown to be comparable to the dynamical modeling (Kidson and 
Thompson, 1998; Solman and Neñez, 1999 and Schoof; Pryor, 2001). 
In particular for wind, various types of statistical models have been used, such as the weather 
typing approach (Salameh et al., 2009; Minvielle et al., 2011), the neural networks (Sailor et al., 
2000) and the MOS technique (Model Output Statistics) (Kaas et al., 1996; de Rooy and Kok, 
2004; Pryor et al., 2005a; Klink, 2007; Manahan, 2012). These techniques have been used at 
both short-term time-scales (de Rooy and Kok, 2004; Salameh et al., 2009; Howard and Clark, 
2007; Sloughter et al., 2010) and at climate time-scales (Kaas et al., 1996; Sailor et al., 2000; 
Pryor et al., 2005a; Klink, 2007; Minvielle et al., 2011; Manahan and He, 2011; Curry et al., 
2012: van der Kamp et al., 2012).  
This chapter develops a MOS (model output statistics) approach to downscale GCM model 
output to the small-scale wind speed at the hub-height. The MOS technique developed and 
applied in this chapter, is equal to the statistical vertical downscaling method (SVDM) 
introduced in Chapter 2. The downscaling approach is based on the statistical relationship 
between small-scale and large-scale circulation variables (Glahn and Lowry, 1972). The transfer 
function, relating the large scale and the small scale, is derived using a multiple linear regression 
method. The linear regression approach is the most simple statistical technique to implement and 
when used with an appropriate cross-validation, it produces statistically robust prediction models 
(Monahan, 2012). In contrast to the common MOS studies, which focus on downscaling time 
series (daily values), the regression is performed on the first and the second moment of the 
probability distribution functions (PDFs). The direct use of daily wind speeds in the regression 
technique of the SVDM would not agree with the regression assumptions with regard to the 
homoscedasticity and the normality of the residuals (Kutner et al., 2005). Moreover, Pryor et al. 
(2005a) favor the downscaling of PDF parameters because i) GCMs have difficulties in 
reproducing the time structure of geophysical parameters and ii) the needs of user communities 
require a description of the PDF of wind speed.  
Section 3.2 gives a thorough description of the datasets and methods. It presents the predictor 
selection method and the multiple regression approach of the SVDM. The results of the 
downscaling of the hub-height wind speed is shown in Section 3.3. Section 3.4 discusses the link 
between the predictability of the wind speed and the atmospheric boundary layer (ABL) 
development throughout the day. The conclusions are summarized in Section 3.5. 
3.2. Datasets and methodology 
The SVDM developed in this chapter, downscales GCM output to a specific location in the 
Netherlands where wind speed mast measurements are available. To do so, a third dataset that 
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acts as a "bridge" between the GCM and the point observations is required. This third dataset is 
reanalysis data. The reanalysis data are useful because it shares characteristics of both the GCM 
and observations. The reanalysis is a real-weather historical dataset that correlates well with the 
observations at hourly to monthly time scales. Therefore it is appropriate for developing linear 
relationships to the observations. The GCM output on the other hand cannot directly be used for 
developing linear relations between its output data and observations because it is an independent 
climate simulation that is uncorrelated to observations on hourly to monthly time scales (aside 
from the seasonal and diurnal cycles). Like the GCM, the reanalysis is a gridded dataset (and at 
matching resolution once it is aggregated to the GCM grid), and is built using a model similar to 
the GCM. Therefore it is likely that a transfer function that is developed between the reanalysis 
and observations, for variables that show similar behavior in both the GCM and reanalysis, can 
be applied to relate GCM output to the observations.  
3.2.1. Datasets 
The presented SVDM is in principle applicable to observations, reanalysis and GCM data of 
every kind. ECHAM5 data (Section 2.2.3.1) are used because this GCM has shown to perform 
well for Europe (van Ulden and van Oldenborgh, 2005). The same is true for the ERA-Interim 
reanalysis data (Section 2.2.2) (Dee et al., 2011). The observation data are given by the wind 
speeds at 140m altitude (which is in the reminder of Chapter 3 referred to as ‘hub-height’), 
measured by the meteorological mast of Cabauw (Section 2.2.1.1). The Cabauw mast is situated 
in an open grassland terrain in the Netherlands and its environmental and meteorological 
conditions are representative for other locations in Western Europe.  
3.2.2. Data treatment 
The 0.75° resolution grid of the reanalysis dataset is aggregated to the ECHAM5 grid cell 
covering the Cabauw study site (4.69°E-6.56°E, 50.36°N-52.23°N) (Figure 3.1). The 
aggregation uses the weighted average of the ERA-Interim grid cells which are covered by the 
ECHAM5 grid cell, proportional to their overlapping area with the ECHAM5 grid cell.  




Figure 3.1. Aggregation of the Era-Interim grid cells (black dotted lines) to the ECHAM5 grid cell 
covering the Cabauw site (red polygon). The cross-hatched area represents the ERA-Interim grid 
cells used for aggregation.  
The model levels of ERA-Interim and ECHAM5 have been interpolated to 10, 140, 500 and 1km 
for temperature and wind speed, and to 140, 500 and 1km for specific humidity. These levels are 
chosen because they describe different atmospheric conditions in the ABL and the free 
atmosphere. Temperature and specific humidity are interpolated using a linear profile. The 
interpolation of the wind speed at level z is based on the power law, which is commonly used for 
wind (Archer and Jacobson, 2005; Pryor et al., 2005a) and is typically written as 
           
 
    
 
 
 .            (3.1) 
However, in contrast to most previous studies, we do not consider the friction coefficient α as a 
constant value. For each z-level α was calculated by using the two closest model levels that 
bracket the z-level: 
  
                 
                
           (3.2.) 
By doing so, we take into account the variability of α in time and height due to a change in 
surface roughness and in atmospheric stability (Holt and Wang, 2011). After the interpolations, 
temperature and wind speed are used to calculate gradients between 140m - surface, 500m – 
surface and 1km – 500m. The model variables used in this study are listed in Table 3.1. 
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The ERA-Interim and ECHAM5 datasets are split in the following four subsets: summer day, 
summer night, winter day and winter night, which will hereafter be abbreviated as respectively 
SD, SN, WD, WN, whereby summer is composed by the months May to September, winter is 
covering the months November to March, and day and night being respectively 12UTC and 
00UTC. Because of the strong diurnal and seasonal dependency of the wind speed 
characteristics, the statistical downscaling is performed for each subset separately.  




The SVDM development is based on an empirical relationship between observed local-scale 
hub-height wind speed PDF parameters (predictands) and the PDF parameters of large-scale 
atmospheric variables (predictors). The transfer function is derived using ERA-Interim data 
aggregated to the ECHAM5 grid cell. To select the predictors, the GCM output is compared to 
the reanalysis data which is aggregated to the GCM grid. Only those variables for which the 
GCM represents the statistical behavior of the corresponding reanalysis variable are used in the 
development of the transfer function. The underlying idea is that variables which are skilfully 
simulated for the present-day climate are more likely to be skilfully predicted for the future, the 
same is true for a statistical downscaling model based on these variables. Once the statistical 
downscaling model is derived, it is applied on ECHAM5 data that have been bias-corrected 
relative to ERA-Interim data aggregated to the ECHAM5 grid cell. As the predictors are selected 
after they were evaluated, the bias which needs to be corrected for is small. 
3.2.3.1. Reanalysis wind speed validation 
Since the transfer function of the SVDM is developed using data from ERA-Interim, the 
accuracy of the reanalysis data should first be examined. The validation is done for each 
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measuring height of the Cabauw mast (notice that current chapter focuses on the 140m level), by 
calculating the PDF scores comparing observed winds with winds from ERA-Interim. The 
results in Figure 3.2 indicate that the reanalysis data matches the observed wind speeds very well 
during daytime. During nighttime, the performance of the reanalysis data is more height 
dependent and the overall performance is slightly lower, especially during summer night. 
However, the PDF score is for each level and each time subset still above the 0.7 threshold. 
 
Figure 3.2. PDF scores comparing ERA-Interim wind speed with observed wind speed in Cabauw 
during summer day (SD12), summer night (SN), winter day (WD) and winter night (WN). 
3.2.3.2. ECHAM5 variable evaluation 
Current section is analogue to the GCM-model evaluation (phase 1) as described in the general 
methodology (Section 2.3.2). GCM output is commonly evaluated based on their capability in 
simulating the mean and standard deviation. But as the statistical downscaling is based on PDFs, 
the GCM is required to be skilful in simulating the entire PDF. Evaluating GCM output based on 
PDFs has the major advantage that if a GCM is able to simulate the entire PDF, it demonstrates a 
capability to simulate values that are currently rare and that may become more common in 
future. Furthermore, establishing the skill of a climate model to simulate the whole PDF is a far 
harder test for a model than the mean and standard deviation. Thus by succeeding in such a test, 
we might have more confidence in projections made with this model (Perkins et al., 2007).  
The evaluation of ECHAM5 is performed against the ERA-Interim reanalysis data aggregated to 
the ECHAM5 grid cell and makes use of the PDF score (Section 2.2.1) suggested by Perkins et 
al. (2007). Variables with scores beneath the 0.7 threshold are excluded from the analysis. It 
must be noted that since reanalysis data are not necessarily the truth (especially in case of wind 
speed in the lower atmosphere), this statistical evaluation analysis cannot blindly be regarded as 
a true evaluation of the ECHAM5 output. A true evaluation would need observational data. 
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Observations are not used in the evaluation because they are not available for all variables and 
because of the scale difference between the local-scale site observations and the large-scale grid 
cell of the GCM. The GCM is not supposed to be skilful at point scale, it should be skilful at the 
scale of the area of the GCM grid cell. Moreover, as the development of the SVDM is based on 
reanalysis data, the GCM predictors used in the model should resemble the reanalysis data and 
not the observations. Therefore the statistical downscaling is performed on the variables which 
are evaluated based on the aggregated ERA-Interim data. 
3.2.3.3. PDF parameter calculation 
Only those variables which are skilfully represented by ECHAM5 are used in the linear 
regression analysis. As the regression is based on PDF parameters, the datasets of the 
predictands and possible predictors need to be divided in samples, for which the PDFs are fitted 
and their parameters are estimated. The number of samples is a trade-off between the strength of 
the regression analysis and the precision of the PDF parameter estimation. The more samples are 
used in the regression, the stronger the analysis will be. However the more samples are derived 
from the dataset, the less records are available to be used to fit the PDF of each sample, and 
hence the more difficult it is to find a fitting PDF. According to the statistical test of Cohen et al. 
(2003) the minimum required sample size for a multiple regression with 2 predictors is 33 
records (using 0.05 as desired probability level, 0.33 for the moderate anticipated effect size and 
a statistical power level of 0.8). Consequently, the subsets are divided into 72 samples, each 
containing 38 records (approximately 1.25 month), so that within each sample the records are at 
successive points in time. 
For each sample, the best distribution (which can be for example Gaussian, Weibull, Gamma, 
etc) is fitted and its parameters are estimated, according to the maximum-likelihood method. The 
best distribution is defined as the distribution for which the Kolmogorov-Smirnov (KS) 
goodness-of-fit test is the most significant. When the significance level is below 0.05, no fitting 
PDF is found. If no fitting PDF is found, a Box-Cox power data transformation (Box and Cox; 
1964) is applied as an effort to convert the data to a Gaussian distribution. For the variable X, 
the Box-Cox power transformed variable X' is defined as 
   
      
 
                                   
                                                        (3.3) 
  is chosen as the value for which the KS-test of the Gaussian fit to X' is the most significant. If 
after transforming the data, no fitting PDF is found, the variable is excluded from the further 
analyses.  
The standard PDF used for wind speed is the Weibull PDF (Petersen et al., 1998; Burton et al., 
2001; Monahan et al., 2011; Wieringa and Rijkoort, 1983 and others), defined by the scale (λ) 
 Chapter 3  
38 
 
and the shape (k) (Section 1.1.2). The Weibull distributions fit closely to the observed PDFs for 
the daytime hub-height (140m) wind speed (Figure 3.3), but for the nighttime hub-height wind 
speed, the observed PDF has a broader range and is more skewed than the Weibull PDF 
(especially during winter). This results in an underestimation of the probability of the relatively 
strong wind speed during the winter night. He et al. (2010) suggest that this underestimation of 
the nighttime skewness of the PDF is related to a stronger relation between the skewness of the 
wind speed PDF and the surface buoyancy flux during stable (nightly) stratifications than during 
unstable (daily) stratifications, especially over rough surfaces. As Cabauw is situated in open 
grassland terrain, the Weibull PDF is still adequate in fitting the observed wind speed 
distribution, however the fit is better during day than during night. 
 
Figure 3.3. Frequency distribution plots (full lines), fitted Weibull PDFs (dashed lines) and the 
estimated λ and k of observed 140m wind speeds (in m/s) at Cabauw for SD (green), SN (red), WD 
(black) and WN (blue).  
As seen from Figure 3.3 the hub-height wind speed characteristics are strongly dependent on the 
season and the time of the day, with generally stronger wind speed during winter than during 
summer and stronger during night than during day. To capture the strong diurnal and seasonal 
variation in wind speed distribution characteristics properly we perform the statistical 
downscaling for each time at which the observed Weibull parameters (λ and k) are reaching their 
minimal and maximal values. For WD, WN and WN, the extremes in λ and k occur at 00 or 
12UTC. Only for SD, the Weibull parameters reach their minimum around 9UTC. During SD λ 
and k at 9UTC are downscaled using an ERA-Interim training dataset of 12UTC. 
3.2.3.4. Multiple linear regression with Monte Carlo cross-validation 
Current section is analogue to phase 2 as described in the general methodology (Section 2.3.2). 
The observational, the ERA-Interim and the ECHAM5 datasets are divided in a calibration and a 
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validation period. The calibration period needs to be long enough to cover different kinds of 
weather situations, and simultaneously the validation period should be long enough to skilfully 
test the quality of the model (in different types of situations). Therefore each of the four subsets 
are randomly divided in 2/3rd of calibration and 1/3rd of validation period. This corresponds to 
48 samples for calibration and 24 samples for validation. The random division in calibration and 
validation periods, unlike to the chronological division, ensures that both periods do not 
climatologically differ, reduces autocorrelation within the calibration dataset during the linear 
regression analysis and will more likely result in a calibration period which describes a larger 
range of data, which will therefore be better in predicting extreme situations. The disadvantage 
of the random division in calibration and validation samples implies that the two datasets are 
more dependent on each other. 
The transfer function of the linear regression is derived from the calibration dataset. The 
function describing n samples of the dependent variable Y (represented by λ and k of the 
observed wind speed) with predictors    and    (represented by the PDF parameters of the 
reanalysis variables) is: 
                                  (3.4) 
with i going from 1 to n and ε being the unexplained variation in the dependent variable. To 
decide upon which variables are used as predictors a forward stepwise selection is carried out, 
using a significance level of 0.05. Because complex models are to be avoided, a predictor is only 
allowed to the model if it causes the R² adjusted (    
 ) to increase.     
  is a modification of R² 
which, besides measuring the percentage of explained variance, adjusts for the number of 
explanatory variables in the model). For one predictor in the model     
  is equal to the 
determination coefficient R². 
    
            
   
     
 ,          (3.5) 
where p is the total number of predictors in the linear model (not counting the constant term), 
and n is the sample size (Kutner et al., 2005). 
The assumptions of the multiple linear regression technique are verified using the Durbin-
Watson test (for independency of the residuals), the Breusch-Pagan test (for the 
homoscedasticity) and the Shapiro-Wilk test (for the normality of residuals). The adopted 
significance level for the p-value of the test-statistics is 0.05. For a more detailed description on 
the forward stepwise selection methodology and the regression assumptions the reader is 
referred to Kutner et al. (2005). 
When the test-statistics indicate that one or more of the assumptions are not met, the data are 
qualitatively checked by visualizing the residuals in terms of time, time lags, estimated values, 
observed values, etc. If possible, the data are adjusted (using outlier-treatments, transformations, 
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etc.), and the stepwise regression method is performed again. If not, the 'bad' predictor 
combination is excluded before restarting with the stepwise regression.  
The performance of the predictive model is estimated by applying the Monte-Carlo cross-
validation to the linear regression. In other words the random sub-sampling in a calibration and a 
validation period is iterated 50 times. For each random split, the regression model is fit to the 
calibration data and the predictive accuracy is assessed using the validation data. The results are 
then averaged over the splits. Averaging the quality of the predictions across the validation sets 
yields an overall measure of prediction accuracy (Picard and Cook, 1984). 
3.2.3.5. Application of the downscaling methodology on bias-corrected 
ECHAM5 data 
Current section is analogue to phase 3 as described in the general methodology (Section 2.3.2). 
The downscaling model is applied for each subset on the distribution of the validation period 
(900 random selected days covering 1/3th of the total period). The predictors of the model are 
given by the PDF parameters of the ECHAM5 variables. To optimize the result of the 
downscaling the difference between the ECHAM5 PDF parameters and the ERA-Interim PDF 
parameters is removed before performing the downscaling on ECHAM5. For predictor X, being 
a PDF parameter of the variable of interest, the bias of ECHAM5 is corrected by: 
                                 (3.6) 
Where     is the ECHAM5 predictor after bias-correction,        is the ECHAM5 predictor 
before bias-correction and     is the ERA-Interim predictor, aggregated to the ECHAM5 grid 
cell. 
To summarize, the three phases of the SVDM, are applied as follows: 
Phase 1.  Compare 00/12UTC GCM output to 00/12UTC reanalysis output (aggregated 
onto the GCM grid), to see which GCM variables best capture the statistical behavior of the 
corresponding reanalysis variables. Select the possible predictor variables.  
Phase 2.  Use the selected variables in the reanalysis (aggregated onto the GCM grid) 
during a calibration period as predictors, and the mast-observed hub-height wind speed during 
the calibration period as predictand, in a MOS technique to develop a multi-linear transfer 
function for the probability distribution parameters. Perform a Monte-Carlo cross-validation. 
Phase 3.  Bias-correct the selected predictors in the GCM relative to the reanalysis 
(aggregated onto the GCM grid), using the bias between those two datasets during the validation 
period. Apply the multi-linear transfer function to the bias-corrected GCM predictors during a 
validation period, and compare to mast observations during the validation period. 




3.3.1. GCM variable evaluation 
ECHAM5 represents the ERA-Interim PDF of sea level pressure and those of specific humidity 
and temperature at 10m, 140m, 500m and 1km very well (Figure 3.4). Near the surface, the 
performance is slightly better during the day than during the night. Although the distributions at 
the different levels are well represented, the PDFs of the derived vertical gradients are not good. 
This is attributed to the fact that the PDF of the gradient is not plotted as the difference between 
the two PDFs, yet it is the PDF of the difference between two levels in the atmosphere. Hence, 
having similar PDFs for ECHAM5 and ERA-Interim temperature variables does not necessarily 
mean that the individual records, and consequently the PDFs of the temperature gradients are 
similar. Additionally, the bad representation of the nightly vertical gradients can also be 
attributed to the fact that the boundary layer is shallower. Vertical gradients crossing the top of 
the boundary layer are found to be more difficult to represent. ECHAM5 is able to represent the 
ERA-Interim PDF of the wind speed at each level during winter. During summer, the wind 
speed at higher levels in the atmosphere (500m – 1km) is skilfully represented, but the near-
surface (10 - 140m) wind is not. The representation of the near-surface wind is worse for SN 
than for SD.  
 
Figure 3.4. PDF score for summer (left) and winter (right) day, (grey) and night (black) comparing 
ERA-Interim and ECHAM5 PDFs for the atmospheric variables. The variables with PDF score lower 
than 0.7 are considered as being unskilfully represented by ECHAM5 and are therefore not taken 
into account in the multiple linear regression analysis. Unskilful variables are indicated using '*' and 
'°' for respectively day and night variables. 
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3.3.2. PDF parameter calculation 
Sea level pressure, temperature and specific humidity variables are approximately Gaussian 
distributed, wind speed is shown to be Weibull distributed and variables describing gradients of 
temperature and wind speed are best represented by a Gamma PDF. The variables for which no 
suitable theoretical PDF is fitted (p-value<0.1), even not after transforming the data, are SD DT 
(T1000-T500), SN DT (T150-T2) and WN DT (T150-T2), DT (T500-T2) and DT (T1000-
T500). The skewness of these distributions is too strong to be skilfully fitted. Therefore these 
variables are not taken into account in the linear regression method.  
3.3.3. Multiple linear regression 
The regression analysis is performed using the PDF parameters of the hub-height (140m) wind 
speed as predictands. It results in a transfer function of 1 or 2 selected predictors for each 
predictand (Table 3.2). More than 2 predictors are found to be inappropriate. For those 
predictands which have transfer functions based on 2 predictors, the transfer function using only 
one (the best) predictor is also analyzed.  
During winter, the ERA-Interim wind speed PDF parameters at hub-height averaged over the 
size of the ECHAM5 grid box (~25,000km²) are the best predictors to model the observed 
Cabauw wind speed PDF parameters at hub-height. During summer, ECHAM5 is not able to 
represent the ERA-Interim wind speed PDF at hub-height adequately. In contrast to the winter, 
the large-scale hub-height wind speed PDF parameters cannot be used as predictors. The 
regression analysis reveals that the large-scale ERA-interim wind speed PDF parameters from 
higher (skilfully represented) levels (500m – 1km) are skilful predictors for the hub-height wind 
speed PDF parameters during summer. 
Table 3.2. Transfer functions for the SD, SN, WD and WN Weibull scale (λ) and shape (k) 
parameters.  
 
The boxplots in Figure 3.5 show the p-values of the diagnostic tests for the selected models 
performed on 50 random samplings of the calibration period. The testing on different sets of the 
calibration period, checks the dependency of the test-statistics on the assumptions of the period 
considered. The boxplots of the diagnostic tests have a reasonable large range, indicating that the 
skill is not independent of the period selected. Nevertheless, the 0.05 significance level is in 
most cases still below the 1.5 inter-quantile-range of the lower quantile, suggesting that the 
tested assumptions for the selected models are met at significance level of 0.05. Regarding the k-
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parameter during SN, the data are log-transformed in order to meet the assumption of the 
identically distributed residuals. Besides this parameter, no modifications are conducted on the 
PDF parameters.  
 
Figure 3.5. P-values of the a) Durbin-Watson, b) Breusch-Pagan and c) Shapiro-Wilk tests on the 
models for SD, SN, WD and WN Weibull scale (λ) and shape (k) parameters. The test-statistics have 
been performed on 50 random samplings of the calibration period. 
The power to predict the observed wind speed parameters of the validation period is estimated 
by     
 , which is plotted in Figure 3.6 for each model (and in case of a two predictor model also 
for the one (best) predictor model). The significance levels of all the models are <0.001. The 
SVDMs are better in predicting λ than k, for very subset. The predictor(s) in the regression 
models of λ are able to explain approximately 60 to 90% of the variation in observed wind speed 
scale. The remaining 40 to 10% can be explained by unknown variables or inherent variability. 
For k, the explained variance varies between 20 and 60% during summer and between 40 and 
80% during winter. Overall, the models of the winter are slightly more skilful than the models of 
the summer. This is probably the effect of the selection of the predictor. As during the winter 
ECHAM5 is performing better, more variables (including hub-height wind speed PDF 
parameters) can be selected as predictor. Even though 36 predictors are checked, only during 
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SN, the prediction of λ is effectively improved by adding a second predictor (the average     
  
increases from 59% to 68%). 
 
Figure 3.6.    
  of the one (black boxplots) and two (grey boxplots) predictor models for SD, SN, 
WD and WN Weibull scale (λ) and shape (k) parameters. The    
  is calculated for the models 
derived from 50 random samplings of the calibration period (left) and applied on 50 random 
samplings of the validation period (right).  
During convective SD conditions, the ABL is well mixed up to a height of 1 to 1.5km. 
Consequently the hub-height wind speed can be skilfully predicted using the 500m PDF wind 
speed parameters. On the other hand, during SN conditions, the thermal turbulence is absent, 
resulting in a much shallower boundary layer (100 - 300m) over land (Garrett, 1992). The skill 
of the 500m wind speed PDF parameter as a predictor of the hub-height wind speed PDF 
parameter is lower during SN than during SD. Another phenomena that might play a role is the 
presence of a nocturnal low-level jet (LLJ), which has shown to be present at 20% of the nights 
(even more during SN) (Baas et al., 2009). LLJs originate from an inertial oscillation, which 
develops after sunset in a layer decoupled from the surface by stable stratification. These 
structures within the ABL have typical vertical scales which are in the order of 10 times smaller 
than the coarse vertical resolution of the employed models. Such a phenomena would make the 
performance of the statistical model for the hub-height wind speed much worse during SN than 
during SD. The downscaling methodology however shows that during SN the prediction can be 
improved by adding a second predictor in the model. The second predictor for the hub-height λ, 
is given by the first moment of the Gamma PDF of the temperature difference between the 500m 
and 10m level. The second predictor for the hub-height k, it is given by the first moment of the 
Gamma PDF of the wind speed difference between the 1km and 10m level. 
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3.3.4. Application of the downscaling methodology on bias-corrected 
ECHAM5 data 
To investigate the performance of the statistical vertical downscaling methodology in 
representing the hub-height (140m) wind speed PDF, the downscaling model is applied on bias-
corrected ECHAM5 data. The anomaly of the statistically downscaled hub-height wind speed 
PDF with the observed PDF (         ) is compared to the anomaly of the bias-corrected 
ECHAM5 140m hub-height wind speed PDF without the use of a downscaling model 
(           ) (Figure 3.7). The hub-height wind speed PDF of             is derived 
according to the power law using the wind speed of the closest model levels. 
During winter, the             hub-height wind speed PDF is a very good approximation of 
the observed hub-height wind speed PDF. A statistical downscaling of these large-scale 
ECHAM5 wind speed brings very little improvement. During summer           shows a 
clear improvement compared to            . Using skilful predictors from ECHAM5 to 
predict the hub-height wind speed during summer, has comparable performance to the direct 
prediction of the hub-height wind speed during winter. 
 
Figure 3.7. Anomalies from the observed 140m hub-height wind speed PDF for the statistically 
downscaled ECHAM5 data (           full line) and for the bias-corrected not-downscaled 
ECHAM5 data (             dashed line) for SD, SN, WD and WN conditions. Note the different 
y-axis range for SN. 
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In addition, the SVDM is performed on predictors from             , without the 
intermediate bias-correction. The results (not shown) indicate  nearly similar results as seen in 
Figure 3.8. In other words, the downscaling works equally well on not bias-corrected data. 
However the transfer function calibrated on              is only applicable to 
             data. Since this study aims at developing a standard transfer function, which can 
easily be applied to many GCMs, the SVDM is calibrated on ERA-Interim and applied on bias-
corrected ECHAM5 data. 
3.4. Discussion: the predictability of the wind speed for 
nocturnal stable boundary layer conditions 
In order to obtain more insight in the effect of the ABL development throughout the day and the 
prevalence of the LLJ on the predictability of the wind speed in the ABL, the SVDM is 
additionally performed on the 40m observed wind speeds in Cabauw. 
The predictors resulting from this analysis are the same as for the 140m (hub-height) models, 
except for the following situations: i) SN λ shares the same first predictor, but no second 
predictor; ii) DW(W1000-W500) is added as a second predictor for WN k; iii) WD λ and k 
respectively add W10 λ and W10 k as second predictors. 
It is generally known that our contemporary understanding and modeling capability of the stable 
nocturnal boundary layer regime is quite poor (Storm et al., 2008). Winds at 40m altitude are 
normally within the stable stratified nocturnal boundary layer, in contrast to the 140m winds. A 
comparison of the skill of the models predicting the 40m wind speeds and the models predicting 
the 140m winds (Figure 3.8) shows that during day conditions, the 140m models are 
significantly better than the 40m models. This is not the case during the night, especially not 
during SN. During SN the large-scale model predictors from the wind speed at levels of 500 and 
1km are better in predicting λ at 40m than λ at 140m. Apparently the higher atmosphere 
geostrophic wind speed PDF parameters are better in predicting the (often very calm) wind in 
the nocturnal shallow stable boundary layer than they are in predicting the wind at the top of this 
layer. This is probably related to the presence of a LLJ at the top of the boundary layer. However 
the addition of a second predictor to the SN 500m wind speed λ-parameter is not capable of 
improving the prediction for the 40m, while a second predictor is significantly improving the 
performance of the prediction for the 140m. The second predictor for the 140m λ-parameter is 
given by the first moment of the PDF of the temperature difference between 500m and 10m. The 
second predictor for k at 140m, it is given by the λ of the PDF of the wind speed difference 
between the 1km and 10m level. This points to a relation between the LLJ on the one hand and 
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the temperature difference between inner and outer boundary layer levels and wind speed on the 
other hand. This result is comparable with the result of Baas et al. (2009), who found that the 
development of a substantial LLJ is most likely to occur for moderate geostrophic forcing and a 
high radiative cooling. 
 
Figure 3.8.     
  of the 1 (black boxplots) and 2 (grey boxplots) predictor models for SD, SN, WD 
and WN Weibull scale (λ) and shape (k) parameters for the wind speed at 140 and 40m. The    
  is 
calculated for the models derived from 50 random samplings of the calibration period. 
3.5. Conclusion 
This paper presents a new statistical approach to downscale the large-scale GCM information to 
the hub-height wind speed Weibull distribution of very tall turbines (140m). The statistical 
downscaling technique includes a GCM variable evaluation prior to the development of the 
regression models. Only those variables that are skilfully represented by the GCM can be 
selected as predictors in the models. The models are first calibrated using the PDF parameters of 
ERA-Interim data averaged over the size of the ECHAM5 grid box (~25.000km²) as the 
predictors and the PDF parameters of the observed wind speed of Cabauw as the explained 
variables. Afterwards the models are applied to the ECHAM5 data, which are first bias-corrected 
using the aggregated ERA-Interim data as the reference.  
The GCM variable evaluation, based on the comparison of the ECHAM5 PDFs with the PDFs of 
the aggregated ERA-Interim variables, reveals that ECHAM5 represents the ERA-Interim PDFs 
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of sea level pressure and of specific humidity and temperature at 10m, 140m, 500m and 1km 
very well. However the representation of the derived variables such as vertical gradients of 
atmospheric variables relating the inner and outer ABL regimes is not good. Near the surface, 
the performance is slightly better during the day than during the night. ECHAM5 is able to 
represent the aggregated ERA-Interim PDF of the wind speed at each level during winter. 
During summer, the wind speed at higher levels in the atmosphere (500m - 1km) is skilfully 
represented, but the lower level (10 - 140m) wind is not. During convective summer day 
conditions, in which the lower level wind speeds are very much influenced by sensible heat 
fluxes in the ABL and during shallow stable summer night boundary layer conditions, in which 
the lower level wind speeds are decoupled from the wind speed above, the ECHAM5 model has 
the lowest skill in modeling the lower level (10 - 140m) wind speeds. 
The regression analysis, calibrated on the aggregated ERA-Interim data and the observed 140m 
hub-height wind speed for Cabauw, has a better performance for λ than for k. Suggesting that it 
is more easy to predict the mean and the range of the wind speed PDFs than it’s skewness and 
standard deviation. 
During winter the aggregated the ERA-Interim 140m hub-height wind speed is closely related to 
the observed 140m wind speed. It is therefore appropriate to directly use ECHAM5 model 
output to study the wind climate at the hub-height during winter, in particular during the winter 
day. 
During summer, ECHAM5 is not able to represent the aggregated ERA-interim wind speed PDF 
at 140m adequately. In contrast to the winter, the large-scale 140m wind speed from ECHAM5 
cannot directly be used to study the 140m wind climate. The regression analysis reveals that the 
large-scale wind speed from higher (skilfully represented) levels (500m - 1km) can be used as a 
predictor for the 140m hub-height wind speed. The predictive capacity of this statistical model, 
using the 500m λ-parameter as a predictor during summer day is high (R is 0.84). As during 
summer day conditions the ABL is well mixed up to levels higher than 500m -1km, these levels 
provide skilful predictors for the lower level wind speed.  
On the other hand during the summer night, the vertical mixing is absent, leading to a shallow 
stable boundary layer and possibly the occurrence of LLJs at the height of 140m. Consequently 
the 500m wind speed λ-parameter is less skilful in predicting the PDF λ-parameter of the wind 
speed inside and at the top of the nocturnal boundary layer (R² is 0.59 for 140m and 0.69 for 
40m wind speed). However, adding the first moment of the PDF of the temperature difference 
between the 500m and 10m level as a second predictor improves the skill (    
 ) of the 140m 
wind speed λ-parameter model from 0.59 to 0.68. This shows that the prediction of the 140m 
hub-height wind speed during nocturnal stable boundary layers, which has been known to be 
challenging due to the presence of LLJs at this height, can be substantially improved by 
including information on temperature and wind speed at other levels. On the other hand, the skill 
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of the models predicting the lower level (40m) wind speed during summer night cannot be 
improved by adding a second predictor. This results points to a relation between on the one hand 
the temperature difference between the inner and outer boundary layer levels and the wind speed 
and on the other hand the presence of a LLJ. 
In future research, the possibility of extending the statistical method to sites different than 
Cabauw will be investigated. In addition, the method will be used on a GCM ensemble to 
simulate past wind climate and additionally to make an ensemble prediction of future's wind 
climate at different heights reached by the turbine blades. This will be of interest for wind power 
estimation studies, for guiding political decisions and for tuning the wind power conversion 
efficiency to the prevailing and future wind characteristics. 
  








Spatial extension of the statistical 
downscaling approach 
 
This chapter investigates whether the SVDM, developed in Chapter 3 can be spatially extended 
(evaluation-box in Figure 2.1). 
4.1. Introduction 
Previous chapter calibrated and validated the three-phase analysis (Section 2.3.2) of the 
statistical vertical downscaling methodology (SVDM) for Cabauw, using general circulation 
model (GCM) data of ECHAM5 (Section 2.2.3.1). Hence the SVDM is only justified to 
downscale ECHAM5 in Cabauw. Since this dissertation aims to downscale an ensemble of Earth 
System Models (ESMs) (Section 2.2.3.2) in order to predict the possible future changes in the 
hub-height wind speed climatology over Europe (Chapter 6), the SVDM needs to be examined 
on its performance outside of Cabauw.  
Current chapter investigates whether the SVDM can be spatially extended to other locations in 
Europe. The SVDM is evaluated on its performance in representing the observed probability 
distribution function (PDF) of the hub-height wind at in other locations than Cabauw. Since 
long-term hub-height wind speed observations are scare and near-surface wind speed 
observations are widely available, the performance of the SVDM outside Cabauw is analyzed 
based on its skill in representing the observed near-surface wind speed PDFs. To verify that the 
skill of the SVDM near the surface is representative for the skill at hub-height, the height-
dependency of the SVDM performance is analyzed. The following two research-questions (RQ) 
summarize this approach (note that these RQs do not relate do the research objectives stated in 
the introduction of the dissertation): 
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RQ1. Is the performance of the SVDM near the surface representative for its performance at 
hub-height? 
RQ2. How does the SVDM performs in representing the near-surface wind speed PDFs at 
locations outside of its calibration site? 
Since the SVDM developed in Chapter 3 is calibrated in Cabauw, the transfer function of the 
SVDM represents the relation between the large-scale and the small-scale, as it is present in 
Cabauw. However it is unclear whether this relation holds for other locations. To investigate the 
sensitiveness of the SVDM performance to the calibration dataset, the SVDM is calibrated using 
two independent long-term hub-height wind speed observation datasets. The performance of the 
two calibrated SVDMs is compared. A similar performance of both calibrated SVDMs increases 
the confidence to use the relation between the large-scale and the small-scale outside its 
calibration sites. This can be summarized in a third RQ: 
RQ3. Is the performance of the SVDM dependent on its calibration dataset?  
The datasets and methods used to analyze the RQs are briefly addressed in Section 4.2. For an 
extensive description of the datasets and the applied three-phase analysis of the SVDM, the 
reader is referred to Chapter 2. The results are presented in Section 4.3. The first part of the 
results section shows the vertical dependency of the SVDM performance (RQ1), the second part 
covers the performance of the SVDM over Europe (RQ2). RQ3 is not analyzed independently, 
but rather investigated along with RQ1 and RQ2. Section 4.4 discusses the spatial and altitudinal 
variability in performance of the SVDM. A concluding summary is presented in Section 4.5. 
4.2. Datasets and methodology 
4.2.1. Datasets 
The datasets used in current chapter, have been introduced in Chapter 2. More specifically, 
Cabauw (Section 2.2.1.1) and Lindenberg (Section 2.2.1.2) mast observations are used, together 
with ERA-Interim reanalysis (Section 2.2.2) and ECHAM5 (Section 2.2.3) data to calibrated the 
SVDM. The SVDM is evaluated using the synoptic land surface stations (Section 2.2.1.3) as 
control sites. A short description of the methodology is given for each RQ: 
RQ1 
The height dependency of the performance of the SVDM (RQ1) is analyzed by deriving transfer 
functions for each height (10, 20, 40, 80, 140 and 200m). The input data of each SVDM phase is 
shown in Table 4.1, analogue to Section 2.3.2. The wind speed PDFs resulting from the SVDM 
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for each height are compared with the corresponding observed wind PDFs. The evaluation is 
based on the PDF score, which has been introduced in Section 2.3.1.  
RQ2 
The performance of the SVDM in representing the near-surface wind speed PDFs at other 
locations in Europe (RQ2) is analyzed by deriving transfer functions for 10m altitude. The input 
data of each SVDM phase is shown in Table 4.2, analogue to Section 2.3.2. The wind speed 
PDFs are statistically downscaled for each control site. The downscaled wind speed PDFs are 
compared with the observed wind PDFs at the control sites, based on the PDF score. The PDF 
score is calculated for each grid cell in which a station is located and then interpolated between 
the different stations. Grid cells with a PDF score above 0.7 are considered to be locations for 
which the SVDM can be skilfully applied. 
It must be noted that RQ2 uses the SVDM to downscale the 10m wind speeds to the locations of 
synoptic land surface stations sites. Therefore the model evaluation of GCM variables (Phase 1 
of the SVDM; Section 2.3.2) is performed for each grid cell in which a station is located. This 
implies that the selected possible predictors might be different from the predictors selected in 
previous chapter. 
RQ3 
In order to analyze the sensitivity of the SVDM on the choice of calibration dataset, the results 
of the SVDM calibrated on the Cabauw dataset (further referred to as Cab_cal) are compared to 
the results of the SVDM calibrated in Lindenberg (Lin_cal). Therefore the analyses of RQ1 and 
RQ2 are iterated, using the Lindenberg data to calibrate. The input data of the SVDMs needed to 
analyze RQ3, are similar to the datasets in Table 4.1 and Table 4.2, but with observation data of 
Lindenberg instead of Cabauw. 
Table 4.1. The input data of the SVDM used to analyze RQ1. A similar table can be made using the 
Lindenberg data specifications, instead of Cabauw. 
Type of data Role in the SVDM In particular for RQ1 of Chapter 4 
Observations  Predictand (Phase 2) 
 
 λ and k in Cabauw at 10, 20, 40, 80, 
140 and 200m 
Reanalysis  Variables (Phases 1) 
 
 ERA-Interim variables for Cabauw 
grid cell, aggregated to ECHAM5 
grid  
  Possible predictors (Phase 2)  
  Best predictors (Phase 2)  
GCM  Variables (Phases 1) 
 Best predictors (Phase 3) 
 ECHAM5 variables for Cabauw grid 
cell 
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Table 4.2. The input data of the SVDM used to analyze RQ2. A similar table can be made using the 
Lindenberg data specifications, instead of Cabauw.  
* In Chapter 6 the SVDM is used to downscale an ensemble of ESMs. Therefore the large-scale data 
are aggregated to the finest ESM grid, which is the CNRM grid (Section 2.2.3.2).  
Type of data Role in the SVDM In particular for RQ2 of Chapter 4 
Observations  Predictand (Phase 2)  λ and k in Cabauw at 10m 
Reanalysis  Variables (Phases 1) 
 
 ERA-Interim variables for Europe, 
aggregated to CNRM grid*  
Reanalysis  Possible predictors (Phase 2) 
 Best predictors (Phase 2) 
 ERA-Interim variables for Cabauw 
grid cell, aggregated to CNRM grid* 
 
GCM  Variables (Phases 1) 
 Best predictors (Phase 3) 
 ECHAM5 variables for Europe, 
aggregated to CNRM grid  
It should be noted that since the mast in Lindenberg measures wind speed up to a level of 98 m, 
current chapter (and each of the following chapters) cannot retain the 140m hub-height level as 
defined in Chapter 3. The highest most level at which both masts (Cabauw and Lindenberg) 
measure wind speed, is 80m. Hence, the 80m wind speeds are defined as the hub-height wind 
speeds. It must be clear that from this point in the dissertation, hub-height refers to 80m. 
4.3. Results  
4.3.1. The height-dependency of the SVDM performance (RQ1) 
The vertical profiles of the PDF scores comparing the downscaled wind speed PDFs with the 
observed PDFs in Cabauw and Lindenberg are presented in Figures 4.1 and 4.2 respectively. 
Results are shown for each time subset: summer day 9UTC (SD09), summer day 12UTC 
(SD12), summer night 0UTC (SN), winter day 12UTC (WD) and winter night 0UTC (WN). The 
wind speed is downscaled according to the Cabauw calibrated transfer functions (Cab_cal) and 
the Lindenberg calibrated transfer functions (Lin_cal). In addition, the downscaled wind speed 
PDFs are compared with the ECHAM5 data without downscaling. At the site where the SVDMs 
are calibrated, the performance is independent from the height (red/pink curve in Figure 
4.1/Figure 4.2). On the other hand at their control sites, the performance of the SVDM decreases 
slightly with height, especially during the night (pink/red curve in Figure 4.1/Figure 4.2). The 
decrease in PDF scores of the SVDMs at their control sites is approximately 0.05 between 10m 
and 40m and is even smaller above 40m. The PDF scores of the SVDMs are for every time 
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subset far above the 0.7 threshold. The Cab_cal SVDM is slightly better in Lindenberg than the 
Lin_cal SVDM is for Cabauw. During summer, the added value of the SVDMs is clear (also at 
their control site), while during winter the performance of the SVDMs is comparable to 
ECHAM5, without downscaling.  
 
Figure 4.1. Height-dependency of the performance of the SVDM in Cabauw. Results are shown for 
each time subset: summer day 9UTC (SD09), summer day 12UTC (SD12), summer night 0UTC (SN), 
winter day 12UTC (WD) and winter night 0UTC (WN). In addition to the SVDMs, also the 
performance of ECHAM5 before downscaling (blue) is shown.  
Figure 4.2. Same as Figure 4.1, but for Lindenberg. 
Since the SVDMs perform slightly better at 10m, than at 40 and 80m (at least for the control 
site), one should be careful to evaluate the SVDMs on their performance at 10m. Figure 4.3 
shows the relation between the Weibull parameters and the skill of the SVDM for different 
heights and time subsets. The lowest PDF scores are found during night at 40 and 80m, 
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corresponding with the highest scale (λ) and shape (k) parameters. While the best performance is 
during SD09 at 10m. 
Figure 4.3. Dependency of the Weibull scale (left) and shape (right) parameters on the skill of the 
SVDM. Results are shown for the downscaled winds using Cal_cab (+) and Lin_cab (o) at their 
control sites, for SD9 (orange), SD12 (red), SN (dark blue), WD (green) and WN (light blue). The size 
of the symbol corresponds to the altitude (smallest symbols relate to 10m, largest symbols relate to 
80m). 
Since there is a relation between on the one hand the scale (λ) and shape (k) parameters and on 
the other hand the PDF score, it is possible to estimate the ‘difference in PDF score between 
10m and hub-height’ due to a ‘difference in λ (and k) between 10m and hub-height’. Figure 4.4 
shows the relation between the PDF score and the ratio between λ and k, indicative for the width 
of the PDF. The slope of this relation is slightly dependent on the time subset. As an example, 
during WN (light blue), the regression slope shows that with an increase of 1 in the width of the 
PDF, the PDF score decreases with averagely 0.035. Since the difference in width between 10m 
and hub-height is at most 2 over the whole domain (Figure 4.5), the maximal difference in 
performance during WN between 10m and hub-height (due to the difference in the width of the 
PDF) will be 0.07 (=2*0.035). In the following section the SVDM over Europe is evaluated 
based on its performance in simulating the 10m winds of the synoptic land surface stations. The 
SVDM is considered as skilful when the PDF score is >0.7. In order to take into account the 
difference in performance between 10m and hub-height, the 0.7 PDF score threshold is increased 
by 1*0.045, 1*0.055, 1*0.055, 2*0.035 and 2*0.035 for respectively SD09, SD12, SN, WD and 
WN. 




Figure 4.4. Dependency of the PDF width (λ/k) on the altitude (left) and skill of the SVDM (right). 
Colors and symbols are adopted from Figure 4.3. The lines show the linear relation between the 
width of the PDF and the PDF score. 
 
Figure 4.5. Spatial variability in difference in PDF width at 10m compared to hub-height, derived 
from ERA-Interim reanalysis data. Results are shown for SD12 (a), SN (b), WD (c) and WN (d). This 
analysis is not possible for the SD09 subset, since the data are reanalysis.  
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4.3.2. SVDM performance of near-surface winds over Europe (RQ2) 
The gridded outcome of the PDF score comparing the downscaled winds with the observed 
winds is shown for Cab_cal in Figure 4.6 (results are similar, but not shown, for Lin_cab). The 
overall PDF score of the SVDM is relatively high, although there is some seasonal, diurnal and 
spatial variability. In general, values are lower during night (and at 9UTC) than during day. 
Some regions have notable lower PDF scores, like the Alpine region, Central Scandinavia and 
several regions along the Mediterranean Sea. 
 
Figure 4.6. Gridded (dimensionless) PDF scores of the SVDM (Cab_cal) over Europe. The synoptic 
10m stations used to calculate the PDF score are indicated by black dots.  
The spatial variability of the PDF scores is studied in more detail using scatterplots in Figure 
4.7. They show the relation between on the one hand the PDF score and on the other hand 
potential explanatory variables. Results are shown for Cab_cal for the SD12 subset. The 
scatterplots suggest that the suitability of the transfer function for a particular grid cell is 
independent of the grid cell altitude. On the other hand, a negative association is shown with 
respect to the distance from the calibration grid cell, which is mostly explained by its distance in 
latitudinal direction. PDF scores are highest at latitudes similar to the latitude of the calibration 
station (51.97°N) and decrease further north and south. 




Figure 4.7. Relation between of the PDF score and the station’s a) altitude, b) distance with the 
calibration station (Cabauw), c) latitude and d) longitude. Results are shown for the SD12 time 
subset. 
Figure 4.8 shows the regions for which the PDF score of the SVDMs at 10m reaches above the 
0.7 threshold, indicative for a skilful performance of the SVDM. These regions are larger during 
day than during night. During SN only few grid cells score skilful. In most regions the Cab_cal 
and Lin_cal SVDMs strongly agree, e.g. about the relatively bad performances in Central 
Scandinavia during SD09 and south of the Alpine region. Also the Sub-Mediterranean region is 
clearly defined as a region where the SVDMs are less skilful. During summer, the region with 
PDF score > 0.7 reaches slightly more south for the SVDM based on Lin_cal than for the 
Cab_cal based SVDM. While during winter, the Cab_cal SVDM seems to perform better for 
some grid cells.  
 
Figure 4.8. Regions with PDF scores above 0.7 for each time subset and for both calibration SVDMs.  
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The general aim of current chapter is to define the regions for which the SVDMs can skilfully 
predict hub-height wind speed PDFs over Europe. These regions will hereafter be referred to as 
the ‘statistical downscaling regions’ or SDSregions. Regions with PDF scores > 0.7 are similar 
for SD09 and WN (Figure 4.8), therefore a common SDSregion is defined for these two time 
subsets. Same is true for the SD12 and WD time subsets. In defining the SDSregions, the 
difference in performance between 10m and hub-height is taken into account (by increasing the 
PDF score threshold as discussed in Section 3.1). Moreover only those grid cells for which both 
Cab_cal and Lin_cal SVDMs are skilful, are accounted for the SDSregions. The defined 
SDSregions for which the downscaling of the ESM ensemble will be performed in Chapter 6, 
are presented in Figure 4.9. For practical purpose in Chapter 6, the SD12 and WD SDSregions 
are divided in NEU and MED, describing the north and south of Europe, analogue to the regions 
NEU and MED defined by Giorgi and Mearns (2002). 
 
Figure 4.9. The regions for which the SVDM is skilful in representing the hub-height wind speed 
PDFs during SD09 and WN (left) and SD12 and WD (right), defined as the statistical downscaling 
regions (SDSregions). 
4.4. Discussion: Variability in performance of the SVDM 
4.4.1. Height dependency of the performance 
The performance of the SVDM differs from day to night, from winter to summer and from 
region to region. Some of the variability in performance is related to the width of the wind speed 
distribution. It is hypothesized that the lower performance of the SVDMs at hub-height is related 
to the underestimation of the variance in the regression analysis. Since the width of the wind 
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speed PDF increases with height during night and day (Figure 4.3), the underestimation of the 
PDF parameters is larger for higher altitudes.  
4.4.2. Diurnal atmospheric conditions 
SDSregions are larger during the convective day conditions, than during the night. In other 
words, the relation between the large-scale predictors and the small scale hub-height wind 
calibrated in Cabauw and Lindenberg, is more representative for other regions in Europe during 
day (12UTC) than during night (0UTC). This is especially true during summer. At SD12, the 
atmospheric boundary layer is typically well mixed and there is a strong link between the large-
scale predictors and the near-surface, leading to a higher accuracy of the transfer function. On 
the other hand during SN, the small nocturnal stable boundary layer near the surface decouples 
the lower and upper levels. The transfer function relating both levels is less accurate. 
4.4.3. Seasonal atmospheric conditions 
During winter, mean sea level pressure patterns over Europe (Figure 4.10) are characterized by 
an Icelandic low pressure system and a high pressure area over Spain, resulting in large-scale 
westerly winds dominating the wind climate over most of Europe. The large-scale westerly wind 
climatology over Western and Northern Europe explains the consistently better performance of 
the transfer function calibrated in the more westerly located Cabauw site to simulate the winds in 
Lindenberg, than the other way around. On the other hand, the mean sea level pressure patters 
averaged over summer indicate a large-scale blocking pattern over Europe, affecting the south of 
Europe with continental air from the north. During these conditions, the continentally located 
station (Lindenberg) is slightly better in the south. 
 
Figure 4.10. Observed mean sea level pressure fields [hPa] over Europe during winter (left panel) and 
summer (right panel) (van Ulden and van Oldenborgh, 2006). 
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4.4.4. Regional winds 
In the Mediterranean region, the SVDM is less capable to represent the small-scale 
characteristics. In this geographical complex region, regional winds determine much of the 
small-scale wind patterns (Figure 4.11). These winds originate from local differences in 
temperature or humidity, from topographic effects and from other local conditions, which are 
difficult to be captured by the large-scale models. 
 
Figure 4.11. Regional wind regimes in the Mediterranean region (Heidorn, 2007). 
4.5. Conclusions 
With RQ1 and RQ2 it is investigated whether the SVDM, as developed in Chapter 3 based on 
the atmospheric conditions in Cabauw, is capable in representing hub-height winds in locations 
outside of Cabauw. It is shown that the spatial extent of the regions in which the downscalings 
are skilful, depends to some extent on the diurnal and seasonal conditions. During SD12 and 
WD, the regions in which the SVDMs perform well cover most of Europe. During SD09 and 
WN, the skilful regions are smaller and during SN the SVDM can only be used in the vicinity of 
the calibration stations. Therefore the latter time subset is excluded from further analysis. This 
temporal and spatial variability of the performance of the SVDM is partly explained by the 
relation between the large-scale predictors and the small-scale near-surface winds. This relation 
(being translated by the transfer function) is dependent on the diurnal and seasonal atmospheric 
conditions. During the day, the atmosphere is better mixed and the connection between the level 
of the predictors and the level of the predictand is stronger, than during the night, when there is 
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typically no mixing. Apart from the diurnal and seasonal variations, the connection between the 
large scale and the small scale can be affected by regional phenomena. The presence of LLJ 
streams (frequently observed in the Cabauw calibration data during SN) and the presence of 
regional winds (typically influencing the near-surface winds in the Mediterranean and the 
mountainous areas) influence the performance of the SVDMs. 
To analyze whether the near-surface evaluation is representative for the performance at hub-
height, a height dependent evaluation of the SVDMs is carried out using the Cabauw and 
Lindenberg mast datasets. This analysis points out that the performance at 10m is slightly 
overestimating the performance at hub-height. Intuitively the opposite would be expected, as the 
large-scale predictors of the transfer function are more closely related with the hub-height winds, 
than they are with the 10m winds. It is hypothesized that the lower performance of the SVDMs 
at hub-height is related to the underestimation of the variance in the regression analysis, which is 
higher at higher altitudes. 
With RQ3, it is analyzed whether the performance of the SVDM is dependent on the calibration 
dataset. The use of an additional calibration dataset (Lindenberg), indicates that the performance 
of the SVDMs is only slightly dependent on the calibration dataset. Due to the dominant 
westerly wind regime over Europe, the SVDMs calibrated in Cabauw perform better in 
Lindenberg, than the Lindenberg calibrated SVDMs do in Cabauw. However during summer the 
Lindenberg calibrated SVDMs perform slightly better in the south of Europe. During these 
conditions Europe’s climate is largely determined by a high pressure system over the Azores, 
bringing continental air to the south of Europe. This explains the better performance of SVDMs 
when they are calibrated using the more continentally located Lindenberg station.  
The spatial variability in performance of the SVDMs is similar for the transfer function 
calibrated in Cabauw than for the function calibrated in Lindenberg. Therefore it is approved to 
define the regions in which the SVDM is skilful as ‘the statistical downscaling regions’ or 
SDSregions. The extent of these SDSregions is based on the height-dependent and spatial 
evaluation of the SVDMs and takes into account the overestimating the performance at hub-
height.  
To conclude, the method developed in Chapter 3 to downscale large-scale information to the 
hub-height winds in Cabauw, is also capable to downscale hub-height winds outside of Cabauw. 
However, the performance of the SVDM is dependent on various factors (altitude, location, 
season, day of night, regional winds, large-scale regimes, calibration data, …). These factors are 
taken into account for the delineation of the SDSregions. In Chapter 6, ESM data will be 
downscaled for these SDSregions.  
  










A height dependent evaluation of wind and 
temperature over Europe in the CMIP5 
Earth System Models. 
 
This chapter evaluates the ESMs on their performance in simulating the input variables of the 
SVDM (evaluation-box in Figure 2.1). It has been accepted for publication as: Devis A., N. Van 
Lipzig and M. Demuzere (2014), A height dependent evaluation of wind and temperature over 
Europe in the CMIP5 Earth System Models, Clim. Res. (in press), doi: 10.3354/cr01242. 
5.1. Introduction 
The latest realizations of general circulation model (GCM) experiments are available from the 
fifth phase of the Coupled Model Intercomparison Project (CMIP5). Some of these experiments 
are conducted using Earth System Models (ESMs; Section 2.2.3.2), which include earth system 
components and processes (e.g. terrestrial and ocean carbon cycles) and thereby account for 
multiple (positive and negative) feedbacks in the overall system (Taylor et al., 2012).  
The CMIP5 experiments are frequently used for future projections and downscaling purposes 
(Roehrig et al., 2013; Jones and Carvalho, 2013; Knutson et al., 2013). In a downscaling 
approach, the GCM data are rescaled to a finer resolution. A dynamical downscaling uses the 
GCM data at the lateral boundaries to drive a higher-resolution regional climate model (RCM), 
while a statistical model is based on the relation between the large-scale GCM data and small-
scale observations. Since GCM data are used as input variables in downscaling models, the 
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accuracy of the downscaling result depends to a large extent on the quality of the GCM (Wilby 
et al., 1998). Small-scale biases in the GCMs related to the representation of the small-scale 
features can be overcome by the downscaling (Gómez-Navarro et al., 2011; Schmidli et al., 
2006), however biases at larger scale will affect the downscaling practice. In a dynamical 
downscaling the large-scale bias will be carried over to the regional model (Flaounas et al., 
2013), and eventually be accounted for using bias-corrections, like it is done in the statistical 
approach (Ehret et al., 2012). Because there is no “one best GCM” (Gleckler et al., 2008; Knutti 
et al., 2010), downscaling practices need to know which variables and which GCMs are suitable 
for which purposes.  
During recent years, the methodology for model evaluation tends to shift from the use of 
statistical performance metrics (Gleckler et al., 2008), measuring the ability of the GCM in 
simulating the mean and/or standard deviation, to a more probability density based approach, 
assessing the performance of the GCM to represent the entire distribution (Schoetter et al., 
2012). Also regime-oriented approaches have been developed, by dividing the data in categories 
that describe physically distinct regimes to indentify processes that might be responsible for 
particular errors (Jakob, 2010; Huth et al., 2008; Demuzere et al., 2009).  
Recent published work on the performance of CMIP5 experiments, evaluate the simulation of 
the free tropospheric circulation, temperature and humidity in ESMs (Brands et al., 2013), the 
mean and extreme temperatures over Europe in ocean-atmosphere coupled models (Cattiaux et 
al., 2013) and the simulation of El Niño in the Tropical Pacific Ocean (Yang and Giese, 2013). 
Collins et al. (2011) and Dufresne et al. (2013) respectively focused on the evaluation of 
HadGEM2 and IPSL-CM5. Generally the outcomes of CMIP5 evaluations are in line with the 
results based on CMIP3 simulations. They indicate too strong westerlies in the Northern 
Hemisphere mid-latitudes during winter (Brands et al., 2013; van Ulden and van Oldenborgh, 
2005 and Vial; Osborn 2011) and too warm (cold) summer temperatures in Central and Eastern 
(Western) Europe (Cattiaux et al., 2013).  
Circulation based evaluation practices generally focus on mean sea level pressure and upper 
atmospheric levels (500-850hPa), for the reason that GCMs are developed to represent the large-
scale circulations and because these levels are commonly used for downscaling practices. 
However in recent years, GCMs have become more sophisticated by incorporating more 
components and feedbacks and the resolution of its atmospheric model (horizontally and 
vertically) increased. Consequently, for some practical purposes the question arises if 
downscaling is still beneficial and if statistical downscaling models would not profit from 
predictors selected from lower level variables, instead of the commonly used 850-500hPa 
atmospheric large-scale circulation variables. Devis et al. (2013) showed that depending on 
atmospheric conditions, lower level variables can be suitable in statistical downscaling models. 
By making use of variables describing the lower atmosphere, instead of the large-scale 
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circulation variables, less uncertainty will be added trough the statistical downscaling 
implementation when modeling near-surface conditions. 
This study provides an evaluation of six of the newly available CMIP5 ESM datasets for 
temperature and wind speed over Europe. The evaluation is performed on all model levels from 
the lowest model level up to approximately 1.5km (~850hPa). The levels above 1.5km have 
been studied in previous evaluations (Brands et al., 2013). The evaluation focuses on the 
representation of the probability density function (PDF) using the PDF skill score (Section 2.3.1) 
developed by Perkins et al. (2007). 
Because of its multi-level approach, this work provides insight in the vertical dependency of the 
performance of the model and defines down to which vertical level ESMs are skilful in 
representing the reanalysis conditions, concerning their resolution. Apart from the vertical 
dependency of the model bias, attention is also given to the spatial and seasonal dependency of 
the performance of the ESMs. 
The area under study is presented in Figure 5.1. The domain covers flat and orographic land, 
open and closed sea and coastal areas within 27°N – 72°N, -32°E – 35°E. The climate of the 
study area is mostly controlled by the unstable nature of the North-Atlantic dynamics (Collins et 
al., 2011) in which westerlies carry moist air from the Atlantic while easterlies bring cold 
(warm) continental air in winter (summer) (Brands et al., 2011a). 
Section 5.2 and 5.3 present respectively the description of the datasets and the methodology. 
Section 5.4, the results, first focuses on the performance of the ESMs in simulating the wind and 
temperature PDFs near the surface. Secondly it discusses the vertical extent of biases in the 
PDFs, by investigating down to which altitude ESMs are skilful in modeling wind and 
temperature PDFs. Afterwards a more detailed analysis of the PDF biases is given. The last 
section discusses the results and their implications for downscaling practices. Related to the 
statistical downscaling a suggestion is given from which atmospheric levels wind speed and 
temperature variables can be used as predictors in downscaling studies.  




Figure 5.1. Study area with locations of the study sites indicated. 
5.2. Datasets and data treatment 
5.2.1. Datasets 
The evaluation is performed on six ESMs of the CMIP5 project, being the model realizations 
used for the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (AR5). 
The considered ESMs are listed in Table 2.1. For a more detailed description of the ESM 
datasets and scenarios, the reader is referred to Section 2.2.3.2. 
The ERA-Interim data produced by the European Centre for Medium-Range Weather Forecasts 
(ECMWF) (Dee et al., 2011; Section 2.2.2) are used as a reference. Brands et al., (2013) 
analyzed the uncertainty of reanalysis data by comparing ERA-Interim with JRA-25 data (Onogi 
et al., 2007) for Europe and Africa. The reanalysis uncertainty of the 850hPa level temperature 
and east- and westward wind components is only very small over Europe. The largest 
uncertainty is found in the 2m temperature in winter in the south of Europe, where JRA-25 is 
systematically warmer than ERA-Interim. For land areas north of 45°N during winter and 
spring, the differences are negligible. 
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5.2.2. Data treatment 
GCM evaluation methods commonly aggregate all GCMs to one standard grid, as it enables the 
direct comparison of the results of the various models. However bringing all GCMs to one 
standard resolution hinders higher resolution models to be evaluated on their maximal 
performance. Since this study focuses in particular on the near-surface representation of the 
ESMs, which is expected to be resolution dependent, all ESMs are evaluated for their original 
resolution. The reference data are aggregated to the horizontal grid of each ESM and 
interpolated to the vertical levels of each ESM separately. The horizontal aggregation of the 
reanalysis grid uses the area weighted average method. This method calculates the aggregated 
grid cell as the weighted average of the ERA-Interim grid cells which are covered by the ESM 
grid cell, proportional to their overlapping area with the ESM grid cell. 
Prior to the interpolation of the reference data to the each ESM model level height, the model 
level heights of the ESMs and the reanalysis datasets are calculated. This calculation is based on 
the hypsometric equation using the surface pressure and the temperature and vertical coordinates 
of the model levels. The interpolation is performed for each of the ESMs, for each time step and 
each grid cell separately and thereby minimizes interpolation errors. Temperature is interpolated 
using a linear profile, while the interpolation of the wind speed is based on the power law. This 
is a commonly used approach for wind (Archer and Jacobson, 2005; Pryor et al., 2005a), which 
is typically written as 
           
 
    
 
 
            (5.1) 
For each z-level α is calculated by using the two closest model levels that bracket the z-level 
(Devis et al., 2013):    
    
      
      
 
    
   
   
 
          (5.2) 
In this way the variability of α in time and height due to a change in surface roughness and 
atmospheric stability, are taken into account (Holt and Wang, 2011).  
ESM and reference data are split in the following four subsets: summer day, summer night, 
winter day and winter night, which will hereafter be abbreviated as SD, SN, WD and WN 
respectively. Summer is composed by the months May to September; winter is covering the 
months November to March. Day and night are respectively 12h UTC and 00h UTC. The model 
evaluation is performed on each subset separately to analyze the diurnal and seasonal 
dependency of the model performance. For some analyses, day and night samples for all 10 
months are combined in what we refer to as the entire dataset.  
  




This study evaluates the models on their ability in representing the PDFs of wind and 
temperature at climatic time scales. The evaluation is based on the simple and robust score 
presented by Perkins et al. (2007), which will hereafter be denoted as PDF score. The score is 
explained in detail in Section 2.3.1. Since the PDF score does not indicate if an error is due to 
either an over- or underestimation, the PDF score is used in this study to identify remarkable 
regions (with either bad or good performance), which are then looked at in more detail by 
comparing the reference and modeled PDFs in anomaly plots.  
The PDF score is calculated for each individual grid cell, model level up to 1.5km and subset 
(SD, SN, WD and WN). Based on the land sea mask index of the grid cell, the PDF scores are 
divided in land, coast and sea.  
5.4. Results 
This section presents the results of the wind and temperature PDF evaluation in three parts. The 
first part focuses on the performance near the surface. The second part is devoted to analyze the 
vertical extent of the PDF biases. The last part assesses whether the biases are due to over- or 
underestimation errors, and whether they are related to errors in extremes or rather in the mean. 
The description of the results differentiates between biases acting at small scales on the one hand 
and large scales on the other hand. Small-scale biases refer to biases acting at individual grid 
cells, often related to coastal or orographic effects. These are the biases that are related to the 
resolution of the ESMs and are expected to be altered by downscaling. Large-scale biases on the 
other hand, affect a larger region and are less prone to coasts and orography, but rather to biases 
in atmospheric circulation or other large-scale factors. Large-scale biases, as defined in this 
work, can be originating in the  upper atmosphere or from interaction with the surface. These are 
the biases that are independent from the resolution of the ESMs and are expected to be retained 
in the results of the downscaling exercises. 
5.4.1. Wind speed 
5.4.1.1. Performance near the surface 
The PDF scores are calculated on the time series of each grid cell and presented in violin plots 
for the model level closest to 80m (Figure 5.2). Violin plots show the frequency distribution of 
the PDF scores over land, sea and coastal grid cells. In general the ESM score relatively well in 
representing the PDF of the wind speed at 80m over Europe. Except from the coarse resolution 
model MIROC, all ESMs have PDF scores above the 0.7 threshold for more than 50% of their 
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grid cells have. Near-surface winds are better simulated over sea than over land and coast and 
better during day than during night. On the other hand the difference in average performance 
between summer and winter is fairly small. ESMs with finer spatial resolutions tend to perform 
better than lower resolution models. This is shown by lower median scores and longer violin 
tails (referring to the lowest PDF scores) for models with coarser horizontal resolutions. 
Regarding the vertical resolution, the very fine CanESM model is performing notable well near 
the surface. It must be acknowledge, however, that the relationship between the resolution of the 
models and their performance cannot be fully established from our analysis since this can only 
be tackled via a comparison of runs with the same model at different resolutions. The differences 
between the various simulations could also arise from other factors, such as the dynamic core of 
the models. When focusing on the range of the PDF scores (visualized by the tails of the violin 
plots in Figure 5.2), CNRM arises as the model with the lowest spatial dispersion of reliability. 
 
Figure 5.2. Violin plots showing the frequency distributions of the PDF scores. The PDF scores are 
calculated on the time series of the SD, WD, SN and WN wind speed at ~80m for sea (blue), coast 
(red) and land (green) grid cells. The black boxes inside the violin plots represent 50% of all cells and 
the white spheres inside the boxes show the median PDF score. The figures indicate the number of 
grid cells in the domain. The ESMs are sorted from low (left) to high (right) horizontal resolution 
(same order as table 1). The dotted line indicates the 0.7 lower threshold for the PDF score. 
The exact location of the PDF biases in the near-surface wind speed can be derived from the 
PDF maps in Figure 5.3. These maps show that apart from the land-sea differences, also earth’s 
orography defines the representation of the near-surface wind speed. The lower the resolution of 
the ESM, the larger the errors over highly orographic areas and coasts. PDF scores down to 0.4 
are found for grid cells covering narrow coastal features like bays, caps, straits or islands and for 
grid cells covering orographic terrain. Apart from these locations, the near-surface wind speed 
PDFs is well represented for the main part of the domain, also over land. Moreover the model 
with the highest horizontal resolution (CNRM) is able to simulate the ~80m wind speed PDFs of 
the entire dataset over the entire domain with a PDF score >0.7. In addition to the small-scale 
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biases, the maps suggest regions with lower performance at a larger scale (larger than the 
individual grid cell scale). For instance IPSL and MIROC have lower PDF scores for the near-
surface wind PDF in the north-east of the domain and CNRM is performing less good over the 
north of the African continent. Bad performing large-scale regions are discussed in the following 
sections, when looking at higher model levels. 




Figure 5.3. PDF scores of the wind speed PDF at ~80m. The PDF scores are calculated on the time 
series of the entire dataset. The ESMs are sorted from low (top left) to high (bottom right) horizontal 
resolution. 
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5.4.1.2. Vertical extent of the PDF biases 
Large-scale  
Figures 5.4 and 5.5 show the lowest level for which all ESMs have PDF score >0.7 and remain 
>0.7 up to the highest model level examined (being ~1.5km/~850hPa), for SD and WD 
respectively. During winter (and in a smaller extend during summer), a large-scale PDF bias is 
present over the south of Europe (30°N to 45°N), most parts of the Mediterranean Sea and parts 
of the North Atlantic Ocean. To investigate whether this signal is due to a bias in one ESM or to 
a more common behavior, additional maps of the level at which 50% of the ESMs have a PDF 
score >0.8 are analyzed (not shown). They reveal a similar large-scale feature of low PDF scores 
over the whole vertical profile for WD and SD. The wind PDF bias (according to a 0.8 PDF 
score threshold) is present in at least half of the ESMs, reaches out over at least 1.5km and is 
smaller in summer compared to winter. As there are well represented levels (with a PDF score 
>0.7) below the biased ~1.5km level (indicated by the grey grid cells in Figures 5.4 and 5.5), it is 
more likely that this PDF bias is originating from the atmospheric circulation than through 
surface interaction effects.  
Small-scale 
In the south of Europe the small-scale biases are overshadowed by the east-west stretched large-
scale bias zone (Figures 5.4 and 5.5). On the other hand the surface winds north of 45°N are well 
represented by all ESMs down to the lowest model level examined (~80m), with some 
exceptions for narrow coastal features, which are too small to be resolved by coarse resolution 
models (bays, caps, straits or islands). These regions are unskilful up to ~400m. Winds above 
high mountain areas are unskilful up to more than 1.5km in the Alps and the Anatolian 
highlands. 
From scatterplots relating the lowest altitude with a PDF score >0.7 and the grid cell height (not 
shown), it is found that for surface elevation above approximately 1000m, the performance of 
the ESMs is decreasing with grid cell altitude during SD and WD. For grid cells with orography 
below 1000m, its altitude does not clearly relate to the performance of the ESMs in representing 
the daytime winds. However scatterplots for SN and WN wind speeds suggest that during the 
night also at lower surface elevation ESM’s performance is influenced by the orography. 




Figure 5.4. Map of the altitude of the lowest level for which all ESMs have PDF score >0.7 and 
remain >0.7 up to ~1.5km in representing the SD wind speed PDF. Grid cells for which no level is 
well represented (i.e. no level has PDF score >0.7 for all ESMs) are plotted in white. Gray grid cells 
point to the cells which are unskilful at 1.5km, but have layers with PDF scores >0.7 underneath. The 
graphs surrounding the map depict the probability density for ERA-Interim minus the probability 
density for the ESM at each bin. The bias at a given bin is hereafter refered to as the anomaly. 
Anomalies are plotted for the wind speed at ~80m and ~1.5km for the sites ‘seastrait’, ‘landC’, 
‘landC_mount’, ‘landSE_mount’, ‘landSW’ and ‘seaSWW’ as indicated in Figure 5.1 (in clockwise 
direction starting from the top left). Anomalies of the probability densities are plotted for MIROC 
(green), CanESM (blue), NorESM (yellow), ISPL (pink), HADGEM (red) and CNRM (grey) and 
shown on the left axis of the plots. ERA-Interim reanalysis wind speed histograms are plotted in grey 
and their frequency values are shown on the axis at the right side of the plot, the wind speed (m/s) is 
given at the x-axis. 




Figure 5.5. Same as Figure 5.4, but for WD.  
5.4.1.3. Description of the PDF biases 
The anomaly density plots in Figures 5.4 and 5.5 represent the ESMs’s anomalies opposed to a 
reference distribution. The reference is taken from the reanalysis data aggregated to the grid of 
the concerned ESM. A positive/negative peak indicates an over/underestimation of the 
frequency of occurrence of the wind speeds.  
The large-scale east-west stretched wind bias in the south of Europe is characterized by an 
overestimation of the wind speed. This signal is present above land (site ‘landSW’) and sea (site 
‘seaSWW’), at ~80m and ~1.5km and during summer and winter. The anomaly plots indicate 
that the overestimation of the wind speeds is due to an underestimation of the skewness of the 
PDFs, especially on higher atmospheric levels, where PDFs are very much positively skewed. 
During summer the similarity among the various ESMs is smaller, however the overall signal of 
too strong wind speeds in the south of Europe is still present. It is suggested that the 
overestimation of wind speeds over the Anatolian peninsula (site ‘landSE_mount’) is due to 
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biases acting on both scales. On the one hand the ESMs overestimate the winds due to the large-
scale east-west stretched wind bias (which is also present in the upper-levels above the sea 
surrounding the peninsula, indicating the large-scale character of the bias). On the other hand 
ESMs overestimate near-surface winds at the small scale due to the presence of the Anatolian 
highlands. Contrastingly, at this site HADGEM underestimates the wind speeds, especially near 
the surface. Also at a mountainous location outside of the large-scale wind bias (site 
‘landC_mount’ in the Alps), HADGEM underestimates the wind speeds, while other ESMs 
commonly overestimate the winds. At this highly orographic location the model with the finest 
resolution (CNRM) outperforms the other ESMs. On the other hand, for flat terrain unaffected 
by large-scale and small-scale biases (site ‘landC’), the difference between the ESMs is minor 
and the anomalies are small and inconsistent. Winds above the narrow sea strait between 
Denmark and Sweden (site ‘seastrait’) are commonly underestimated in the lower model layers, 
but skilful at higher altitudes. In general anomalies at higher levels in the atmosphere are smaller 
and vary less from site to site and from ESM to ESM than the anomalies at lower levels. 
5.4.2. Temperature 
5.4.2.1. Performance near the surface 
Slightly shorter tails of the violin plots in Figure 5.6 for winter than summer, indicate that the 
ESMs are less skilful in representing extreme values during summer (when extreme values are 
more frequent), compared to winter. There is almost no diurnal variation in the performance of 
the ESMs in simulating the near-surface temperature PDFs. Neither do the type of land mask 
and the horizontal resolution of the ESM have a large effect. IPSL and CNRM are not as good as 
other ESMs in simulating temperatures over sea, especially during the day. CNRM has the least 
extreme low PDF scores in all situations and CanESM performs relatively well, despite its 
coarse horizontal resolution. 
 
Figure 5.6. Same as Figure 5.2, but for temperature. 
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The map of PDF scores of the near-surface temperature PDFs (Figure 5.7) shows how the 
performance of the ESMs in simulating the near-surface temperature is dominated by large-scale 
biases over sea and land. A large-scale PDF bias is present over the North Atlantic Ocean in all 
ESMs. This PDF bias is associated with unskilful simulations for all ESMs (except HADGEM 
and NorESM). The position of the maximum of the circular bias is situated at 45-50°N and -
25°E and hardly differs from ESM to ESM. It must be noted that the actual center of the bias 
might also be situated outside of the study domain. In addition to the North Atlantic near sea 
surface temperature PDF bias, most ESMs have a low performance in the north of Iceland and 3 
ESMs (IPSL, NorESM and HADGEM) have a PDF bias over the sea in the south-west of the 
domain. On the other hand above land low PDF scores are present in the east of Europe (except 
in IPSL), over the northern part of the African continent and over Scandinavia (only for MIROC 
and IPSL). However the temperature PDF scores over land are on average higher than over sea 
and are mostly above the PDF score threshold of 0.7. 
At the small scale the near-surface temperature PDFs are biased above coastal features like bays, 
caps, straits and islands. Although only for the coarsest resolution model (MIROC), these coastal 
effects lead to simulations with a PDF score< 0.7. On the other hand, orographic features have 
little influence on the simulation of the temperature PDFs near the surface. 




Figure 5.7. Same as Figure 5.3, but for temperature. 
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5.4.2.2. Vertical extent of the PDF biases 
Large-scale 
The large-scale PDF bias over the North Atlantic Ocean covers the whole vertical profile 
(Figures 5.7 and 5.8). The bias is shifted more to the south (30-40°N) during summer compared 
to the winter (42-52°N), is bigger in winter than in summer and reaches up to more than 1.5km 
altitude in its center. The altitude of the lowest skilful level is radially decreasing from the 
centre, suggesting the origin of the bias in the temperature PDF to be related to the sea surface. 
The bias in summertime temperatures in the east of Europe on the other hand, is present over the 
whole vertical profile and is therefore suggested to be originating from the upper-atmospheric 
large-scale circulation. In the entire southern part of the domain (the northern African continent, 
the Mediterranean Sea and the south-east of Europe), ESMs are not able to skilfully represent 
the summer temperatures over at least the lowest 1.5km. This southern temperature bias is also 
present during winter, although less extensive. On the other hand, in winter temperatures in the 
northern part of the domain (north of 75°N) are not skilfully modeled in the lower model layers, 
varying from near-surface layers up to >1.5km. 
Small-scale 
During summer temperature PDFs above narrow coastal features can be unskilful up to 600m. 
Apart from this, small-scale phenomena do not induce unskilful performance of ESMs in 
simulating the temperature PDFs. A scatterplot relating the altitude of the lowest level with a 
PDF score >0.7 and the grid cell elevation, indicates that the performance of the ESMs is 
independent of the orography (not shown). 




Figure 5.8. Same as Figure 5.4, but for SD temperature (K) and for the sites ‘seaNW’, ‘seastrait’, 
‘landC’, ‘landE’, ‘landS’ and ‘seaSW’ as indicated in Figure 5.1 (in clockwise direction starting from 
the top left).  




Figure 5.9. Same as Figure 5.4, but for WD and for the sites ‘seaNW’, ‘strait’, ‘landC’, ‘landE’, 
‘landS’ and ‘seaW’ as indicated in Figure 5.1 (in clockwise direction starting from the top left). 
5.4.2.3. Description of the PDF biases 
The anomaly plots for sites ‘seaSW’ and ‘seaW’ in Figures 5.8 and 5.9 show that the large-scale 
PDF bias over the North Atlantic ocean is related to too cold temperatures in the ESMs. The 
underestimation is smaller at 1.5km than near the sea surface, suggesting the link with the ocean 
temperature. The low PDF scores north of Iceland (site ‘seaNW’) are associated with an 
underestimation of the skewness of the wintertime temperature PDF in the lower levels of the 
atmosphere, leading to too cold temperatures in the ESMs. Higher in the atmosphere 
temperatures are more Gaussian distributed and the PDF bias is smaller. The temperature PDF 
bias over the sea strait between Denmark and Sweden (site ‘seastrait’) is related to too warm 
temperatures in the ESMs in summer and too cold in winter. However these small-scale biases in 
the PDFs are too little to induce unskilful simulations (according to the 0.7 PDF score 
threshold). In the center of Europe, where temperature PDFs have a PDF score >0.7 down to 
their lowest levels, the anomaly plots do not show any common signal. Apart from MIROC, the 
magnitudes of the PDF anomalies are of the same order at ~80m as at the ~1.5km level. The 
PDF bias in the summer temperatures in the east of the domain is related to too warm 
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temperatures in all ESMs and is as large near the surface as it is at ~1.5km. The north of the 
African continent experiences too cold temperatures down to the surface. 
5.5. Discussion and conclusions 
GCMs are commonly evaluated on their performance at pressure levels of 1000, 850 and 
500hPa. However, due to their increasing resolution and improved interaction with the surface, 
the GCMs are getting more and more realistic in representing variables in the lower atmosphere. 
This work focuses on the performance of six ESMs in the lowest 1.5km of the atmosphere over 
Europe. The evaluation is based on the representation of the PDFs of wind and temperature. 
The results indicate three types of PDF biases. 1) Small-scale PDF biases related to coastal or 
orographic effects, dependent on the ESMs resolution, acting at individual grid scales and 
decreasing with height; 2) large-scale PDF biases originating from the interaction with the 
surface, independent of the ESMs resolution, acting at multiple grid cells independent from 
coastlines and orography and decreasing with height; and 3) large-scale PDF biases originating 
from large-scale circulation biases, increasing or constant with height. The first type, the small-
scale biases are expected to be overcome when the ESMs are used in downscaling practices 
(Gómez-Navarro et al., 2011). The higher the resolution of the RCM and the observations (in 
case of dynamical and statistical downscaling respectively), the less their downscaling results 
will be affected by the small-scale biases in the ESM. The large-scale biases in ESMs on the 
other hand, are expected to affect the downscaling results (Flaounas et al., 2013). 
Small-scale coastal features like bays, caps, straits and islands lead to unskilful simulations of 
wind speed and temperature PDFs up to 600m for the coarsest resolution ESMs. These biases 
are related to land-sea interactions and propagate to higher levels in summer than in winter. High 
orography induces too strong wind speeds in the ESMs. This is likely due to the coarse 
resolution of the ESMs, which underestimate the topography and roughness and therefore cause 
the wind speeds to be too high. The vertical extent of this small-scale PDF bias depends on the 
altitude of the mountains and the time of the day. The results show that during the day only the 
high mountains (>1km) cause unskilful simulations, while during the night also wind speeds 
over lower mountain areas are unskilful. In contrast to wind, temperature is less subjected to 
small-scale effects of orography. 
On the other hand, for temperature the performance of the ESMs is dominated by the presence of 
large-scale biases. Five of the six ESMs are characterized by a large-scale PDF bias originating 
from the sea surface of the North Atlantic Ocean. This bias is mostly pronounced in winter and 
is related to a common underestimation of temperature in the ESMs. The bias decreases with 
height, but exceeds the 1.5km at its center. The center is situated around 35°N during summer 
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and around 46°N during winter. Also more to the north (north of Iceland), a temperature PDF 
bias, related with too cold temperatures, originates from the sea surface. The bias is stronger in 
winter than in summer and induces unskilful PDFs in the ESMs to some 100m high.  
Other large-scale PDF biases originate from the upper-atmospheric large-scale circulation and 
do not decrease with height. Such a temperature PDF bias is found in the east of Europe where 
temperatures up to at least 1.5km are too warm in summer. In the northern part of the African 
continent the whole vertical profile is too cold in both seasons, but most extensive in summer. 
Apart from the large-scale biases in temperature PDFs, ESMs also show a large-scale east-west 
stretched bias in the PDF of the wind. This large-scale bias, present in at least half of the ESMs, 
reflects unskilful wind speeds between 30°N and 45°N and affects the whole vertical profile 
during winter. During summer, the variability between the ESMs is larger, but the signal of too 
strong winds is also present. Down to the surface, layers are slightly better represented than at 
1.5km, suggesting an upper-atmospheric origin of the bias. It must be noted that the 
systematically lower ESM-performance south of 45°N might at least partly be explained by 
uncertainties in the reanalysis data. As shown by Brands et al. (2012; 2013) the uncertainty in 
summer temperature, U and V wind components at 850hPa increases southward of 45°N. 
The large-scale east-west stretched bias in wind speed is associated with the bias noticed by 
Brands et al. (2013) in the 850hPa westward wind component of the CMIP5 models and by van 
Ulden and van Oldenborgh (2005) in the CMIP3 models. They argue that during boreal winter 
and spring the too strong westerlies in the Northern Hemisphere mid-latitudes are related to a 
largely exaggerated latitudinal pressure gradient. Vial and Osborn (2011) found that the CMIP3 
models underestimate the frequency and duration of wintertime atmospheric blocking. This 
underestimation of winter blocking episodes is a common feature of general circulation models, 
which tend to simulate a too strong North Atlantic jet stream (Scaife et al., 2010). 
At the higher levels HADGEM outperforms the other ESMs, as the large-scale PDF biases are 
small or absent. This is in agreement with evaluations based on upper-atmospheric levels 
(Brands et al., 2013). However our results show that near the surface HADGEM mainly 
underestimates wind speeds. On the other hand, CanESM, the model with the finest vertical 
resolution is performing notably well near the surface, regardless its coarse horizontal resolution. 
CNRM shows to be the most consistent model, having the lowest spatial variability in 
performance. Moreover the variability between the ESMs is larger for wind than for 
temperature. 
Within the framework of dynamical downscaling, the RCM evaluation study of Imberey et al. 
(2013) reports PDF skill scores between 0.4 and 0.8 for the monthly mean temperature over 
Germany as simulated by CLM2.4.6 and REMO5.7. It must be noted that the authors used a 
high resolution gridded observation dataset as a reference, which might partially explain the 
lower PDF skill scores of the RCMs compared to the presented scores of the ESMs in this study. 
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In addition, seasonal and regionally mean temperature biases found in the EURO-CORDEX 
RCM-ensemble evaluation (Kotlarski et al., 2014), are comparable in location and magnitude to 
the biases in the ESM ensemble of this study. It can be suggested that, since ESMs’s resolutions 
are increasing and their interaction with the surface is improving, the added value of the RCMs 
is decreasing, at least in representing seasonally and regionally averaged climatologies. The 
added value of the RCMs is still very important in the representation of the earth’s 
heterogeneity, for example in describing urban and coastal effects. 
Within the framework of statistical downscaling, the results indicate that also the near-surface 
wind speed PDFs can be used as predictors, apart from the standard used 850hPa and 500hPa 
level variables. In such a way statistical downscaling models might profit from predictors which 
are more closely related to the predictands. The signal of temperature is more complicated as the 
small-scale temperature biases near the surface are overshadowed by large-scale biases, 
originating from both surface and upper-levels. These large-scale biases should be 
acknowledged when downscaling the ESMs. In general, the height-dependent near-surface 
evaluation approach that was adopted in this study, gives more insight in the origin of large-
scale biases, defines up to which altitude ESMs are influenced by small-scale phenomena and 
determines the lowest levels for which temperature and wind speed PDFs are suitable input 
variables for downscaling models. 
  









Future changes in wind power potential 
over Europe from a Bayesian Earth 
System Model ensemble 
 
This chapter applies the SVDM to the ESMs (application-box in Figure 2.1), to project possible 
future changes in hub-height wind climatology and power output.  
6.1. Introduction 
It has been shown that atmospheric circulation and pressure patterns across Europe might change 
under future climate conditions (e.g., Demuzere et al., 2009). These changes in pressure patterns 
are expected to induce stronger large-scale zonal winds over the Western Europe (Rockel and 
Woth, 2007; van den Brink and van den Hurk, 2007; Walter et al., 2006, Persson et al., 2007; 
Beniston et al., 2006), and decreasing winds over the south of Europe (Hennemut et al., 2008). 
In contrast to the large-scale wind patterns, only few studies focus on the hub-height wind 
speeds, even though these winds are of interest for future energy supply.  
A recent study of Hueging et al. (2013) analyzed the wind energy potential from the 
downscaling of ECHAM5/MPI-OM using two regional climate models (RCMs). They project 
that the wind energy potential will increase over Northern and Central Europe, particularly in 
winter and autumn and decrease over Southern Europe in all seasons, except for the Aegean Sea. 
The projections show significant changes on annual average toward the end of the twenty-first 
century. The same driving model has been used in a statistical-dynamical downscaling technique 
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by Reyers et al. (2014), resulting in similar changes. As noted by Hueging et al. (2013), other 
studies focusing on wind energy potential are commonly performed on particular parts of Europe 
(the British Isles, North Sea, and Scandinavia and/or the Baltic Sea), and consider both 
dynamical and statistical downscaling approaches (e.g., Pryor and Schoof, 2010; Barstad et al., 
2012; Pryor et al., 2005; 2012a,b). However large deviations exist depending on the choice of 
the downscaling methodology (Pryor et al., 2012a) and driving general circulation model 
(GCM).  
Various sources of uncertainties (emission forecast, climate system response, natural variability, 
model structure) might be responsible for the large deviations in the future projections (Monier 
et al., 2013). A common way to deal with the uncertainties is by applying multi-model ensemble 
(MME) techniques. Under the hypothesis that errors in the simulations average out, the multi-
model mean of the ensemble is often regarded as the most plausible projection (Knutti et al., 
2010) and the inter-model variability is (falsely) defined as the probability of the projection. The 
commonly used MME technique, in which each model member is equally weighted, typically 
displays large uncertainties (which are in reality impossible to estimate). Since these “safe” 
climate change projections have not shown to stimulate political action (Oreskes, 2013), some 
climate scientists have slightly shift their focus from estimating uncertainties to increasing the 
relevance of the output (Smith, 2013). In other words, instead of using as many possible 
combinations of GCMs, downscaling methodologies and scenarios, their concern is to 
statistically process the information in a way that the output is relevant to the decision makers 
and action can be taken.  
Consequently MME methodologies are shifting from an approach that considers each model 
equal, to an approach in which the models of the ensemble are weighted according to for 
example their bias in present-day climate (Doblas-Reyes et al., 2003; Tebaldi and Knutti, 2007; 
Yun et al., 2003). Weighted averages are found to perform better in many cases (Robertson et 
al., 2004; Min and Hense, 2006; Penã and Van den Dool, 2008; Weigel et al., 2008; Knutti et al., 
2010). One of the fundamental methodologies of this kind was Giorgi and Mearns’s reliability 
ensemble average (REA) method (Giorgi and Mearns, 2002). Their Bayesian approach 
synthesizes the information of a climate model ensemble into a probability density function 
(PDF) of change. In generating the PDF, the analysis assigns an implicit weight to each model's 
contribution based on two criteria: bias and convergence (Tebaldi et al., 2004). The bias criterion 
gives more weight to models which correspond better with the observations. It assumes that a 
model which is better in representing the atmospheric conditions of the present-day climate, will 
be better in representing future climate. The criterion of convergence gives models with 
converging climate signals more weight. The criterion is advocated by Raisanen (1997) and 
Giorgi & Francisco (2000) and is supported by the fact that the convergence of models (the 
multi-model average) agrees better with observations than any single model (Gleckner et al., 
2008; Knutti et al., 2010; Reichler and Kim, 2008; Pierce et al., 2009; Lambert and Boer, 2001; 
Phillips and Gleckler, 2006; Gleckler et al., 2008 and Pincus et al., 2008). According to Tebaldi 
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et al. (2004) the criterion can be theoretically derived by assuming that the used models 
represent a random sample from a superpopulation of models (known as ‘the sampling theory’). 
On the other hand Knutti et al. (2010) state that heavily focus on model convergence may be 
unwise. The sampling theory assumes model members to be independent from each other, which 
is not the case. Furthermore, one may argue that extreme projections could be the result of a 
model incorporating essential feedback mechanisms that the majority of other models ignore. 
Nevertheless, the ensemble approach established by Giorgi and Mearns (2002, 2003), is 
commonly discussed in the climate change literature as being relevant for estimating climate 
change projections (Raisanen, 1997; Giorgi and Francisco 2000). 
This dissertation is the first to use the Bayesian approach to determine future changes in hub-
height wind speed PDFs and the related wind power availability over Europe. The model 
ensemble consists of ten model members from five of the state-of-the-art CMIP5 Earth System 
models (ESM; Section 2.2.3.2), which have been used in two statistical downscaling 
applications (Cab_cal and Lin_cal; Section 4.3). The analysis is performed for the SDSregions, 
defined in Section 4.3.2). The considered time subsets are: summer morning 9UTC (SD09), 
summer day 12UTC (SD12), winter day 12UTC (WD) and winter night 0UTC (WN). The 
Bayesian ensemble of the statistically downscaled ESMs (hereafter referred to as        ) is 
used to examine the following objectives: 
 The first objective is to analyze the potential changes of the wind speed PDF parameters 
under future climate conditions.  
 Secondly, the potential changes in extractable wind power (     ) availability of a sample 
wind turbine are analyzed.      is estimated for turbines installed today (2020-2049) and by 
the end of the century (2070-2099). Seasonal and regional variations will be studied; regions 
and seasons of possible increasing and/or decreasing wind power availability will be pointed 
out. 
 A third objective focuses more on the characteristics of the wind turbine, by analyzing the 
degree to which the projected      is dependent on the sample type of turbine. 
Section 6.2 presents the datasets and the characteristics of the sample turbine for which the 
potential       is calculated. Also in Section 6.2, a more thorough description of the applied 
ensemble approach is given. Section 6.3 presents the results. The first part of the results-section 
explains the approach, used to weight the models members in the ensemble. The remainder of 
the results section presents the expected future changes in Weibull scale (λ) and shape (k) 
parameters and in the power output of the turbine. Furthermore the dependency of      on the 
type of turbine is addressed. The implications of the results for the wind power industries, are 
discussed and summarized in Section 6.4.  
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6.2. Datasets and methodology 
6.2.1. From large-scale to hub-height: statistical downscaling 
Devis et al. (2013) (Chapter 3) developed a statistical vertical downscaling method (SVDM) to 
simulate wind speed PDFs at the hub-height, based on the relationship between the large-scale 
variables and observed hub-height local wind speeds. The SVDM has approved to be applicable 
in the SDSregions (Chapter 4). In the current chapter, the SVDM is applied on the large-scale 
variables of the ESMs to simulate the hub-height wind speed PDFs. Only the variables which are 
well represented by the ESMs (resulting from the analysis of Devis et al. (2014); Chapter 5), are 
used as possible predictors in the SVDM, as described in Section 2.3.2. Analogue to Chapter 4, 
the SVDM is performed using two statistical transfer functions (Cab_cal and Lin_cal). 
However, the ESM evaluation of Devis et al. (2014) (Chapter 5) indicates that not only the 
upper-level large-scale winds, but also the winds closer to the surface are well represented in the 
ESMs. To investigate whether the statistical downscaling is still beneficial, the skill of the 
         in representing the observed near-surface wind speed PDFs is compared with the 
skill of the ESMs without downscaling. The evaluation is based on the PDF score (Section 
2.3.1), comparing the wind speed PDFs of the ESMs and the          with the wind speed 
PDFs observed at two measurement sites: Cabauw (Section 2.2.1.1) and Lindenberg (Section 
2.2.1.2). The vertical profiles of the PDF scores are shown in Figures 6.1 and 6.2, for Cabauw 
and Lindenberg respectively. It must be noted that some PDF scores at the lower altitudes are 
extrapolations from the levels above (dashed lines). Since the downscaling includes a bias-
correction (which accounts for the bias between the ESM and the reanalysis data) prior to the 
application of the transfer functions, the downscaled present-day hub-height wind speed PDFs 
are equal for each ESM. 
The          score for every time subset far above the 0.7 PDF score threshold. Analogue to 
the results of Chapter 4, the Cab_cal SVDM is slightly better for Lindenberg than the Lin_cal 
SVDM is for Cabauw. During summer, the downscaling has a clear added value to the ESMs 
(also at their control site), while during winter the performance of the downscaled wind PDFs is 
comparable to the best performing ESMs in simulating present-day hub-height wind speed 
PDFs. Although the ESMs are relatively good in representing wind speed PDFs close to the 
surface (Devis et al., 2013), these results suggest that a statistical downscaling is generally 
preferable. Therefore, current chapter uses the SVDM (Cab_cal and Lin_cal), developed in 
Chapter 3, to downscale λ and k of the wind at hub-height.  




Figure 6.1. The performance of the ESMs before (blue) and after (red) downscaling in simulating the 
wind speed PDF at different heights and time subsets in Cabauw. The downscaling is performed 
using the transfer functions calibrated in Lindenberg (lighter red) and Cabauw (darker red). The 
dashed lines indicate extrapolations of upper level PDF scores.  
 
Figure 6.2. Same as Figure 6.1, but for Lindenberg. 
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6.2.2. From Weibull PDF parameters to extractable wind power 
Downscaled hub-height λ and k are combined to generate the PDF of the hub-height wind 
speeds (Equation 1.1). These are used to calculate the extractable wind power output (    ), 
according to Equation 1.2. For more detailed information on the generation of the wind speed 
PDF and on the calculation of     , the reader is referred to Section 1.1.3. 
     is calculated for the ENERCON E-82 E2 2300kW wind turbine (ENERCON, 2014). This 
sample turbine has a three bladed rotor of 82 m diameter and a generator with a nominal power 
output of 2300kW. The sample turbine is used at hub-heights of 78m, 85m, 98m, 108m and 
138m. Notice that the SVDM simulates wind speeds at 80m. However, difference in wind 
climatology between 78m and 80m is assumed to be minor. The turbine starts generating power 
from a wind speed of 2m/s and reaches its maximum power output at 14m/s or higher. To 
prevent a breakdown, the turbine is stopped at wind speeds higher than 25m/s. The efficiency of 
converting the energy in the wind into electricity is given by the power coefficient (  ). This 
coefficient is 0 for winds below 2m/s and above 25m/s. For wind speeds in between,    follows 
a relation with the wind speed as shown in Figure 1.6 and further referred to as the    curve. 
Section 6.3.4 estimates the dependency of the potential      on the turbine    curve. Therefore 
     is calculated using ten different    curves, which will be shown in the results-section of 
current chapter. 
6.2.3. From multi-model projections to a PDF of change: Bayesian 
modeling methodology 
The PDFs of future changes in λ, k and      are constructed according to the Bayesian approach 
of Tebaldi et al. (2005). For a detailed explanation of the algorithm, the reader is referred to 
Tebaldi et al. (2005). Current section addresses the general understanding of the Bayesian 
analysis as it is applied in this study for each grid cell and each time subset on λ, k and       
The Bayesian approach makes use of tree input datasets for the variable of interest, being 1) 
observed (  ) and 2) modeled values for a present-day period (  ) and 3) modeled change 
values (  ) (subtraction of future by present-day period). 
 The observed values (  ) are taken from the ERA-Interim reanalysis wind speed product of 
the European Centre for Medium-Range Weather Forecasts (ECMWF) (Dee et al., 2011) for 
the present-day period (from 1979 to 2005) (a description of the reanalysis data is given in 
Section 2.2.2).  
 The modeled values of the present-day period (  ) are represented by the direct ESM 
products (without downscaling). Each ESM is used twice, to correspond with the number of 
        (a description of the ESM data is given in Section 2.2.3). 
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 The modeled change values (  ) are derived from the ten         model members, for 
two future periods, being the near future (2020-2049) and end of the century (2070-2099). 
The future climate in the ESMs is forced by the RCP4.5 (Representative Concentration 
Pathway) scenario (a description of the ESM future scenario is given in Section 2.2.3).  
The algorithm stipulates Gaussian distributions for the present-day ESM simulations (  ) and 
the future change         projections (  ), for a given grid cell and season. The distributions 
of              are centered around the true climate signals, µ and ν for respectively present 
and future climate (change).           have model-specific variances,   
  , so 
         
               (6.1) 
            
               (6.2) 
  acts as a multiplicative factor for the model precisions (  ) in the simulations of future climate. 
It allows the variance of the future change projections (    to be different from the present-day 
simulations (   .   is common to all ESMs. The assumptions underlying Equation 6.1 and 
Equation 6.2 are that the ESM responses have a symmetric distribution, which center is the “true 
value”, but with an individual variability, to be regarded as a measure of how well each ESM 
approximates the climate response to the given set of natural and anthropogenic forcings. 
The variance of the observed present-day climate    is estimated through the observed 
(reanalysis) values, yielding  
         
   .            (6.3) 
While    (in Equation 6.1 and 6.2) is a measures of model-specific precision, depending on the 
numerical approximations, parameterizations and grid resolutions of each ESM,   (in Equation 
6.3) is a function of the natural variability specific to the season, region and time average applied 
to the observations (Tebaldi et al., 2005). 
The distribution parameters ( , μ, ν,            are given prior Gamma and Uniform 
distributions. The likelihood of occurrence of   ,    and    conditional on the value of their 
distribution parameters are combined using Bayes' theorem to get a joint posterior distribution 
for all uncertain parameters. In Tebaldi et al. (2005) it is explained how the form of the joint 
posterior of   , μ, ν,          is approximated through Markov chain Monte Carlo (MCMC) 
simulation. MCMC algorithms generate sample values from the posterior, and allow accurate 
empirical estimation of its features. The key parameters of interest are μ and ν, respectively the 
“true values of the present and the future change climate. The analytical approximations of their 
posterior distribution give more insight in the nature of the statistical assumptions. The 
distribution of  , fixing all other parameters, is a Gaussian distribution with a posterior mean ( ) 
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defined as a weighted average of the observation (  ) and the ten model member outputs (  ), 
with weights                .  
  
     
  
 
   
  
 
              (6.4) 
The variance of the distribution of μ is     
  
  
    
Similarly, the conditional distribution of ν is Gaussian with a posterior mean (  )   
  
      
  
 
   
  
 
             (6.5) 
and a variance of      
  
  
    
As it is shown in Equations 6.4 and 6.5,   and   are weighted means of the model members and 
the observations. The weights are random quantities and thereby the uncertainty in their 
estimation is taken into account. They are assigned according to two criteria: model bias and 
convergence. A model's bias is estimated by comparing its present-day climate simulation with 
the corresponding observations. Convergence among models is defined as the deviation of the 
individual projection of change with respect to the central tendency of the ensemble (Tebaldi et 
al., 2005). In formula, each   ’s posterior mean is approximately 
    
 
      
          
             (6.6) 
In Equation 6.6 the bias is formalized through the expression        measuring the distance 
between the     present-day simulation (Equation 6.1) and the ‘‘best approximation’’ to the truth 
(Equation 6.4). The convergence is quantified in the expression       , that measures the 
distance of the     future projection (Equation 6.2) from the consensus estimate of future climate 
(Equation 6.5). Since    can be interpreted as a measure of the     model’s reliability, or 
precision, in simulating future climate, it follows from Equation 6.6 and the forms of Equation 
6.4 and Equation 6.5, that models with small bias and that agree with the consensus, receive 
large weight in the posterior estimates of μ and ν (Equation 6.4 and Equation 6.5). In the 
standard version of Tebaldi et al.’s model, a posterior distribution for θ is estimated according to 
the assumptions of the variances (as in Equation 6.1, 6.2). This allows for the possibility that 
models have a different degree of accuracy in simulating present-day and future climate. 
6.2.3.1. The Bayesian PDF and the role of θ 
Performing the Bayesian modeling in its standard mode generally estimates values for θ larger 
than 1. This means that the convergence of the model members is considered to be more 
important in defining the ensemble PDF than their bias. However the convergence of the model 
members is overestimated because the model members are not independent from each other. The 
ten model members result from five ESMs, downscaled by two transfer functions. Consequently 
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only five ESMs are used to compose the ten ensemble members. The model dependency leads to 
convergence between the models and explains the high values for θ when the Bayesian approach 
is applied in the standard mode. To suppress the importance of the convergence criterion to 
some extent, this study is performed with a θ value fixed to 1. Fixing θ to 1 gives the criteria of 
bias and convergence the same weight. Therefore it prevents future predictions to be more 
accurate than the predictions of present-day climate. 
Figure 6.3 shows the ensemble PDF of Δ     for different values of θ: for θ equal to 0.1 only 
the bias is taken into account, for θ equal to 1 bias and convergence are equally important and 
when θ is larger than 1 the convergence dominates in defining the PDF of change. These 
illustrative examples show that the width of the PDF of Δ     strongly depends on the value of 
θ. The width of the PDF of change is typically regarded as a measure of uncertainty of the 
predictions. The PDFs of Δ     calculated by the standard mode (thick black curves in Figure 
6.3) are more narrow than the PDFs resulting from θ=1 (green curves). However these narrow 
PDFs of the standard mode present a ‘false confidence’ since the model member dependencies 
are not taken into account. The most wide PDFs result from a Bayesian modeling with θ=0.1 
(thin black curves). This configuration neglects the influence of the convergence criterion and 
weights the model members based on their bias in present climate. The bias is shown by the red 
dots in the bottom row and is calculated as the difference between the not-downscaled ESMs (   
of Equation 6.1) and ERA-interim (   of Equation 6.3). 
The left panel of Figure 6.3 shows an exceptional case in which all ESMs are strongly 
underestimating the power output in present climate (for example due to the underestimation of 
the ESM wind speed over small inland seas). In this situation the PDF of change, resulting from 
the θ=1 configuration, suggests uncertain predictions (represented by a very wide PDF), while 
the downscaled ESMs (black dots in Figure 6.3) present a rather clear signal. The reason for this 
discrepancy between the signal of the downscaled ESMs and the resulting PDF of change is 
related to the extreme biases in the ESMs. In cases where the models are strongly biased, 
undermining the influence of the convergence criterion leads to a (too) wide PDF of change in 
power output. Consequently constraining θ to 1 might underestimate the significance of changes 
in power output, leading to projections which suggest large uncertainties.  
In addition the dashed curves in Figure 6.3 show the PDFs derived from the traditional equally-
weighted MME approach. It can be seen that in a situation in which all model members agree 
relatively well and the bias is relatively small (right panel), the PDF of change is slightly more 
narrow for the Bayesian based (θ=1) than for the equally-weighted MME based PDF approach. 
On the other hand, when the agreement between the model members is less and the bias is large 
(left panel), the Bayesian method (θ=1) produces a PDF which is wider that the PDF of the 
equally-weighted MME approach. 
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In the results section of this chapter (Section 6.3.) the PDF of change will be presented by the 
mean of the PDF and the lower and upper boundaries of one standard deviation from the mean, 
as illustrated by the horizontal lines in Figure 6.3. The model spread (in this study represented 
by the standard deviation) is often referred to as the uncertainty of the projection. However it 
should be acknowledged that model spread is not necessarily a good estimate of uncertainty, 
because the distribution of models in the ensemble is rather arbitrary, it dependent on the choice 
of θ and it is affected by interdependencies across models (Knutti et al., 2012). 
 
Figure 6.3. Two illustrative examples of the PDFs of Δ     (kW). The left/right panel is illustrative 
for a situation in which all model members agree relatively bad/well and the bias in present time is 
relatively large/small. Solid curves present three types of configurations of θ in the Bayesian model. 
The bold black curve results from θ estimated by the standard algorithm (θ>1), the thin black curve 
results from θ equal to 0.1 and thereby discounts the convergence criterion, and the green curve 
results from constraining θ to 1 (applied in this study). Dashed curves present the PDF as modeled by 
the equally weighted MME product. The horizontal segments at the top indicate the interval of one 
standard deviation from the mean of the green and black PDF. The black dots at the bottom of the 
figure show the projected changes by the individual models (   of Equation 6.2). The red dots show 
the biases, calculated as the difference between each ESM and ERA-Interim. 
6.3. Results 
6.3.1. On the use of the Bayesian ensemble modeling approach 
The relative contribution of each model member in the Bayesian ensemble is given by the model 
specific precision parameter (  , i.e. the weighting). The precision relates to the variance of the 
distribution of    (present-day climate). Since this study holds a constant value of 1 for θ,    
also refers to the variance of the distribution of    (future climate). Model-members with large 
   refer to better performance, since large    values indicate that the distribution of the model 
members is more tightly concentrated around the true climate response (Tebaldi et al., 2004).  
The model specific weightings for      are presented for each time subset (SD09, SD12, WD 
and WN) in Figure 6.4. The weightings are relatively equally distributed among the model 
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members. There is no best or worst model member. Important to note is the strong similarity 
between the precisions of model members resulting from one ESM (e.g. HADGEM (Cab_cal) 
and HADGEM (Lin_cal)). The variability between the model members is largest during SD09, 
with slightly lower weightings for IPSL and higher weightings of HADGEM. This difference in 
performance is expected to be related to the resolution of the model members (specifications on 
the ESM resolutions are presented in Table 2.1). It has been shown that during summer, when 
local effects are important, higher resolutions are beneficial (Devis et al., 2014). Focusing at 
wintertimes, CanESM receives lower weights than average, although CanESM’s bias in present-
day climate is not substantially larger than others (Chapter 4). A cross-validation as applied by 
Smith et al. (2009) (not shown) suggests that CanESM’s climate sensitivity deviates from the 
other ESMs, which results in lower weights for this ESM during wintertime. 
 
Figure 6.4. Distributions of model specific dimensionless precision parameters (  ; see Equation 6.6) 
for      for each time subset. 
6.3.2. Wind speed PDF parameters under future climate 
The following analysis investigates if and how hub-height λ and k might change in the coming 
decades. Since the Bayesian methodology generates PDFs of change, not only the mean change 
in λ and k, but also the upper and lower PDF quantiles are analyzed, as a measure of uncertainty. 
Changes are defined to be significant when upper and lower bounds of one standard deviation of 
the mean change are equal in sign. Figures 6.5 and 6.6 show the projected changes in λ and k 
over the SDSregions NEU and MED. These regions have been introduced in Section 4.3.2 and 
describe the north and south of Europe, analogue to the regions NEU and MED defined by 
Giorgi and Mearns (2002). It is shown that the projected changes in near future λ and k are 
seasonally dependent. During summer, some regions in the east and south of Europe might 
experience a significant decrease in λ. When looking at winter, the signals are slightly stronger. 
For the Mediterranean region, there are indications for a significant decrease in λ down to 0.4, 
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and significant increases are simulated for some regions in Western Europe (Benelux and the 
Danish Strait). k is expected to decrease significantly (down to -0.1) during summer over most 
of the NEU domain. This is especially true during SD09, when at least 95% of the PDF of 
change in k is above 0 for some regions (e.g. North of France). Only some coastal regions might 
experience significant increases in k during summer. Yet this is true for summertime, during 
winter the signal is slightly reverse. Western Europe might experience a significant increase, 
while Southern and Northeastern Europe might undergo a significant decrease in k. 
 
 
Figure 6.5. Lower (left) and upper (right) bounds of one standard deviation of the mean ensemble 
change (middle) in λ (dimensionless) between present-day (1979 to 2005) and near future (2020-
2049). Results are shown from top to bottom for each time subset: a) summer morning (9UTC), b) 
summer day (12UTC), c) winter day (12UTC) and d) winter night (0UTC), respectively abbreviated 
as SD09, SD12, WD and WN. The changes are presented as absolute changes. Regions for which the 
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upper and lower bounds of the PDF of change are equal in sign are indicated by +, a + (bold) is given 
to the regions for which also the 0.05 and 0.95 quantiles are equal in sign. Regions outside the 
SDSregions, are excluded from the analysis (grey). 
 Figure 6.6. The same as Figure 6.5, but for k. 
The projected relative changes in λ and k are summarized in Figure 6.7. Each boxplot consists of 
the mean changes (middle panels in Figures 6.5 and 6.6) of each grid cell of the SDSregions. 
The relative difference between the north (NEU; Figure 4.9) and the south (MED; Figure 4.9) of 
the domain is larger than the difference between summer and winter. In the north, the change in 
λ is rather small, and is generally increasing in winter. Changes in k are larger and decrease 
(increase) in summer (winter). In the south, changes are most prominent for λ, decreasing over 
most of the domain. The strong decrease in k during summer (especially during SD09) in the 
north of Europe will cause extreme wind speeds to be more frequent in the north of Europe, 
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while the decreasing λ in the south of Europe will compress the PDF and shift it to lower mean 
and less variable wind speeds. 
 
Figure 6.7. Projected relative changes (%) in λ (green) and k (yellow) between present-day (1979 to 
2005) and future (2020-2049) period. Each boxplot presents the relative mean changes of each grid 
cell for the NEU (upper box) and MED (lower box) regions. The relative values are calculated as the 
ratio of      and the present-day     .  
6.3.3. Extractable wind power under future climate 
The effect of the possible changes in λ and k on the extractable wind power has been illustrated 
in Figure 1.9. The analysis indicated that increasing/decreasing mean wind speeds do not 
consistently cause increasing/decreasing power outputs, i.e. when the change in PDF is mainly 
caused by a change in k. Highest wind speeds result from a climate with high λ and k-
parameters, while highest extractable wind powers result from high λ and low k-parameters. 
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Figure 6.8 shows the expected       due to the expected future changes in wind speed PDF. 
     of the sample turbine (ENERCON E-82 E2 2300kW) is projected to increase over Western 
Europe during summer and winter, although only for a few grid cells, this signal is significant. 
On the other hand, a clear significant decrease down to 400kW in extractable wind power is 
simulated in the Mediterranean region (Eastern Europe) in winter (summer). In addition, the 
upper and lower quantiles of the PDF of change indicate that       is most uncertain for the 
coastal regions in the north of Germany and along the Anatolian peninsula during summer.  
 
Figure 6.8. Projected absolute       (unit: kW) of the sample turbine, between present-day (1979 to 
2005) and near future (2020-2049). Symbols and abbreviations in the figure are analogue to Figure 
6.5.  
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The Bayesian PDFs of       projected for the end of the century (2070-2099) are presented in 
Figure 6.9. In general, the changes expected for the end of the century do not indicate a linear 
continuing of the near future changes. The ensemble model spread is larger and the mean 
changes are generally lower, thereby suggesting smaller, but more uncertain changes for the end 
of the century compared to the near future. Only during SD12, the projected decrease in      
over Central Europe is more significant by the end of the century than for the near future 
scenario. During wintertime the expected       by the end of the century is similar, but smaller 
than      expected in the near future. 
 
Figure 6.9. The same as Figure 6.8, but for the end of the century (2070-2099). 
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6.3.4. Sensitivity of power change to power coefficient curve 
Previous sections have shown the expected       for the ENERCON E-82 E2 2300kW sample 
turbine (ENERCON, 2014). Current section will show the expected changes for a range of 
different turbine types, holding different    curves (Figure 6.10). The    curves are taken from 
turbine types with rotor diameters of 80 or 82m and hub-heights of 78m (expect for turbine V80, 
which has a hub-height at 67m). Figure 6.11 shows the relative mean near future change in 
WD       for each turbine’s    curve. The panels are sorted by increasing average    
(representative for the turbine efficiency of converting the wind into power). The relative 
changes in mean      vary from -16% to +5.3% over the whole domain, with similar spatial 
patterns for each turbine type.  
 
Figure 6.10. Different    curves adopted from five typical operational turbines with rotor diameters 
of 80 and 82m (ENERCON, 2014) and hub-heights at 78m (except for turbine V80 2MW, which has a 
hub-height at 67m). The nominal power output of the different turbine types is given in the legend. 
The    curves are used in the calculations of     , according to Equation 1.1.  
  




Figure 6.11. Ensemble mean expected relative       during WD between present-day (1979 to 2005) 
and near future (2020-2049) for turbines holding different    curves (as presented in Figure 6.10). 
The plots are sorted from lowest average    at the top-left to highest average    at bottom-right. The 
red squares in the upper left figure indicate the two grid cells which are studied in more detail in 
Figure 6.12. 
To study the sensitivity to the choice of    curve in more detail, Figure 6.12 focuses at to two 
single grid cells: a grid cell above Cabauw (Northwestern Europe) where wintertime wind 
speeds indicate a minor (insignificant) increase and a grid cell in Southwestern Spain where 
wintertime wind speeds are expected to decrease (significantly). It is shown that the projected 
shift in wind speed might lead to a       which is relatively smaller or larger depending on the 
   curve of the turbine. However there is no clear relationship between the       and the 
average    value, at least not in Cabauw. In Southwestern Spain turbines with higher average    
values (and higher nominal power outputs) will generally be more affected by the decreasing 
wind climate, than turbines with lower average    values. Notice that this relation is not 
unequivocal, but largely depends on the exact shape of the    curve. In particular for the grid 
cell in Southwestern Spain the projected relative decrease in power output varies between -3.8% 
and -5%, depending on the turbine type. Of course these values will be different when more and 
other turbine types are studied. However they indicate that results of studies on the change of 
wind power output may vary depending on the sample turbine of the particular study. Moreover, 
it is important to notice that the sensitivity of the possible change in power output to the type of 
turbine is not significant. As it can be seen from the extensive whiskers of the boxplots in Figure 
6.12, the uncertainty on the       (the width of the PDF of change) is very large. Due to these 
large uncertainties it is impossible to make strong conclusions on the degree to which the 
relative      might be sensitive to the type of turbine. Nevertheless the analysis indicates that 
the choice of    curve might strengthen or weaken the potential relative change in     . 




Figure 6.12. Hub-height wind speed PDFs of present-day (blue) and near future (green) WD climate, 
(the overlap of the PDFs is show in cyan) a) for a grid cell in Northwestern Europe (56°N, 13E°) 
where wind is expected to increase and c) for a grid cell in Southwestern Spain (37°N, -7°E) where 
wind is expected to decrease. The specific grid cells are indicated in Figure 6.11. b & d) Boxplots of 
expected relative changes in       corresponding to the change in wind speed PDF (as in a & c) for 
turbines types holding varying    curves (as in Figure 6.10). 
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6.4. Discussion  
6.4.1. Challenges of the Bayesian modeling approach 
This study applies a Bayesian ensemble approach to combine the ten         projections in a 
PDF of change. The Bayesian methodology is a progressive approach to structure a large set of 
model data into relevant and meaningful information and was therefore preferable to an equally-
weighted MME methodology. However the Bayesian methodology applies a criterion bias and 
convergence which cannot be approved. For that reason the Bayesian methodology is often 
criticized.  
However, to the author’s understanding, the difference between the weighed ensemble 
methodology and the traditional (equally weighted MME) methodology lies in ‘what they want 
to show’. The Bayesian ensemble methodology is not a ‘visualization of the results’ like the 
traditional ensemble approaches are, but rather a ‘visualization of the interpretation of the 
results’. A non-weighted methodology shows an unprejudiced listing of each model. Each 
scientist can interpret these results how he/she feels like. Some scientists will interpret the same 
results in different ways. Most scientists will intuitively trust the converging models with the 
smallest bias more than others. From this perspective, the Bayesian weighted ensemble approach 
is just a ‘standardized visualization of the interpretation of the ensemble result. 
On the other hand since λ, k and      are not independent, and since grid cells are spatial auto-
correlated, more advanced Bayesian modeling approaches could also be applied. By taking into 
account the dependencies between variables and grid cells, the model member weightings of the 
Bayesian ensemble, might be estimated more precisely. In this respect, a joint simulation of the 
behavior of λ and k projections might be beneficial, as well as a space dependent method (Smith 
et al., 2008; Bhat et al., 2011).  
6.4.2. The advantages of modeling PDF parameters 
Power changes in climate studies are typically derived from average values of wind speed and 
  . However, it is shown in Figure 1.9 that the extra information provided by the PDF of the 
wind is crucial for wind power change estimations. The significant decrease in power output 
expected for the Mediterranean in winter would be overestimated by almost 20% of the change, 
when only the mean of the wind would be taken into account. The projected power output 
increase for Western Europe during wintertime would be overestimated by 40% of the change. 
These inaccuracies in      change estimations, resulting from neglecting the changes in the 
entire PDF of the wind, are in the order of magnitude relevant for future wind power yield 
estimations.  
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6.4.3. Effect of statistical downscaling on the change in power output.  
In order to examine the effect of the downscaling approach on the climate change signal, the 
Bayesian PDFs of change in      are analyzed from four different ESM ensembles (Figures 6.13 
and 6.14): 
 The ten model member ensemble, resulting from the statistical downscaling of five ESMs by 
two different transfer functions (calibrated in Cabauw and Lindenberg); shown in the upper 
row of Figures 6.13 and 6.14. Note that this ensemble is similar to the ensemble analyzed in 
Chapter 6.  
 The five model member ensemble, resulting from the statistical downscaling of five ESMs 
by the transfer function calibrated in Cabauw (Cab_cal); shown in the second row of Figures 
6.13 and 6.14 
 The five model member ensemble, resulting from the statistical downscaling of five ESMs 
by the transfer function calibrated in Lindenberg (Lin_cal); shown in the third row of 
Figures 6.13 and 6.14. 
 The five model member ensemble, resulting from the direct ESM products; shown in the 
bottom row of Figures 6.13 and 6.14. 
A comparison of 1) and 2&3) shows that the Δ     is more significantly modeled by the ten 
model member ensemble than by the five model member ensembles. This can be explained by 
the effect of the convergence criteria in the Bayesian approach (Section 6.2.3). Moreover the 
comparison shows that, although the model members in the ensemble used in Chapter 6 are 
mutually dependent, the overall spatial pattern in       is similar to the results from the 
ensembles of ‘independent’ model members. Comparing the downscaled ensemble results of 
both statistical transfer functions (2 and 3), shows very similar patterns in       and slightly 
more significant changes for the function calibrated in Cabauw, than for Lindenberg. A 
comparison between 2&3) and 4) excludes the effect of the ensemble size on the resulting PDF 
of change. It is shown that the spatial patters in      and the absolute values of the ensemble 
mean Δ    , are similar for the downscaled and the not downscaled ESM ensemble. For winter 
conditions, this confirms the expectations, since the added value of the downscaling to the 
representation of the hub-height wind speed is minor. However, during summer, the clear added 
value of the hub-height wind speed representation, does not alter the climate change signal. In 
other words, also during summer, the downscaling does not influence the climate signal. 




Figure 6.13. Lower (left) and upper (right) bounds of one standard deviation of the mean ensemble 
      (middle) during summer day (unit: kW), derived from four different model-ensembles. From 
top to bottom: i) the ten model member ensemble, resulting from the statistical downscaling of five 
ESMs by two different transfer function (calibrated in Cabauw and Lindenberg), ii) the five model 
member ensemble, resulting from the statistical downscaling of five ESMs by the transfer function 
calibrated in Cabauw (Cab_cal), iii) the five model member ensemble, resulting from the statistical 
downscaling of five ESMs by the transfer function calibrated in Lindenberg (Lin_cal), iiii) the five 
model member ensemble, resulting from the direct ESM products. The changes are presented as 
absolute changes between present-day (1979 to 2005) and near future (2020-2049). Regions for which 
the upper and lower bounds of the PDF of change are equal in sign are indicated by ‘+’, a bold ‘+’ is 
given to the regions for which also the 0.05 and 0.95 quantiles are equal in sign. 




Figure 6.14. Same as for Figure 6.13., but for winter day. 
6.4.4. In relation to dynamical downscaling  
For this particular application, in which potential changes in wind power outputs are studied, a 
rather simple statistical downscaling approach is preferred over a dynamical approach. Since the 
statistical downscaling is computationally inexpensive, it can easily be applied to a large 
ensemble of ESMs, and in such a way take into account the uncertainties arising from the choice 
of the driving model. In contrast to the dynamical downscaling, the applied statistical method 
cannot be used to understand the physics leading to a change in power output. For example to 
study the effect of land use changes on the wind power output, a dynamical approach would be 
preferable.  
Only few studies have (statistically or dynamically) downscaled power output changes over 
Europe, but none of both approaches have proven to be better than the other. Hueging et al. 
(2013) studied the changes from a dynamical downscaling perspective, while Reyers et al. 
(2014) describe the statistical-dynamical downscaling (using the same driving model). In 
addition, the recent study of Reyers et al. (under review) uses the same a statistical-dynamical 
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method on a large model-ensemble. Comparing the outcomes of the different downscaling 
studies shows that during wintertime, when regional winds are strongly linked to the large-scale 
geostrophic wind (Hueging et al., 2013), both downscaling approaches agree well. The statistical 
and the dynamical downscaling approaches predict a general increase in wind energy potential 
over Northern Europe and a decrease over Southern Europe. Although the magnitudes of the 
signals are somewhat stronger for the dynamical downscaling (in Hueging et al. (2013)) 
compared to the signals of the statistical approaches (in current study and in Reyers et al. (under 
review)). During summertime, changes in wind energy potential are considerable weaker than 
during winter (Hueging et al., 2013), but larger deviations exist between the different 
downscaling studies. Whereas the dynamical downscaling of Hueging et al. (2013) projects 
increasing power output over the Baltic sea, the statistical downscaling of Reyers et al. (under 
review) indicates a decreasing signal. Also in Southern Europe, regional differences are present 
between the different downscaling studies. The less clear signal during summertime, compared 
to wintertime, might be related to the stronger internal variability of the system, which is more 
difficult to be captured by the downscaling models. Moreover local effects and regional winds 
play a more important role during summer, in particular in the Mediterranean region (Hueging et 
al., 2013). 
6.5. Conclusions 
6.5.1. Expected changes in scale, shape and power output 
The overall aim of this chapter is to estimate the potential change in     . over Europe under 
future climate change conditions (RCP 4.5 scenario), based on a Bayesian ensemble of 
       . The Bayesian ensemble methodology generates PDFs of the expected changes in λ, k 
and     . These PDFs represent the spread of the model members in projecting the future 
change. The mean future change of the PDFs is defined as significant when all ESMs between 
one standard deviation of the mean indicate a change of equal sign. The results show that 
significant changes are commonly related to the locations where expected changes are relatively 
large, however this relation is not reversible, i.e. at locations where the PDF of change is very 
wide, e.g. at coastal regions. At those locations the large model spread might be related with 
known deficiencies in the models not resolving processes accurately because of resolution, 
inappropriate parameterizations, etc. Focusing on the significant signals, potential absolute 
changes are identified up to 0.4 and 0.1 in respectively λ and k for some regions over Europe in 
the near future. The expected changes show a latitudinal dependence. The increase in λ and k 
during wintertime in the north-west of Europe will cause higher mean and extreme wind speeds 
to be more frequent. On the other hand, in the south of Europe, λ and k are expected to decrease, 
causing a slowing down of the wind speed. This expected signal of decreasing Weibull 
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parameters applies more to the north of Europe during summertime. As a result of the change in 
λ and k,      might increase over Western Europe during summer and winter, while significant 
decreases (down to -16%) are expected for the Mediterranean (Eastern Europe) in winter 
(summer). 
The presented relative changes in      are in the same order of magnitude as the results of the 
dynamical downscaling of Hueging et al. (2013), for the period between 1961-2000 and 2061-
2100. However, the projected changes of Hueging et al.’s study do not correspond in all regions 
with the results presented in this dissertation, especially during summer. For this season, 
Hueging et al. (2013) project a significant decrease in      over Western Europe, while our 
approach results in only small, unclear changes. This difference in      change projections 
might be related to the different approach of calculating       The calculations in this 
dissertation are based on a wind speed dependent   , while Hueging et al. (2013) applied a 
constant   . During summertime, λ and k over Western Europe are expected to decrease 
significantly. It is in particular during these situations (in which the changes in λ and k are equal 
in sign), that both approaches differ most (Figure 1.9). 
6.5.2. Power change sensitivity to the power coefficient 
The choice of turbine    curve might be relevant in      change estimations. It might strengthen 
or weaken the potential relative change in     . Possible power changes appear to be larger for 
turbines with higher average    values. However this relation is not significant and depends on 
the exact form of the    curve and wind speed PDF. Moreover it is important to emphasize that 
the changes in      presented in this study are relative changes with respect to each turbine type. 
These results cannot be used to decide which turbine type is most cost-effective in future. This 
would need a full cost-benefit analysis, taking into account the absolute changes in      due to 
climate change, the grid connection costs, operation and maintenance costs, etc. 
With this study, we want to stress the need to consider the entire wind speed PDF and    curve, 
in studies on future power changes. The wind industries should be aware that apart from the 
decadal variabilities in wind, future changes in power up to 20% are not unreasonable, 
depending on the region, season and time of the day. However, it is shown that much of the 
unwanted changes can (and should) be challenged by making considerate choices on the type of 
turbine. 
  









Conclusions and outlook  
More than 100GW capacity of on- and offshore wind energy is planned to be installed in Europe 
by 2020 (Vautard et al., 2014). To minimize financial risks detailed information about the effect 
of future climate conditions on the wind energy potential across Europe is needed (Bakker et al., 
2007). This dissertation estimates Europe’s wind energy potential under future climate 
conditions based on an ensemble of statistically downscaled Earth System Models (ESMs).  
A statistical downscaling model is developed to simulate the wind climate at the hub-height 
(Chapter 3). The development is described for one particular location (Cabauw), using data of 
one particular general circulation model (GCM; ECHAM5). The method is tested for other 
regions (Chapter 4) and applied to an ensemble of statistically downscaled ESMs (Chapter 6), to 
predict the potential change in wind energy. However, before applying the method on the ESM 
ensemble, the ESMs are evaluated on their representation of the predictors of the statistical 
model (Chapter 5). 
7.1. Concluding summaries 
7.1.1. A statistical downscaling approach to model hub-height wind 
speed PDFs 
Climate conditions are commonly simulated using large-scale climate models. However, to 
assess the wind climate at the turbine hub-height, the large-scale information needs to be 
downscaled to the site and height of the wind turbine. A downscaling approach is developed 
which statistically relates large-scale model output (the predictors) to the hub-height wind speed 
climate (the predictands), via a transfer function calibrated in Cabauw. Both the predictors and 
predictands are represented by the parameters of their probability density function (PDF). More 
specific, the predictands are represented by the observed Weibull scale (λ) and shape (k) PDF 
parameters of the hub-height wind speed climatology in Cabauw. The predictors on the other 
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hand, are selected from a list of large-scale ERA-Interim reanalysis variables. The selection is 
based on a step-wise regression methodology. However, since the downscaling will eventually 
be applied on large-scale model data from ECHAM5 (and later on from ESMs), the ECHAM5 
climate model is first evaluated on its representation of the possible predictors by comparing 
with the reanalysis data. Only the variables which are skilfully represented by ECHAM5 are 
used in the stepwise regression method. 
Results indicate that the choice of the predictors in the transfer function is strongly defined by 
the stability conditions of the atmospheric boundary layer. During winter (day and night), 
ECHAM5 is able to represent the reanalysis hub-height wind speed PDFs and its PDF 
parameters can therefore be used as a predictor of the transfer function. While during summer 
hub-height wind speed PDFs are not well represented by ECHAM5. The regression analysis 
indicates that during convective summer day conditions, the hub-height wind speed is strongly 
linked to the higher, skilfully represented, levels. During these conditions, the observed hub-
height wind speed can skilfully be modeled using the large-scale wind speed PDF parameters at 
500m as the only predictor. In contrast, during summer nights the stable boundary layer is much 
more shallow and the regression analysis indicates that the simulation of hub-height wind speed 
PDFs is substantially improved when temperature information is included in the statistical 
downscaling model. In general, from all possible variables which could be selected as predictors, 
wind speed and temperature (-gradient) PDF parameters of levels between the surface and 1.5km 
are the best. The validation of the downscaling results indicates that λ is better simulated than k 
and day conditions are slightly better represented than night conditions. All together, for each of 
the studied time subsets, the downscaling is able to skilfully represent the hub-height wind speed 
PDF parameters in Cabauw. Nevertheless, the added value of the downscaling (compared to the 
original ECHAM5 hub-height wind) is rather low during winter and high during summer, 
especially during summer night. 
7.1.2. ESM performance near the surface 
After developing the statistical method in Chapter 3, the method is applied on an ensemble of 
ESMs in Chapter 6. ESMs are the most recent realization from the Coupled Model 
Intercomparison Project Phase 5 (CMIP5; Taylor et al., 2012) and represent land-atmosphere 
processes in greater detail. However, before the statistical vertical downscaling method is 
applied on the ESMs, the ESMs are evaluated on their representation of the predictors in 
statistical model. Predictors of statistical downscaling models are commonly derived from 
upper-atmospheric fields, because these variables are likely to be better represented by the large-
scale models. However since Chapter 3 indicates that (at least for ECHAM5 during winter) the 
near-surface provides the best predictors, the ESMs are evaluated on their representation of wind 
and temperature PDFs in the lower 1.5km of the atmosphere, using ERA-Interim as the 
reference. 
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The evaluation identifies small-scale and large-scale biases in wind and temperature PDFs. 
Looking at the wind, small-scale biases originating at the surface are related to topography and 
land-sea interactions. They remain present up to 600m for the coarsest resolution ESMs. During 
winter, these small-scale biases do not propagate as high as during summer. At the large scale, at 
least half of the ESMs simulate unskilful wind speeds between 30°N and 45°N in the whole 
vertical profile. During winter, the ESMs are more consistent on the location and signal of this 
large-scale east-west stretched bias in the PDF of the wind than during summer. Close to the 
surface, the wind is slightly better represented than at 1.5km, suggesting an upper-atmospheric 
origin of the bias. Brands et al. (2013) also identified a large-scale bias, albeit in the 850hPa 
westward wind component of the CMIP5 models. The bias is suggested to be related with a 
largely exaggerated latitudinal pressure gradient, leading to the too strong westerlies in the 
Northern Hemisphere mid-latitudes (Ulden and van Oldenborgh, 2005). In general, wind speed 
PDFs experience small-scale biases mostly during summer and large-scale biases, mostly during 
winter. In contrast to wind, temperature is less subjected to small-scale effects of orography, but 
the ESM performance is dominated by the presence of large-scale biases. A large-scale 
temperature PDF bias, related to too cold temperatures, is present over the North Atlantic Ocean 
and the east of Europe exhibits temperatures that are too high in summer. 
7.1.3. Potential change in wind power output  
It has been shown that large-scale atmospheric circulations are expected to change under future 
climate conditions (e.g., Demuzere et al., 2009), but only few studies focus on how these 
changes affect the hub-height extractable wind power. To estimate the potential change in wind 
power over Europe, the power output of the statistically downscaled ESMs are used in a 
Bayesian ensemble approach (Tebaldi et al., 2005). This probabilistic approach generates a PDF 
of change by assigning weights to each ESM's contribution based on two criteria: bias and 
convergence. This way, the large set of ESM data is structured into relevant and meaningful 
information, rather than simply averaged (as it is the case in the equally-weighted multi-model 
averaging approach). The ensemble consists of ten model members, resulting from applying two 
transfer functions to five ESMs. To account for the model dependency in the ensemble, the 
importance of the convergence criterion in the weighting algorithm is suppressed. This is done 
by preventing the model spread of future projections to be smaller than it is in current climate. 
The weighted model spread is regarded as the estimate of the prediction uncertainty. Changes 
are considered to be significant when all data between one standard deviation from the mean of 
the PDF are equal in sign.  
Focusing on the significant changes for 2020-2049, λ and k are expected to decrease in the 
Mediterranean region. This is especially true during winter and might lead to a shift of the PDF 
and a change in the skewness to lower wind speeds. Consequently the power output in this 
regions is expected to decrease down to 16%. Note that when power change estimations would 
be based on the mean wind speed (as is common practice), the expected decrease in wind power 
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output in the Mediterranean region would be overestimated by almost 20% of the change. On the 
other hand, in the north-west of Europe expected changes are insignificant for λ, suggesting no 
significant shifts in mean wind speeds. However, the significant change in k is expected to affect 
the skewness of the distribution. During summer morning this might result in more extreme 
wind speeds. For some regions, this might lead to significant increases in expected power output 
up to 5.3% (and even more over the Anatolian peninsula). This change in power output, as 
derived from λ and k, is 40% lower than the change that would be estimated based on the mean 
wind speed. Northeastern Europe might be subjected to a decrease in power output, resulting 
from a decrease in λ. Projected changes in power are most uncertain during summer along 
coastal regions, especially in the north of Germany. 
The expected changes in power output have shown to be dependent on the type of wind turbine, 
which is in this dissertation defined by its    curve. In case of expected increasing power output 
(e.g. in Northwestern Europe), the largest relative changes are expected for turbines with a lower 
average   , which are generally less efficient. On the other hand, when a decrease in power is 
expected (e.g. in the Mediterranean), the relative loss in power is suggested to be generally 
larger for turbines with higher average   . Hereby it is shown that much of the expected 
unwanted changes in power output can be challenged by making considerate choices on the type 
of turbine. 
This analysis might be relevant to the wind energy sector since it offers the opportunity to take 
into account the potential future power output changes in making cost-benefit studies. 
Consequently, future wind energy yield estimations will be more accurate and financial risks and 
costs when installing grid operation systems will be minimized. Although, the spatial resolution 
of the results is too low to be useful for turbine site selection, the results indicate which changes 
in power output might be expected and how certain they are at a regional scale. Not only the 
projected changes in mean power output can be considered in future strategic planning of energy 
networks, but also the changes in intra-annual variability of the wind energy resource are 
valuable for grid operators. Since wind energy is a stochastic very variable energy source, 
additional conventional reserve power is required to ensure the balance between production and 
consumption. Furthermore the information provided by this study about future wind power 
changes on a European spatial scale might encourage cross-border cooperation on security of 
supply, infrastructure, sustainability and innovation. For instance, between regions where wind 
power is expected to increase and regions where solar energy is perhaps more efficient. 
7.1.4. Added value of statistically downscaling hub-height winds 
7.1.4.1. Representing hub-height wind speeds 
The statistical downscaling technique is considered to be beneficial for the representation of 
hub-height wind speed PDFs during summer. Summertime wind speeds are generally more 
difficult to represent, due to the local character of the climate. Indeed, the ESM evaluation 
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indicates more and stronger small-scale biases during summer than during winter. Since the 
atmospheric boundary layer is well mixed during summer day conditions, a simple transfer 
function relating the wind speed from higher levels with the hub-height wind speed, significantly 
increases the representation at the hub-height. In other words, during summer the statistical 
downscaling is capable of improving the hub-height wind speed representation. 
On the other hand, during winter, hub-height winds are strongly linked to the large-scale 
geostrophic wind (Hueging et al., 2013) and small-scale biases in the ESMs are relatively minor. 
Due to the high performance of the ESMs, the statistical downscaling does not add much value 
to the representation of the hub-height wind speed PDFs during winter, when the large-scale 
dynamics typically dominate the local climate. 
7.1.4.2. Predicting climate change signal 
Regarding the future change in hub-height climatology, it is impossible to estimate the added 
value of the statistical downscaling technique, since hindcast comparisons are not available. 
Nevertheless no clear difference is present in the climate change signal before and after the 
statistical downscaling. Since there was only little added value in representing the hub-height 
winds during winter, the absence of the effect of the statistical downscaling in simulating the 
climate change signal during winter is not unlikely. Also during summer, when the statistical 
downscaling clearly improves the representation of the hub-height winds, the downscaling does 
not affect the climate change signal.  
This result challenges the current ‘state-of-the-art’ that uses an improved model performance for 
representation of the present-day climate as a criterion to apply downscaling. At least for wind 
power, and possibly other applications, direct output from the current generation of ESM gives 
similar results to downscaled ESM output. This implies that the relation between the large-scale 
predictors and the hub-height wind speed in the downscaling model (derived from observed 
data) is similar to the relation in the ESM at least for the near future (2020-2049). This is again a 
confirmation that the ESM hub-height winds respond correctly to future changes in large-scale 
atmospheric conditions and supports the rather good performance of these models. It can be 
concluded that the climate change signal that was found in this dissertation is robust and does 
not largely depend on whether a statistical downscaling to hub height is applied or not. 
7.2. Recommendations  
Following recommendations are made to further improve the research on wind climate and 
consequent energy generation. These improvements might lead to more realistic and confined 
projections of future wind energy yields.  
 Chapter 7  
118 
 
7.2.1. Is there still an added value of downscaling ESMs? 
It is a common belief that general circulation models need to be downscaled to give a realistic 
description of the local climate and the future changes in climate. However, due to their 
increased resolution and improved interaction with the surface, the ESMs are becoming 
increasingly realistic in simulating atmospheric conditions, also near the surface. Since 
downscaling approaches (both statistical and dynamical) induces additional uncertainties on the 
projections, the question arises whether downscaling is beneficial? 
To answer this questions the following aspects should be considered:  
 The skill of the global model in representing the near-surface variable of interest. When 
the general circulation model is mainly affected by biases at small scale, a downscaling 
approach will substantially improve the small-scale representation. On the other hand, large-
scale biases will affect the downscaling practice. In a dynamical downscaling the large-scale 
bias might be carried over to the regional model (Flaounas et al., 2013) and eventually be 
accounted for using bias-corrections. The statistical downscaling intrinsically accounts for 
the bias. In situations where the large-scale biases dominates the performance of the global 
model, it is not recommended to perform downscaling. 
 Climate signal. Although downscaling often improves the representation of the local 
climate, the added value of the downscaling in simulating the climate change signal is not 
assured. Di Luka et al. (2012) show that the fine scale contributions of a dynamical 
downscaling to the total climate change signal, account for only 5% of the time-averaged 
change in temperature and slightly more for precipitation. Therefore, it is argued that some 
climate change applications might not benefit from downscaling, since the extra uncertainty 
induced by the downscaling process might alter the climate signal. 
 Averaged values (in space and time). The added value of downscaling averaged values 
(regional, seasonal or annual mean values) is lower than for instantaneous values. 
Downscaling studies which are limited to first order moments, gain little high-resolution 
information from downscaling (Di Luka et al., 2012). Indeed, the performance of the EURO-
CORDEX RCM-ensemble in representing seasonal mean temperature PDFs (Kotlarski et al., 
2014) is similar to the performance of the ESMs. 
 The type of variable(s). Variables related to processes acting at scales too small to be 
resolved by global models (like precipitation, clouds, turbulence, surface winds, etc.) 
generally need downscaling. Depending on the non-linearity and the feedbacks of the 
processes affecting the variable either a dynamical or a statistical approach might be 
beneficial. When more than one variable needs to be downscaled, a dynamical approach is 
preferred, since statistical techniques often rely on bias-correction practices, removing the 
physical consistency between the different climate variables. On the other hand, variables 
which are directly linked to the large-scale climate (like wintertime wind speeds over 
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Western Europe) will profit less from being downscaled. For these variables, the extra 
uncertainty induced by downscaling might not compensate the increased representation of 
the sub-grid processes.  
 Spatial homogeneities in the study area. For flat, homogeneous terrain, the added value of 
downscaling will be smaller. In very complex terrain, where land-surface interactions and 
feedbacks are important (for example in urban climate modeling) dynamical models will 
have a high added value. 
To conclude, since large-scale models have improved their interaction with the surface, regional 
climate change studies should consider the necessity of downscaling, before applying a 
statistical or dynamical model to the large-scale model.  
7.2.2. Assess the relevant altitude(s) 
The power change estimations presented in this dissertation are derived from the changes in the 
hub-height wind speeds. However, in reality it is not only the hub-height, but the entire area 
covered by the turbine blades, which is relevant for the assessment of the power. Since the wind 
height-profile is not linear (but rather logarithmic), the hub-height wind speed does not represent 
the average wind speed covered by the swept area. Therefore it is recommended to use the wind 
speeds at different altitudes within the swept area in the calculation of the power. Moreover, due 
to the height-dependency of the wind, the blades nearest to the ground level receive different 
wind speeds compared to those at the top of blades. The design of turbines takes this difference 
in speed (wind shear) into account. The larger the wind shear, the more expensive the turbine 
design. Since wind power changes might be height-dependent, a more in depth analysis of the 
possible change in wind shear under a changing climate is recommended. 
7.2.3. PDF-based power calculation 
This dissertation shows that the extra information provided by the PDF parameters is crucial for 
wind power change estimations. In particular, in a climate in which λ and k increase, the power 
output will increase to a relatively lesser extent than the power output calculated from a change 
in mean wind speed. The opposite situation is also true (and more plausible in future climate), in 
a climate where the shape is expected to decrease, power change studies based on the mean wind 
speed will underestimate the possible change. The inaccuracies in power change estimations can 
account for up to 40% of the change, which is in the order of magnitude relevant for future wind 
power yield estimations. 
7.2.4. On the use of Bayesian modeling 
It is generally acknowledged that the Bayesian modeling offers an opportunity to extract policy-
relevant information and to quantify uncertainties from ensembles of climate models. However 
the methodology as applied in this dissertation, can be further improved. Firstly, the model 
ensemble should be composed by independent model members, or at least model members 
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derived from the same driving model should be excluded from the analysis. It is recommended 
to take more model members into account, if possible. Secondly, more advanced Bayesian 
methodologies should be considered to take the dependencies between grid cells (Smith et al., 
2009 and Bhat et al., 2011), time subsets (Bhat et al., 2011 and Buser et al., 2009) and variables 
(Tebaldi et al., 2007) into account. 
7.3. Outlook  
Compared to other climatic parameters (e.g. temperature, precipitation,…), wind speed has 
received only little attention in climate research. This offers interesting opportunities for further 
investigation in the research on wind climate and consequent energy generation.  
Since the largest capacity is planned to be installed offshore, the most relevant and urgent need 
for research relates to the power change estimations at offshore locations. The study of Bartstad 
et al. (2012), focusing on Northern Europe, indicates a small, but uncertain, reduction of off 
shore wind power, from a downscaled GCM ensemble. 
Secondly, focus should be given to the extreme wind speeds under future climate and their effect 
on the power estimations. Regional climate models have indicated enhanced extreme wind 
speeds over Western Europe in future climate (e.g. Beniston et al., 2007). Since these gust winds 
can lead to large loads on the turbine (causing fatigue) and unnecessary turbine shut-downs, they 
are likely to affect the power under future climate conditions. The Weibull PDF based approach, 
as applied in this dissertation, fails to describe the extreme upper tail of the distribution, 
representing the gusts. A statistical technique to account for the gusts would be to fit upper wind 
speed data in an extreme value distribution of type I (Gumbel distribution) (Sarkar, et al., 2011).  
A logical next step in this research would be to compare the statistical approach, as developed in 
this work, with a dynamical approach. A comparison with a dynamical approach will give 
insights in the applicability of each technique for the prediction of the hub-height winds. It 
would also provide a more overall assessment of the uncertainty of the projections (Chen et al., 
2010). Moreover, it should be stressed that apart from the statistical regression technique applied 
in this dissertation, many more statistical downscaling techniques have shown to be appropriate 
in other applications, and could be investigated. 
To the authors knowledge, no literature exists about the effect of changes in land use on the hub-
height wind speeds, even though historic land use changes are considered crucial in explaining 
the observed decreasing trend in near-surface winds. Vautard et al. (2010) suggests that up to 
60% of the decrease in 10m wind speeds could be explained by an increase in surface roughness 
(by e.g. forestation, urbanization, etc.). Still, it is unclear whether land use changes alter hub-
height wind speeds. From this perspective, a dynamical high resolution downscaling is necessary 
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to study the effect of (potential future) changes in surface roughness on the turbine power 
output.  
More in general, we want to stress the need for a strongly increased recognition of the 
importance of ensemble modeling in climate predictions. The possibilities, limitations and 
opportunities of different methodologies of ensemble-modeling should be further investigated. 
The exploration of how to understand, assess and reason about uncertainty in climate projections 
will require greater collaboration and understanding between climate scientists and statisticians.  
At last, it is important to point out that the quality of today’s research on hub-height wind 
climate is largely affected by the lack of available long-term hub-height wind speed 
measurements, which are necessary to validate the models results. Therefore we would like to 
encourage the wind power industries to make their time series of wind mast measurements 
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