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1 
We are concerned with the system of differential equations 
v”(t) + p(t) U(t) = 0 on ra, co>, 
where p is an n x n Hermitian matrix-valued function, the components of which 
are locally integrable. A solution U of (1.1) is an n x n matrix function, for which 
u’ is absolutely continuous, and which satisfies (1.1) a.e. on [CZ, co). For the 
discussion of the oscillatory behavior of solutions of (1.1) it is necessary to 
restrict our attention to the class of solutions, called conjoined solutions, which 
satisfy 
u’*(t) U(t) 3 u*(t) U(t). (1.2) 
System (1 .l) is said to be oscillatory on [a, co) if there exists a conjoined solution 
U(t) for which there is a sequence (tn), t, --f cc, such that det U(t,J = 0, 
n = 1, 2,.... It follows from the Sturm-type separation theorem of Morse [4] 
that if the system is oscillatory then every conjoined solution is singular on 
some sequence (t,J, t, - co. Thus the system is nonoscillatory if there exists a 
conjoined solution U for which det U(t) # 0 for t > 01 3 a, for some CL 
Wong [12], Willett [lo], and others have made extensive studies of oscillation 
and nonoscillation of scalar differential equations of the form (1.1). In particular, 
Wong introduces a hierarchy of Riccati integral equations which he shows is 
useful in the study of (1.1 ), especially when the function p is allowed to oscillate. 
It is the purpose of this paper to show that, in part, the work of Willett and Wong 
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can be extended to the matrix system (1.1). Of fundamental importance to the 
work of Wang is a theorem due to Wintner [I I] later extended by Hartman [l]. 
In Section 3, we present an analog of that theorem, Theorem 3.1, and also 
develop some of the above-mentioned Riccati integral equation theory. In 
Section 4, we present a result, Theorem 4.3, for systems which extends a theorem 
due to Opial [5]. The proof of Theorem 4.3 is completely different from that of 
Opial’s theorem, and in fact our theorem appears to extend Opial’s theorem even 
in the scalar context. 
2 
The following results will be used to obtain the main theorems of this paper. 
Of fundamental importance to the study of oscillation theory is the basic Riccati 
inequality. 
LEMMA 2.1. System (1.1) is nonoscillatory if and only ;f there exists an II x n 
Hermitian matrix function W defined on [01, co), for some (Y > a, satisfying 
W(t) + Wz(t) + p(t) < 0 a.e. on [LY, co). (2-l) 
(Matrix inequalities are used in the sense of “nonnegative definite,” “positive 
definite,” etc.) This result goes back to Wintner [l I] in the scalar case and 
appears in Sternberg [8] in the context of systems. Note that if (1.1) is non- 
oscillatory with a solution U satisfying (1.2) which is nonsingular on [a, co), then 
W = U’U-l is Hermitian and satisfies the Eq. (2.1). 
LEMMA 2.2. Let W be an n x n Hermitian matrix solution of the equality in 
(2.1) on [01, co) and suppose that 
lim inf 7ri* 
t-t-a 
I(’ - a)-’ [j)(u) dads/ T+ > --co 
is satisjiedfor some set of unit vectors ~1, 9, r?,..., rn spatin& C,, . 
Then 
li+i(t - a)-’ j-“j-’ p(u) da ds = C 
‘x a 
I m P(s) ds a 
exist as$nite n x n matrices and W satisjies 
(2.3) 
(2.4) 
W(t) = C - St?(s) ds + Irn W2(s) ds on 1% a). (2.5) 
a 
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This result follows from the corresponding scalar theorem [l].l In particular, 
if I = QT*W?T, q = 7~*pr, then y2 < n* W2r for 11 r I] = 1 and hence r’ + r2 + q 
< 0 from which (2.3) follows. 
LEMMA 2.3. (See, e.g., [2, 71.) If (1.1) is nonosciZkztory, tk-re exists a 
conjoined solution U of (1.1) w ic h h 2s nonsingular on [cu, CO), for a: suJkntly large, 
and which satisjies sr U-l(s) lJ*-l(s) ds < + co, i.e., the integral converges 
&ziteZy. 
3 
Wintner [ll], in the scalar case, shows that if (1.1) is nonoscillatory and if 
s” p(s) ds exists and is finite, then 
jrn exp I-2 stlm p(s) ds h/ dt = +CO. (3.1) 
Hartman [l] shows that the “2” in (3.1) can be replaced by “4.” 
One of the main theorems of this paper provides an analog of the “improved” 
(3.1) for system (1.1). Under the assumption that (2.3) holds, i.e., the limit exists 
finitely and has the value C, put 
P(t) = C - jtp(s) ds. 
a 
(3.2) 
Note that if szp(s) d s exists, then P(t) = srp(s) LA-. Let X(.; T) be the solution 
of the first-order linear system 
xyt; T) = 2P(t) X(t; T), X(T; T) = E. (3.3) 
We now present the Wintner-type theorem. 
THEOREM 3.1. Let (2.2) hold and let (1.1) be nonoscillatory. Then 
1 jm x*(*; T) X(*; T) d7 / = +CO. (3.4) 
Proof. Let U be the solution provided in Lemma 2.3, and for t sufficiently 
large, t > (Y, put W(t) = U’(t) U-l(t). Let V(t) = j: W2(s) ds then by (2.5) and 
(3.2), W(t) = P(t) + V(t). Note that 0 < (V - P)” = V2 - VP - PV + P2 
implies VP + PV < V2 + P2 thus V’(t) = - W2 < -2(PV + VP). Multi- 
1 The authors wish to thank the referee for pointing this out and for making other 
suggestions regarding this paper. 
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plying appropriately by X and X* yields d{X*(t; s) V(t) X(t; s)}[dt < 0, and 
hence for T < t we have X*(t; s) V(t) X(t; s) < X*(T; s) V(T) X(T; s), which 
implies V(t) < yX*(T; t) X(T, t), t > T, for y some positive number. (h’ote 
that if W(t) = 0 then P(t) FE 0 and the conclusion of the theorem holds tri- 
vially.) 
If the conclusion of the theorem is false then s; X*( T; T) X( T; T) dT < co and 
and thus s; V(T) dT < co. It follows that s; (s - T) W2(s) ds < co. Now 
s; sW2(s) ds < co implies sy s[IP(s)]~~ ds < CO, i = 1, 2,..., n, which yields 
.i 
cc 
s // W(s)li” ds < 00, (3.5) 
T 
since W2 > 0 implies tr W2(s) 3 Ij W2(s)iI = 11 W(s)li2. 
Let Z( .; T) be the solution of the first-order linear system Z’ = W(t) Z, 
Z(T; T) = U(T). Th en for each unit vector rr E C, we have 
d{?r*Z*(t; T) Z(t; T) r}/dt & 2 /I W(t)]] n*Z*(t; T) Z(t; T) n. 
Integrating from T to t, t > T, and applying the Gronwall inequality we obtain 
n*Z*(t; T) Z(t; T) 7~ < n*U*(T) U(T) rrexp 2 ] j; II W)ll dsl 7 
and thus the corresponding matrix inequality holds. 
Using the Schwarz inequality and (3.5) we have 
1: II W(s)11 ds < CJ: ds/s)liz [j: s II W(s)ll” ds)li2 < {K ln(t/T)}l12, t > T, 
where K is a positive number, and thus Z*(t; T) Z(t; T) < U*(T) U(T) x 
exp{2[K ln( t/T)]‘/“}. Taking inverses, one has 
Z-l( T; t) Z*-l( T; t) 3 U-l(T) U*-l( T) exp{ -2[K ln( t/T)]‘/“}, t> T. (3.6) 
Note that s” exp(-2[K ln(t/T)]l12} dt = GO and thus the integral, with respect 
to t, of the left member of (3.6) is +GO. But it is not difficult to show that 
Z(t; T) = U(t) and thus we have shown that 1” U-l(t) U*-l(t) dt = 00. This 
contradicts the first statement of the proof. 
We remark that in the case of scalar equations (1.1) the previous proof reduces 
to that of Hartman [I]. Also, since for any rr E C, , I] 7r I/ = 1, (1.1) nonoscillatory 
implies u” + (r*?(t) 7r) u = 0 is nonoscillatory (see Remark following Lemma 
2.2), it follows that a variant of Theorem 3.1 is obtainable directly from the 
corresponding scalar result, namely, by replacing (3.4) with 
SW exp I-4 ST [r*P(s) ,I+ dsl dr = co 
cl a 
(cf. 1973 version of [3]). 
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We now present a theorem on integral Riccati inequalities which relates in the 
scalar case to work of Wong [12] and Willett [9, lo]. Their work is based in part 
on a result of Wintner [Ill, later elaborated upon by Willett. As in Lemma 2.2, 
these authors place sufficient conditions on p so that if the corresponding scalar 
Riccati equation has a solution W then s” W2 converges and Eq. (2.5) holds. 
Here, we also assume (2.2) and, when (1.1) is nonoscillatory, that I’(t) is given 
by (3.2). Define, when the integral exists, 
p(t) = j”= Y*(s; t) P2(s) Y(s; t) ds, (3.7) 
t 
where Y(-; s) is the solution of the initial value problem Y’ = P(t) Y; Y(S) + E. 
The following theorem essentially extends Willett’s Theorem 5.4 [lo] to 
systems (1.1). We remark that a stronger conclusion in Theorem 3.1 would 
yield the necessity of (3.9) for nonoscillation as well as its sufficiency. 
THEOREM 3.2. Let (2.2) hold. 
(i) If (1.1) is nonoscilhztory then P(t) exists $niteZy on [a, CO) and there 
exists a Hermitian solution V of 
V(t) b P(t) f SW Y*(s; t) V’(S) Y(s; t) ds on [LU, co). (3.8) t 
(ii) Let P(t) exist JiniteZy and suppose the inequality 
v’(t) 3 [p(t) + km Y*(s; t) b=(s) Y(s; t) ds12 (3.9) 
has a Hermitian solution V on [CY, CO); then (1.1) is nonosciZZatory. 
Proof. (i) Let W(t) satisfy (2.5), and put V(t) = l: W2(s) ds; then 
d(Y*(t; 4 V(t) Y(t; ol))/dt = -Y*(t; a) {P”(t) + v(t)} Y(t; a>. 
Now integrating from t to 7, it follows that 
v(t) = Y*(T; t) V(T) Y(T; t) + j-‘ Y*(s; t) {P2(s) + V2(s)} Y(s; t) ds. (3.10) 
t 
Since the left side of (3.10) is independent of T, and V(T) > 0, it follows that 
H(t) and jr Y*V2Y ds exist finitely and that (3.8) is satisfied. 
(ii) Let V(t) satisfying (3.9) be given. Put 
w(t> = p(t) + p(t) + s,- y*(s; t) v2(s) Y(s; t) ds z P(t) + H(t); 
409/w+9 
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then w(t) = -p(t) - P(t) [i(t) - H(t) P(t) - Pa(t) - P(t), and hence 
E”(t) + W2(t) + p(t) = HZ(t) - V*(t) < 0. The conclusion now follows from 
Lemma 2.1. 
COROLLARY 3.3. Let (2.2) hold. If there exists r E C, , :I v I/ = 1, such that 
7r* .r :; Y*(s; E) P”(s) Y(s; a) dsx = co 
then (1 .l) is oscillatory. 
The corollary follows immediately from (i) above. 
An additional corollary appears in Section 4. 
4 
Opial [Sj shows, for scalar equations (l.l), that if P(t) = sy p(s) ds exists 
finitely, then 
s 
m P2(s) ds < P(t)/4 
t 
(4.1) 
implies nonoscillation, and 
I m P”(s) ds 3 (1 + 6) P(t)/4, for some E > 0, (4.2) t 
implies oscillation. We develop some analogs of (4.1) in this section. 
Reid [6] shows for systems (1.1) that P”(t) < p(t)/4 implies nonoscillation. 
His method of proof easily extends to establish the following lemma. 
LEMMA 4.1. Let q, & and p be n x n Hermitian matrix-valued functions 
satisfy& p’(t) = -p(t), &‘(t) = -q(t), and (p(t) + Q(t))2 < q(t) on [a, CD). 
Then (1 .l) is nonoscillatory. In particular, 4p2(t) < p(t) implies nonoscillation. 
The main statement of the lemma follows on taking W(t) = p(t) + Q(t) in 
(2.1), the secondary one on putting q = p and Q = P. 
The following lemma, for systems (l.l), is the same as the corresponding 
theorem for scalar equations, which is due to Hartman. (See, e.g., [3].) The proof 
is the same, using the fact that for n x n Hermitian matrices A and B, 
AB -/- BA < A2 f B2. (4.3) 
LEMMA 4.2. Let P be as in Lemma 4.1. If U”(t) + 4p2(t) U(t) = 0 is non- 
oscillatory then (1.1) is nonoscillatory. 
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Opial’s theorem relating to (4.1) may now be formulated. 
THEOREM 4.3. Let P be as in Lemma 4.1 and let @ be an n x n Hermitian 
matrix function satisfying g’(t) = -@:“(t). Then 
@(t) < P2(t)/16 on [a, GO) (4.4) 
implies (1.1) is nonoscillatory. In purticukw, (St” pz(s) d~)~ < @(t)/16 on [cq a) 
implies (1.1) is nonoscillatory. 
Proof. Let PI(t) = 4p2(t) then using (4.4) PI(t) = 4&(t) satisfies 4p12(t) < 
PI(t) and hence, by Lemma 4.1, U” + PI(t) U = 0 is nonoscillatory, i.e., 
u” + 4@t) u = 0 is nonoscillatory. The theorem now follows from Lemma 
4.2. 
A second Opial-type theorem is given by the following result. 
THEOREM 4.4. Let (2.3) hold. If p(t) in (3.7) exists $nite& and 
[lm Y*(s; t) P’(s) Y(s; t) ds]’ < P2(t)/16 on [01, CO), 
then (1.1) is nonoscillatory. 
This theorem follows from part (ii) of Theorem 3.2. Choose V(t) = 2P(t) 
and apply the matrix inequality (4.3), to verify (3.9). 
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