ABSTRACT. Various authors have studied extensions of Shannon's entropy but their inferential properties and applications in applied sciences have not invited proper attention from researchers. In the present paper we explore the motivation and implication of using various classes of the generalized entropies and conditional entropies. We evaluate β-class and (α, β)-class entropies for multivariate normal density function. We also obtain the measures of dependence in terms of the classes of generalized entropies.
Introduction
Since 1948 many extensions of S h a n n o n 's entropy have been studied by various authors. Some of these have been thoroughly discussed by [3] . However, most of these extensions are purely mathematical formulations and not much is known about their inter-relationships, inferential properties and their applications in other areas like statistics, thermo-dynamics, accountancy, image processing, reliability, finance, economics and pattern recognition.
It has been observed that most of the researchers have focussed mainly on Shannon's entropy, perhaps because of its simplicity. However, we explore the motivation and implication of using various generalized classes of entropies and conditional entropies due to [2] , [4] and [6] .
The use of above mentioned generalized entropies may lead to statistical results different to those obtained by using Shannon's entropy. U l l a h [7] has given some general results related to β-class entropies. G o k h a l e [1] discussed the joint and conditional entropies and has shown that if conditional densities of a bivariate random variable have maximum entropies subject to certain constraints, then the bivariate density also maximizes entropy subject to appropriate constraints.
In Section 2, we discuss generalized measures of entropies and conditional entropies. In Section 3, we evaluate β-class and (α, β)-class entropies for multivariate normal density function. In Section 4 we obtain the measures of dependence in terms of these generalized classes of entropies.
Generalized classes of entropies and conditional entropies
Let us consider a random vector X = (x 1 , x 2 , . . . , x n ) with the multivariate probability density function f (x) such that x∈X f (x) dx = 1. Then information content in observations taken from the population having the probability density function f (x) is given by − log f (x) and the expected information in X as given by [5] is
Thus, H(f ) in (2.1) is a measure of average information or uncertainty removed. The use of the notion H(f ) emphasizes that the entropy depends on the probability density function of X rather than its actual values. As described earlier, Shannon's entropy is the expected value of the function φ(f ) = − log f , which satisfies φ(1) = 0 and φ(0) = ∞. In general, one can choose any convex function with the condition that φ(1) = 0, as a measure of information. So expected information content is given by
These are called a class of φ-entropies (refer to [7] ). Axiomatic approach has been used in the literature to choose the information function φ(·) and some of them are discussed here. U l l a h [7] considered a β-class of function given by
where β is a non-stochastic constant. Thus, we write a class of generalized entropy measure as
This is called the β-class entropy which was initially proposed and studied by [2] . It may be seen that in case β → 1, (2.4) reduces to (2.1).
Next we consider another (α, β)-class of entropy measures, which is a generalization of (2.4) and is given by
Consider a bivariate case X = [x 1 , x 2 ] and let f (x) be the joint density function, and f 1 (x 1 ) and f 2 (x 2 ) be their marginal densities, then
where H(f 1 ) is the entropy of f 1 and H(f 2 /f 1 ) is the conditional entropy of the density function f 2 given f 1 . It may be noted that H(
The sign of equality holds if x 1 and x 2 are independent. Thus (2.8) can be considered as a measure of dependence.
In case X = [x 1 , x 2 , . . . , x n ], we get
where equality holds iff x 1 , x 2 , . . . , x n are independent.
Next, we study conditional entropies of the following β-class function:
(2.10)
In case (α, β)-class entropy we have
(2.11) Equation (2.11) together with (2.10) reduces to
(2.12)
ON GENERALIZED MEASURES OF ENTROPY AND DEPENDENCE

Evaluation of β-class and (α, β)-class entropies
In this section, we consider f (x) as multivariate normal density function with µ and Σ as mean vector and covariance matrix respectively. The choice of f (x) in this form brings out the importance of β-class and (α, β)-class entropies which is established in the following two theorems:
Ì ÓÖ Ñ 3.1º The β-class entropy measure defined by
contains more information than that of Shannon's entropy in case the density function f (x) is given and β < 1.
P r o o f. Let us consider f (x) to be a multivariate normal density function with mean vector µ and covariance matrix Σ. Then its pdf can be written as
On putting f (x) in (3.1), we get
which is the average information contained in the normal random vector X. In case f (x) is univariate exponential distribution with pdf 5) then the average information in the exponential variable is
It is worth mentioning that H β (f ) changes with the choice of the entropy measure.
Next, we obtain the analogous results for pdf f (x) by using Shannon's entropy as given below:
In case the given pdf is univariate normal, then (3.7) gives
When f (x) is exponentially distributed with parameter θ, we have 
