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Introduction
Motivations
Depuis quelques annØes, les nombreuses Øvolutions rØalisØes dans les domaines des
terminaux portables et des rØseaux sans-l suscitent un intØrŒt croissant pour l’informa-
tique mobile. L’utilisation de ces nouveaux environnements introduit de nouvelles problØma-
tiques [Forman et Zahorjan 1994] et crØØ de nouveaux besoins.
Ces environnements prØsentent, en effet, une hØtØrogØnØitØ importante et une grande va-
riabilitØ aussi bien au niveau des moyens d’exØcution que des moyens de communication. Les
ressources offertes par un terminal portable sont, en gØnØral, bien moins importantes que celles
que l’on peut trouver dans une station xe. Ces ressources peuvent Øgalement Œtre extrŒme-
ment disparates selon que l’on utilise un assistant personnel, un ordinateur de poche ou un
ordinateur portable. De plus, la disponibilitØ de ces ressources n’est pas gØe et peut varier en
fonction d’ajout ou de suppression à chaud de pØriphØriques ou de limitations imposØes par
des politiques d’Øconomie de la batterie. Les rØseaux de communications sans-l utilisØs par
ces terminaux prØsentent Øgalement des diffØrences notoires par rapport aux rØseaux laires.
La mobilitØ et les performances espØrØes dØpendent grandement de la structure du rØseau et
notamment de l’infrastructure dØployØe et de la portØe de communication. Ces paramŁtres sont
complŁtement diffØrents selon que l’on utilise un rØseau ad-hoc ou un rØseau à point d’accŁs
local, tØlØphonique ou satellitaire. De plus, les performances observØes sur le lien sans-l sont
soumises à d’importantes variations occasionnØes par l’environnement proche comme les in-
terfØrences et dØconnexions dues à des ØlØments physiques, des changements de cellules ou de
rØseau.
Ces diffØrences que prØsentent les environnements mobiles par rapport aux environnements
xes nous amŁnent à reconsidØrer les applications à exØcuter dans ce genre d’environnement.
En effet, en environnement xe, les applications rØservent d’importantes ressources et sup-
posent que celles-ci sont disponibles jusqu’à la n de l’exØcution. Au lancement ou en cours
d’exØcution, une seule ressource brutalement non disponible conduit à une terminaison non
prØvue de l’application. Hors les environnements mobiles disposent de ressources moindres
et celles-ci peuvent varier. On ne peut donc considØrer les changements d’Øtat des ressources
comme des erreurs fatales. Il s’avŁre alors nØcessaire de pouvoir adapter le comportement des
applications aux environnements mobiles.
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De nouveaux besoins d’adaptabilitØ peuvent ainsi Œtre identiØs au niveau applicatif. Ces
besoins se situent tout au long du cycle de vie d’une application. À la conception de l’ap-
plication, diffØrentes adaptations peuvent Œtre dØcidØes selon la sØmantique de l’application.
Une application de ux vidØo peut, par exemple, vouloir s’adapter aux variations de la bande
passante en augmentant ou diminuant le nombre d’images transmises par seconde. Cette dØ-
cision d’adaptation dØpend uniquement de l’application. À l’exØcution de l’application, les
adaptations peuvent porter sur tout ce qui peut varier au cours de cette exØcution comme les
ressources de l’environnement, les performances du rØseau, la localisation ou les prØfØrences
de l’utilisateur. Par exemple, une application de type mØtØo doit adapter son contenu à la ville
ou la rØgion oø se trouve l’utilisateur. Selon une prØvision de dØplacement de l’utilisateur, elle
peut aussi afcher la mØtØo de l’endroit oø va prochainement se dØplacer l’utilisateur. Enn,
l’Øvolution de l’application peut aussi donner lieu à des adaptations avec l’intØgration de nou-
velles technologies ou l’ajout de nouvelles fonctionnalitØs qui n’avaient pas lieu d’Œtre à la
conception. Par exemple, une application de type consultation de donnØes conçue à l’origine
avec un accŁs total et gratuit peut Øvoluer en intØgrant de nouveaux modules de contrôle d’accŁs
et de tarication.
Les approches existant dans le domaine de l’informatique mobile ne couvrent pas toutes
ces formes d’adaptations. Les adaptations misent en place lors de la conception d’une appli-
cation sont, en gØnØral, gØes et ne peuvent Øvoluer. Lors de l’exØcution de l’application, les
adaptations peuvent Œtre statiques ou dynamiques, selon qu’elles prennent ou non en compte les
conditions d’exØcutions. Les adaptations statiques permettent à l’application de bien s’exØcuter
dans des conditions particuliŁres prØalablement dØnies. Ces adaptations pŁchent nØanmoins
en prØsence de variations. Une application de systŁme de chiers peut, par exemple, avoir ØtØ
optimisØe pour rØduire le taux de retransmission sur un lien sans-l. Mais, en prØsence d’une
dØconnexion, cette application sera de toute maniŁre bloquØe. Les adaptations dynamiques
prennent en compte ces variations pour adapter le comportement du systŁme ou de l’applica-
tion aux conditions d’exØcution courantes. Dans l’application de systŁme de chiers, des reco-
pies locales en mØmoire des chiers les plus utilisØs permettent de passer en mode de travail
local lors d’une dØconnexion. Enn, l’Øvolution des applications se limite actuellement à l’arrŒt
de l’application, la modication de celle-ci et sa recompilation. La seule Øvolution dynamique
possible est la reparamØtrisation de l’application quand celle-ci en offre la possibilitØ.
L’Øtude de ces diffØrentes approches nous a permis de mettre en Øvidence l’importance
de l’environnement d’un terminal portable. En effet, les terminaux portables Øtant limitØs, la
plupart des approches proposent l’optimisation d’un critŁre unique à l’aide de ressources extØ-
rieures au terminal portable. Dans l’application de systŁme de chiers, du code intermØdiaire
(proxy) peut Œtre dØployØ sur le rØseau xe supportant le terminal portable pour mettre en cache
les chiers du client. Cette solution permet d’avoir une bonne optimisation de lien sans-l avec
une anticipation des accŁs aux donnØes et un prØchargement en vue de dØconnexions. Cette
solution utilise les ressources mØmoire et disque de la station supportant le code intermØdiaire.
Cette utilisation n’est pas forcØment la plus adØquate et n’est pas non plus optimisØe. La sta-
tion proxy peut trŁs bien Œtre en surcharge si tous les terminaux portables dØcident d’y mettre
leur propre code intermØdiaire. Cette constatation nous a amenØ à examiner les approches exis-
tant dans le domaine des systŁmes distribuØs et de la rØpartition de charge. Certaines de ces
approches s’avŁrent intØressantes en environnements mobiles parce qu’elles proposent un mo-
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dŁle global de gestion des ressources, un support pour les ressources hØtØrogŁnes, la possibilitØ
d’optimisation multi-critŁres et un placement dynamique selon ces critŁres. NØanmoins, ces
approches ayant ØtØ conçues pour des environnements laires, plusieurs aspects ne coïncident
pas avec les prioritØs des environnements mobiles. Une profusion d’algorithmes de distribution
existent, mais, en environnements mobiles, aucun n’est totalement appropriØ et n’offre de per-
formances optimales dans toutes les situations possibles. De plus, ces algorithmes ne prennent
pas en compte les nouveaux critŁres introduits par les environnements mobiles comme la lo-
calisation, le mouvement, la possibilitØ de dØconnexion ou la consommation ØnergØtique. Ces
algorithmes ne supportent Øgalement pas les diffØrentes formes d’adaptations prØcitØes et que
l’on souhaite autoriser en environnements mobiles.
Objectifs
L’objectif de cette thŁse est d’Ølaborer un systŁme adaptatif de distribution d’applications
en environnements mobiles. Cette approche intŁgre aussi bien des aspects venant de l’informa-
tique mobile que des systŁmes de distribution. Il nous est donc paru important que le systŁme
vØrie un ensemble de propriØtØs correspondant à ces deux domaines :
Généricité : les diffØrents ØlØments du systŁme doivent Œtre sufsamment gØnØriques pour que
chaque application puisse les utiliser.
Modularité : les diffØrents ØlØments du systŁme doivent Œtre sufsamment bien dØcoupØs et
dØcouplØs pour que, si une application le souhaite, elle puisse utiliser seulement certains
de ces ØlØments.
Adaptabilité : les diffØrents ØlØments du systŁme doivent pouvoir Œtre adaptØs ou s’adapter
eux-mŒmes de maniŁre à assurer leurs fonctionnalitØs dans des conditions particuliŁres
ou nouvelles. Ces adaptations doivent respecter deux sous-propriØtØs :
Prise en compte de l’environnement : les adaptations doivent tenir compte de l’envi-
ronnement oø se situe le terminal portable.
Prise en compte de l’application : les adaptations doivent tenir compte des besoins des
applications. Une application doit Øgalement pouvoir spØcialiser certains ØlØments
du systŁme en y incluant ses propres implantations spØciques.
Évolutivité : de nouveaux ØlØments, correspondant à de nouvelles technologies ou de nou-
velles fonctionnalitØs qui n’existaient pas ou n’avaient pas lieu d’Œtre à la conception,
doivent pouvoir Œtre ajoutØs au systŁme.
Dynamicité : les diffØrentes adaptations et Øvolutions doivent s’opØrer de maniŁre dynamique.
Cette dynamicitØ est importante an de rØagir aux changements dans les ressources de
l’environnement ou dans les besoins des applications, et à l’introduction de nouvelles
technologies sans pour autant devoir arrŒter et remodier le systŁme.
Efficacité : les environnements mobiles Øtant fortement contraints par le matØriel, l’introduc-
tion de la gØnØricitØ, de la modularitØ et de l’adaptabilitØ ne doit pas se faire au dØtriment
de l’efcacitØ. Deux critŁres principaux sont alors importants :
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Performances : l’exØcution d’une application doit s’effectuer de la maniŁre la plus per-
formante possible en essayant de tirer le meilleur parti des ressources du terminal
portable comme de celles de l’environnement. Plusieurs optimisations sont alors in-
dispensables : le temps d’exØcution de l’application, la consommation ØnergØtique
des ressources du terminal portable, les donnØes transfØrØes sur le lien sans-l et
l’utilisation des ressources de l’environnement.
Stabilité : dans un systŁme distribuØ laire, la stabilitØ du systŁme est assurØe si
la diffØrence de taux d’utilisation entre deux machines est xe, si le temps
de rØponse de n processus est bornØ et s’il n’y a pas d’Øcroulement du sys-
tŁme [Bernard et Folliot 1996]. Dans un environnement mobile, le systŁme peut
essayer d’optimiser les deux premiers critŁres mais il ne peut pas les assurer du fait
qu’une dØconnexion peut toujours survenir inopinØment. Par contre, l’introduction
de diffØrentes adaptations ne doit pas conduire à l’Øcroulement du systŁme, comme
avec les effets « boomerang1 » ou « domino2 ».
Organisation du document
Ce document est dØcomposØ en trois parties.
La premiŁre partie est consacrØe au contexte de notre Øtude. Le premier chapitre prØsente
une comparaison entre les environnements mobiles et les environnements xes. Il met en Øvi-
dence les besoins d’adaptations et propose quelques pistes d’adaptations auxquelles les sys-
tŁmes doivent rØpondre. Le deuxiŁme et troisiŁme chapitre rØpertorient les solutions existantes.
Ils examinent l’adØquation de ces solutions avec les besoins d’adaptations envisagØs.
La deuxiŁme partie du document prØsente l’ensemble de nos propositions. Le premier cha-
pitre prØsente l’organisation gØnØrale du systŁme d’adaptation que nous proposons pour les
environnements mobiles. Il s’appuie principalement sur un dØcoupage en cadre de conception
et boîte à outils. Le deuxiŁme et troisiŁme chapitre prØsentent des fonctionnalitØs particuliŁres
que nous avons mis en exergue : la fonctionnalitØ d’adaptation et de rØaction dynamique, et les
fonctionnalitØs de gestion des ressources et distribution des applications.
La troisiŁme partie dØveloppe le prototype AeDEn que nous avons rØalisØ, avec principa-
lement l’utilisation du systŁme MolŁNE et les expØrimentations avec une application de type
navigateur.
Nous concluons ce document en rappelant les apports de cette thŁse et en dressant une liste
des perspectives de recherche envisageables.
1L’adaptation d’un élément A entraîne l’adaptation d’un élément B qui réentraîne de nouveau l’adaptation de
l’élément A, etc.
2L’adaptation d’un élément A entraîne l’adaptation d’un élément B qui entraîne l’adaptation de C, D, E, etc et
qui finalement réentraîne l’adaptation de l’élément A, etc.
Première partie
Le contexte de la thèse
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Chapitre 1
Du fixe vers le mobile . . .
De rØcentes percØes technologiques dans le domaine des terminaux portables et dans celui
des rØseaux sans-l ont conduit à une forte Øvolution des environnements mobiles.
Les environnements mobiles se caractØrisent par la prØsence d’un ou de plusieurs termi-
naux portables ayant chacun un ou plusieurs moyens de communication sans-l. Ces interfaces
de communication sans-l permettent aux terminaux, tout en se dØplaçant, de communiquer
entre eux ou avec des stations xes. Ces environnements prØsentent de grandes diffØrences
par rapport aux environnements traditionnels ou xes [Satyanarayanan 1996]. Pour des raisons
de taille et de poids, les terminaux portables disposent de ressources moins importantes par
rapport à celles qu’offrent des stations xes. De plus, l’utilisation de ces ressources est limitØe
dans le temps puisqu’elle dØpend d’une source d’Ønergie limitØe, la batterie. En ce qui concerne
les rØseaux de communication sans-l, ils offrent une bande passante beaucoup plus faible et
variable que les rØseaux laires. En effet, ces communications sont soumises à de fortes varia-
tions rØsultant des interfØrences du signal avec les ØlØments physiques alentours. Ces variations
conduisent, dans le cas extrŒme, à la dØconnexion lorsque le signal ne parvient plus au terminal
portable.
Ce chapitre fait un Øtat des technologies actuelles des environnements mobiles. Le pa-
ragraphe 1.1 dØtaille les terminaux portables et fait une comparaison avec les stations xes.
Le paragraphe 1.2 prØsente les diffØrents rØseaux sans-l et les compare avec les rØseaux -
laires. Enn, le paragraphe 1.3 prØsente un Øventail des diffØrentes possibilitØs d’adaptation
auxquelles le systŁme ou les applications doivent rØpondre.
1.1 Les terminaux
1.1.1 Caractéristiques des terminaux portables
Les terminaux portables peuvent Œtre dØcrits par trois caractØristiques : les ressources, l’en-
combrement et l’autonomie. Ces diffØrentes caractØristiques ne sont pas indØpendantes les unes
des autres. En effet, rØduire grandement la taille et le poids du terminal portable ne permet pas
d’avoir d’importantes ressources mais permet d’avoir une bonne autonomie. À l’inverse, un
terminal portable plus volumineux peut offrir plus de ressources, mais il consomme alors plus
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d’Ønergie et bØnØcie donc d’une autonomie moindre. DiffØrents compromis existent pour sa-
tisfaire aux exigences des utilisateurs (voir la synthŁse dans le tableau 1.1).
Les assistants personnels numØriques (Personal Digital Assistants) sont conçus pour tenir
dans la main ou Œtre mis dans une poche. Ils sont dØpourvus de clavier et la saisie s’effec-
tue au moyen d’un stylet et d’un Øcran tactile. En ce qui concerne les ressources et l’autono-
mie, deux compromis existent : (i) les organiseurs (Organizers, Palmtops) [Palm, Handspring]
possŁdent des ressources moindres (processeur entre 16 et 33 MHz et mØmoire entre 8 et
16 Mo) pour une excellente autonomie (entre 2 et 8 semaines) ; ces restrictions limitent gran-
dement leurs fonctionnalitØs aux applications de consultation et saisie d’informations person-
nelles (agenda, rØpertoire, liste de tâches, mØmentos, etc), et (ii) les assistants personnels de
type Pocket PC, Palm-size PC [Casio, Compaq, HP] possŁdent de plus grandes ressources (pro-
cesseur entre 131 et 400 MHz et mØmoire de 16 à 64 Mo) pour une autonomie moindre (de
6 à 15 heures) ; les fonctionnalitØs offertes permettent d’implanter les systŁmes d’exploita-
tion (Windows CE [Microsoft], Linux [LoL]) avec la plupart des applications prØvues pour ces
systŁmes (Internet Explorer, Netscape, etc).
Les ordinateurs de poche (Handheld Computers) [Psion] sont un peu plus grands que les
assistants personnels. En plus de l’Øcran tactile et du stylet, ils disposent d’un petit clavier
pour la saisie de texte. Au niveau des ressources, la puissance du processeur varie entre 90
et 350 MHz, la mØmoire varie entre 16 et 32 Mo. Du fait de l’Øcran, l’autonomie diminue
encore et varie entre 6 et 10 heures. Les fonctionnalitØs disponibles sont similaires à celles des
ordinateurs de poche, si ce n’est que le clavier rend plus facile l’utilisation des applications de
type saisie et traitement de texte.
Les ordinateurs portables (Notebooks, Laptops) [Dell, IBM] nØcessitent l’utilisation d’une
sacoche pour le transport. La saisie peut se faire aisØment à l’aide du clavier et la souris est
remplacØe par une tablette sensitive (Touchpad) ou un ergot de pointage (Trackpoint). Les
ressources sont comparables à celles d’une station de travail xe : la puissance du processeur
varie de 600 MHz à 2.2 GHz et la mØmoire de 128 à 512 Mo. Ces ressources permettent
d’utiliser les mŒmes systŁmes d’exploitation et les mŒmes applications que sur une station xe,
mais, par la mŒme, limitent à une autonomie entre 1.5 et 3.5 heures.
De plus, quel que soit le terminal portable, de nouveaux pØriphØriques peuvent
Œtre insØrØs en court d’exØcution (à chaud) en utilisation les possibilitØs d’extension
qu’offrent les standards PC Card1 [PCMCIA 2001], USB (Universal Serial Bus) [USB 2000]
et FireWire [IEEE 1995, IEEE 2000]. Ainsi, il est possible d’ajouter aux terminaux portables
des pØriphØriques permettant d’amØliorer (i) le confort d’utilisation des entrØes/sorties avec, par
exemple, le branchement possible d’un clavier et/ou d’une souris, l’utilisation d’un Øcran extØ-
rieur, ou le branchement d’une imprimante, (ii) les possibilitØs de stockage avec de la mØmoire
supplØmentaire ou des disques durs, (iii) l’autonomie avec l’ajout de batteries.
1.1.2 Comparaisons avec les stations fixes
Les stations xes sont conçues pour offrir à l’utilisateur le meilleur confort d’utilisation
possible. Elles n’ont pas de contraintes de portabilitØ et d’autonomie et peuvent donc se per-
1Le standard était préalablement appelé PCMCIA mais ce terme désigne maintenant l’association qui définit le
standard : Personal Computer Memory Card International Association [PCMCIA].
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Ressources Encombrement Autonomie
Taille de l’écran (pouces) Processeur Mémoire Disque dur Dimensions Poids
Résolution maximale (pixels) (MHz) (extensible à) (Go) (L x l x e cm) (kg)
Nombre de couleurs (Mo)
Assistants personnels 3.6 - 3.8 - 15 x 10 x (1 - 2.5) 0.1 - 0.25
(Personal Digital Assistants)
↪→ Organiseurs 160 x 160 16 - 33 8 - 16 (64) 2 - 8
(Organizers, Palmtops) 16 (derniers modèles à 65536) semaines
↪→ Pocket PC, Palm-size PC 340 x 320 131 - 400 16 - 64 (128) 6 - 15 h
65536
Ordinateurs de poche 6.5 - 10 90 - 350 16 - 32 (96) - (18 - 25) 0.25 - 1 6 - 10 h
(Handheld Computers) 640 x 480 x (10 - 20)
65536 x (2 - 5)
Ordinateurs portables 10 - 15.1 600 - 2200 128 - 512 (1024) 10 - 60 (26 - 33) 1.5 - 4 1.5 - 3.5 h
(Notebooks, Laptops) 1400 x 1050 x (22 - 28)
16 millions x (2 - 5)
Stations fixes 17 - 22 800 - 3000 256 - 512 (2048) 20 - 80 - - -
2048 x 1536
16 millions
TAB. 1.1  CaractØristiques physiques des terminaux
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mettre d’utiliser des ressources importantes (voir leurs caractØristiques dans le tableau 1.1).
Les ordinateurs portables sont les seuls terminaux portables pouvant offrir un confort d’uti-
lisation et des ressources proches de celles des stations xes. Cependant, si l’on compare les
meilleurs ordinateurs portables actuels avec les meilleurs stations xes actuelles, on constate
que ces derniŁres sont, quand mŒme, plus puissantes que leurs homologues portables : rØso-
lution 45% plus grande, processeurs 40% plus puissants, mØmoire pouvant aller jusque 100%
plus importante et disques durs pouvant aller jusque 300% plus grands. De plus, les ordina-
teurs portables sont contraints par une source d’Ønergie limitØe et des restrictions de taille et de
poids, limitant ainsi les utilisations possibles. Ces diffØrences ne sont pas nouvelles mais elles
ne sont pas non plus appelØes à disparaître car les Øvolutions technologiques bØnØcient aussi
bien aux terminaux portables qu’aux stations xes [Imielinski et Korth 1996].
1.2 Les réseaux
Les rØseaux sans-l peuvent Œtre examinØs selon deux aspects : l’architecture du rØseau
et la technologie utilisØe. L’architecture dØnit les diffØrents ØlØments d’un rØseau sans-l et
comment ceux-ci communiquent et rØagissent à la mobilitØ. La technologie utilisØe permet de
caractØriser diffØrents paramŁtres de ces communications.
1.2.1 Topologies des réseaux sans-fil
Il existe principalement deux architectures de rØseaux sans-l. L’architecture la plus rØpan-
due est celle des rØseaux à point d’accŁs. L’architecture en rØseau ad hoc est en train d’Ømer-
ger (voir la synthŁse dans le tableau 1.2).
1.2.1.1 Réseau sans-fil à point d’accès
La gure 1.1 prØsente l’architecture d’un rØseau sans-l à point d’accŁs. On peut y distin-
guer deux sortes d’entitØs [Helal et al. 1999] : les stations xes et les terminaux portables. Les
stations xes sont interconnectØes entre elles à l’aide d’un rØseau classique de communication
laire, comme un rØseau Ethernet local. Certaines de ces stations, appelØes stations de base,
jouent le rôle d’infrastructure de communication pour le rØseau sans-l. Elles possŁdent une
interface de communication sans-l leur permettant de communiquer avec les terminaux por-
tables se trouvant à portØe de communication. Cette portØe de communication dØnit une zone
gØographique appelØe cellule.
La station de base est le passage obligØ pour toute communication sans-l entre terminaux
portables ou avec l’extØrieur. Par exemple, dans la gure 1.1, le Terminal portable 1 doit
s’adresser à la Station de base A pour communiquer avec le Terminal portable 2 et
avec les stations xes.
Les terminaux portables Øtant par nature mobiles, ceux-ci peuvent changer de cellule.
Lorsqu’un terminal portable a Øtabli une communication, diffØrents protocoles de change-
ment de cellule (Handoff Protocols) permettent de changer de cellule tout en conservant cette
connexion. Ces protocoles assurent automatiquement le transfert de prise en charge d’une sta-
tion de base à une autre. Bien que des recouvrements soient possibles entre cellules contiguºs,
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FIG. 1.1  Architecture d’un rØseau sans-l à point d’accŁs
ces protocoles assurent qu’un terminal portable n’est, à un instant donnØ, rattachØ qu’à une
seule station de base. Dans la gure 1.1, le Terminal portable 3 passe, par exemple, de la
Station de base B à la Station de base C.
1.2.1.2 Réseau sans-fil ad hoc
À l’inverse des rØseaux sans-l à point d’accŁs, les rØseaux sans-l ad hoc ne nØcessitent
pas d’infrastructure de communication. La gure 1.2 prØsente l’architecture gØnØrale d’un rØ-
seau sans-l ad hoc ou MANET (Mobile Ad hoc NETworking) [Corson et Macker 1999]. Elle
est constituØe d’un ensemble autonome de noeuds. Chaque noeud est muni d’un moyen de
communication sans-l et est capable de router les paquets lui arrivant. À un instant donnØ, en
fonction de la position des noeuds, de la conguration de leur Ømetteur-rØcepteur (niveau de
puissance de transmission) et des interfØrences, il y a une connectivitØ sans-l qui existe entre
les noeuds, sous forme de graphe multi-saut.
Comme nous allons considØrer l’existence simultanØe de plusieurs rØseaux ad hoc, par
analogie avec les rØseaux sans-l à point d’accŁs, nous allons appeler cellule chaque rØseau
ad hoc. Ce terme s’applique bien ici puisqu’il correspond Øgalement à la zone gØographique
dØlimitØe par la portØe de communication.
La communication entre noeuds d’une mŒme cellule s’effectue en utilisant des protocoles
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FIG. 1.2  Architecture d’un rØseau sans-l ad hoc
de routage par voisinage. DiffØrents protocoles (proactifs, rØactifs, etc) font l’objet de re-
cherches en ce sens [IETF]. Une cellule peut Œtre isolØe et donc n’avoir aucune possibilitØ
de communication avec l’extØrieur, comme pour les Terminaux portables 1 à 5, mais elle
peut aussi avoir des interfaces la reliant à un rØseau xe, comme la Station fixe A.
Dans un rØseaux sans-l à point d’accŁs, les cellules sont gØes et sont attachØes à la zone
gØographique de la station de base. Dans un rØseau sans-l ad hoc, la topologie et l’empla-
cement des cellules peut changer avec le temps en fonction du mouvement des noeuds ou
de l’ajustement de leurs paramŁtres d’Ømission-rØception. La mobilitØ des noeuds entraîne
donc plusieurs cas possibles : (i) aucune incidence : par exemple, la sortie du Terminal
portable 4 de sa cellule a pour seule incidence une mise à jour des tables de routage, (ii) la
scission de cellules : si le Terminal portable 7 s’Øloigne du Terminal portable 6 et perd
la connexion avec celui-ci (tout en gardant sa connexion avec le Terminal portable 8), la
cellule se divise en deux, ou (iii) la fusion de cellules : l’arrivØe d’un Terminal portable
qui serait à portØe de communication des Terminaux portables 1 et 7 permettrait de fusion-
ner ces deux cellules. Ces diffØrents changements sont assurØs par les protocoles de routage,
chaque noeud connaissant à tout moment ses noeuds voisins.
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Réseau sans-fil à point d’accès Réseau sans-fil ad hoc
Cellule
↪→ Portée fixe selon les noeuds
de communication présents dans la cellule
↪→ Zone fixe selon les déplacements
géographique des noeuds de la cellule
(fusion et scission possibles)
Communications
↪→ À l’intérieur en passant par par voisinage
de la cellule la station de base
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de la cellule (en passant par noeuds de la cellule
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TAB. 1.2  CaractØristiques des architectures des rØseaux sans-l
1.2.2 Technologies des réseaux sans-fil
Plusieurs technologies existent pour implanter les diffØrentes architectures de rØseaux sans-
l. Celles-ci se caractØrisent par deux critŁres : la bande passante disponible et la portée de
transmission. Ces deux critŁres varient de maniŁre opposØe. Plus la portØe de transmission est
importante, plus la puissance du signal reçu est faible et sujette à interfØrences et, donc, plus la
bande passante est faible. DiffØrents compromis existent et chacun possŁde ses avantages (voir
la synthŁse dans le tableau 1.3).
Les rØseaux à ondes infrarouges privilØgient la bande passante à la portØe de transmis-
sion. Deux technologies de rØseaux infrarouges existent : les rØseaux à ondes infrarouges
directes et les rØseaux à ondes infrarouges diffuses. Les rØseaux à ondes infrarouges di-
rectes sont normalisØs par les standards IrDA Data [IrDA 1996a, IrDA 1996b, IrDA 2001]
et IrDA Control [IrDA 1998]. La communication s’effectue en plaçant les entitØs communi-
quantes sur une mŒme ligne de vue et à une distance maximale de 2 m. Les Øchanges se font
entre 1 et 4 Mb/s. Les rØseaux à ondes infrarouges diffuses ne sont pas trŁs rØpandus bien que
certaines expØrimentations [Harter et Hopper 1994] et rØalisations commerciales [Spectrix]
montrent pourtant qu’ils offrent des perspectives intØressantes. La bande passante offerte est
toujours de 4 Mb/s, mais une antenne à ondes infrarouges diffuses couvre une zone de 100 m2.
Les ondes infrarouges ne traversent pas les murs, donc ce type d’antenne est plutôt installØ en
intØrieur pour couvrir une piŁce.
Les rØseaux radio à courte portØe se positionnent sur le mŒme crØneau que les rØseaux
à ondes infrarouges. Par rapport aux rØseaux à ondes infrarouges directes, les antennes ra-
dio prØsentent l’avantage de communiquer non pas sur une ligne mais sur une cellule. De
plus, les ondes radio traversent les objets qui peuvent faire obstacle aux ondes infrarouges.
Ces caractØristiques font que ce type de rØseau est en plein Ømergence, notamment avec le
standard Bluetooth [Bluetooth]. Ce standard offre la possibilitØ à un terminal portable de com-
muniquer dans un rayon de 10 m et avec une bande passante de 1 Mb/s.
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Les rØseaux locaux sans-l utilisent Øgalement les ondes radio pour les communications
sans-l. Les antennes sont, par contre, beaucoup plus puissantes et permettent d’augmenter
la portØe de transmission. Deux familles de standards existent pour la mise en place de tels
rØseaux, ceux dØnis par l’IEEE [IEEE WLAN] et ceux dØnis par l’ETSI [ETSI]. Les pre-
miers (IEEE 802.11 [IEEE 1999c], 802.11b [IEEE 1999b] et 802.11a [IEEE 1999a]) proposent
diffØrentes bandes passantes selon la distance de portØe : 54 Mb/s sur 80 m, 48 Mb/s sur 120 m,
36 Mb/s sur 160 m, 24 Mb/s sur 210 m, 12 Mb/s sur 400 m. Ces standards sont actuellement
trŁs utilisØs par les constructeurs [Orinoco, Proxim]. Les seconds (HiperLAN/1 [ETSI 1998]
et HiperLAN/2 [ETSI 2000]) offrent une bande passante de 54 Mb/s pour une portØe de com-
munication de 30 m (intØrieur) à 150 m (sans obstacle). Ceux-ci permettent l’assignation d’une
prioritØ ou d’une qualitØ de service à chaque connexion.
Les rØseaux de tØlØphonie cellulaire initialement conçus pour la transmission de la
voix [Ames et Gabor 2000] permettent maintenant la transmission de donnØs. Les rØseaux
actuellement en service sont de la gØnØration 2.5. Les exemples les plus probants sont :
IS-95-B (64 Kb/s) ou IS-136-B (64-115 Kb/s) pour D-AMPS, GPRS (General Packet Ra-
dio Service) (115-170 Kb/s) ou EDGE (Enhanced Data rates for GSM Evolution) (384 Kb/s)
pour le GSM, avec des portØes entre 500 m et 10 km. Le groupe de travail IMT-2000 [ITU]
a dØni les caractØristiques des rØseaux de 3e`me gØnØration à l’aide de cinq recommandations
pour les standards (IMT-MC DS TC SC FT). Le standard UMTS (Universal mobile Telecom-
munications System) [3GPP 2001] respecte ces recommandations. La bande passante autori-
sØe y varie entre 144 Kb/s pour les vØhicules et environnements extØrieurs ruraux, 384 Kb/s
pour les environnements extØrieurs urbains et 2 Mb/s pour les environnements urbains denses
et les environnements intØrieurs. La zone de couverture doit Œtre calculØe pour chaque an-
tenne. Elle dØpend du facteur de service que l’on veut offrir ainsi que du nombre d’utilisa-
teurs [Schueller et al. 2000]. La portØe maximale de transmission est de l’ordre de 50 km.
Les rØseaux satellitaires sont constituØs de constellations de satellites qui offrent une cou-
verture presque totale de la planŁte [Globalstar, Skybridge, Teledesic]. Le nombre de satellites
de ces constellations peut varier de 48 à 288 et la couverture offerte par chaque satellite peut
donc varier de 3 à 3000 km. Deux cas se prØsentent pour la bande passante : elle peut aller
jusque 64 Mb/s en rØception et jusque 2 Mb/s en Ømission. Du fait de l’Øloignement terre-
satellite, les dØlais de propagation sont nØanmoins importants et les communications souffrent
donc de dØlais de latence de bout en bout importants (entre 50 et 500 ms).
1.2.3 Comparaison avec les réseaux filaires
Les rØseaux laires sont trŁs utilisØs pour permettre des communications à
haut dØbit notamment dans des rØseaux locaux ou grappes de stations. Ces rØ-
seaux offrent une bande passante bien supØrieure à celle que l’on peut obtenir
dans les rØseaux sans-l : ATM (Asynchronous Transfert Mode) [ATM] (622 Mb/s),
Gigabit Ethernet (IEEE 802.3z [IEEE LAN]) (1 Gb/s), SCI (Scalable Coherent
Interface) [SCI] (1.33 Gb/s), Myrinet [Myrinet] (∼2 Gb/s), SONET (Synchronous Opti-
cal NETwork) [SONET] (2.5 Gb/s), standard 10-Gigabit Ethernet (IEEE 802.3ae [10GEA]).
Par rapport aux rØseaux laires, les rØseaux sans-l souffrent Øgalement d’importantes va-
riations de la bande passante. Ces variations proviennent de plusieurs phØnomŁnes comme
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Type de réseau Technologie Portée de transmission Bande passante Mobilité supportée Topologie possible
Réseau infrarouge
↪→ direct ondes infrarouges directes 2 m 4 Mb/s statique ad hoc
↪→ diffus ondes infrarouges diffuses 10 m 4 Mb/s statique - piéton point d’accès
Réseau radio courte portée ondes radio 10 m 1 Mb/s statique - piéton ad hoc
Réseau local sans-fil ondes radio 150 m 54 Mb/s piéton ad hoc & point d’accès
Réseau de téléphonie ondes radio 50 km 2 Mb/s véhicule point d’accès
Réseau satellitaire ondes radio 3000 km 2 Mb/s (émission) véhicule point d’accès
64 Mb/s (réception)
TAB. 1.3  CaractØristiques des technologies des rØseaux sans-l
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l’attØnuation ou le bruit des signaux. L’attØnuation du signal survient lorsque le signal doit pas-
ser à travers un objet, comme un mur, ou lorsqu’il doit parcourir une distance plus importante
que prØvue, par exemple, en se rØØchissant sur un mur. Le bruit peut Œtre causØ par des inter-
fØrences avec le signal lui-mŒme, par exemple lorsqu’il se rØØchit plusieurs fois, ou avec des
signaux extØrieurs gØnØrØs, par exemple, par un poste radio ou une antenne de tØlØvision. Ces
interfØrences provoquent des pertes de donnØes qui doivent ensuite Œtre retransmises, diminuant
ainsi la bande passante.
Le cas extrŒme d’une variation est la dØconnexion. Trois types de dØconnexions peuvent se
produire : les dØconnexions de courte durØe, les dØconnexions de durØe indØterminØe et les dØ-
connexions volontaires. Les dØconnexions de courte durØe se produisent lors des interfØrences
ou lors d’un changement de cellule. La mobilitØ du terminal permet en gØnØral de rØtablir
rapidement la connexion. Les dØconnexions de durØe indØterminØe se produisent lorsqu’un ter-
minal portable sort en dehors de toutes zones de couverture. Dans ce cas, la reconnexion ne
surviendra que lorsque le terminal rentrera dans une zone de couverture. Enn, l’utilisateur
peut vouloir Øconomiser sa batterie et Øteindre son portable. La reconnexion ne se produira
alors que selon le bon vouloir de l’utilisateur.
1.3 Discussion
En environnement mobile, exØcuter une application conçue pour un environnement xe
peut s’avØrer dØlicat. Comme l’ont montrØ les paragraphes prØcØdents, des diffØrences impor-
tantes existent entre ces deux types d’environnements et elles ne sont pas, en gØnØral, prises
en compte par les applications. En effet, la conception d’une application se base la plupart du
temps sur un environnement connu, statique et sufsant pour les besoins de l’application. Cela
n’est plus vrai dans un environnement mobile oø des terminaux portables peuvent arriver et
repartir, disposer de ressources faibles à un instant donnØ, puis en avoir sufsamment l’ins-
tant d’aprŁs. An de prendre en compte ces changements possibles, il est nØcessaire que les
applications puissent s’adapter. Trois axes principaux d’adaptations sont dØnis ci-dessous :
Adaptation au terminal portable
Ressources restreintes : la restriction des ressources sur un terminal portable peut empŒcher
l’exØcution d’une application sous des conditions optimales. Le mØcanisme d’alloca-
tion des ressources doit pouvoir informer une application qu’une ressource dont elle a
besoin est temporairement indisponible ou rØduite. L’application pourrait alors changer
son comportement pour utiliser moins de ressources ou des ressources diffØrentes. Par
exemple, une application de chargement n’ayant plus assez de mØmoire pour ses donnØes
pourrait dØcider de stocker ses donnØes sur le disque dur, ou bien de ne charger que les
donnØes les plus utilisØes.
Autonomie limitée : la durØe de vie de la batterie est un paramŁtre limitant incontournable.
Actuellement, les mØcanismes d’Øconomie de la batterie sont principalement matØriels
et n’interviennent que lorsque la batterie est trŁs basse ou lorsque le terminal n’est pas
utilisØ. Avertir les applications du niveau de la batterie pourrait leur permettre d’adop-
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ter des modes dØgradØs adØquats et d’Øconomiser encore un peu plus la batterie. Une
application pourrait, par exemple, passer d’un afchage graphique à un afchage textuel.
Ajout de ressources possible : l’ajout en cours d’exØcution de diffØrents pØriphØriques doit
aussi Œtre notiØ aux applications pour qu’elles puissent en proter. Des changements
de comportement inverses des deux prØcØdents pourraient alors Œtre envisagØs.
Adaptation au réseau sans-fil
Variations de la bande passante : les variations de la bande passante peuvent introduire des
dØlais inacceptables pour certaines applications ayant, par exemple, des contraintes d’in-
teractivitØ. Avertir ces applications pourrait leur permettre de changer la qualitØ de ser-
vice en accord avec l’utilisateur. Lors d’une variation de bande passante, une application
de visio-confØrence pourrait, par exemple, dØcider de rØduire le nombre de couleurs ou
la taille de l’image.
Déconnexions réseau : les dØconnexions peuvent totalement paralyser une application ayant
besoin d’un accŁs distant. L’anticipation des dØconnexions en utilisant des techniques de
prØchargement pourrait permettre à l’utilisateur de travailler en mode dØconnectØ. Une
application de base de donnØes pourrait, par exemple, prØcharger la partie de la base de
donnØes sur laquelle travaille l’utilisateur.
Adaptation à l’environnement
Localisation géographique : la mobilitØ des terminaux portables permet une utilisation de-
puis n’importe quel endroit. De nouvelles applications utilisent maintenant cette locali-
sation pour rendre leurs services. Elles doivent pouvoir Œtre notiØes des dØplacements
pour adapter leur contenu. Une application de presse Ølectronique doit, par exemple,
pouvoir afcher l’actualitØ et la mØtØo de l’endroit oø se trouve l’utilisateur.
Utilisation des ressources de l’environnement : les terminaux portables doivent Øgalement
pouvoir proter des ressources offertes par l’environnement local. Par exemple, un
terminal portable peut Œtre intØressØ de savoir qu’une imprimante est disponible dans la
piŁce oø il vient d’entrer, ou bien que le rØseaux local oø se trouve sa station de base
offre, en accŁs libre, un serveur d’exØcution d’applications.
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Chapitre 2
Systèmes d’adaptation
aux environnements mobiles
La forte Øvolution des technologies des environnements mobiles se retrouve dans le nombre
trŁs important de travaux traitant des spØcicitØs de ces environnements. Ces travaux sont trŁs
diversiØs et abordent l’adaptation aux environnements mobiles selon des angles diffØrents.
Certains s’appliquent aux plus bas niveaux avec la mise en place de systŁmes d’exploitation ou
de protocoles rØseaux adaptØs. D’autres s’appliquent à plus haut niveau et concernent l’adap-
tation gØnØrique d’applications, ou l’adaptation spØcique de certaines applications comme les
applications transactionnelles ou de visio-confØrence.
Ce chapitre fait un Øtat de ces travaux de maniŁre à mettre en Øvidence les diffØrentes
formes d’adaptations possibles dØcrites dans le chapitre prØcØdent.
Le paragraphe 2.1 introduit quelques dØnitions importantes permettant de faire le lien
entre environnements mobiles, applications et systŁmes d’adaptation.
La mobilitØ des terminaux portables peut Œtre gØrØe selon deux approches dØ-
crites dans [Satyanarayanan 1996] : les approches masquant la mobilitØ aux applica-
tions (application-transparent approaches) et les approches montrant la mobilitØ aux ap-
plications (application-aware approaches). Les premiŁres approches, dØcrites dans le para-
graphe 2.2, sont assez attrayantes car elles permettent d’utiliser les applications existantes sans
aucune modication. Elles prØsentent nØanmoins le dØsavantage de ne pas tirer prot de la
mobilitØ. Au contraire, les approches montrant la mobilitØ aux applications, dØtaillØes dans
le paragraphe 2.3, permettent à celles-ci de s’adapter aux variations selon la stratØgie la plus
adØquate.
Bien que ne traitant pas forcØment d’environnements mobiles, les systŁmes adaptatifs se
basant sur une approche rØexive proposent diffØrentes techniques d’adaptation qui pour-
raient s’appliquer aux environnements mobiles. Ces approches seront examinØes dans le pa-
ragraphe 2.4.
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2.1 Définitions
Ce paragraphe dØnit le vocabulaire que nous utiliserons dans la suite de cette Øtude. Il
reprend et complŁte les concepts introduits dans [Segarra 2000].
Environnement mobile : un environnement mobile est constituØ d’un ensemble de terminaux
portables se dØplaçant librement et communiquant au moyen d’un rØseau sans-l.
Système adaptatif ou d’adaptation : un systŁme adaptatif ou d’adaptation est une entitØ lo-
gicielle qui prend en compte les besoins des applications et les caractØristiques de l’en-
vironnement mobile pour exØcuter les applications. Les besoins des applications sont
spØciØs dans le comportement d’exécution et les caractØristiques de l’environnement
mobile sont prises en compte par la stratégie d’adaptation.
Application : une application est une entitØ logicielle qui utilise un systŁme d’adaptation pour
son exØcution dans un environnement mobile.
Les interactions entre ces diffØrents ØlØments sont dØcrites dans la gure 2.1. Pour s’exØ-
cuter, l’application utilise un systŁme d’adaptation. Selon le comportement d’exØcution et la
stratØgie d’adaptation, celui-ci modie l’exØcution de l’application en agissant sur l’environ-
nement mobile, l’application ou le systŁme d’adaptation lui-mŒme.
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FIG. 2.1  Interactions entre application, systŁme d’adaptation et environnement mobile
Les systŁmes d’adaptation peuvent Œtre classØs selon deux familles de comportements
d’exØcution et deux familles de stratØgies d’adaptation :
Système adaptatif à comportement spécialisable (CS) (resp. non spécialisable (CNS)) :
un systŁme adaptatif à comportement spØcialisable offre (resp. n’offre pas) la possibilitØ
aux applications de spØcier leurs besoins au sein du systŁme d’adaptation.
Système adaptatif à stratégie contextuelle (sc) (resp. non contextuelle (snc)) : un systŁme
adaptatif à stratØgie contextuelle prend en compte (resp. ne prend pas en compte) les
caractØristiques des environnements mobiles.
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La prise en compte des besoins des applications ou des caractØristiques de l’environnement
peut s’effectuer statiquement ou dynamiquement et constitue donc deux sous-familles :
Système adaptatif à comportement spécialisable statiquement (CSS) : un systŁme adapta-
tif à comportement spØcialisable statiquement prend seulement en compte les besoins
des applications au lancement de celles-ci. Ces besoins sont supposØs ne plus changer au
cours de l’exØcution.
Système adaptatif à comportement spécialisable dynamiquement (CSD) : un systŁme
adaptatif à comportement spØcialisable dynamiquement tient compte des besoins des
applications au cours de l’exØcution de celles-ci. Ces besoins peuvent changer au cours
de l’exØcution.
Système adaptatif à stratégie contextuelle statique (scs) : un systŁme adaptatif à stratØgie
contextuelle statique prend en compte les caractØristiques des environnements mobiles
mais suppose que les conditions d’exØcution associØes à ces environnements sont inva-
riables.
Système adaptatif à stratégie contextuelle dynamique (scd) : un systŁme adaptatif à stratØ-
gie contextuelle dynamique prend en compte les caractØristiques des environnements
mobiles ainsi que les variations dans les conditions d’exØcution associØes à ces environ-
nements.
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FIG. 2.2  SystŁme adaptatif à comportement spØcialisable dynamiquement et à stratØgie
contextuelle dynamique (CSD-scd)
La gure 2.2 illustre un systŁme adaptatif à comportement spØcialisable dynamiquement
et à stratØgie contextuelle dynamique (CSD-scd). L’application peut spØcier ses besoins en
spØcialisant le comportement d’exØcution du systŁme d’adaptation. Cette spØcialisation peut,
par exemple, concerner les besoins en ressources de l’application, mais cela peut aussi per-
mettre à l’application de dØnir sa propre stratØgie d’adaptation. Cette spØcialisation se fait
au lancement de l’application (Øtape 1 de la gure 2.2) mais peut changer au cours de l’exØ-
cution (Øtape 2). Dans la gure, la stratØgie d’adaptation prend en compte les caractØristiques
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de l’environnement mobile (Øtape I) et dØtecte toutes les variations qui pourraient y surve-
nir (Øtape II). Tout changement intervenant dans le comportement d’exØcution (Øtape 2) ou
toute variation dØtectØe par la stratØgie d’adaptation (Øtape II) peut alors produire une rØaction
d’adaptation agissant sur l’environnement mobile, l’application ou le systŁme d’adaptation lui-
mŒme (Øtapes i, ii et iii).
2.2 Transparence de la mobilité
Les variations que l’on peut observer dans un environnement mobile sont des phØ-
nomŁnes de bas niveau. Elles inuent directement sur les couches protocolaires uti-
lisØes par les applications. Pour rendre transparents les dØplacements et les dØcon-
nexions, il s’avŁre donc nØcessaire d’adapter les protocoles aux environnements mobiles.
L’adressage IP [Deering et Hinden 1998] et TCP [Postel 1981], NFS [Shepler et al. 2003] et
HTTP [Fielding et al. 1999, Khare et Lawrence 2000] sont les principaux protocoles ayant fait
l’objet de recherches en ce sens.
2.2.1 Transparence de l’adressage IP
Actuellement, quand un terminal portable change de rØseau, son adresse IP change. Les
applications utilisant le protocole TCP/IP ne sont pas conçues pour gØrer dynamiquement
un changement d’adresse IP. De nombreux travaux ont proposØs des solutions à ce change-
ment dynamique d’adresse [Sunshine et Postel 1980, Ioannidis et al. 1991, Teraoka et al. 1992,
Wada et al. 1993, Perkins et al. 1994]. Mobile-IPv6 [Perkins et al. 2003] est un travail en cours
proposØ par l’IETF permettant de prendre en compte la mobilitØ des stations au sein du proto-
cole IPv6 [Deering et Hinden 1998].
2.2.1.1 Mobile-IP
Mobile-IP se base sur un procØdØ à deux adresses. Le terminal portable (Mobile Node)
possŁde une adresse IP permanente (home address) correspondant à son rØseau d’attache (home
network) et une adresse IP temporaire (care-of address) correspondant au rØseau oø il se trouve
actuellement (foreign network).
Quand le terminal portable se trouve dans son rØseau d’attache, les paquets qui lui sont
adressØs sont routØs de maniŁre conventionnelle en utilisant les protocoles de routage Internet.
Ce routage se fait de maniŁre triviale puisque le prØxe de l’adresse IP permanente correspond
au prØxe du rØseau d’attache.
Quand le terminal portable se dØplace dans un autre rØseau, il obtient une adresse IP
temporaire en utilisant, par exemple, le protocole DHCPv6 [Thomson et Narten 1998,
Droms et al. 2002]. À un instant donnØ, un terminal portable peut avoir plusieurs adresses IP
temporaires. Il en choisit une comme Øtant son adresse primaire (primary address) et l’enre-
gistre auprŁs d’un agent se trouvant sur son rØseau d’attache (Home Agent) au moyen d’un
datagramme spØcique (Binding Update) (Øtape 1 sur la gure 2.3). L’agent met à jour sa table
de routage et joue alors temporairement le rôle de routeur en redirigeant et en encapsulant les
communications vers la nouvelle adresse IP temporaire (Øtapes 2 et 3 sur la gure 2.3). Le
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terminal portable peut alors avertir ses correspondants de sa nouvelle adresse et Øtablir une
connexion directe (Øtape 4 sur la gure 2.3).
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FIG. 2.3  Support de la mobilitØ dans Mobile-IP
Mobile-IP permet de rØsoudre le problŁme de la mobilitØ en utilisant une stratØgie contex-
tuelle dynamique qui se base sur le passage d’un rØseau à un autre. Il prØsente cepen-
dant l’inconvØnient de devoir passer par l’agent du rØseau d’attache. Dans un rØseau sans-
l avec des cellules couvrant de petites zones gØographiques, un trac important, pouvant
entraîner des situations de congestion, est gØnØrØ à chaque changement de localisation. De
plus, lors d’un dØplacement gØographiquement important, le temps d’Øtablissement de la
connexion avec l’agent du rØseau d’attache peut se rØvØler plus important que le temps
d’Øtablissement de la connexion avec les correspondants. Pour pallier ces inconvØnients,
diffØrentes techniques peuvent Œtre utilisØes telles que la rØplication des informations de
localisation [Jannink et al. 1997] ou une organisation hiØrarchique en rØgions comme dans
Cellular IP [Valkó 1999], HAWAII [Ramjee et al. 1999] ou HMIPv6 [Soliman et al. 2002].
2.2.2 Transparence au niveau du protocole TCP
Les terminaux portables peuvent se dØplacer frØquemment tout en communiquant.
Pendant ces dØplacements, les donnØes envoyØes ou à recevoir par le terminal portable
peuvent Œtre perdues à cause d’interfØrences ou de changements de cellules. Le proto-
cole TCP [Postel 1981] interprŁte ces pertes comme une situation de congestion et active alors
les mØcanismes appropriØs. Ces mØcanismes induisent alors une dØgradation signicative des
performances [CÆceres et Iftode 1994]. D’autres mØcanismes, comme la mise à jour de la loca-
lisation ou le recalcul des tables de routage, peuvent Øgalement produire des dØgradations des
performances [Holland et Vaidya 1999]. Plusieurs travaux optimisent le protocole TCP pour
les environnements mobiles en utilisant des techniques diffØrentes. Ils peuvent Œtre classØs en
deux familles [Balakrishnan et al. 1997] : (i) les protocoles masquant complŁtement le lien
sans-l à l’Ømetteur (TCP-unaware) et (ii) les protocoles informant l’Ømetteur du lien sans-
l (TCP-aware). Les approches de la premiŁre famille se basent sur le fait que le problŁme est
local au lien sans-l et qu’il doit donc Œtre rØsolu localement sans modier la couche TCP de
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l’Ømetteur. Dans les approches de la seconde famille, l’Ømetteur est conscient du lien sans-l
et est capable de distinguer les pertes de transmission dues au lien sans-l de celles dues à une
congestion. Dans ce cas, l’Ømetteur peut dØcider à bon escient de l’activation des mØcanismes
de congestion. Ces deux familles sont illustrØes ci-dessous respectivement par I-TCP, Snoop et
Mobile TCP, WTCP.
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FIG. 2.4  Indirection d’une connexion TCP dans I-TCP
I-TCP [Bakre et Badrinath 1995a, Bakre et Badrinath 1997] dØcompose la connexion entre
une station xe et un terminal portable en deux connexions. La premiŁre se situe entre la sta-
tion xe et la station de base et la seconde entre la station de base et le terminal portable.
La gure 2.4 explique le fonctionnement du protocole. Lorsqu’une connexion est deman-
dØe entre le terminal portable et une station xe, la station de base (SB1) reçoit une requŒte
d’ouverture. Elle ouvre alors une autre connexion TCP avec le rØcepteur. Les connexions ou-
vertes entre la station de base et les terminaux portables utilisent un protocole TCP optimisØ
pour le sans-l [Yavatkar et Bhagwat 1994], tandis que les connexions avec le rØseau xe uti-
lise le protocole TCP standard. Les donnØes envoyØes sont d’abord reçues par la station de
base qui acquitte l’Ømetteur et les achemine ensuite au rØcepteur. Lorsque le terminal por-
table change de cellule, l’Øtat de la connexion est transfØrØ de SB1 vers SB2. L’indirection
est transparente pour la station xe et le terminal portable comme leurs ports de communica-
tion restent inchangØs. Ce dØcoupage de la connexion est repris par d’autres protocoles comme
Amigos [Hansen et al. 1996, Hansen et Reich 1996] ou [Brown et Singh 1997, Haas 1997].
Cette approche prØsente nØanmoins deux inconvØnients : (i) les stations de base doivent
Œtre plus complexes et possØder d’importants tampons en cas de trac important, (ii) lors de
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frØquents changements de cellule, le surcoßt relatif à la transmission de l’Øtat de la connexion
peut Œtre important et introduire des dØlais.
2.2.2.2 Snoop
Dans cette approche, la couche rØseau n’est modiØe nulle part sauf sur la station de
base. Son code de routage utilise un module, the Snoop module [Balakrishnan et al. 1995a,
Balakrishnan et al. 1995b], qui examine les paquets TCP. Les actions de la station de base lors-
qu’elle reçoit un paquet sont dØcrites dans la gure 2.5. À la rØception d’un paquet envoyØ par la
station xe, le module Snoop copie ce paquet dans un cache et le transmet au terminal portable.
Si ce paquet est perdu au cours de la transmission sans-l, la station de base reçoit des acquit-
tements dupliquØs pour le paquet prØcØdent. Le protocole d’acquittement de la station de base
est expliquØ dans la gure 2.6. Lorsque le module Snoop reçoit des acquittements dupliquØs,
si le paquet perdu est dans son cache, il le retransmet alors et n’envoie pas les acquittements
dupliquØs à la station xe. Si le paquet n’est pas dans son cache, il achemine les acquittements
dupliquØs à la station xe qui est alors en charge de revenir sur la perte du paquet.
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FIG. 2.6  Protocole de rØception d’acquittements dans
le module Snoop
Cette approche identie aussi un groupe de stations de base vers lesquelles le terminal
portable est susceptible de se dØplacer. Ces stations reçoivent (en broadcast) et mettent en
cache tous les paquets destinØs au terminal portable. Si un terminal portable se dØplace vers
une station de base du groupe, les paquets sont dØjà disponibles dans le cache, Øvitant un coßt
de transfert d’Øtat pendant le changement de cellule et permettant ainsi une rØcupØration rapide
sur perte. Si le terminal portable se dØplace vers une station de base ne faisant pas partie du
groupe, reconstruire le cache prend alors un temps important. Cette mØthode induit nØanmoins
un coßt important sur le rØseau xe. Ce systŁme de cache est repris par d’autres approches en
version unaware [Chan et al. 1997], comme en version aware [Vaidya et al. 1999].
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2.2.2.3 Mobile TCP
Avec TCP standard, toutes les pertes de paquet sont interprØtØes par la station xe Ømettrice
comme une situation de congestion impliquant des mØthodes de contrôle comme la rØduction
de la fenŒtre d’Ømission. Mobile TCP [Stangel et Bharghavan 1998] permet de distinguer les
diffØrentes pertes de paquets. La station de base peut informer la station xe de pertes de
paquets dues à (i) une congestion, (ii) un changement d’interface ou (iii) un changement de
cellule. Dans le premier cas, elle peut activer les mØcanismes appropriØs à la congestion. Dans
le second cas, le terminal portable peut se dØplacer dans un rØseau possØdant des caractØris-
tiques totalement diffØrentes du prØcØdent. La station xe effectue alors une remise aux valeurs
par dØfaut de la taille de la fenŒtre d’Ømission (window size), du seuil de l’algorithme slow
start (ssthresh), du temps estimØ d’aller-retour (RTT : Round Trip Time) et du temporisateur de
retransmission (RTO : Retransmission Time Out), et redØmarre l’algorithme slow start. Enn,
dans le troisiŁme cas, la retransmission ne se fait que quand le terminal portable a ni de chan-
ger de cellule. La valeur de la taille de la fenŒtre d’Ømission et celle du seuil de l’algorithme
slow start sont divisØes par deux, tandis que le temps estimØ d’aller-retour reste le mŒme.
Cette approche est reprise par d’autres protocoles [Jin et al. 1999,
Ramakrishnan et al. 2001] et peut se rØvØler non triviale à mettre en
uvre [Biaz et Vaidya 1998, Biaz et Vaidya 1999]. Elle permet de bien gØrer les diffØ-
rents handoffs grâce aux informations sur la cause de la perte des paquets. NØanmoins, comme
beaucoup d’autres approches [CÆceres et Iftode 1995, Samaraweera 1999, Goff et al. 2000],
elle n’agit que sur les paramŁtres du protocole TCP et ne permet pas de prendre en compte les
caractØristiques intrinsŁques au lien sans-l.
2.2.2.4 WTCP
Les approches prØcØdentes se fondent principalement sur le taux de perte du lien sans-l
pour rØØmettre ou pour adapter les paramŁtres d’Ømission. Elles font la diffØrence entre pertes
dues au lien sans-l et pertes dues à une congestion, et laissent donc intact les mØcanismes
de contrôle de congestion de TCP. WTCP [Sinha et al. 1999] propose une couche de transport
permettant des communications de bout en bout. Cette couche possŁde ses propres mØcanismes
de abilitØ et de contrôle de congestion. La abilitØ est assurØe par des acquittements sØlec-
tifs [Mathis et al. 1996, Floyd et al. 2000], l’absence de temporisateur de retransmission est
remplacØe par un contrôle de la frØquence des acquittements. Le contrôle de congestion se
base sur le taux de transmission et sur le dØlai entre les paquets. Ces valeurs sont rapidement
calculØes à l’Øtablissement de la connexion en utilisant l’algorithme packet-pair [Keshav 1991]
plutôt que l’algorithme slow start. En maintenant un historique de ces valeurs, WTCP arrive à
faire la distinction entre les pertes de paquets. Il rØagit alors en adaptant le taux de transmission
(i) d’une maniŁre agressive s’il s’agit d’une congestion et (ii) d’une maniŁre plus modØrØe s’il
s’agit de pertes liØes au lien sans-l. Cette approche avec mØcanismes intØgrØs permet mŒme
de dØvelopper des mØcanismes de diffØrentiation de services [Nandagopal et al. 1999]. L’in-
convØnient majeur est que les stations voulant communiquer doivent implanter cette couche de
communication.
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2.2.3 Transparence des systèmes de fichiers
NFS [Shepler et al. 2003] est un systŁme distribuØ de chiers. Il implØmente un proto-
cole permettant à des clients d’accØder à des chiers se trouvant sur des serveurs distants.
L’utilisation de ce protocole en environnements mobiles prØsente principalement deux incon-
vØnients : (i) les pertes sur le lien sans-l sont considØrØes comme une situation de congestion
et entraînent une dØgradation des performances et (ii) les dØconnexions ne sont pas gØrØes
et entraînent l’impossibilitØ d’accŁs aux chiers. Dans la version 2 de NFS, les donnØes sont
transfØrØes par blocs de taille xe de 8 Ko. Depuis la version 3, cette limite a ØtØ abrogØe et des
blocs de 32 Ko sont utilisØs pour des rØseaux entre 10 et 100 Mb/s et de 48 Ko pour des rØseaux
supØrieurs à 100 Mb/s. Ces blocs sont ensuite divisØs en paquets pour l’envoi sur le rØseau. La
perte d’un seul de ces paquets nØcessite la rØØmission du bloc entier, ce qui produit une nette
dØgradation sur un lien à faible dØbit. Cette dØgradation peut Œtre rØduite en adaptant la taille
des blocs, comme dans MFS, ou en adaptant le mØcanisme de contrôle de congestion. Ce mØ-
canisme utilise un intervalle de rØØmission de durØe exponentielle qui n’est pas appropriØ aux
courtes coupures d’un lien sans-l. [Dube et al. 1997] proposent un algorithme qui permet une
incrØmentation linØaire de l’intervalle de retransmission et, si les pertes se poursuivent, permet
alors une incrØmentation exponentielle. Les dØconnexions peuvent Øgalement Œtre traitØes avec
des mØcanismes de cache, comme l’illustrent les systŁmes NFS/M, MFS et Coda.
2.2.3.1 NFS/M
Le protocole NFS est particuliŁrement sensible aux dØconnexions. En effet, il effectue sur
le client une copie des blocs qui sont en cours d’utilisation. Cette copie ne reste valide que
pendant une courte pØriode de temps (lease) [Gray et Cheriton 1989, Kon et Mandel 1995] et,
lorsque cette pØriode expire, une requŒte de vØrication de la validitØ de la copie (renew ope-
ration) est envoyØe au serveur. Si le serveur n’est pas accessible, la copie est invalidØe, le
bloc demeure inaccessible et tout traitement est impossible. NFS/M [Lui et al. 1998] permet
de masquer ces pØriodes de dØconnexions grâce à l’utilisation d’un cache sur le client. La -
gure 2.7 prØsente les diffØrents modules du client. Le Prefetcher s’occupe de charger à l’avance
les blocs qui pourraient Œtre accØdØs. Ce prØchargement peut se faire selon deux techniques.
La premiŁre repose sur le fait que lorsqu’un bloc d’un chier est accØdØ, les autres blocs de
ce chier seront Øgalement bientôt accØdØs. La seconde se base sur une liste de chiers dØnie
par l’utilisateur. En mode connectØ, la cohØrence des copies avec le serveur est assurØe par
le Cache Manager avec le mŒme systŁme d’ØchØances que NFS. Lors d’une dØconnexion, le
Prefetcher et le Cache Manager sont dØsactivØs et le Proxy Server mØmorise les modications
effectuØes sur les copies locales. À la reconnexion, le Reintegrator utilise cet historique pour
rØpercuter les modications sur le serveur. Les Øventuels conits sont rØglØs en utilisant la der-
niŁre date de modication d’une copie. Tout rØintØgration de donnØes peut poser des problŁmes
de conits plus complexes qui seront traitØs dans le paragraphe 3.1.3.
2.2.3.2 MFS
MFS [AndrØ et Segarra 1999, Segarra et AndrØ 1999] introduit un intermØdiaire (Proxy)
sur le rØseau xe entre le client mobile et le serveur NFS. La gure 2.8 prØsente l’architec-
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FIG. 2.7  Architecture d’un client NFS/M
ture du systŁme MFS. L’intermØdiaire communique avec le serveur NFS à l’aide du protocole
standard, mais il utilise un protocole optimisØ pour dialoguer avec le client mobile. Ce proto-
cole optimisØ consiste en (i) l’utilisation de taille de blocs adaptØe à la bande passante et (ii) la
rØduction du trac grâce à la suppression des requŒtes de vØrication de validitØ. Le client mo-
bile accŁde à ses copies locales sans vØrication de validitØ. Cette vØrication est effectuØe par
l’intermØdiaire.
Serveur
NFS
Proxy
Station
fixe Client
MFSNFS Standard NFS optimisé
(réseau local)
~
~
~ ~ ~
~
~~
(réseau sans−fil)
~~~ ~~
FIG. 2.8  Architecture du systŁme MFS
Les demandes d’accŁs aux blocs sont envoyØes par le client à son intermØdiaire. Celui-ci
connaît donc le contenu de la mØmoire du client et peut alors vØrier pØriodiquement la validitØ
de ces blocs auprŁs du serveur. En mode connectØ, si certaines donnØes du serveur sont plus
rØcentes que celles sur le client mobile, il demande au client d’invalider celles-ci et de crØer
des versions à jour. Le nombre d’invalidations envoyØes Øtant dØpendant du degrØ de partage
des donnØes par les applications, le trac sur le rØseau sans-l est diminuØ lorsque ce partage
est rare. En mode dØconnectØ, comme dans NFS/M, les modications sont mØmorisØes en vue
de la rØintØgration dans le serveur lors de la reconnexion.
2.2.3.3 Coda
Le systŁme Coda1 [Mummert et al. 1995, Kumar et Satyanarayanan 1995] n’utilise pas
le systŁme de chiers NFS mais le systŁme de chiers AFS (Andrew File Sys-
1La version de Coda présentée correspond à la version 2. Les différents modes de fonctionnement de la ver-
sion 1 [Satyanarayanan et al. 1990, Kistler et Satyanarayanan 1992] se rapprochent de ceux du système NFS/M et
ne sont donc pas détaillés. Les particularités de la version 1 sont, de toute manière, reprises dans la version 2.
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tem) [Satyanarayanan 1990]. À l’inverse de NFS, les serveurs AFS conservent un Øtat de l’uti-
lisation des chiers et ce n’est plus aux clients de vØrier si leurs copies locales sont valides
mais c’est le serveur qui met à jour les copies locales des clients à l’aide de messages d’invali-
dation (callback breaks).
Sur chaque client, un processus utilisateur appelØ Venus gŁre le cache de chiers sur le
disque local. Ce processus rØagit en fonction des dØconnexions en adoptant trois diffØrents
modes de fonctionnement dØcrits dans la gure 2.9. En mode Hoarding, le client est considØrØ
comme fortement connectØ (strong connection) et le processus Venus (i) charge les donnØes
nØcessaires au fonctionnement courant, (ii) prØcharge les donnØes nØcessaires pendant une dØ-
connexion et (iii) applique normalement le protocole AFS de gestion de cache par invalidation.
En mode Emulating, le client est dØconnectØ et le processus Venus (i) effectue alors les mo-
dications sur les objets locaux et en garde l’historique pour la rØintØgration sur le serveur et
(ii) assure la persistance des objets locaux pour que l’utilisateur puisse reprendre son travail
mŒme aprŁs avoir Øteint son portable. Le mode Write Disconnected est un mode intermØdiaire
entre les prØcØdents et correspondant à une connexion faible du portable (weak connection).
Dans ce cas, les actions du processus Venus sont de (i) rØaliser les modications sur les objets
locaux avec conservation de l’historique de ces modications et (ii) continuer le prØchargement
de donnØes nØcessaires à une dØconnexion. Ce mode permet aux clients faiblement connectØs
de ne pas pØnaliser les clients fortement connectØs en les empŒchant de mettre à jour des objets
en cours de rØintØgration.
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Connection
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Strong connectionDi
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FIG. 2.9  États et transitions du processus Venus
La rØintØgration sur le serveur des modications effectuØes localement ne correspond pas
à un mode de fonctionnement du processus Venus, mais s’effectue de maniŁre asynchrone en
tâche de fond. Cette rØintØgration est active en mode Hoarding, active mais non primordiale en
mode Write Disconnected (comme les modications sont sauvegardØes localement) et inactive
en mode Emulating.
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2.2.4 Transparence au niveau du protocole HTTP
Le World Wide Web est constituØ d’un ensemble de donnØes accessibles à distance en
utilisant l’infrastructure de communication Internet. Ces donnØes sont organisØes en pages
contenant du texte, des images, du son et de la vidØo. Elles sont publiØes sur des ser-
veurs Web et l’accŁs depuis les clients s’effectue selon le protocole HTTP [Fielding et al. 1999,
Khare et Lawrence 2000]. L’utilisation du protocole HTTP en environnements mobiles pose
deux problŁmes principaux : (i) l’encodage des donnØes d’une requŒte HTTP s’effectue
selon diffØrents langages (SGML Standard Generalized Markup Language [ISO 1986] :
HTML [W3C 1999a], XHTML [W3C 2000], XML [W3C 2002], etc) qui sont conçus pour
une rØalisation simple et facile par l’utilisateur mais qui ne sont pas optimisØs pour le transfert
de donnØes, (ii) chaque requŒte HTTP correspond à une connexion TCP entre le client et le
serveur Web, ce qui entraîne un surcoßt dß à l’Øtablissement de la connexion et la possibilitØ
de dØclenchement des mØcanismes de congestion liØs à TCP. Pour surmonter ces problŁmes et
rØduire le temps de latence des communications, diffØrentes approches [Liljeberg et al. 1996,
Housel et Lindquist 1996, Nielsen et al. 1998, Nielsen et al. 2000] proposent des mØcanismes
tels que des connexions persistantes, le multiplexage des requŒtes ou un encodage optimisØ.
Ci-dessous, WebExpress illustre ces mØcanismes à travers un modŁle d’interception et d’opti-
misation du protocole HTTP.
2.2.4.1 WebExpress
Dans le but de rØduire et d’optimiser le protocole de communication,
WebExpress [Housel et Lindquist 1996, Chang et al. 1997, Housel et al. 1998] utilise un
intermØdiaire pour intercepter et contrôler les communications sur le lien sans-l. Deux
composants sont introduits entre le client Web et le serveur Web (voir gure 2.10) : le
processus Client Side Intercept (CSI) qui s’exØcute sur le terminal portable et le processus
Server Side Intercept (SSI) qui s’exØcute sur le rØseau xe.
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FIG. 2.10  ModŁle d’interception des requŒtes HTTP par WebExpress
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Du point de vue du butineur, le CSI apparaît comme un proxy Web et donc aucune modi-
cation du butineur n’est nØcessaire2. Le CSI communique avec le SSI en utilisant une seule
connexion TCP et un protocole HTTP optimisØ. Le SSI reconstitue les requŒtes HTTP prove-
nant du CSI et les soumet au serveur Web comme si elles venaient directement du butineur.
À l’inverse, les rØponses renvoyØes par le serveur sont reconstituØes par le CSI qui les soumet
au butineur comme si elles provenaient directement du serveur Web. Ces deux composants
intermØdiaires permettent à WebExpress (i) d’offrir la transparence aux clients et serveurs et
(ii) d’effectuer les optimisations suivantes :
Techniques de cache (Caching) : le CSI et le SSI mettent en cache les objets graphiques et
les objets HTML des requŒtes les plus frØquentes. Si une requŒte HTTP spØcie un objet
se trouvant dans le cache, celui-ci est immØdiatement retournØ comme rØponse. L’intØ-
gritØ du cache du client est assurØe par invalidation avec intervalle de temps spØciØ par
l’utilisateur.
Techniques de différenciation (Differencing) : les rØponses à diffØrentes requŒtes HTTP
peuvent avoir un ensemble d’informations ou d’objets communs. Ceci s’observe faci-
lement dans un mŒme site Web oø les diffØrentes pages HTML ont une mise en page
commune, ou dans un mŒme formulaire CGI (Common Gateway Interface) oø l’objet
de base est le mŒme et seules les informations saisies par l’utilisateur sont diffØrentes.
Le CSI et le SSI effectuent une diffØrenciation des requŒtes HTTP qui consiste à mettre
en cache les objets de base communs aux requŒtes. Les diffØrences dans les rØponses
sont calculØes par le SSI et envoyØes au CSI qui les rØintŁgre avec l’objet de base.
Réduction de protocole (Protocol reduction) : chaque CSI est connectØ à son SSI en uti-
lisant une seule connexion TCP/IP. Toutes les requŒtes et rØponses sont routØes et
multiplexØes sur cette connexion pour Øviter les surcoßts liØs à l’Øtablissement d’une
connexion TCP/IP.
Réduction d’entête (Header reduction) : le protocole HTTP est sans Øtat, ce qui oblige
chaque requŒte à contenir les paramŁtres propres à chaque butineur. Pour un butineur
donnØ, ces informations sont les mŒmes pour toutes les requŒtes. Quand une connexion
est Øtablie entre un CSI et un SSI, ces paramŁtres sont envoyØs uniquement à la premiŁre
requŒte et mØmorisØs par le SSI pour toute la durØe de la connexion. Le SSI inclut ensuite
ces informations dans toutes les requŒtes qu’il doit remettre au serveur Web.
2.2.5 Résumé
AprŁs avoir dØtaillØ ces approches, il est important de voir comment elles rØpondent aux
propriØtØs que l’on souhaite obtenir de notre systŁme d’adaptation à la mobilitØ.
Ces approches ne sont pas gØnØriques et sont, au contraire, spØcialisØes pour un type
d’application bien prØcis. Elles obtiennent toutes de bonnes performances en optimisant un
critŁre relatif à la liaison sans-l (approches à stratØgie contextuelle (sc)) mais de maniŁre
transparente et donc non spØcialisable par l’application (approches à comportement non spØ-
cialisable (CNS)). Les stratØgies contextuelles utilisØes sont, pour certaines, statiques (scs),
2Les options de configuration du butineur doivent juste être modifiées pour inclure l’adresse IP locale du CSI
comme proxy Web.
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comme WebExpress qui optimise la taille des donnØes transfØrØes sur le lien sans-l mais ne
rØagit à aucune variation, et, pour d’autres, dynamiques (scd), comme Mobile TCP qui modie
les paramŁtres de l’algorithme slow start dans TCP selon les pertes sur le lien sans-l.
Ces approches Øtant non gØnØriques et souvent non modulaires, elles ne sont pas facile-
ment Øvolutives. Le seul moyen de les faire Øvoluer est de reprendre la phase de conception
et de dØveloppement. Aucune Øvolution dynamique n’est possible. De plus, la stabilitØ et la
prise en compte de critŁres relatifs aux ressources du terminal portable ou aux ressources de
l’environnement ne sont pas traitØes dans ces approches. Ceux-ci devraient pourtant Œtre consi-
dØrØs, comme, par exemple, WebExpress qui introduit des codes intermØdiaires qui effectuent
des traitements utilisant des ressources (mØmoire et puissance de calcul) du terminal portable
et du serveur sur le rØseau xe.
2.3 Le besoin de spécialisation
Dans de nombreux cas, une adaptation n’a de sens que vis à vis de l’application. En effet,
l’application est la seule à connaître la sØmantique de ses donnØes et à savoir ce qu’elle dØsire
comme qualitØ de service (QdS) au niveau des ressources. Lors d’une variation, l’application
est alors la plus à mŒme pour choisir la rØaction à adopter. Par exemple, face à une baisse de la
bande passante, une application de ux vidØo peut dØcider de renØgocier ses allocations de res-
sources, de diminuer le nombre d’images transmises par secondes ou de dØgrader la qualitØ des
images transmises. Comme dØcrit dans le paragraphe 2.1, cette spØcialisation du comportement
d’exØcution peut concerner les besoins des applications mais peut aussi permettre à l’applica-
tion de dØnir sa propre stratØgie d’adaptation. Le paragraphe 2.3.1 prØsente les approches
permettant aux applications de spØcier une qualitØ de service en environnements mobiles et le
paragraphe 2.3.2 prØsente les approches permettant aux applications de spØcier leurs propres
stratØgies d’adaptation.
2.3.1 Spécialisation de la qualité de service
DiffØrents systŁmes permettent aux applications de spØcier leurs besoins en terme de
qualitØ de service [Chalmers et Sloman 1999]. Cette spØcication peut (i) s’effectuer dans les
couches basses du systŁme, comme dans la couche rØseau pour MosquitoNet, (ii) s’effectuer
dans les couches hautes, comme dans les couches application et session pour WAP, ou (iii) Œtre
fournie dans l’intØgralitØ de la pile des protocoles, comme pour le systŁme MOST.
2.3.1.1 MosquitoNet
Par rapport aux approches qui proposent un routage global dans
Mobile IP [Montenegro 2001, Perkins et Johnson 2001], MosquitoNet [Baker et al. 1996,
Zhao et al. 1998, Zhao et al. 2001] propose un routage adaptØ et optimisØ selon la qualitØ
de la connexion demandØe et selon les caractØristiques des rØseaux disponibles. Pour cela,
une table de routage avec de nouveaux champs correspondant à des choix possibles de
politiques (Mobile Policy Table) est ajoutØe en complØment dans la couche rØseau. Ces champs
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permettent d’associer l’interface de communication à utiliser ainsi que la mØthode d’Ømission
et de rØception des paquets à une adresse IP et à un port.
La gure 2.11 prØsente les diffØrentes mØthodes d’Ømission et de rØception des paquets. Le
choix s’effectue ici selon que la mobilitØ est transparente ou non et selon que la communication
doit traverser ou non des routeurs ltrants3 (ingress filtering) [Ferguson et Senie 2000].
IP Classique Mobile IP
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Traffic Web,
Services locaux,
etc
Mobilité
transparente
Routage triangulaire
classique
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Tunneling
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Routeurs
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etc
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FIG. 2.11  MØthodes d’Ømission de paquets supportØes dans MosquitoNet
Destination Passerelle Masque Numéro Mobilité Tunneling Métrique Interface
réseau de port
1 a.b.0.0 0.0.0.0 255.255.0.0 0 Non N/A 0 eth0
2 c.d.0.0 0.0.0.0 255.255.0.0 0 Oui Non 0 st0
3 c.d.0.0 0.0.0.0 255.255.0.0 80 Non N/A 0 st0
4 0.0.0.0 a.b.0.1 0.0.0.0 0 Non N/A 1 eth0
5 0.0.0.0 c.d.0.1 0.0.0.0 0 Oui Oui 100 st0
6 0.0.0.0 c.d.0.1 0.0.0.0 80 Non N/A 100 st0
TAB. 2.1  Exemple de table de routage dans MosquitoNet
Le choix de l’interface de communication s’effectue selon une mØtrique associØe à
chaque interface. Cette mØtrique est dØnie ou calculØe pour chaque interface suivant dif-
fØrents paramŁtres : qualitØ de service, coßt du handoff, lien symØtrique ou non, coßt mo-
nØtaire, anonymat et sØcuritØ. Le tableau 2.1 montre un exemple de table de routage pos-
sible [Zhao et Baker 1997]. Tout trac destinØ au terminal portable peut passer par une interface
3De nombreux routeurs effectuent un filtrage sur les adresses sources. Ils rejettent les paquets dont l’adresse ne
peut être identifiée comme correcte, c.a.d. dont le réseau d’origine ne peut pas être identifié comme étant l’adresse
source.
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ethernet (eth0) ou radio (st0). Dans le cas de communications locales (lignes 1 et 2), IP clas-
sique est utilisØ pour l’interface ethernet et mobile IP classique est utilisØ pour l’interface radio.
Dans le cas de communications distantes (lignes 4 et 5), le tunneling bidirectionnel est mis en
place pour l’interface radio mais cela est plus coßteux que d’utiliser l’interface ethernet. Tout
trac utilisant le port 80 (trac Web) sur l’interface radio (lignes 3 et 6) ne nØcessite pas la mise
en place du support de la mobilitØ (la spØcication du port est prioritaire sur la destination).
Lorsqu’une application veut utiliser une mØthode d’Ømission ou de rØception, elle peut uti-
liser les entrØes gØnØriques (generic entries) dØnies dans la table de routage, mais elle peut
Øgalement dØnir ses propres entrØes (per socket entries) qui passeront alors outre les entrØes
gØnØriques. Une application peut aussi vouloir un accŁs spØcique aux interfaces de commu-
nication. En Ømission, une application peut lier une socket prØcise avec une interface dØ-
nie (bind-to-device socket). Ainsi, diffØrentes applications s’exØcutant simultanØment peuvent
choisir des interfaces diffØrentes pour envoyer des paquets. En rØception, une application peut
recevoir un mŒme ot de donnØes simultanØment sur plusieurs interfaces (flow-to-interface
binding) en s’enregistrant auprŁs de son agent du rØseau d’attache (Home Agent).
Ces diffØrentes modications de la table de routage peuvent s’effectuer dynamiquement
à l’exØcution selon deux techniques. La premiŁre consiste à intervertir complŁtement la table
de routage courante avec la nouvelle table à mettre en place. Cette technique est particuliŁre-
ment utilisØe lors d’un changement total d’environnement, comme un changement de rØseau
d’attache pour lequel des chiers de conguration prØdØnis existent. La seconde technique
permet de modier seulement une entrØe de la table. Il est, par exemple, possible de passer
dynamiquement de la mØthode de routage triangulaire (plus efcace) à la mØthode bidirection-
nelle (plus robuste) si un certain nombre d’envois se soldent par des Øchecs.
2.3.1.2 WAP
Soutenu par un consortium d’industriels, le WAP (Wireless Application Proto-
col) [WAP 2000, WAP 2001b] est un standard qui permet la prØsentation et l’accŁs à des infor-
mations et des services distants depuis un terminal portable sans-l. Il repose sur une pile de
protocoles lØgers [WAP 2001a] prØsentØs dans la gure 2.12 :
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FIG. 2.12  Pile des protocoles WAP et interconnexions avec les protocoles existants
Au niveau applicatif, le WAE (Wireless Application Environment) et le WTA (Wireless Tele-
phony Application) fournissent un environnement de dØveloppement comprenant des interfaces
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de programmation, des langages, des scripts, des styles de mise en page et la possibilitØ d’accŁs
à des services existants. Ils permettent aux concepteurs de pages Web de spØcier, de maniŁre
adaptØe, les informations à envoyer aux terminaux portables.
Au niveau session, le WSP (Wireless Session Protocol) optimise le protocole HTTP avec
un protocole moins coßteux d’Øtablissement et de rØtablissement des connexions ainsi qu’un
encodage plus compact des donnØes ØchangØes (encodage en binaire des requŒtes et suppres-
sion des ØlØments redondants). Il Øtend Øgalement les fonctionnalitØs du protocole HTTP en
offrant un support pour la qualitØ de service incluant : (i) des mØcanismes d’exceptions per-
mettant aux applications d’enregistrer leurs intØrŒts et d’Œtre notiØes en cas de changement,
(ii) des mØcanismes de nØgociation des paramŁtres du protocole selon le format des donnØes
et la capacitØ d’afchage du client, (iii) la possibilitØ d’interruption d’une transaction en cours
et (iv) la possibilitØ d’afchage d’informations de maniŁre synchrone ou asynchrone et/ou à
l’initiative du client ou du serveur (pull/push).
WTP (Wireless Transaction Protocol) est le coeur de l’architecture puisque c’est la couche
qui se charge d’assurer une transmission efcace et able. Des mØcanismes similaires à
ceux de [Dube et al. 1997] y sont utilisØs pour gØrer les retransmissions, les acquittements
et les duplications en cas de perte. La couche WTLS (Wireless Transport Layer Security)
assure les mŒmes fonctionnalitØs de sØcuritØ que TLS 1.0 [Dierks et Allen 1999] avec, en
plus, un protocole de nØgociation et un rafraîchissement dynamique des clefs de cryptage. La
couche WDP (Wireless Datagram Protocol) assure l’indØpendance du reste de la pile WAP vis
à vis des divers types de rØseaux de communication considØrØs (SMS, USSD, GHOST, etc).
Comme le montre la gure 2.12, ces diffØrentes couches peuvent Øgalement interagir
avec les protocoles existants mais avec une perte des fonctionnalitØs introduites dans les
couches WAP.
2.3.1.3 MOST
Le projet MOST s’attaque aux problŁmes de uctuations de la qualitØ de service dans un en-
vironnement constituØ de rØseaux de communication hØtØrogŁnes (GSM, WaveLAN, Ethernet,
ATM, etc). La plateforme distribuØe dØveloppØe [Davies et al. 1994, Friday et al. 1996,
Friday et al. 1999] offre (i) la possibilitØ de dØveloppement de services applicatifs adaptables
à l’aide d’une spØcication de QdS et (ii) une adaptabilitØ dynamique du rØseau de commu-
nication courant à l’aide de liens explicites basØs sur la QdS (QoS based explicit bindings).
L’interopØrabilitØ est assurØe par l’utilisation du systŁme distribuØ ANSAware [Mayers 1995]
parce que celui-ci a eu une grande inuence sur le standard RM-ODP (Reference Model for
Open Distributed Processing) [ISO 1998a, ISO 1996a, ISO 1996b, ISO 1998b].
Les mØcanismes de l’adaptation se situent à tous les niveaux de l’architecture de la plate-
forme (voir gure 2.13) et reposent sur des mØcanismes d’enregistrement et de collecte d’in-
formations sur la QdS. Au niveau systŁme, S-UDP (Serial UDP) fournit des fonctionnalitØs de
transport similaires à celles d’UDP. Il fournit aussi la possibilitØ d’enregistrer des intØrŒts de
changement sur la connexion (absence de rØponse, technologie utilisØe, coßts) et la surveillance
et la notication (callback address) de ceux-ci aux applications. Au niveau de l’intergiciel
lui-mŒme, les liens explicites permettent d’Øtablir une connexion entre deux interfaces opØra-
tionnelles avec un ot de communication respectant une QdS donnØe. Chaque lien possŁde une
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interface de contrôle (i) vØriant les prØconditions de QdS, (ii) surveillant les changements pos-
sibles de QdS et notiant les applications dans ce cas et (iii) pouvant modier les paramŁtres
de QdS appliquØs à ce lien si l’application le demande. Les paramŁtres de QdS concernØs sont
le dØbit disponible, le dØlai de propagation (protocole QeX [Davies et al. 1996]), le taux d’in-
activitØ et l’atteignabilitØ. Dans l’application testØe dans la plateforme, l’adaptabilitØ remonte
jusqu’à l’utilisateur. La couleur de fond de l’interface graphique de certains modules applica-
tifs varie selon la QdS du lien explicite associØ. Ce retour permet à l’utilisateur de modier les
paramŁtres pour obtenir la couleur dØsirØe.
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FIG. 2.13  Architecture de la plateforme du projet MOST
2.3.2 Spécialisation de comportement d’exécution incluant des stratégies
d’adaptation spécifiques
La spØcialisation du systŁme d’adaptation peut Øgalement permettre aux applications de
spØcier leurs propres stratØgies d’adaptation. Ces stratØgies peuvent Œtre incluses dans les
couches basses du systŁme, comme dans la couche transport pour Mobiware, ou plutôt dans
les couches applicatives comme dans le systŁme Odyssey.
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2.3.2.1 Mobiware
Mobiware [Campbell 1997, Angin et al. 1998, Campbell et al. 1999] est un intergiciel qui
permet la conception de services de type multimØdia et Internet avec une gestion et un contrôle
de la qualitØ de service des ots entre ces services. Il fournit principalement (i) un ensemble
d’interface et d’objets CORBA qui reprØsentent et fournissent une abstraction du rØseau de
communication et (ii) un ensemble de contrôleurs qui interagissent avec le mØdium de commu-
nication et les services distribuØs pour maintenir et adapter la QdS spØciØe par les applications.
Les applications utilisent une spØcication de la QdS dØnie au niveau de la couche trans-
port et s’appuyant sur un modŁle d’interface spØcique (Adaptive-QoS API and service model)
introduit dans [Bianchi et al. 1998]. Ces interfaces permettent à l’application de dØnir :
Une fonction de satisfaction selon la bande passante (bandwidth utility function) : cette
fonction permet à l’application de dØnir une courbe exprimant son degrØ de satisfaction
en fonction de la bande passante observable. DiffØrents exemples de courbes sont
prØsentØs dans la gure 2.14. Cette fonction est prise en compte dans les optimisations
des algorithmes d’allocation de bande passante [Bianchi et al. 1998].
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FIG. 2.14  Fonction de satisfaction selon la bande passante dans Mobiware
Une politique d’adaptation (adaptation policy) : la politique d’adaptation permet de captu-
rer le dynamisme d’adaptation spØcique à chaque application. Cette politique permet
à l’application de contrôler le changement du degrØ de satisfaction (c.a.d. les dØplace-
ments le long de la courbe de satisfaction) selon les variations de la disponibilitØ de la
bande passante. En effet, certaines applications, comme des applications vidØo multi-
rØsolutions, peuvent vouloir limiter la frØquence des adaptations et ainsi choisir une po-
litique d’adaptation conservatrice. Au contraire, d’autres applications, comme des ap-
plications temps-rØel, peuvent vouloir saisir toutes les opportunitØs d’adaptation et ainsi
choisir une politique d’adaptation instantanØe. Cette dØnition de la politique d’adapta-
tion s’effectue par la crØation d’un adaptation handler qui implante la politique propre
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à l’application, ou par l’utilisation d’une des quatre politiques prØdØnies (fast, smooth,
handoff, never).
Des préférences sur les sessions (session preferences) : les prØfØrences sur les sessions
permettent à l’utilisateur de classer les sessions (c.a.d. les ots audio, vidØo, etc.) entrant
et sortant du terminal portable. Si la bande passante est insufsante, cette classication
est utilisØe pour dØgrader les ots de moindre prioritØ. La mØthode appliquØe est une dØ-
gradation par ltres actifs (Active Filters) [Balachandran et al. 1997]. La transformation
des donnØes sera dØtaillØe dans le paragraphe 3.1.1.
Cette qualitØ de service est ensuite assurØe par deux sortes d’objets dØployØs sur l’ensemble
des terminaux portables et des points d’accŁs : les Active transport objects, qui se chargent des
adaptations sur les donnØes (dØgradations selon les prioritØs, etc), et les Adaptation proxies,
qui se chargent des adaptations du rØseau (passages d’une interface rØseau à une autre, etc).
Ces deux types d’objets possŁdent des contrôleurs qui, selon la bande passante observØe, se
chargent d’effectuer les adaptations nØcessaires pour satisfaire la QdS spØciØe.
2.3.2.2 Odyssey
Odyssey [Satyanarayanan et al. 1994, Noble et al. 1997, Noble 2000] est une plateforme
d’accŁs à des donnØes depuis un terminal mobile. L’adaptation y est dØnie comme une nØ-
gociation de la qualitØ des donnØes en fonction des ressources disponibles. Les mØcanismes
proposØs par cette plateforme cherchent à respecter deux propriØtØs : la dØlitØ et l’agilitØ.
La dØlitØ est le degrØ de correspondance entre une donnØe originale et une copie de cette
donnØe. Elle peut avoir plusieurs dimensions qui dØpendent uniquement du type de la donnØe
considØrØe. Une vidØo a, par exemple, deux dimensions : le nombre d’images par seconde
et la qualitØ de l’image. La dØlitØ s’associe donc naturellement au type de la donnØ et les
adaptations peuvent s’effectuer selon les dimensions de la dØlitØ. L’agilitØ est la capacitØ du
systŁme à dØtecter les changements de l’environnement et à les notier aux applications, ainsi
que la capacitØ des applications à prendre en compte ces changements pour les rØpercuter sur
le systŁme.
DiffØrents composants sont mis en place au sein de la plateforme pour respecter ces pro-
priØtØs (voir gure 2.15). Les composants Wardens implantent les mØthodes d’accŁs aux objets
d’un type dØni. Ils permettent Øgalement à l’application de dØnir les mØcanismes de dØlitØ
associØs à ce type : niveaux de dØlitØ et politiques d’adaptation de la donnØe pour chaque ni-
veau de dØlitØ (interfaces dØtaillØes dans [Noble et al. 1995]). Les composants Wardens sont
subordonnØs au composant Viceroy dont la tâche la plus importante est d’effectuer la gestion
des ressources du systŁme. Le Viceroy reçoit toutes les requŒtes d’accŁs aux donnØes (inter-
ceptØes par l’Interceptor) et, selon le niveau de dØlitØ des Wardens et la disponibilitØ des
ressources, il peut notier l’application que la QdS n’est plus satisfaite. Cette notication est
rØalisØe par le composant Upcall. Ce composant est spØciØ par l’application qui y dØnit : les
seuils de tolØrance, qui permettent de ltrer les notications non pertinentes, et le nom de la
politique d’adaptation de la dØlitØ, qui sera appelØe dans le cas de notications pertinentes.
Dans ce dernier cas, la politique d’adaptation de la dØlitØ peut alors dØcider de modier la
dØlitØ en agissant sur les composants Wardens.
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FIG. 2.15  Architecture du systŁme Odyssey
On peut remarquer que toutes les politiques d’adaptation ne correspondent pas à une spØ-
cialisation du systŁme. La politique d’adaptation de la dØlitØ se trouve, en effet, dans l’appli-
cation. Dans ce cas, la frontiŁre qui sØpare l’application du systŁme d’adaptation est toutefois
difcile à dØlimiter comme le montre l’exemple d’adaptation de Netscape [Noble et al. 1997,
Noble et Satyanarayanan 1999]. Dans cet exemple, un ØlØment d’interposition entre Netscape
et Odyssey implante la politique d’adaptation de la dØlitØ. Cet ØlØment pourrait trŁs bien Œtre
inclus dans le systŁme d’adaptation.
2.3.3 Résumé
Ces approches permettent aux applications d’avoir conscience et de pouvoir rØagir à la
mobilitØ. Elles ne permettent toutefois pas de couvrir tous les objectifs xØs.
La gØnØricitØ est assurØe par la spØcication d’une qualitØ de service. Cette spØcication
rend le systŁme d’adaptation indØpendant des applications qui peuvent l’utiliser4. Elle intŁgre
diffØrents paramŁtres caractØrisant l’environnement mobile (interface de communication, han-
doff, bande passante, etc) (approches à stratØgie contextuelle (sc)) et peut Œtre spØciØe par
l’application au sein de stratØgies d’adaptation (approches à comportement spØcialisable (CS)).
Pour pouvoir assurer cette QdS spØciØe par l’application, les approches prØsentØes possŁdent
toutes un systŁme de dØtection et de notication (scd) permettant à l’application de rØajus-
ter dynamiquement la QdS selon les besoins. Cette spØcialisation dynamique du comporte-
ment (CSD) ne concerne que la qualitØ de service, la spØcialisation de stratØgies d’adaptation
est statique (CSS).
Ces approches ayant une certaine gØnØricitØ et modularitØ, elles peuvent assez aisØment
Øvoluer. NØanmoins, les adaptations sont prØvues statiquement dans le systŁme et ne peuvent
facilement Øvoluer dynamiquement. Par exemple, dans Odyssey, l’ajout d’un nouveau type de
donnØes (avec ses niveaux de dØlitØ et sa politique d’adaptation) nØcessite une refonte im-
portante du systŁme. Comme pour les approches transparentes, la prise en compte de critŁres
4Dans le cas de spécialisation de stratégies, cette généricité ne peut plus être totale puisqu’une partie du système
d’adaptation dépend de l’application. La généricité peut toutefois s’appliquer à des classes d’applications ou de
données, comme dans Odyssey.
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relatifs aux ressources du terminal portable ou aux ressources de l’environnement n’est pas
abordØe. Par contre, certaines de ces approches laissent à l’application le soin de dØnir la
stabilitØ des adaptations face aux changements. Les techniques utilisØes (fonctions, seuils) en-
diguent l’effet « boomerang » mais uniquement pour les adaptations au sein de l’application. La
stabilitØ n’est pas gØrØe de maniŁre globale et, donc, une adaptation au sein d’une application
peut trŁs bien Œtre considØrØe comme stable par cette application mais induire des perturbations
sur des applications concurrentes ou sur le systŁme.
2.4 Adaptation et réflexivité
La réflexivité est la capacitØ d’un systŁme à se reprØsenter, s’observer et à agir sur lui-
mŒme [Smith 1982, Maes 1988, Maes et Nardi 1988]. La reprØsentation du systŁme se fait
par le processus de réification. Il consiste à faire correspondre les entitØs fonctionnelles du
systŁme (niveau de base) avec des entitØs chargØes de dØcrire et de gØrer le fonctionnement
lui-mŒme (niveau mØta). L’introspection donne la possibilitØ au systŁme de connaître son
Øtat interne, lui permettant de pouvoir raisonner et de prendre des dØcisions consØcutivement.
L’intercession est le mØcanisme permettant au systŁme d’adapter son comportement en modi-
ant son propre fonctionnement.
Le niveau mØta s’occupant de la gestion du fonctionnement du systŁme, plusieurs
aspects non fonctionnels peuvent y Œtre implantØs. La persistance [Paepcke 1991,
Stroud et Wu 1994], la localisation d’objets [Okamura et Ishikawa 1994], l’ato-
micitØ [Stroud et Wu 1995], la rØplication [Kleinöder et Golm 1996b], la tolØ-
rance aux fautes [Fabre et PØrennou 1998, Killijian et Fabre 2000], la composi-
tion [Olivia et Buzato 1998], la sØcuritØ [Welch et Stroud 1998, Welch et Stroud 2000],
les mØcanismes d’exceptions [Welch et al. 2001] sont notamment des aspects faisant l’objet
de recherches en ce sens.
Les approches rØexives assument qu’il y a un but à l’adaptation (pourquoi ?), comme de
s’adapter aux variations de l’environnement d’exØcution, mais elles ne s’y attachent pas autant
qu’aux techniques elles-mŒmes : sujet (qui ?), moment (quand ?), mØcanismes (comment ?) de
l’adaptation. Une adaptation peut alors porter sur diffØrents sujets :
Entités : comme une mØthode dans [Blair et al. 1998, Costa 2001], un objet dans
Aperios5 [Yokote 1992, Itoh et al. 1995, Yokote 1999] ou DART [Raverdy et Lea 1998,
Raverdy et al. 1998] ou un composant dans OOPP (Open-ORB Python Proto-
type) [Andersen et al. 2000].
Liaison entre entités : comme celles entre entitØs du niveau de base dans
mChaRM [Cazzola et Ancona 2000, Cazzola 2000] ou MICADO [Berger 2001],
ou comme celles entre entitØs du niveau de base et entitØs du niveau mØta dans
OpenCorba [Ledoux 1999],
Un ensemble d’entités : comme dans Jonathan [Dumant et al. 1998] ou
2K/DynamicTAO [Kon et al. 2000b].
Elle peut Øgalement avoir lieu à diffØrents moments et selon diffØrents mØcanismes :
5Préalablement nommé Apertos.
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À la compilation : tout comme chaque sujet (entitØ, liaison ou ensemble) possŁde son
code source, la structure elle-mŒme du sujet est dØcrite à l’aide d’un code source.
Par exemple, en Java, les classes et les mØthodes sont dØcrites par d’autres
classes (mØtaclasses). La compilation utilise cette description pour la gØnØration du
code compilØ. CLOS [Bobrow et al. 1988, Kiczales et al. 1991], OpenC++ [Chiba 1995,
Chiba 1998b], Iguana [Gowing et Cahill 1996], OpenJava [Chiba et Tatsubori 1998,
Tatsubori et al. 2000] sont des exemples de langages rØexifs.
Au chargement : dans le cas d’une entitØ ou de liaison, les outils de charge-
ment sont modiØs pour autoriser une altØration du code compilØ, comme
dans Kava [Welch et Stroud 1999, Welch et Stroud 2001] et Javassist [Chiba 1998a,
Chiba 2000]. Dans le cas d’un ensemble d’entitØs, c’est le dØploiement qui est modi-
Ø, comme dans Jonathan [Dumant et al. 1998].
À l’exécution : l’accŁs dynamique au niveau mØta peut Œtre rØalisØ de deux maniŁres. L’inter-
ception peut s’opØrer à l’aide de proxies mis en place à la crØation des sujets, comme
dans Reective Java [Wu et Schwiderski 1997], Proactive [Caromel et al. 1998],
RAM [Bouraqadi-Saâdani et al. 2001a] ou Reex [Tanter et al. 2001]. L’inter-
ception peut Øgalement Œtre faite par le support d’exØcution, comme dans
MetaXa [Kleinöder et Golm 1996a, Golm et Kleinöder 1997, Golm 1998],
GuaranÆ [Olivia et al. 1998, Olivia et Buzato 1999], Iguana/J [Redmond et Cahill 2000]
ou Correlate [Truyen et al. 2001].
Les systŁmes RAM et 2K/DynamicTAO sont examinØs dans de plus amples dØtails ci-
dessous parce qu’ils proposent des mØcanismes qui peuvent Œtre utilisØs pour implanter des
stratØgies de gestion des ressources (voir paragraphe 3.2). RAM propose une infrastructure
pour une mobilitØ forte du code. 2K/DynamicTAO est un intergiciel de communication qui
offre des mØcanismes permettant la (re)conguration dynamique de l’architecture des compo-
sants d’une application.
2.4.0.1 RAM
Pour la construction d’applications distribuØes, RAM (Reflection for Adaptable Mobi-
lity) [Bouraqadi-Saâdani et al. 2001a] considŁre la mobilitØ du code d’une application comme
un aspect non fonctionnel qui peut donc se trouver au niveau mØta et Œtre greffØ sur une appli-
cation.
Les objets sont groupØs en cluster ce qui constitue l’unitØ de mobilitØ. Comme le montre
la gure 2.16, en plus des objets de base, trois mØta-objets principaux sont associØs à chaque
cluster :
Une méta-façade (meta-facade) : la mØta-façade initialise et permet l’accŁs à l’infrastructure
du cluster et, en particulier, aux mØta-objets dØcrivant les politiques attachØes à ce clus-
ter (le d’attente des messages, politique de migration, etc).
Des références instanciées (reified references) : les rØfØrences instanciØes sont des mØta-
objets qui reprØsentent des rØfØrences locales ou distantes à d’autres clusters. Elles sont
crØØes par la mØta-façade et peuvent donc Œtre retrouvØes et mises à jour par celle-ci.
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FIG. 2.16  Description d’un cluster dans RAM
La table de référence (reference table) : toutes les rØfØrences instanciØes sont rØpertoriØes
dans la table de rØfØrence qui assure alors l’unicitØ d’une rØfØrence dans un cluster. Cette
table est utilisØe par la mØta-façade pour retrouver et mettre à jour les rØfØrences (par
exemple lors d’une migration).
Un certain nombre de politiques sont instanciØes par dØfaut lors de la crØation de la mØta-
façade. La politique par dØfaut de migration est d’effectuer une migration systØmatique quand
la communication entre deux clusters est distante. La politique par dØfaut de mise à jour des
rØfØrences est de trouver et de mettre à jour les rØfØrences par le rØseau. La politique par dØ-
faut de gestion des processus d’exØcution est la mobilitØ forte et la politique par dØfaut de
communication est l’Øchange synchrone de messages. Ces politiques peuvent Œtre spØcialisØes
diffØremment par une spØcialisation diffØrente de la mØta-façade.
Le prototype implantØ en Java prØsente Øgalement la propriØtØ intØressante de ne pas modi-
er la machine virtuelle Java mais d’utiliser des mØcanismes de rØexivitØ et de transformation
de code pour assurer la mobilitØ. La portabilitØ de Java est ainsi prØservØe.
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2.4.0.2 2K/DynamicTAO
2K/DynamicTAO [Kon et al. 2000b] est un intergiciel de communication rØexif (reflec-
tive Object Request Broker) s’appuyant sur CORBA. Il exporte une interface permettant (i) le
transfert de composants dans un systŁme distribuØ, (ii) le chargement et le dØchargement d’un
composant sur l’intergiciel pendant l’exØcution, (iii) la surveillance (par introspection) et la
modication (par intercession) de l’Øtat de l’intergiciel lui-mŒme.
La rØexivitØ est mise en place dans 2K/DynamicTAO par un ensemble de
Component Configurators [Kon et Campbell 2000]. Un Component Configurator maintient les
dØpendances entre un composant et les autres composants du systŁme. Comme le montre la
gure 2.17, chaque composant s’exØcutant sur 2K/DynamicTAO contient donc une instance
d’un Component Configurator appelØ Domain Configurator chargØ de maintenir les rØfØrences
entre l’intergiciel et les diffØrents composants dont celui dØpend (Servant Configurators). L’in-
tergiciel possŁde lui-mŒme une instance de Component Configurator appelØ TAO Configurator
qui maintient les stratØgies de l’intergiciel de communication.
...
Configurator Component
Strategy Implementation
TAOConfigurator
DomainConfigurator
MonitoringStrategy
SecurityStrategy
SchedulingStrategy
ConcurrencyStrategy
Servant2ConfiguratorServant1Configurator
FIG. 2.17  Structure de rØication dans 2K/DynamicTAO
Le TAO Configurator contient des points d’interception (mounting points) qui permettent
de dØriver les appels effectuØs par les composants vers les implantations spØciques des stra-
tØgies de l’intergiciel. Les implantations des stratØgies peuvent Œtre changØes pendant l’exØcu-
tion en utilisant un mØcanisme de chargement d’implantation (mØthode load_implementation)
et d’attachement de cette implantation à la stratØgie voulue (mØthode hook_implementation).
Cet attachement s’effectue en respectant le pattern Memento [Gamma et al. 1995] qui permet
de rØcupØrer l’Øtat de l’ancienne implantation et d’instancier la nouvelle implantation avec
celui-ci.
DiffØrents exemples de stratØgies ont ØtØ illustrØs à l’aide de cette structure. Ces exemples
sont eux-mŒmes implantØs comme des composants greffØs sur l’intergiciel de communica-
tion à l’aide de l’interface. Les Reconfiguration Agents [Kon et al. 1999] listent les implan-
tations possibles, construisent le graphe de dØpendances et permettent sa reconguration.
54 Chapitre 2. Systèmes d’adaptation aux environnements mobiles
Le 2K Monitoring Service [Mao 1999] permet de spØcier les composants qui doivent Œtre
surveillØs. Cette spØcication inclue des paramŁtres comme les requŒtes entrantes et sor-
tantes de ce composant mais aussi des paramŁtres comme la frØquence de ces requŒtes. Le
SecureAgentBroker [Kon et al. 2000a] fournit le contrôle d’accŁs, l’authentication et le cryp-
tage selon le modŁle RBAC (Role-Based Access Control) [Sandhu et al. 1996].
2.4.1 Résumé
Les approches rØexives s’attachent plus aux mØcanismes d’adaptation en eux-mŒmes
qu’aux bonnes stratØgies d’un environnement particulier, comme les environnements mobiles.
Elle ne satisfont donc pas toutes les propriØtØs que l’on souhaite obtenir de notre systŁme.
Ces approches offrent aux applications des mØcanismes d’introspection et d’intercession.
Ceux-ci sont indØpendants de la classe d’application ou du type des donnØes. Les mØcanismes
d’introspection sont gØnØralement utilisØs pour implanter des stratØgies contextuelles dyna-
miques (scd). Les parties du systŁme modiables par intercession dØnissent la granularitØ de
la modularitØ (approches à comportement spØcialisable (CS)). Cette granularitØ peut Œtre ne,
comme avec la modication d’une mØthode d’un objet, ou à gros grain, comme avec l’ajout ou
le retrait dans une architecture d’objets. Selon le but recherchØ, cette spØcialisation peut Œtre
rØalisØe statiquement (CSS), comme avec les optimisations de compilation, ou dynamique-
ment (CSD), comme avec la modication de mØthodes au chargement ou pendant l’exØcution.
Ces systŁmes Øtant grandement gØnØriques et modulaires, ils peuvent facilement Øvoluer.
Cette Øvolution est facilitØe par le dØcoupage entre niveau de base et niveau mØta. En effet, la
modication de la description du systŁme peut alors s’effectuer indØpendamment de la maniŁre
dont celui-ci est implantØ (par exemple pour ajouter de nouveaux aspects non-fonctionnels).
Toutefois, ces approches ne s’attachent pas à un environnement particulier et ne proposent
donc pas de mØcanismes de gestion des environnements mobiles. Les stratØgies proposØes sont
donc contextuelles, mais avec un contexte non dØni ne permettant pas d’augurer de leurs
performances. La gestion de la stabilitØ n’est Øgalement pas complŁte. Par exemple, dans
2K/DynamicTAO, le transfert d’informations d’une implantation à l’autre des stratØgies du
TAO Configurator s’effectue de maniŁre cohØrente en respect le pattern Memento. Grâce aux
dØpendances entre Component Configurator, le changement peut Œtre propagØ, si nØcessaire,
aux composants adØquats. Cette propagation ne permet de rØgler que des problŁmes de synchro-
nisation d’adaptations et ne permet pas de rØpondre aux effets « boomerang » et « domino ».
2.5 Discussion
Le tableau 2.2 rØsume les propriØtØs liØes aux diffØrentes approches prØcØdemment Ønon-
cØes. Globalement, à partir de ces propriØtØs, ces approches peuvent Œtre caractØrisØes par rap-
port à la puissance d’expression de l’adaptation et par rapport à la facilitØ et l’adØquation de
leur utilisation en environnements mobiles, comme le prØsente la gure 2.18.
Les approches transparentes proposent des stratØgies d’adaptation parfaitement optimisØes
aux environnements mobiles mais celles-ci ne peuvent Œtre exprimØes que de maniŁre statique
et non Øvolutive. Dans les approches applicatives, les stratØgies d’adaptation sont proposØes
par le systŁme et peuvent Œtre spØcialisØes par les applications. Elles sont donc optimisØes dans
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FIG. 2.18  Comparatif des approches transparentes, applicatives et rØexives selon la puis-
sance d’expression de l’adaptation et la facilitØ d’utilisation en environnements mobiles
la mesure oø l’application connaît bien l’environnement mobile. La puissance d’expression de
l’adaptation permet de modier dynamiquement certains aspects comme la qualitØ de service
mais le changement de stratØgies reste statique. Les approches rØexives offrent une grande
puissance d’expression de l’adaptation en permettant d’en dØnir le grain, de modier tout
le systŁme dynamiquement. Par contre, elles n’offrent aucune prise en charge de l’environne-
ment mobile et les diffØrents mØcanismes de gestion des environnements mobiles doivent Œtre
complŁtement spØcialisØs.
Chacune de ces approches possŁde des caractØristiques intØressantes vis à vis des propriØtØs
souhaitØes mais aucune n’est pleinement satisfaisante du point de vue de l’adaptation ou de
la gestion des environnements mobiles. Un systŁme d’adaptation en environnement mobile
doit possØder des caractØristiques appartenant à ces diffØrentes approches (cellules grisØes du
tableau 2.2) :
Généricité : un système d’adaptation doit offrir des points d’entrée permettant à n’importe
quelles applications de l’utiliser. Ces points d’entrØe peuvent Œtre mis en place dans
un cadre de conception qui peut combiner des interfaces de qualitØ de service avec des
mØcanismes d’introspection et d’intercession.
Modularité : un systŁme d’adaptation doit Œtre sufsamment bien dØcoupØ pour qu’une appli-
cation puisse utiliser ou spØcialiser la partie souhaitØe. Le minimum à offrir est donc la
possibilitØ de spØcialisation des stratØgies. Cela n’offre toutefois la possibilitØ aux appli-
cations de ne spØcialiser que les stratØgies prØvues. À l’opposØ, les approches rØexives
permettent de modier entiŁrement le systŁme d’adaptation. Un système d’adaptation
doit donc définir sa granularité d’adaptation.
Adaptabilité :
Prise en compte de l’environnement : les stratØgies d’adaptation du systŁme doivent
tenir compte de l’environnement mobile. Chaque approche (de la catØgorie trans-
parente ou applicative) examine un paramŁtre bien particulier de l’environnement
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mobile comme le changement de cellule, les pertes sur le lien sans-l ou les dØcon-
nexions, mais aucune ne prend en compte la globalitØ des paramŁtres. Une carac-
térisation de l’ensemble des paramètres définissant un environnement mobile est
nécessaire. Une caractérisation de l’utilisation de ces paramètres dans les straté-
gies d’adaptation est également nécessaire.
Prise en compte de l’application : les stratØgies d’adaptation du systŁme doivent te-
nir compte de l’application. Cette spØcialisation possible doit utiliser les mØca-
nismes gØnØriques dØnis dans le systŁme pour permettre à l’application de dØnir
sa propre qualitØ de service ou d’insØrer ses propres stratØgies d’adaptation. Une
caractérisation des actions que peut effectuer l’application pour spécialiser le sys-
tème est nécessaire.
Évolutivité : la gØnØricitØ et la modularitØ doivent Œtre sufsamment importantes pour per-
mettre des modications non prØvues. Le seul moyen pour effectuer cela dynamiquement
est d’avoir une description du systŁme modiable dynamiquement. Une description du
système ainsi qu’une caractérisation des actions que l’on peut effectuer sur celle-ci est
nécessaire.
Dynamicité : à chaque fois qu’un utilisateur se dØplace dans un nouvel endroit6, ou installe
une nouvelle application7, il n’est pas envisageable qu’il doive arrŒter application et sys-
tŁme, modier ceux-ci et les relancer pour prendre en compte ces nouveaux ØlØments.
Les mécanismes implantant les différentes actions d’adaptation doivent donc être dyna-
miques.
Efficacité :
Performances : les performances de ces diffØrentes approches rØsultent directement des
stratØgies choisies et implantØes. Ces stratØgies optimisent (i) uniquement les pa-
ramŁtres du terminal portable et non les paramŁtres de tout l’environnement mo-
bile et (ii) uniquement en effectuant des rØductions de coßts et non en effectuant
une rØpartition des coßts sur l’environnement. Un système d’adaptation en envi-
ronnement mobile doit donc posséder un système de gestion des données et des
ressources ayant une stratégie (i) globale (par opposition à locale), pour mettre à
profit l’environnement et (ii) spécialisée, pour prendre en compte les spécificités de
l’environnement mobile.
Stabilité : la stabilitØ de ces diffØrentes approches rØsulte Øgalement des stratØgies choi-
sies et implantØes. Ces stratØgies s’appliquent uniquement aux adaptations au sein
d’une application et ne permettent pas de stabiliser l’ensemble des adaptations du
systŁme. Un système d’adaptation doit posséder un système de coordination des
adaptations ayant une stratégie (i) globale, pour permettre d’endiguer les effets
« boomerang » et « domino » et (ii) spécialisée, pour permettre de limiter les
adaptations en fonction des paramètres de l’environnement mobile et d’éviter ainsi
d’avoir un nombre important d’adaptations nuisant aux performances du système.
6Un nouvel environnement mobile présente des caractéristiques différentes de ce que le système d’adaptation
courant peut gérer.
7Une nouvelle application utilise différemment le système d’adaptation par rapport aux applications courantes.
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Approches transparentes Approches applicatives Approches réflexives
Généricité non génériques génériques (en utilisant les interfaces génériques (en utilisant les mécanismes de la réflexivité :
de Qualité de Service) interfaces d’introspection et d’intercession)
Modularité non modulaires modulaires (au niveau des stratégies) modulaires (pour l’ensemble du système
et selon la granularité définie)
Adaptabilité
↪→ Prise en compte adaptées aux adaptées aux adaptables à différents environnements (sc)
de l’environnement environnements mobiles (sc) environnements mobiles (sc) mais non utilisées en environnements mobiles
↪→ Prise en compte non adaptées adaptées aux applications adaptables aux applications (CS)
de l’application aux applications (CNS) qui tiennent compte mais non utilisées par des applications
/ Spécialisation des environnements mobiles (CS) tenant compte des environnements mobiles
Évolutivité non évolutives statiquement évolutives dynamiquement évolutives
Dynamicité stratégies contextuelles stratégies contextuelles stratégies contextuelles
statiques (scs) ou dynamiques (scd) statiques (scs) ou dynamiques (scd) statiques (scs) ou dynamiques (scd)
à comportement spécialisable à comportement spécialisable
statiquement (QdS et stratégies) (CSS) statiquement (CSS) ou dynamiquement (CSD)
ou dynamiquement (QdS uniquement) (CSD)
Efficacité
↪→ Performances optimisées mais uniquement pour optimisées mais uniquement pour non optimisées
les ressources du terminal portable les ressources du terminal portable
et non pour celles de l’environnement mobile et non pour celles de l’environnement mobile
↪→ Stabilité non stables stables mais uniquement localement (application) mécanismes permettant une cohérence globale
et non globalement (système) des adaptations mais non utilisés pour
une stabilité globale du système
TAB. 2.2  Comparatif des propriØtØs des approches transparentes, applicatives et rØexives
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Chapitre 3
Stratégies d’adaptation en
environnements mobiles
Les performances d’une application utilisant un systŁme d’adaptation dØpendent des stra-
tØgies d’adaptation implantØes dans celui-ci. Ces stratØgies peuvent agir sur deux aspects d’une
application : les donnØes manipulØes et les ressources utilisØes.
Le paragraphe 3.1 dØtaille les stratØgies de gestion des donnØes et le paragraphe 3.2 dØtaille
les stratØgies de gestion des ressources. Les systŁmes prØsentØs dans ces paragraphes illustrent
ces stratØgies de maniŁre indØpendante mais celles-ci ne sont pas exclusives et sont implantØes
simultanØment dans certains systŁmes.
3.1 Stratégies de gestion des données
Les stratØgies de gestion de donnØes considŁrent les donnØes manipulØes par les applica-
tions. Elles leur appliquent diffØrentes techniques prenant en compte les paramŁtres de l’envi-
ronnement mobile, permettant ainsi d’en optimiser les performances. Les paragraphes suivants
dØtaillent ces techniques : le paragraphe 3.1.1 examine les transformations de donnØes, le para-
graphe 3.1.2 le prØchargement des donnØes et le paragraphe 3.1.3 la rØplication et la cohØrence
des donnØes.
3.1.1 Transformation des données
On dit qu’il y a transformation d’une donnØe lorsqu’il y a une diffØrence entre la donnØe
initialement demandØe et la donnØe reçue. Les deux techniques de transformations appliquØes
en environnement mobile ont pour but de diminuer la taille des donnØes :
Compression : on dit qu’il y a compression lorsque le contenu de la donnØe reçue est
le mŒme que celui de la donnØe demandØe mais qu’il y a un changement dans
la structure de la donnØe (encodage) induisant une diminution de taille. Les algo-
rithmes LZ* [Ziv et Lempel 1977, Welch 1984] sont des exemples d’algorithmes de
compression.
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Dégradation : on dit qu’il y a dØgradation lorsque la structure de la donnØe reçue est la mŒme
que celle de la donnØe demandØe mais que le contenu de la donnØe reçue est un sous-
ensemble du contenu de la donnØe demandØe. Transformer une image couleur en image
noir et blanc est un exemple de dØgradation.
Ces deux techniques ne sont pas incompatibles et peuvent Œtre appliquØes simultanØment.
L’algorithme JPEG [ISO 1994] est un exemple d’algorithme de compression avec perte.
Ces techniques sont appliquØes dans plusieurs systŁmes de gestion de la mobilitØ citØs
prØcØdemment (WebExpress, Odyssey, Mobiware, etc) et sont illustrØes ci-dessous par les sys-
tŁmes Mowgli pour la compression, BARWAN pour la dØgradation, MOWSER et l’approche
de Chalmers et al. pour une dØgradation nØgociØe.
3.1.1.1 Mowgli
Mowgli [Kojo et al. 1996, Alanko et al. 1997] part du mŒme principe que I-TCP et dØcoupe
la connexion en deux parties : une pour la communication laire et l’autre pour la communica-
tion sans-l (voir gure 3.1).
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FIG. 3.1  Architecture du systŁme Mowgli
Deux mØdiateurs se chargent de la communication avec le niveau applicatif : The Mowgli
Agent sur le terminal mobile et The Mowgli Proxy sur la station xe Øtablissant la communi-
cation sans-l. Ils fournissent des services similaires à TCP et UDP. Ils utilisent tout deux The
Mowgli Data Channel Service (MDCS). Le MDCS offre deux types de canaux bidirectionnels
pour le transfert de donnØes sur le lien sans-l : les stream channels, avec les mŒmes fonction-
nalitØs que TCP, et les message channels, avec les mŒmes fonctionnalitØs qu’UDP. Tous les
canaux sont indØpendants et chaque canal possŁde ses propres mØcanismes de multiplexage et
d’ordonnancement.
La compression est appliquØe au niveau du protocole de communication MHTTP entre The
Mowgli Agent et The Mowgli Proxy [Liljeberg et al. 1996] et porte sur les donnØes propres au
protocole (entŒtes) et sur les donnØes vØhiculØes par le protocole. À la diffØrence du proto-
cole HTTP, MHTTP n’est plus codØ en ASCII (lisible et comprØhensible par un programmeur)
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mais est codØ en binaire. Cet encodage permet de diviser par cinq la taille des entŒtes. Les
donnØes vØhiculØes sont Øgalement compressØes de maniŁre gØnØrique ou selon le type de la
donnØe. Pour les donnØes gØnØriques, l’algorithme splay-prefix [Grinberg et al. 1995] est appli-
quØ parce qu’il est simple, rapide et qu’il permet de compresser des ux. Pour chaque donnØe
d’un type dØni, un algorithme de compression spØcique est appliquØ. Par exemple, pour les
images, l’algorithme GIF peut Œtre appliquØ. L’utilisateur a toujours la possibilitØ d’activer ou
non les algorithmes de compression.
3.1.1.2 BARWAN / Pythia / GloMop
Le systŁme BARWAN [Katz et al. 1996, Katz et Brewer 1996] propose une architecture
permettant aux applications de s’adapter à la qualitØ de service des rØseaux sans-l sous-
jacents (principalement en terme de bande passante et de latence). Cette approche se base
sur le fait qu’il existe des rØseaux sans-l trŁs hØtØrogŁnes en terme de taille et de caractØris-
tiques (regional-area, wide-area, campus-area, in-building, in-room) et que c’est le passage
d’un rØseau à un autre auquel il faut s’adapter.
Le systŁme BARWAN est centrØ sur les points d’accŁs (gateway-centric). De la mŒme
maniŁre que dans Mowgli, chaque mobile dialogue avec un proxy, responsable des communi-
cations entre le rØseau sans-l et le rØseau xe. Celui-ci dØni les paramŁtres de la transmission
des donnØes. Cette transmission est fortement typØe, ce qui permet au proxy d’associer un dis-
tiller à chaque type de donnØe. Plusieurs implantations de proxy (Pythia [Fox et Brewer 1996],
GloMop [Fox et al. 1996]) ont permis de tester plusieurs techniques :
Distillation et raffinement (distillation and refinement) : la distillation et le rafnement sont
deux termes introduits par cette approche. La distillation est une compression avec perte
prØservant la sØmantique de la donnØe. Le rafnement est la capture de bonne qualitØ
d’une partie de la donnØe. Ces deux types de dØgradation s’effectuent suivant diffØrents
axes caractØrisant la donnØe (voir ci-dessous).
Axes de variations et axes de dégradation : pour dØclencher la distillation et le rafnement,
plusieurs axes de variations sont pris en compte : (i) les paramŁtres de la connexion rØ-
seau (obtenus par l’utilisateur, par un prol rØseau ou par une surveillance automatisØe),
(ii) les caractØristiques de l’afchage du terminal (en terme de rØsolution et de couleurs)
et (iii) le type de donnØes requis par l’application. Selon ces axes de variations, la distil-
lation et le rafnement peuvent avoir lieu selon diffØrents axes de dØgradation. Ceux-ci
sont propres aux donnØes, comme le montre le tableau 3.1. Pour une image, la distillation
et le rafnement peuvent, par exemple, Œtre combinØs et s’effectuer selon la rØsolution
et la couleur : une image GIF couleur en 800x600 peut Œtre dØgradØe en une image GIF
en 320x200 et 16 niveaux de gris (distillation) avec zoom sur une inscription de l’image
source (rafnement).
Dégradation “temps réel” (“on the fly” degradation) : pour pouvoir correspondre à toutes
les demandes, BARWAN ne prØcalcule aucune dØgradation mais les effectue à la de-
mande. Pour cela, il utilise une modØlisation du temps d’exØcution d’une dØgradation.
Cela permet de dØterminer quels sont les meilleurs axes de dØgradation à utiliser pour se
conformer aux axes de variations.
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Type de la donnée Encodage spécifique Axes de dégradation
Image GIF, JPEG, Résolution, Nombre de couleurs,
PPM, Figure PostScript Palette des couleurs
Texte ASCII, HTML, Mise en forme : lourde (fontes, couleurs, etc),
PostScript, PDF simple (marqueurs), aucune
Vidéo NV, H.261, Résolution, Nombre d’images/s,
VQ, MPEG Nombre de couleurs, Limites de progression
TAB. 3.1  Types de donnØes et axes de dØgradation dans BARWAN
3.1.1.3 MOWSER
MOWSER [Joshi et al. 1996, Joshi et al. 1997] est un proxy HTTP qui (i) permet à l’uti-
lisateur de dØnir ses prØfØrences selon la connexion rØseau ou les ressources disponibles et
(ii) effectue des transformations actives (active transcoding) des donnØes selon ces prØfØrences.
Ce proxy est introduit sur la station supportant la connexion sans-l et joue le rôle de serveur
pour le mobile et celui de client pour les serveurs Web.
La premiŁre fonction du proxy est de stocker, en fonction de leur adresse IP, les prØfØ-
rences utilisateurs ainsi que les paramŁtres acceptables des requŒtes HTTP. Ces paramŁtres
acceptables sont dØduits des prØfØrences utilisateurs et des capacitØs du terminal portable. Ils
concernent notamment le nombre de couleurs, la rØsolution, la possibilitØ de jouer du son, la
taille autorisØe des chiers et les techniques de rØduction de la taille des chiers.
La seconde fonction du proxy est d’effectuer des transformations ac-
tives [Bharadvaj et al. 1998]. Dans la plupart des approches, le processus de transformation
est unidirectionnel : la requŒte d’un client est donnØ à un serveur et la rØponse de ce serveur
est altØrØe. MOWSER propose d’altØrer Øgalement la requŒte en utilisant les mØcanismes
de nØgociation du protocole HTTP/1.1. L’idØe est que les serveurs Web actuels proposent
diffØrentes reprØsentations d’une mŒme donnØe. Ils peuvent automatiquement choisir la bonne
donnØe si le client envoie des prØfØrences dans sa requŒte. Lorsqu’une requŒte est effectuØe sur
le terminal mobile, celle-ci est transmise au proxy HTTP. Avant de l’envoyer au serveur Web,
celui-ci prend en compte les prØfØrences et paramŁtres acceptables et modie la requŒte pour
(i) supprimer les parties de la requŒte ne pouvant Œtre satisfaites (chier son supprimØ si
le terminal n’a pas de possibilitØ d’Øcoute), (ii) inclure les paramŁtres de nØgociation (par
exemple : Accept : image/x-sgif video/x-rmpg pour small gif et representative mpg).
Ce mØcanisme peut s’appliquer à tout type de donnØe, y compris à du code exØcutable1. Dans
une requŒte HTTP, si le terminal portable ne possŁde pas beaucoup de puissance de calcul,
il est donc possible de spØcier que l’on prØfŁre un script CGI plutôt qu’un script ou une
applet Java.
Par ailleurs, MOWSER peut effectuer les mŒmes dØgradations sur les donnØes reçues que
les approches prØcØdentes. Ces dØgradations sont rØalisØes dans le proxy en utilisant les tech-
1Un programme n’est qu’une donnée pour un système d’exécution.
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niques de rØduction de chiers prØalablement spØciØes par l’utilisateur.
3.1.1.4 Approche de Chalmers et al.
L’approche de Chalmers et al. [Chalmers et al. 2001] montre que les spØcications de l’ac-
cŁs aux donnØes dans les systŁmes mobiles sont assez restreintes. Elles se limitent à (i) la
dØnition des types de donnØes (images/pas d’images, GIF/JPG, etc), (ii) la dØnition de prØ-
fØrences des utilisateurs (taille maximale des images = 5 Ko, taux d’encodage JPEG = 0.75,
langue = français, etc) et (iii) la mise en place de mØcanismes d’altØration des donnØes (di-
minution de la rØsolution, de la qualitØ, etc). Ces mØcanismes ne sont pas sufsants dans de
nombreux cas car ils ne prennent pas en compte la sØmantique des donnØes. Par exemple, pour
des cartes routiŁres, diminuer la taille ou la qualitØ pour un afchage sur un terminal portable
ne peut que rendre les cartes moins lisibles. La solution est plutôt de n’afcher que les infor-
mations pertinentes pour l’utilisateur, comme les routes principales et le trac, et de supprimer
les informations non essentielles, comme la topographie ou la vØgØtation.
Pour pouvoir dØnir la sØmantique d’une donnØe, une description de la donnØe est nØces-
saire. Plusieurs mØta-donnØes sont ajoutØes à la donnØe elle-mŒme pour dØcrire sa structure et
caractØriser ses ØlØments. Une donnØe est une unitØ structurØe d’ØlØments pouvant chacun avoir
plusieurs variantes. La structuration s’effectue par agrØgation (un carte contient un ensemble de
routes, noms, etc) ou spØcialisation (une route dØpartementale est un sous-type de route, etc).
Chaque ØlØment possŁde un ensemble d’attributs le dØcrivant (name = M1 motorway,
type = major-road, scale = 1 :10000, size = 20 Ko, etc).
Le processus de sØlection d’une variante d’une donnØe utilise ensuite un gestionnaire de
qualitØ de service (QoS Manager), comme le montre la gure 3.2. Lorsqu’un accŁs à une don-
nØe est effectuØ par l’application, le gestionnaire de qualitØ de service demande au serveur
les mØta-donnØes associØes. À l’aide de celles-ci, le gestionnaire utilise un algorithme de sØ-
lection des variantes prenant en compte les prØfØrences de l’utilisateur et les contraintes de
l’environnement mobile. Les prØfØrences de l’utilisateur sont exprimØes à l’aide d’une utility
function (similaire à celle de [Walpole et al. 1999]). La bande passante est le seul paramŁtre
examinØ à l’aide d’un model simple à quantum (time-sliced). La sØlection des variantes est
transmise à l’application qui peut les charger depuis le serveur.
Chacun de ces envois peut passer par un proxy qui peut effectuer (i) les opØrations prØa-
lablement citØes d’altØration des donnØes et/ou (ii) des opØrations de modications liØes à la
sØmantique des donnØes. Ces modications sØmantiques peuvent, par exemple, s’effectuer sur
les donnØes ou les mØta-donnØes pour prendre en compte un environnement temporel. Dans
la gure 3.2, la variante trafc1.ntf, correspondant au trac routier actuel pour la carte
roads1.ntf, est gØnØrØe automatiquement par le proxy.
3.1.2 Préchargement
Le prØchargement des donnØes est une technique d’anticipation d’utilisation et de mise
en cache des donnØes. UtilisØe dans de nombreux domaines comme dans les caches pro-
cesseurs [Jouppi 1990], les systŁmes de stockage [Patterson et al. 1995], les systŁmes de -
chiers [Lei et Duchamp 1997] ou les accŁs au Web [Padmanabhan et Mogul 1996], le prØchar-
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FIG. 3.2  Processus de sØlection des variantes d’une donnØe dans l’approche de Chalmers et al.
gement est particuliŁrement utilisØ en environnement mobile (hoarding techniques). Il permet
en effet de (i) rØduire le temps d’accŁs aux donnØes à l’aide d’un accŁs en mØmoire ou à un
disque (plus rapide qu’un accŁs rØseau), ce qui est d’autant plus important que la connexion
sans-l possŁde un faible dØbit, (ii) rØduire les dØfauts d’accŁs aux donnØes (Data Miss) lors
de dØconnexions en permettant de travailler localement sur le cache.
Le succŁs du prØchargement repose sur le fait que le cache doit rØpondre à la ma-
joritØ des accŁs aux donnØes. Pour y prØcharger les donnØes adØquates, plusieurs stratØ-
gies ont ØtØ testØes dans diffØrents systŁmes. Ces stratØgies peuvent utiliser des informa-
tions fournies par l’utilisateur ou bien Œtre entiŁrement automatisØes et calculer les don-
nØes à prØcharger. Ce calcul peut prendre en compte (i) les accŁs et relations entre donnØes,
comme, par exemple, une analyse d’exØcution de programme dans Spy Utility [Tait et al. 1995]
ou une distance sØmantique entre chiers dans Seer [Kuenning et Popek 1997], (ii) les
relations entre les donnØes et l’environnement, comme les prØdictions de mouvements
dans [Liu et al. 1995, Chim et al. 1998, Bhattacharya et Das 1999] ou l’utilisation de la locali-
sation dans [Long et al. 1996, dNitto Persone et al. 1998, Cheverst et al. 2000]. Ci-dessous, le
systŁme Coda illustre le prØchargement utilisateur, l’approche de Saygin et al. illustre le
prØchargement automatique à partir d’analyses d’historiques et le systŁme Nexus illustre le
prØchargement en fonction de la localisation et du mouvement.
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3.1.2.1 Coda
Le fonctionnement du systŁme Coda [Mummert et al. 1995,
Kumar et Satyanarayanan 1995] est dØtaillØ dans le paragraphe 2.2.3.3. En mode Hoarding et
Write Disconnected, le systŁme utilise la connexion rØseau pour effectuer des prØchargements
et, en mode Emulating, le systŁme est dØconnectØ et travaille sur les donnØes mises en cache
lors des prØchargements.
La stratØgie de prØchargement est xe et utilise des prØfØrences dØnies par l’utilisateur.
Celui-ci doit spØcier les chiers et rØpertoires candidats au prØchargement. Les chiers à
prØcharger sont ensuite choisis selon une modØlisation logarithmique du seuil de patience de
l’utilisateur. Ce seuil peut Œtre modiØ par l’utilisateur.
Lors d’une dØconnexion, les modications des chiers du cache sont mØmorisØes dans un
historique. Celui-ci est optimisØ de maniŁre à occuper le moins de place possible sur le portable
et à rØduire le volume de donnØes lors de la rØintØgration [Noble et Satyanarayanan 1994].
La gestion de cache par invalidation s’appuie sur l’observation que la majoritØ des objets
est valide lors d’une reconnexion. Deux niveaux de granularitØ sont introduits : le volume et
l’objet. Quand un objet est mis à jour, la version de l’objet ainsi que la version du volume le
contenant sont incrØmentØs. Lors d’une vØrication de validitØ, si la version d’un volume est à
jour, les versions de tous les objets s’y trouvant le sont Øgalement ; si la version d’un volume
n’est pas à jour, la vØrication s’effectue au niveau de chaque objet du volume.
La rØintØgration en une seule fois de toutes les modications effectuØes peut s’avØrer coß-
teuse en terme de bande passante et peut, par exemple, handicaper le prØchargement en mode
Write Disconnected. L’impact de cette rØintØgration est rØduit par un dØcoupage de l’ensemble
des modications en paquets de taille adaptØe à la bande passante. L’atomicitØ de la rØintØgra-
tion est prØservØe car l’ensemble des modications ne sont prises en compte du côtØ du serveur
que lorsque celui-ci a reçu tous les paquets. La rØintØgration est Øgalement non-bloquante et
d’Øventuelles nouvelles modications peuvent Œtre effectuØes sur les chiers en cache, à l’ex-
ception du volume en cours de rØintØgration.
3.1.2.2 Approche de Saygin et al.
L’approche de Saygin et al. [Saygin et al. 2000] propose une technique de prØchargement
automatique, gØnØrique et indØpendante des applications. Elle s’effectue selon trois phases :
(i) construction de rŁgles d’association à partir de techniques de data-mining sur les histo-
riques d’accŁs, (ii) construction de l’ensemble des donnØes candidates au prØchargement et
(iii) construction de l’ensemble des donnØes prØchargØes.
Lors de la premiŁre phase, la notion de session est introduite pour partitionner l’historique
des accŁs. Une session est un groupe continu de requŒtes sur une pØriode d’intØrŒt pour l’uti-
lisateur. Ce mØcanisme est gØnØrique et les bornes de ces sessions peuvent Œtre dØterminØes
par diffØrents algorithmes (sliding windows, flat, user-based, gap-based, cluster-based algo-
rithms). À partir de ces sessions, des rŁgles d’association sont dØduites par infØrence sur les
schØmas d’accŁs. Par exemple, pour l’ensemble de sessions suivant : {1,2} {1,3,2} {1,3}
{5,6} {2,7} {2,5} {3,8} {3,7,9}, les rŁgles suivantes sont dØduites : 1→2, 1→3 avec
un support de 25% et une conance de 66,6%.
66 Chapitre 3. Stratégies d’adaptation en environnements mobiles
La seconde phase consiste ensuite à construire, lors d’une session, l’ensemble des candidats
au prØchargement. Par exemple, lors de la session {6,7,1,5}, à partir des rŁgles prØcØdentes,
les donnØes 2 et 3 seraient mises dans l’ensemble des candidats au prØchargement. Ces don-
nØes sont mises dans cet ensemble selon une mØtrique dØpendante du pourcentage support et
conance.
La troisiŁme phase consiste enn à choisir les donnØes à prØcharger dans l’ensemble prØ-
cØdent. Ces deux ensembles sont sØparØs pour pouvoir prendre en compte la taille du cache du
terminal portable. Le client peut effectuer ses choix selon des heuristiques à base de prioritØs
qui prendront en compte ses besoins spØciques (choix des donnØes les plus petites, pas plus
de X Ko, etc).
3.1.2.3 Nexus
Nexus [Hohl et al. 1999] est une plateforme qui fournit une infrastructure pour les ap-
plications orientØes localisation. Cette approche s’appuie des reprØsentations de rØgions du
monde physique, augmentØes par des objets virtuels (Augmented Areas). Un des axes de re-
cherche de cette plateforme est de fournir un mØcanisme de prØchargement universel (Univer-
sal Hoarding) [Kubach et Rothermel 2001]. L’idØe principale en est que l’accŁs à l’information
est dØpendant de la localisation, c.a.d. que la probabilitØ qu’un utilisateur accŁde à une certaine
information est fonction de la localisation gØographique de celui-ci.
Ce mØcanisme de prØchargement s’appuie sur une infrastructure de stations d’information
avec un proxy server associØ à chacune d’entre-elles. Chaque proxy server rØalise un cycle de
trois phases : Download, Disconnected Operation, Upload. Pendant la phase de chargement,
l’utilisateur se trouve dans la rØgion de la station d’information (c.a.d. le terminal portable est
reliØ au proxy server par une liaison sans-l). Le proxy server dØtermine les informations que
l’utilisateur est le plus susceptible d’accØder avant la prochaine station d’information et les
charge sur le terminal. Lorsque l’utilisateur quitte la rØgion, il travaille en mode dØconnectØ sur
les informations mises en cache. Chaque requŒte (satisfaite ou non) est stockØe dans un chier
avec la position gØographique oø celle-ci a ØtØ rØalisØe. La troisiŁme phase est dØclenchØe
lorsque l’utilisateur arrive à la prochaine station d’information. Le chier avec les requŒtes est
envoyØ au proxy server. Celui-ci diffuse ces informations aux diffØrents proxy server pour une
mise à jour des accŁs aux informations.
Lors de la premiŁre phase, la dØcision de prØchargement prise par le proxy server est pro-
babiliste. Deux variantes sont possibles : une variante à gros-grain ou une variante à grain n.
Dans la premiŁre variante, chaque proxy server maintient une table de probabilitØs d’accŁs
aux informations de la rØgion (APT : Access Probability Table). Elle se prØsente sous la forme
de doublets (i,a(i)) (information i, probabilitØ a(i) d’accŁs à l’information i). La mise à jour
de cette table lors de la troisiŁme phase s’effectue en donnant un certain poids α au passØ
(a′(i) = α ·a(i)+(1−α) ·a∆(i)).
La deuxiŁme variante prend en compte les dØplacements futurs de l’utilisateur. Chaque
rØgion est dØcoupØe en zones, qui peuvent Œtre homogŁnes (carrØs) ou qui peuvent reØter
la gØomØtrie du monde rØel (rues, bâtiments, etc). Le proxy server maintient des tables APT
sØparØes pour chacune des zones de sa rØgion (les mØcanismes de la premiŁre variante s’ap-
pliquent de maniŁre identique). Additionnellement, chaque proxy server maintient une table de
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probabilitØ de visite de ses zones. Ces probabilitØs de visite sont mises à jour (i) en comptant
le nombre de visites dans cette zone et (ii) à partir d’informations externes. L’utilisateur
peut modier les probabilitØs de visite en fournissant un chemin ou une direction plus ou
moins prØcise qu’il souhaite emprunter. L’interface permet Øgalement à d’autres systŁmes ou
applications de calculer et fournir ces informations (systŁmes de calcul de trajectoire, etc).
3.1.3 Réplication et cohérence des données
Lors d’un prØchargement, des copies des donnØes (replicas) sont stockØes sur le terminal
portable. La problØmatique du prØchargement se combine alors avec les problØmatiques de
rØplication et de cohØrence [Anderson et al. 1998] et plusieurs stratØgies doivent Œtre mises en
place (voir gure 3.3).
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FIG. 3.3  Relations entre stratØgies de prØchargement, d’invalidation, de cohØrence, de mise à
jour et de diffusion
Lorsque ces copies ne sont accØdØes qu’en lecture, comme pour une navigation Web, des
problŁmes de cohØrence peuvent apparaître si les donnØes originales changent. Dans ce cas,
il est donc nØcessaire d’avoir au minimum une stratØgie d’invalidation de cache qui permette
de nettoyer le cache et Øventuellement d’initier un (re)(prØ)chargement de donnØes plus rØ-
centes. Celle-ci peut dØcider uniquement localement (donnØes les moins utilisØes, selon les
contraintes matØrielles, etc) ou faire des vØrications par rapport aux donnØes originales.
Lorsque ces copies sont accØdØes en Øcriture (ce qui est souvent le cas pour permettre le
travail en mode dØconnectØ), les modications doivent Œtre rØpercutØes sur les donnØes origi-
nales ainsi que sur les autres copies. Cela nØcessite d’avoir trois stratØgies : (i) une stratØgie de
cohØrence qui va dØcider du niveau de cohØrence à appliquer (pessimiste vs optimiste), (ii) une
stratØgie de diffusion qui va dØcider de qui initie et de qui reçoit (centralisØe vs distribuØe) et
(iii) une stratØgie de mise à jour qui va dØcider de quand concilier (immØdiatement vs pØrio-
diquement). Les stratØgies de mise à jour et de diffusion peuvent Øgalement Œtre utilisØes pour
l’invalidation.
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Ci-dessous, trois systŁmes sont examinØs : Bayou (stratØgie de diffusion client/serveurs,
stratØgie de cohØrence optimiste vis à vis du client, pessimiste entre les server),
Rumor / Roam (stratØgie de diffusion distribuØe respectivement en anneau et selon un Ward,
stratØgie de cohØrence optimiste, stratØgie de mise à jour pØriodique) et DeNO (stratØgie de
diffusion distribuØe par ØpidØmie, stratØgie de cohØrence optimiste et stratØgie de mise à jour
par vote).
3.1.3.1 Bayou
Bayou [Demers et al. 1994] est un systŁme qui offre à un ensemble d’utilisateurs mobiles
le partage de donnØes se trouvant sur plusieurs serveurs rØpliquØs. Les applications concernØes
par ce partage ne nØcessite qu’une connexion intermittente comme les agendas partagØs, les
bases de donnØes partagØes, etc [Edwards et al. 1997].
Bayou met en place une stratØgie de rØplication optimiste de type read-any/write-any. Cette
stratØgie autorise les clients à lire et à Øcrire sur n’importe quels serveurs. Les serveurs pro-
pagent ensuite ces modications entre-eux suivant un protocole de rØconciliation incrØmen-
tal (anti-entropy protocol) [Petersen et al. 1996] prenant en compte d’Øventuelles corruptions
des serveurs [Spreitzer et al. 1997, Spreitzer et al. 1999].
Bayou est un systŁme orientØ applications. Il offre des mØcanismes grâce auxquels l’appli-
cation peut spØcier la rØsolution de conits2 [Terry et al. 1995, Terry et al. 1998] et paramØtrer
le protocole de rØconciliation entre les serveurs [Edwards et al. 1997, Petersen et al. 1997].
La dØtection de conits s’effectue lors des opØrations d’Øcriture. À chaque opØration d’Øcri-
ture est associØe une prØcondition dØnie par l’application (dependy check). Si celle-ci n’est pas
satisfaite, il y a conit et le serveur invoque alors un procØdure de rØsolution de conit (merge
procedure) Øgalement dØnie par l’application.
L’application peut agir sur plusieurs paramŁtres du protocole de rØconciliation : (i) le niveau
de cohØrence (session guarantees : Read Your Writes, Monotonic Reads, Write Follow Reads,
Monotonic Writes), (ii) le niveau de validation d’une Øcriture (stable, tentative), (iii) le choix
du moment de la rØconciliation (de maniŁre pØriodique, à l’initiative de l’utilisateur, lors de
conditions systŁme satisfaites), (iv) le choix des copies à rØconcilier (copie primaire, copies
les plus à jour, etc), (v) le niveau d’agressivitØ de la rØconciliation (troncation plus ou moins
importante du journal des Øcritures pour une stabilisation plus ou moins rapide) et (vi) le choix
des serveurs pour la crØation de nouvelles copies.
3.1.3.2 Rumor / Roam
Le projet Travler [Travler] propose plusieurs systŁmes pour les environnements mobile : un
systŁme de prØchargement de chiers, Seer, utilisØ par deux systŁmes de rØplication, Rumor3
et Roam.
2Deux type de conflits sont possibles : (i) les conflits write/write lorsque deux clients mettent à jour la même
donnée de manières différentes et (ii) les conflits read/write lorsqu’un client met à jour une donnée en se basant sur
la lecture d’une donnée en train d’être mise à jour.
3Descendant de Ficus [Reiher et al. 1994, Page et al. 1998].
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Seer [Kuenning 1997] dØnit une distance sØmantique qui quantie l’afnitØ entre deux
chiers. Entre deux ØvŁnements d’ouverture de chier, celle-ci dØcompte (i) le temps
passØ et (ii) le nombre de rØfØrences à d’autres chiers utilisØs (lifetime semantic dis-
tance) [Kuenning et Popek 1997]. Cette distance est ensuite utilisØe par un algorithme spØ-
cique de groupement de chiers (agglomerative algorithm) dont les tests montrent l’efca-
citØ [Kuenning et al. 1997].
Ce groupement de chiers est ensuite donnØ comme information aux systŁmes de rØplica-
tion. Rumor [Guy et al. 1998] met en uvre une stratØgie de cohØrence optimiste, une stratØgie
de mise à jour pØriodique et une stratØgie de diffusion peer-to-peer. Pour ne pas dØpendre d’un
systŁme, Rumor est construit au niveau applicatif4. Chaque copie est fragmentØe en volumes,
portions continues du systŁme de chiers, permettant d’exploiter la localitØ des chiers. Le sto-
ckage d’un systŁme de chiers entier nØcessite ØnormØment d’espace disque, ce que ne peuvent
fournir des terminaux portables. Rumor fournit un mØcanisme de rØplication sØlective (selec-
tive replication) [Ratner 1995] applicable par chier (per-file reconciliation), permettant ainsi
à certaines copies de ne stocker qu’une portion des volumes et de rØconcilier sur les chiers
plutôt que sur le volume entier. La dØtection et la rØsolution de conits s’effectue selon des
vecteurs de version [Ratner et al. 1997] et se propage par paire sur un anneau adaptatif. La
propagation par pair permet de ne bloquer simultanØment que deux terminaux lors de la rØcon-
ciliation, le reste des terminaux peut ne pas Œtre disponible. Par contre, la propagation sur un
anneau ne permet pas une extensibilitØ aisØe.
Roam [Ratner et al. 1999, Ratner et al. 2001] est une extension de Rumor destinØe à
amØliorer l’extensibilitØ. Il se base sur une stratØgie de diffusion utilisant The Ward
Model [Ratner et al. 1996]. Un Ward est une collection dynamique de machines gØographique-
ment proches avec l’une d’entre-elles jouant le rôle de Ward Master. Celui-ci peut Œtre comparØ
à un serveur dans le modŁle client/serveur avec quelques diffØrences : (i) chaque membre du
Ward est un noeud du modŁle peer-to-peer et peut donc se rØconcilier avec n’importe quel
noeud (le modŁle client/server n’autorise pas de communication client/client), (ii) tout les
membres du Ward Øtant Øgaux, ils peuvent tous tenir le rôle de Ward Master ; des mØcanismes
d’Ølection et de reconguration sont mis en place si le Ward Master est dØfaillant. Dans les mo-
dŁles peer-to-peer classiques, chaque noeud connaît l’existence de tous les autres. Ici, le Ward
Master est le seul lien entre les Wards, il est le point d’accŁs unique permettant de connaître
toutes les copies. Il peut donc appliquer un algorithme de cohØrence à plus gros grain, entre
Wards uniquement.
3.1.3.3 DeNO
DeNO [Keleher 1999] est un protocole de rØplication pour les environnements mobiles et
peu connectØs. Il combine une stratØgie de mise à jour par vote pondØrØ avec une stratØgie
de diffusion par ØpidØmie. L’avantage de la diffusion ØpidØmique est qu’elle ne pose aucune
contrainte structurelle ou topologique. Un terminal portable a juste à maintenir ses voisins et,
lors d’une diffusion, à Øtablir une communication par paire. Les avantages de la validation par
vote sont que (i) le protocole est totalement dØcentralisØ et aucune donnØe n’est primaire : les
4La différence principale entre Ficus et Rumor est leur niveau d’implantation. Ficus est implanté à l’intérieur du
noyau du système (SunOS) alors que Rumor est implanté au niveau applicatif.
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terminaux jouent tous le mŒme rôle, (ii) la disponibilitØ est augmentØe : il n’est pas besoin que
tous les terminaux soient disponibles, un certain nombre de votes suft, (iii) la rØconciliation
n’est plus un problŁme : entre deux modications de copies, il y a un vote pour choisir.
Deux problŁmes se posent pour effectuer un vote en environnement mobile : le maintient
d’un groupe de votants et la non terminaison d’un vote. Chacun des participants doit maintenir
l’ensemble du groupe des participants (ou son nombre) pour savoir qui a votØ et si une dØcision
est possible : le surcoßt occasionnØ par la maintenance du groupe est d’autant plus important
que la mobilitØ est forte. Les dØconnexions peuvent Øgalement (i) fausser un vote : un vote peut
Øchouer parce que certains terminaux ne peuvent voter positivement, (ii) Œtre bloquØ : un vote
peut Œtre dans l’attente de certaines voix.
DeNO rØsout ces problŁmes avec une technique de crØdit ou porte-monnaie (Currency Me-
chanisms) [Keleher et ˙etintemel 2000, ˙etintemel et Keleher 2000a]. Chaque votant possŁde
un montant de monnaie par chier. Ce montant reŁte la capacitØ du terminal à maintenir celui-
ci. Lorsqu’un vote est propagØ, chaque votant peut dØcider de mettre un montant de monnaie
dans le porte-monnaie. Lorsque le porte-monnaie atteint un certain montant prØdØni, le vote
est entØrinØ. Si le porte-monnaie ne peut plus Œtre propagØ, le vote Øchoue. Pour ne pas fausser
le vote lors de dØconnexions, des proxies sont dØployØs et votent de maniŁre transparente selon
des comportements dØnis par les terminaux portables [˙etintemel et Keleher 2000b].
Dans le protocole de base, la stratØgie de cohØrence assure une exØcution faiblement co-
hØrente. Une extension [˙etintemel et al. 2001] permet une cohØrence forte en fournissant une
exØcution globalement sØrialisable et un ordre unique de validation des transactions de mises
à jour. Ces deux variantes autorisent les requŒtes et validations entiŁrement en local sur le
terminal portable, sans aucun blocage.
3.1.4 Résumé
Niveau d’adaptation : une des conclusions du chapitre 2 est qu’un systŁme d’adaptation doit
Œtre modulaire et dØnir sa granularitØ d’adaptation. Les approches prØsentØes dans les
paragraphes prØcØdents montrent que les stratØgies de gestion des donnØes s’applique à
des niveaux diffØrents : une stratØgie de prØchargement peut s’attacher à une entitØ cache,
une stratØgie de transformation de donnØes peut s’attacher à une entitØ ou aux liaisons
que celle-ci possŁde, une stratØgie de rØplication peut s’attacher à une architecture d’en-
titØs distribuØes. Un système d’adaptation générique doit donc définir une granularité
variable d’adaptation.
Adaptabilité dynamique : l’examen des approches prØsentØes dans les paragraphes prØcØ-
dents rejoint les conclusions du chapitre 2 sur l’adaptabilitØ et le dynamisme. En effet,
dans ces approches, pour un mŒme niveau d’adaptation, plusieurs stratØgies diffØrentes
peuvent s’appliquer. Toutefois, aucune de ces stratØgies n’offre de solution idØale. Selon
les contraintes de l’environnement ou les besoins de l’application, une stratØgie est plus
appropriØe qu’une autre dans une situation donnØe. Un système d’adaptation doit donc
dynamiquement pouvoir changer de stratégie d’adaptation.
Gestion des données / gestion des ressources : les stratØgies de gestion des donnØes utilisent
des ressources et le gain engendrØ pour l’optimisation de certains paramŁtres a forcØment
un coßt sur d’autres paramŁtres de l’environnement mobile. Par exemple, la compression
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d’une donnØe rØduit la bande passante utilisØe pour le transfert vers le terminal portable,
mais elle utilise du temps processeur sur un serveur de l’environnement effectuant la
compression et sur le terminal portable effectuant la dØcompression. Le paragraphe 3.2
examine plus en dØtails les stratØgies de gestion des ressources en environnements mo-
biles.
3.2 Stratégies de gestion des ressources
Les stratØgies de gestion de ressources considŁrent les ressources allouØes par les applica-
tions sur le terminal portable et aussi dans l’environnement. Pour optimiser cette allocation en
fonction des paramŁtres de l’environnement mobile, diffØrentes techniques doivent Œtre exami-
nØes. Les solutions aux problŁmes de dØcouverte et localisation de ressources sont prØsentØes
dans le paragraphe 3.2.1. Les diffØrents modŁles d’utilisation distribuØe de ces ressources sont
prØsentØs dans le paragraphe 3.2.2. L’ØquitØ de cette utilisation par placement et Øquilibrage de
charge est examinØe dans le paragraphe 3.2.3.
3.2.1 Nommage, découverte et localisation des ressources
Pour accØder à une ressource, il est nØcessaire de connaître son nom (ou d’avoir sa des-
cription) et d’avoir un moyen de dØcouvrir oø celle-ci se situe. Ce problŁme est bien connu
dans les systŁmes distribuØs et à donnØ lieu à de nombreuses normes ou conventions (i) de
nommage, comme URN (Uniform Resource Names) [Moats 1997], CORBA Naming Ser-
vice [OMG 2002b], nommage dans Globe [Ballintijn et al. 2000] ou (ii) de description de res-
sources, comme RDF (Resource Description Framework) [W3C 1999b] ou WSDL (Web Ser-
vices Description Language) [Chinnici et al. 2003].
Plusieurs protocoles de dØcouverte ont Øgalement ØtØ inventØs pour rØpertorier les res-
sources et en donner la localisation (GNS (Global Name Service) [Lampson 1986], DNS (Do-
main Name System) [Mockapetris 1987a, Mockapetris 1987b], X.500 [Weider et al. 1992,
Wahl et al. 1997], CORBA Trader Service [OMG 2000a], UDDI (Universal Description, Dis-
covery and Integration) [UDDI 2000], dØcouverte dans Globe [Baggio et al. 2001], etc).
La mobilitØ apporte de nouvelles dimensions à ces protocoles. En effet, lorsqu’un ter-
minal portable arrive dans un nouvel endroit, celui-ci peut dynamiquement amener de nou-
velles ressources. Lorsqu’il quitte cet endroit, ces ressources deviennent non disponibles
alors qu’elles Øtaient peut-Œtre en cours d’utilisation. DiffØrents systŁmes de dØcouverte
peuvent Œtre utilisØs en environnements mobiles, comme Jini, UPnP [Microsoft 2000], SLP,
SDS [Czerwinski et al. 1999] ou INS, et certains sont prØsentØs ci-dessous.
3.2.1.1 Jini
Jini [Sun 2001a] est une architecture qui permet de crØer des services orientØs-rØseaux (ma-
tØriels ou logiciels). Pour permettre aux clients de dØcouvrir ce que propose les fournisseurs de
services, Jini fournit le Lookup Service [Sun 1999].
Lorsqu’un nouveau service se connecte au systŁme Jini, il localise le Lookup Service à
l’aide d’un protocole d’annonce multicast et de rØponse unicast (discovery). Pour s’enregistrer,
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il envoie au Lookup Service un objet Java implantant son interface (join).
Lorsqu’un nouveau terminal se connecte au systŁme Jini, il localise de la mŒme maniŁre
le Lookup Service. Pour accØder à un service, il interroge le Lookup Service qui utilise les in-
terfaces des services enregistrØs (lookup). Le mØcanisme de recherche de Jini s’appuie sur une
correspondance au niveau du mØcanisme de sØrialisation de JavaSpace [Sun 2002a]. L’avantage
est de rØaliser les correspondances entre deux services de mŒme sous-type et l’inconvØnient est
de ne pas faire correspondre deux mŒmes classes de versions diffØrentes. Une fois trouvØ, le
Lookup Service renvoie ensuite au client un objet à exØcuter localement. Cet objet est une copie
du service demandØ ou un proxy qui redirige les appels vers le service original.
L’accŁs aux services utilise un mØcanisme de bail (lease). Un bail est une garantie d’accŁs
pendant une pØriode de temps donnØe. Chaque bail est nØgociØ entre le client et le fournisseur
de service. Si un bail n’est pas renouvelØ avant expiration, le service est considØrØ comme li-
bØrØ pour le client comme pour le fournisseur. L’expiration peut rØsulter (i) de la n du besoin
du service, (ii) d’une dØfaillance du client, du serveur ou du rØseau ou (iii) d’un refus de renou-
vellement. Les baux sont exclusifs ou non-exclusifs et permettent donc d’implanter l’exclusion
mutuelle ou le partage d’un service.
Le passage à l’Øchelle n’est pas beaucoup abordØ et fait d’ailleurs l’objet de re-
cherches [GGF]. Jini introduit la notion de fØdØrations qui correspondent à des domaines d’ad-
ministration locaux. Les interactions entre ces fØdØrations ne sont pas bien dØnies : enregis-
trement possible d’un Lookup Service par un autre Lookup Service, mention d’un Inter-Lookup
Service entre fØdØrations.
3.2.1.2 SLP
SLP (Service Location Protocol) [Guttman et al. 1999, Guttman 1999] introduit la notion
d’Øtendue (scope) comme Øtant un domaine non administratif (par exemple, un dØpartement
dans une entreprise). Trois types d’entitØs permettent de gØrer une Øtendue : (i) les Service
Agents (SAs) qui correspondent chacun à une ressource (par exemple, un espace mØmoire, une
imprimante ou un logiciel), (ii) les User Agents (UAs) qui sont les utilisateurs des services et
(iii) les Directory Agents (DAs) qui rØpertorient les diffØrents SAs d’une Øtendue.
Trois moyens de dØcouverte sont utilisables dans une Øtendue : (i) une dØcouverte ac-
tive (Active discovery), les SAs et UAs envoient des requŒtes multicast pour trouver le DA,
(ii) une dØcouverte passive (Passive discovery), les DAs envoient pØriodiquement des messages
d’annonce en multicast pour signaler leur prØsence et (iii) les UAs et SAs peuvent connaître la
localisation des DAs par des moyens externes, comme un chier de conguration.
Les UAs accŁdent ensuite aux SAs de leur Øtendue selon deux modes possibles : (i) comme
pour Jini, les SAs enregistrent leurs services dans le DA local et les UAs envoient des re-
quŒtes de demande de services au DA, ou (ii) pour garder la compatibilitØ avec les ver-
sions prØcØdentes du protocole, les SAs attendent les requŒtes sur un certain port de com-
munication et les UAs utilisent le broadcast ou IP multicast pour envoyer leurs requŒtes.
Le dØsenregistrement d’un service dans un DA se fait de maniŁre implicite par mØcanisme
d’expiration. Pour avoir une idØe du trac engendrØ par ces mØcanismes d’enregistrement,
[Govea et Barbeau 2001] prØsente une comparaison de l’utilisation de la bande passante et de
la latence entre les systŁmes Jini et SLP.
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Un des aspects intØressants de SLP est la structure de description des services. Les ser-
vices sont organisØs par types et chaque type est associØ avec un modŁle dØcrivant les attributs
requis pour ce type de service. L’expressivitØ de ces diffØrentes fonctionnalitØs est assurØe
par XML DTD (Document Type Definition).
Pour le passage à l’Øchelle, une extension a ØtØ proposØe [Rosenberg et al. 1997]. L’ap-
proche suggØrØe est d’avoir un Advertising Agent (AA) dans chaque Øtendue. Les diffØrents
AAs envoient ensuite, par multicast, les informations sur leurs services locaux. Un Brokering
Agent (BA) dans chaque Øtendue se charge ensuite (i) d’Øcouter les informations envoyØs par
les AAs (ii) de les enregistrer dans le DA local comme s’il Øtait un SA.
3.2.1.3 INS
INS (Intentional Naming System) [Adjie-Winoto et al. 1999] est en mŒme temps un sys-
tŁme de nommage et de dØcouverte de services.
Le nommage est intentionnel, c.a.d. qu’une application dØcrit les ressources ou don-
nØes dont elle a besoin sous forme de propriØtØs et d’attributs. Les noms intentionnels
sont des expressions appelØes name-specifiers. Ils s’organisent comme une hiØrarchie de
paires (attribut,valeur) ayant une relation de dØpendance ls-pŁre (par exemple, la paire
building=whitehouse est dØpendante de son pŁre city=washington). La correspondance
avec une spØcication arbitraire d’un nom par une application se fait de maniŁre exacte ou par
des opØrateurs à intervalles.
Chaque domaine (de nommage) possŁde des Intentional Name Resolvers (INRs) pour rØ-
soudre les noms. Ceux-ci contiennent les mØta-donnØes sur les noms et la localisation des objets
correspondants. Pour Øchanger ces informations, les INRs sont interconnectØs au niveau appli-
catif et enregistrØs dans le Domain Space Resolver (DSR). Le protocole d’Øchange entre INRs
est auto-congurable (dØmarrage, terminaison automatique, maintenance des voisins, mises à
jour pØriodiques, Øquilibrage selon la bande passante, etc).
INS intŁgre simultanØment la rØsolution de nom et l’envoi des messages à l’aide d’une liai-
son retardØe (late binding). Lorsqu’une application demande une ressource, le name-specifier
ainsi que les messages destinØs à cette ressource sont transmis à l’INR le plus proche du do-
maine. Celui-ci choisit de les transmettre à tels ou tels autres INRs jusqu’à celui dØsirØ. Les
INRs affectent donc les dØcisions de routage et permettent un traçage efcace des change-
ments (mobilitØ utilisateur, modication des attributs, etc). L’application peut donc Øgalement
inuer sur les dØcisions de routage en spØcialisant les INRs.
Pour l’extensibilitØ et le passage à l’Øchelle, INS Øtend les mØcanismes prØcØdents : plu-
sieurs DSRs et un partitionnement de l’espace de nommage. Pour rØsoudre un nom qui n’ap-
partient pas au domaine de nommage local, le DSR local doit maintenir un ensemble de DSRs
externes. Des Øchanges d’informations, comme l’espace de nommage cible, permettent de re-
diriger les rØsolutions de nom externes vers le bon DSR. Comme les noms intentionnels nØ-
cessitent une organisation hiØrarchique, chaque espace de nommage peut Œtre partitionnØ de
maniŁre hiØrarchique entre les INRs. Ainsi chaque INR n’a plus qu’un sous-ensemble de l’es-
pace de nommage à rØsoudre.
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3.2.2 Modèles de conception de systèmes distribués
L’utilisation d’une ressource distribuØe passe par trois niveaux d’abstrac-
tion [Mattern et Sturm 2003]. La gure 3.4 prØsente les diffØrents paradigmes correspondant à
ces niveaux :
Paradigmes
de communication
Paradigmes
applicatifs
RPC AsynchroneRMIXML−RPC
Client/Serveur Agent
N−Uplet
Serveurs
d’applications
Applications
peer−to−peer
Applications
grande−échelle
Paradigmes
des intergiciels
FIG. 3.4  Paradigmes des systŁmes distribuØs
(i) Paradigmes de communication : pour accØder à une ressource distante, il est nØ-
cessaire d’avoir un mØcanisme de communication et de demande auprŁs de la ma-
chine oø se trouve cette ressource. RPC (Remote Procedure Call) [Srinivasan 1995],
RMI (Remote Method Invocation) [Sun 2002b], SOAP (Simple Object Access Proto-
col) [Box et al. 2000]) et les protocoles asynchrones (à ØvŁnements [Bacon et al. 2000])
en sont des exemples.
(ii) Paradigmes des intergiciels : les architectures de conception avec leurs environnements
d’exØcution associØs permettent ensuite l’utilisation des ressources distantes. DiffØrents
modŁles existent avec plusieurs implantations : (i) modèle client/serveur avec, par
exemple, COM+ (Microsoft Object Component Model) [Kirtland 1997], CORBA (Com-
mon Object Request Broker Architecture) [OMG 2002a], J2EE (Java 2 Platform, Enter-
prise Edition) [Sun 2001c] ou .NET [Obermeyer et Hawkins 2001], (ii) modèle agent
avec, par exemple, TACOMA [Johansen et al. 2002], ARA (Agents for Remote Ac-
tion) [Peine et Stolpmann 1997], Aglets [Aridor et Oshima 1998] (voir un Øtat de l’art
dans [Gray et al. 2001a, Bradshaw], des listes de plateformes sur [MAL, AgentBuilder]
et une rØexion sur le futur des agents dans [Kotz et al. 2002]) et (iii) modèle d’es-
pace de n-uplets (Tuple Space) avec, par exemple, TSpaces [Lehman et al. 1999],
JavaSpace [Sun 2002a] ou Ruple [Rogue 2002].
(iii) Paradigmes applicatifs : les couches prØcØdentes sont utilisØes pour construire
des applications de diffØrents types : (i) serveurs d’applications avec, par
exemple, EJB (Entreprise Java Beans) [Sun 2001b], MTS (Microsoft Transactions
Server) [Chappell 1997], Serveurs .NET [Microsoft 2001]), (ii) applications peer-
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to-peer avec, par exemple, Napster [Napster] ou Gnutella [Gnutella] et (iii) ap-
plications grande-échelle avec, par exemple, Seti@Home [SullivanIII et al. 1997]
ou Distributed.net [d.net]. Plusieurs intergiciels sont Øgalement spØcialisØs pour ces
deux derniers types d’applications comme Globus [Foster et Kesselman 1997] ou
JXTA [Gong 2001].
DiffØrentes approches proposent une modication des mØcanismes de communication
pour prendre en compte les dØconnexions (M-RPC [Bakre et Badrinath 1995b], wireless
Java RMI [Campadello et al. 2000]). Mais, les systŁmes d’adaptation qui nous intØressent
constituent un intergiciel entre l’environnement mobile et les applications. Plusieurs intergi-
ciels rØcents, comme Telecom Wireless CORBA [OMG 2003b], Java 2 Platform, Micro Edi-
tion [Sun 2001d] ou The .NET Compact Framework [Microsoft 2002], commencent à proposer
des solutions commerciales à la problØmatique des intergiciels pour environnements mobiles.
Les paragraphes ci-dessous montrent cette Øvolution des intergiciels.
Modèles Client/Serveur étendus. Dans un modŁle client/serveur classique, le dØcou-
page entre la fonctionnalitØ du client et celle du serveur est xe. En environnements
mobiles, cette frontiŁre peut temporairement se dØplacer pour rØpondre à diffØrentes
contraintes [Jing et al. 1999]. Ce dØplacement des fonctionnalitØs peut s’effectuer dans le sens
serveur vers client ou client vers serveur.
Lorsqu’un client souhaite avoir la possibilitØ de travailler en mode dØconnectØ, il doit pou-
voir Ømuler le comportement du serveur. Une partie de la fonctionnalitØ du serveur doit donc
se trouver sur le client. Dans le cas extrŒme (full client architecture), le client possŁde en local
une copie ou une version lØgŁre du serveur, comme, par exemple, dans WebExpress ou Coda.
Lorsqu’un client est limitØ par ses ressources, certaines opØrations qui devraient nor-
malement s’exØcuter sur le client peuvent l’Œtre sur le serveur. Dans le cas extrŒme (thin
client architecture), le client ne possŁde localement qu’un systŁme minimal et toutes les
exØcutions se font de maniŁre distante, comme dans Infopad [Le et al. 1994]. Certaines opØ-
rations peuvent Øgalement Œtre exØcutØes sur un serveur délégué faisant ofce de serveur
principal. DiffØrentes maniŁres d’implanter des serveurs dØlØguØs existent, comme avec des
proxies [Hokimoto et al. 1996, Zenel et Duchamp 1997a] ou des serveurs rØpliquØs (voir para-
graphe 3.1.3).
Ci-dessous, Rover prØsente ces deux aspects avec des objets dynamiquement chargeables
du serveur sur le client et vice-versa. L’approche de Zenel et al. prØsente un serveur dØlØguØ
par proxy.
3.2.2.1 Rover
Rover [Joseph et al. 1997, Joseph et Kaashoek 1997] offre aux applications un support
d’exØcution en environnements mobiles basØ sur un mØcanisme d’appel de procØdure avec liste
d’attente QRPC (Queued Remote Procedure Call) et des objets dynamiquement transfØrables
RDOs (Relocatable Dynamic Objects). La gure 3.5 prØsente l’architecture du systŁme.
Dans Rover, les dØcisions liØes à la gestion de la mobilitØ sont entiŁrement laissØes à
l’application. Le concepteur d’une application doit dØvelopper les parties client/serveur avec
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FIG. 3.5  Architecture du systŁme Rover
des RDOs. L’interface de programmation permet à l’application de gØrer la mobilitØ des RDOs
avec les primitives suivantes : (i) create session authentie et Øtablit une connexion avec
le gestionnaire d’accŁs, (ii) import importe une copie d’un RDO dans le cache à objets,
(iii) invoke invoque une mØthode d’un RDO et (iv) export exporte les modications effec-
tuØes sur un RDO.
À l’exØcution, l’accŁs à un RDO peut se faire (i) de maniŁre distante par un appel de procØ-
dure s’il ne se trouve pas dans le cache à objets ou (ii) de maniŁre locale en important le RDO et
exportant les modications effectuØes. Tous les accŁs rØseau (appel de procØdure, importation,
exportation) utilisent QRPC qui applique la politique suivante : (i) enregistrement de l’appel
dans un historique, (ii) retour du contrôle à l’application, (iii) si le terminal portable est dØ-
connectØ, essai d’envois pØriodiques et, lors du rØtablissement de la liaison, envoie des appels
stockØs dans l’historique et (iv) lors de la rØception d’un rØsultat, avertissement de l’application
si celle-ci a enregistrØe une demande de retour (callback).
3.2.2.2 Approche de Zenel et al.
Dans l’approche de Zenel et al. [Zenel et Duchamp 1997b, Zenel 1999], un Proxy Server
est introduit entre le serveur et le client mobile. Celui-ci a pour mission d’appliquer des ltres
pouvant effectuer des actions de transformations (similaires à celles dØcrites dans le para-
graphe 3.1.1) ou des choix de protocoles pertinents. Le protocole PMICP (Proxy Mobile In-
ternetworking Control Protocol) garanti que le trac rØseau passe par le Proxy Server malgrØ
les dØplacements du terminal portable.
La plupart des systŁmes d’exploitation faisant la diffØrence entre les protocoles de ni-
veau rØseau/transport (IP, ICMP, TCP, UDP) et les protocoles de niveau applicatif (MPEG,
SMTP, HTTP), le Proxy Server est dØcoupØ en un Low Level Proxy et un High Level Proxy.
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Le High Level Proxy travaille au niveau de chaque connexion et utilise la migration des so-
ckets d’I-TCP (voir paragraphe 2.2.2.1 et gure 3.6). Le ltre est une applet en code natif ou
interprØtØ. Il est crØØ par l’application et, lorsque le terminal portable arrive dans un nouvel
environnement, est migrØ et exØcutØ sur le High Level Proxy (voir gure 3.6-III).
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FIG. 3.6  High Level Proxy dans l’approche de Zenel et al.
Le Low Level Proxy travaille directement au niveau de l’interface rØseau, des ports de com-
munication (voir gure 3.7). Tous les paquets sont stockØs dans une queue d’attente (LPP Pa-
cket Queue) avant d’Œtre ltrØs. Le ltre est crØØ par le Low Level Proxy et peut seulement Œtre
paramØtrØ par l’application. Celle-ci spØcie les critŁres de correspondance (adresse IP source,
destination, etc) pour les paquets à envoyer au terminal portable.
Le dØclenchement des ltres s’effectue par l’application (contrôle interne) ou par l’envi-
ronnement (contrôle externe) (voir gure 3.8). Ces notications sont faites par ØvŁnements
consØcutifs aux changements dans la bande passante estimØe, la disponibilitØ de l’interface
rØseau, la batterie ou la localisation.
Filtre
Application
Proxy Server
Terminal portable
Low Level Proxy
FIG. 3.7  Low Level Proxy dans l’ap-
proche de Zenel et al.
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FIG. 3.8  Contrôle interne et externe des
ltres par gestion à ØvŁnements
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Modèle Agent. Le concept d’agent a dØjà ØtØ dØni de multiples ma-
niŁres [Franklin et Graesser 1996, Jennings et al. 1998]. Plusieurs propriØtØs en donnent
une classication : (i) réactivité (perception+action) : capacitØ à rØpondre de maniŁre
appropriØe à un changement dans l’environnement, (ii) autonomie : capacitØ à exercer le
contrôle de ses propres actions, (iii) possession d’une ou plusieurs tâches : capacitØ à ne
pas seulement rØagir à l’environnement mais à agir selon ses propres buts, (iv) sociabilité :
capacitØ à communiquer avec d’autres agents ou des personnes, (v) adaptabilité : capacitØ à
modier ses buts ou son comportement et (vi) mobilité : capacitØ à se dØplacer d’un endroit à
un autre.
Les propriØtØs (i,v,vi) sont particuliŁrement intØressantes en environnements mo-
biles [Kotz et Gray 1999]. La rØactivitØ permet de rØpondre à la grande variabilitØ des envi-
ronnements mobiles. L’adaptabilitØ permet de rØpondre à l’imprØvisibilitØ et à l’ØvolutivitØ
des environnements mobiles. Lorsque cela s’y prŒte [Gray et al. 2001b], la mobilitØ permet de
continuer les tâches malgrØ les dØconnections, d’effectuer des optimisations sur les commu-
nications (bande passante, latence) et sur le temps d’exØcution [Bandyopadhyay et Paul 1999,
Helin et al. 1999].
Ci-dessous, D’Agents illustre les propriØtØs d’autonomie, d’adaptabilitØ et de mobilitØ et
LEAP illustre les propriØtØs de rØactivitØ, d’adaptabilitØ et de sociabilitØ.
3.2.2.3 D’Agents
D’Agents5 [Kotz et Gray 1999] est un systŁme à agents se focalisant principalement sur
l’autonomie et la mobilitØ des agents en environnements mobiles. Ce cadre a particuliŁrement
ØtØ testØ avec des applications militaires dans le projet ActComm [Gray 2000].
Comme le montre la gure 3.9, l’architecture du systŁme D’Agent se dØcompose en quatre
couches. La couche de base gŁre toutes les interactions entre le rØseau et le serveur D’Agents.
Chaque site acceptant des agents exØcute un serveur D’Agents. Celui-ci est en charge (i) de
garder la liste et le statut des agents s’exØcutant sur la machine, (ii) d’assurer une migration
forte avec authentication, (iii) de fournir un stockage non volatile pour l’Øtat des agents en cas
de dØfaillance et (iv) d’assurer les communications entre agents avec un espace de nommage
hiØrarchique, des messages synchrones (connection message) et asynchrones (event message),
des tampons d’Ømission et de rØception et un mØcanisme de sØlection de l’interface de transport.
Tout les autres services (dØcouverte de ressources, contrôle d’accŁs, communication de
groupe, etc) sont fournit par des agents. En particulier, les docking agents permettent de sup-
porter le mode dØconnectØ [Gray et al. 1996]. Si un agent est dans l’impossibilitØ de migrer
à cause d’une dØfaillance du rØseau ou d’une machine, celui-ci est ajoutØ dans une liste d’at-
tente (dock) sur le rØseau. La migration deviendra effective lorsque la machine cible redevien-
dra disponible (dØtection effectuØe par les traffic monitor agents). Les navigator agents main-
tiennent un annuaire virtuel non exhaustif des services existants. Ainsi, un agent, qui recherche
le service S et ne le trouve pas auprŁs du navigator agent de sa machine, peut dynamiquement
modier son planning de migration pour aller consulter d’autres navigator agents qui pourront
peut-Œtre lui indiquer la localisation du service S.
5Préalablement nommé AgentTcl [Gray 1997].
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FIG. 3.9  Architecture du systŁme D’Agents
La troisiŁme couche propose un interprØteur (ou une machine virtuelle) pour chaque lan-
gage. D’Agents supporte des agents programmØs en Scheme, Tcl et Java. Chaque interprØteur
est constituØ (i) de l’interprØteur lui-mŒme, (ii) d’un module de sØcuritØ empŒchant les agents
d’effectuer des actions malveillantes, (iii) d’un module d’Øtat qui capture et restaure l’Øtat in-
terne d’un agent et (iv) d’une interface d’accŁs aux fonctionnalitØs du serveur D’Agents.
La derniŁre couche est constituØe des agents eux-mŒmes. L’interface de programmation
propose des primitives permettant aux agents de contrôler leur exØcution : (i) new Agent()6
permet la crØation d’un agent, (ii) agent.begin(...) et agent.end() permettent à l’agent
de s’enregistrer et de se dØsenregistrer auprŁs du serveur D’Agents, (iii) agent.send(...)
et agent.receive(...) permettent à l’agent d’envoyer et de recevoir des messages,
(iv) agent.jump(...) permet à l’agent de changer de machine et (v) agent.submit(...)
permet à l’agent de crØer un agent ls.
3.2.2.4 LEAP
LEAP (Lightweight Extensible Agent Platform) [Bergenti et Poggi 2001] est une plate-
forme à agents intelligents pour terminaux portables. Cette plateforme est gØnØrique et a ØtØ
testØe avec une application de gestion d’Øquipes virtuelles : gestion de connaissances com-
munes, travail coopØratif, gestion d’emploi du temps ou de dØplacements. Cette plateforme est
la premiŁre à respecter les spØcications de la FIPA7 [FIPA 2002].
6Exemples donnés avec la notation Java. L’interface de programmation diffère évidemment selon le langage de
programmation utilisé, mais les primitives gardent une correspondance une à une.
7La FIPA (Foundation for Intelligent Physical Agents) est une organisation à but non lucratif visant à produire
des standards pour gérer l’interopérabilité de systèmes à agents. Différentes spécifications en définissent plusieurs
aspects : le transport des messages, le langage de communication entre agents, le langage de description sémantique
d’un agent, le protocole d’interaction entre agents, etc.
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LEAP est une branche indØpendante du dØveloppement de la plate-
forme JADE [Bellifemine et al. 1999] et en reprend donc l’architecture (voir -
gure 3.10) [Berger et al. 2001]. L’agent AMS (Agent Management System) fournit la
gestion du cycle de vie des agents (crØation, suppression, etc) ; l’agent DF (Directory
Facilitator) fournit un service de pages jaunes ; le composant ACC (Agent Communication
Channel) gŁre les communications externes (avec d’autres plateformes à agents) et le com-
posant MD (Message Dispatcher) gŁre les communications internes (entre environnements
d’exØcution propres à la plateforme).
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à agents (FIPA)
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Agent 2
AMS DF ACC
Agent 3 ACC
Agent 5
Agent 4 ACC
MD
MD
MDCommandes
Composant de base Autre agentAgent de base
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FIG. 3.10  Architecture du systŁme LEAP
Pour Œtre adaptØ aux environnements mobiles, LEAP restructure de corps de JADE de
maniŁre à ce qu’il soit :
Léger : pour pouvoir s’exØcuter sur des terminaux portables pauvres en ressources, la tradi-
tionnelle machine virtuelle Java est remplacØe par la machine virtuelle KVM (K Virtual
Machine) [Sun 2000] avec J2ME/CLDC (Java 2 Platform, Micro Edition / Connected
Limited Device Configuration) [Sun 2001d]. Le corps de la plateforme LEAP est Øgale-
ment dØnit comme un ensemble extrŒmement minimal de composants et d’agents.
Indépendant du protocole de transport : JADE ne propose que l’utilisation de RMI pour les
accŁs distants. LEAP remplace ces invocations par des appels à des commandes gØnØ-
riques. Le composant MD est ensuite responsable (i) du choix du protocole selon l’envi-
ronnement mobile, (ii) de la transformation des appels gØnØriques en appels spØciques
au protocole choisi et (iii) de l’envoie des informations (Øventuellement en utilisant le
mØcanisme de sØrialisation).
Extensible : à partir du cur minimal de LEAP, deux types d’extensions sont possibles : l’in-
tØgration de fonctionnalitØs et les fonctionnalitØs optionnelles. LEAP offre aux appli-
cations la possibilitØ d’intØgrer des fonctionnalitØs gØnØrales, comme un nouveau pro-
tocole de transport dans le composant MD, ou des fonctionnalitØs spØciques aux ap-
plications, comme des prols dans l’agent DF. Selon la puissance de la machine, des
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fonctionnalitØs optionnelles peuvent Œtre activØes. La mobilitØ et/ou la surveillance des
ressources peuvent, par exemple, Œtre activØes dans les agents et prises en compte dans
les agents AMS et DF.
Modèle N-Uplet. Le modŁle d’espace de n-uplets (Tuple Space) est dØcrit pour la premiŁre
fois dans le langage Linda [Carriero et Gelernter 1989]. L’idØe est d’avoir un ensemble de pro-
grammes distribuØs, n’ayant aucune connaissance les uns des autres, mais capables de com-
muniquer. La communication s’effectue par publication des donnØes (n-uplet) dans un espace
de n-uplets. L’accŁs aux n-uplets s’effectue à l’aide de primitives (i) de lecture : in lit et retire
un n-uplet, rd lit un n-uplet sans le retirer, (ii) d’Øcriture : out Øcrit un n-uplet, eval Øcrit un
n-uplet actif (un ensemble de fonctions doit Œtre exØcutØ sur ce n-uplet avant qu’il ne soit ac-
cessible). Ces interactions sont orientØes sur les donnØes et ne fonctionnent que par correspon-
dances. Pour avoir plus de exibilitØ, [Cabri et al. 1998] et [Omicini et Zambonelli 1998] pro-
posent des espaces programmables de n-uplets. Ceux-ci fournissent la possibilitØ aux appli-
cations d’introduire des entitØs exØcutables (computational activities) dans les espaces de
n-uplets. Celles-ci peuvent, par exemple, Œtre activØes lors de l’arrivØe d’un certain n-uplet
dans l’espace.
Un espace de n-uplets fournit une abstraction qui, par rapport aux deux modŁles prØcØdents,
peut Œtre examinØe selon deux angles. Du point de vue de l’implantation, le stockage et la pro-
pagation des modications des n-uplets peuvent s’effectuer selon un modŁle n clients/un ser-
veur centralisØ [Silva et al. 1994] ou n clients/n serveurs [Rowstron et Wood 1996] ou selon le
modŁle agent [Silva et al. 2001]. Du point de vue de l’utilisation, un espace de n-uplets peut
Œtre utilisØ par des plateformes client/serveur ou agents pour rØgler des problŁmes d’exØcution
parallŁle [Carriero et al. 1995], de persistance et de tolØrance aux fautes [Jeong 1996] ou de
coordination [Cabri et al. 1998].
Ci-dessous, L2imbo et Lime proposent le dØcoupage de l’espace global de n-uplets en
diffØrents espaces adaptØs à l’environnement mobile. L2imbo a ØtØ mis en uvre à partir du
modŁle client/serveur et est utilisØ par diffØrents agents. Lime utilise exclusivement des agents.
3.2.2.5 L2imbo
La plateforme L2imbo [Davies et al. 1997, Wade 1999] reprend le modŁle de Linda en y
incluant des extensions pour prendre en compte les aspects spØciques aux environnements
mobiles : espaces multiples de n-uplets, n-uplets avec attributs de qualitØ de service, n-uplets
typØs hiØrarchiquement et gestion des espaces de n-uplets par des agents systŁme.
Le modŁle de Linda implique une vue consistante d’un espace global et unique de n-uplets.
Dans un environnement distribuØ, cette approche s’applique difcilement en terme d’extensibi-
litØ et de performances [Hupfer 1990]. Dans un environnement mobile, ce problŁme s’accentue
encore du fait du coßt des communications. L2imbo partitionne l’espace global de n-uplets
en espaces multiples. Un espace de n-uplets universel (Universal Tuple Space) se charge
de la gestion des espaces multiples : out(create_tuple_space, QoS, characteristics,
request_id), in(tuple_space, ?QoS, ?characteristics, ?handle, request_id), etc.
L’implantation de cet espace de n-uplets universel est mis en uvre de maniŁre centralisØe ou
distribuØe [Davies et al. 1998].
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Les paramŁtres QoS et characteristics permettent la crØation d’espaces de n-uplets spØ-
cialisØs, par exemple, pour la persistance ou la sØcuritØ. Pour pouvoir optimiser l’utilisation de
la bande passante, L2imbo associe une date limite à chaque n-uplet. Dans le cas d’une Øcriture,
la date limite correspond au temps que le n-uplet est autorisØ à rester dans l’espace de n-uplets
avant d’Œtre effacØ. Dans le cas d’une lecture, la date limite correspond au temps maximum de
recherche avant expiration.
L’organisation hiØrarchique des n-uplets Øtablit une relation de sous-typage entre eux. En
plus des bØnØces liØs à une signature typØe (vØrication, etc), la relation de sous-typage peut
Œtre utilisØe dans les primitives de recherche, comme in qui recherche si un n-uplet d’un type
donnØ correspond à un n-uplet existant. Dans deux espaces distincts, deux n-uplets de types
diffØrents peuvent correspondre par sous-typage.
Des agents sont ajoutØs aux espaces de n-uplets. Ceux-ci sont classØs dans deux catØgories :
(i) les agents systŁme fournis par L2imbo et (ii) les agents applicatifs fournis par les applica-
tions. Cette classication n’est pas rigide car une application est libre d’introduire des agents
systŁme additionnels. L2imbo dØnit trois agents systŁme principaux : les Type Management
Agents, les QoS Monitoring Agents et les Bridge Agents.
Les Type Management Agents dØterminent les relations de typage entre espaces de n-uplets.
Ils fournissent des fonctionnalitØs (i) de recherche permettant à un espace de n-uplets de trouver
des sous-types donnØs dans d’autres espaces de n-uplets et (ii) de ratication autorisant ou non
la crØation d’une relation de sous-typage. Les QoS Monitoring Agents (Connectivity Monitors,
Power Monitors, Cost Monitors, etc) sont inclus dans un espace de n-uplets spØcique prØ-
sent sur chaque machine (Local Management Tuple Space). Ceux-ci injectent dans cet espace
des n-uplets reprØsentant l’Øtat courant du systŁme. Les Bridge Agents fournissent les moyens
(i) de lier de maniŁre arbitraire deux espaces de n-uplets et (ii) de contrôler la propagation des
n-uplets entre ces espaces.
Pour rØaliser l’adaptation, une des techniques principales de L2imbo consiste à utiliser des
Filtering Agents. Un Filtering Agent est un Bridge Agent spØcialisØ pour la transformation de
n-uplets selon diffØrents niveaux de qualitØ de service. Par exemple, un Filtering Agent peut
agir entre deux espaces de n-uplets contenant un ux vidØo MPEG de maniŁre à ne propager
que les trames de type I (voir gure 3.11). Ces agents autorisent la construction en parallŁle
d’espaces de n-uplets offrant le mŒme service mais selon une qualitØ diffØrente.
N−uplets
(trames d’un
flux MPEG)
Filtering
Agent
Espace de n−uplets
FIG. 3.11  Filtering Agent dans L2imbo
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3.2.2.6 Lime
Lime [Picco et al. 1999, Picco et al. 2000] propose un espace de n-uplets gØrant la mo-
bilité physique, correspond aux dØplacements d’un terminal portable, et la mobilité logique,
correspond à la migration de code. Pour cela, Lime introduit la notion d’espace uctuant de
n-uplets (Transiently Shared Tuple Space).
Comme le montre la gure 3.12, cette notion est implantØe à l’aide d’un modŁle agent.
Chaque agent mobile possŁde, de maniŁre permanente, son propre espace de n-uplets (Interface
Tuple Space) contenant les informations que celui-ci souhaite partager avec d’autres agents.
Pour un agent, l’action de rendre accessible son propre espace de n-uplets consiste à s’enregis-
trer dans un espace uctuant. Deux types d’espaces uctuants existent : un espace de n-uplets
propre à chaque machine (Host-Level Tuple Space) qui permet le partage entre agents locaux et
un espace de n-uplets entre machines (Federated Tuple Space) qui permet le partage en rØseau.
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FIG. 3.12  Architecture des espaces de n-uplets dans Lime
La mobilitØ physique est gØrØe par modication de l’espace de n-uplets entre machines à
l’aide de protocoles de gestion de groupe [Murphy et al. 2001]. La mobilitØ logique est assurØe
par la migration des agents entre espaces de n-uplets propres à chaque machine.
Pour pouvoir prendre en compte ces mobilitØs, deux modications principales sont ajoutØes
par rapport au modŁle Linda : l’ajout de la localisation et d’un systŁme de rØaction.
L’ajout d’un n-uplet se fait par dØfaut dans l’espace de n-uplets de l’agent effectuant l’ajout.
Or celui-ci peut trŁs bien vouloir Øcrire dans l’espace d’un autre agent, par exemple, pour
assurer la persistance. La primitive d’Øcriture out[λ](n) prend ainsi en compte la localisation
d’un agent λ.
Les ØvŁnements de changements sont naturellement modØlisØs par des n-uplets. Ceux-
ci sont de diffØrents types : arrivØe et dØpart d’un agent, changement de qualitØ de ser-
vice, etc et sont insØrØs par des agents de surveillance dans un espace de n-uplets particu-
lier LimeSystem ITS prØsent sur chaque machine. Le modŁle de Linda est Øtendu pour pou-
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voir ajouter des rØactions reactsTo(s,p) à ces ØvŁnements (le code s est exØcutØ lorsqu’un
n-uplet correspondant à p est trouvØ). Ces rØactions peuvent s’appliquer de maniŁre syn-
chrone (StrongReaction) ou asynchrone (WeakReaction), et Œtre locales (LocalizedReaction)
ou distribuØes sur un espace uctuant donnØ (UbiquitousReaction).
3.2.3 Partage et équilibrage de charge
La problØmatique du partage et de l’Øquilibrage de charge consiste à mettre à prot, de
la meilleure façon, les possibilitØs d’utilisation des ressources distantes. Le partage de charge
vise à garantir qu’aucune machine n’est sous-chargØe ou surchargØe. L’Øquilibrage de charge
cherche à instaurer une charge uniforme sur toutes les machines.
Pour assurer cette rØpartition de la charge, diffØrents choix et actions doivent Œtre rØalisØs.
Ceux-ci sont traditionnellement mis en place au sein de trois politiques [Zhou 1988] :
Politique d’information : la politique d’information dØnit la nature des informations à col-
lecter, comme l’Øtat d’utilisation des ressources ou les besoins des application. Elle dØ-
nit Øgalement la maniŁre dont ces informations sont collectØes et mises à jour.
Politique d’élection : la politique d’Ølection utilise ces informations ainsi qu’une mØtrique de
charge pour dØcider si une machine est en sur(sous)charge. Elle dØcide particuliŁrement
quelles sont les entitØs applicatives8 en cause.
Politique de placement : la politique de placement dØcide des actions à appliquer aux entitØs
applicatives Ølues. Ces actions peuvent Œtre (i) un placement : choix initial d’une ma-
chine d’exØcution, ou (ii) une migration : transfert en cours d’exØcution d’une machine à
une autre. Pour choisir la machine cible de l’exØcution, les informations collectØes et la
mØtrique de charge peuvent (i) ne pas Œtre utilisØes, comme dans le cas d’un placement
prØdØni, (ii) Œtre utilisØes d’une maniŁre diffØrente de celle de la politique d’Ølection,
comme en choisissant d’Ølire localement mais de placer globalement, ou (iii) Œtre utili-
sØes de maniŁre similaire à la politique d’Ølection.
Une des premiŁres cibles de cette problØmatique a ØtØ la mise en commun
des ressources d’un rØseau de stations de travail (NoW [Anderson et al. 1995]).
Pour chacune de ces politiques, de nombreux algorithmes existent et sont clas-
sØs dans la gure 3.13 [Bernard et Folliot 1996, Guyennet et al. 1997]. Ils ont
ØtØ expØrimentØs dans diffØrents systŁmes comme Radio [Bernard et al. 1991] et
Utopia [Zhou et al. 1992] pour les algorithmes non-adaptatifs et non-prØemptifs,
Condor [Litzkow et Livny 1990] et Sprite [Douglis et Ousterhout 1991] pour les algo-
rithmes prØemptifs, GatoStar [Folliot et Sens 1994] pour le placement et la migration,
PM2 [Namyst et MØhaut 1996] et Stardust [Cabillic et Puaut 1996] pour les algorithmes
adaptatifs.
La problØmatique de rØpartition de charge s’est ensuite dØveloppØe selon deux axes :
(i) l’Ølargissement des critŁres de distribution an de prendre en compte de nouveaux envi-
ronnements (Internet, etc) et de nouvelles applications (applications multimØdias, applications
8Les entités applicatives dépendent du choix du modèle de conception de système distribué : processus, objets,
composants, agents, etc.
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FIG. 3.13  Classication des algorithmes de placement
à grande Øchelle, etc) et (ii) l’augmentation du niveau d’abstraction permettant une utilisation
plus simple.
Dans les approches prØcØdentes, les informations collectØes et l’indice de charge
portent principalement sur le critŁre d’utilisation du processeur. Pour optimiser l’en-
semble des ressources qu’une application peut utiliser, les approches multi-critŁres consi-
dŁrent simultanØment plusieurs nouveaux critŁres [Folliot 1992, Chatonnay et al. 2000,
Gomoluch et Schroeder 2001] : (i) liØs aux ressources : taux d’utilisation de la mØ-
moire, nombres d’entrØes/sorties des pØriphØriques (disques durs, etc), taux d’utilisation
du rØseau (bande passante, dØlai, pertes, etc), etc ou (ii) liØs aux applications : struc-
ture [Decker 2000], variabilitØ [Corradi et al. 1999], nombre d’utilisateurs, etc. Pour rØpondre
de maniŁre encore plus adØquate aux besoins des applications, certains approches per-
mettent aux applications de spØcier leurs propres critŁres. Ainsi, dans [Cen et al. 1995]
et [Nee et al. 1997], la rØservation des ressources est modiØe en fonction de critŁres propres
aux ux vidØo (frØquence et type des trames audio et vidØo). Certaines approches proposent une
spØcication de critŁres de qualitØ de service, comme, par exemple, par le biais de distributed
QoS adapters dans [Campbell et Coulson 1997]. Ceux-ci se combinent aisØment avec les cri-
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tŁres de charge [Bom et al. 1998] et les informations locales [Silaghi et Keleher 2001] d’une
station nale.
An d’abstraire les diffØrents concepts des systŁmes de rØpartition de charge, plu-
sieurs approches proposent des cadres de conception offrant des propriØtØs d’abstraction, de
structuration, de exibilitØ de spØcialisation et d’extension pour les diffØrentes politiques.
SOS [Shapiro et al. 1989] est un systŁme orientØ-objet dont chaque objet est constituØ de frag-
ments (interface client, interface de groupe, objet de connection) [Makpangou et al. 1994].
SOS n’inclue pas de mØcanisme automatique de migration mais offre des politiques pa-
ramØtrables pour la minimisation des communications. Legion [Grimshaw et al. 1997] et
Globe [vSteen et al. 1999] sont des mØta-systŁmes conçus pour des applications à grande-
Øchelle. Legion propose un cadre de conception dans lequel le programmeur peut spØcialiser
la politique de placement des objets [Chapin et al. 1999]. Globe reprend le modŁle d’objets
fragmentØs de SOS : chaque objet est constituØ de sous-objets (sØmantique, communication,
rØplication, contrôle) dont chaque algorithme, notamment le placement et la migration, peut
Œtre spØcialisØ par l’application [Jansen et al. 2001].
Par rapport aux environnements statiques, les environnements mobiles introduisent de nou-
veaux paramŁtres hautement variables liØs au terminal portable, au rØseau sans-l et à l’envi-
ronnement d’exØcution (voir paragraphe 1.3). Pour effectuer une rØpartition de charge ef-
cace dans de tels environnements, il est nØcessaire de les prendre dynamiquement en compte
comme critŁres de distribution. Les trois approches prØsentØes ci-dessous offrent des solu-
tions s’appuyant sur des modŁles de conception diffØrents : Daedalus / TACC pour le modŁle
client/serveur, SOMA pour le modŁle à agents et MARS pour le modŁle n-uplets.
3.2.3.1 Daedalus / TACC
Daedalus est la suite du projet BARWAN et reprend tous les aspects de transformations
de donnØes de celui-ci (voir paragraphe 3.1.1.2). Daedalus propose le modŁle de program-
mation TACC (Transformation, Aggregation, Caching, Customization) pour construire des
services de type Internet. Ceux-ci ont particuliŁrement ØtØ testØs avec TranSend (rØimplan-
tation du serveur Pythia avec une grappe de PCs) et Top Gun Wingman (navigateur pour
3Com PalmPilot) [Fox et al. 1998a, Fox et al. 1998b].
Dans le modŁle TACC, une application est construite à partir de blocs interconnectØs par
des interfaces simples. Chaque bloc, ou Worker, est spØcialisØ pour une tâche particuliŁre
comme une conversion entre deux formats de donnØes. La connection des blocs se fait par
composition en chaîne (comme un pipeline Unix) ou par appel de mØthode.
À partir de cette construction, la partie minimale d’une application s’exØcute sur le ter-
minal portable et les autres blocs s’exØcutent sur un serveur TACC. La gure 3.14 prØsente
l’architecture de celui-ci. Les Front-ends reçoivent les requŒtes des clients mobiles. Le Load
Balancing/Fault Tolerance Manager est ensuite responsable (i) du bon fonctionnement des
Workers : lancement, dØtection et redØmarrage sur pannes, etc et (ii) de la transmission des
requŒtes aux Workers : choix du Worker appropriØ selon la spØcication du prol utilisateur et
selon des critŁres d’Øquilibrage de charge.
Dans l’application Top Gun Wingman, l’optimisation porte sur le dØlai entre le terminal
portable et le serveur. Dans ce cas, l’amØlioration ne porte pas sur la liaison sans-l mais sur le
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FIG. 3.14  Architecture d’un serveur TACC
temps de rØponse des composants de l’application qui s’exØcutent sur le serveur. La stratØgie
employØe est de type overflow pool [Fox et al. 1997]. L’indice de charge est calculØ à partir du
nombre de requŒtes se trouvant dans les les d’attentes des Workers. Lorsque celui-ci dØpasse
un seuil H correspondant au dØlai maximum spØciØ par l’utilisateur, le Manager exØcute un
nouveau Worker pour absorber la charge. Cette approche est extensible puisque, face à un ux
important de requŒtes, il suft de rajouter des Front-ends et des Workers.
Cette approche prØsente nØanmoins le dØfaut de n’avoir qu’un seul serveur et donc de ne
pouvoir utiliser que les ressources dØnies par cet environnement. D’autres approches, comme
Conductor [Yarvis et al. 2000] ou Panda [Reiher et al. 2000], reprennent les mŒmes principes
mais à plus grande Øchelle, en ayant, par exemple, un ensemble de proxies prØsents sur le rØseau
et permettant le dØploiement d’adaptors.
3.2.3.2 SOMA
SOMA (Secure and Open Mobile Agent) [Bellavista et al. 1999] est un cadre de concep-
tion s’appuyant sur des agents mobiles Java et visant à assurer des propriØtØs de sØcuritØ et
d’interopØrabilitØ. Pour protØger les agents entre eux ainsi que vis à vis de l’environnement
d’exØcution, SOMA suit des modŁles de sØcuritØ et propose un ensemble d’outils permettant
la mise en place de politiques exibles de sØcuritØ. SOMA autorise l’interopØrabilitØ entre
diffØrents composants d’une mŒme application, ou d’applications diffØrentes, en suivant les
standards OMG CORBA et MASIF [OMG 2000b].
En plus des services implantant les propriØtØs prØcØdentes, SOMA propose
quatre services additionnels pour supporter la mobilitØ des utilisateurs et des termi-
naux [Bellavista et al. 2001b] (voir gure 3.15). Ceux-ci sont tous implantØs avec des agents
mobiles.
Le service MEN (Mobility-enabled Naming) est capable de traquer des entitØs se dØplaçant
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FIG. 3.15  Architecture du systŁme SOMA avec les services additionnels pour la mobilitØ
dans un environnement à grande Øchelle (de type Internet). Il offre les fonctionnalitØs de dØ-
couverte et de rØpertoire. Celles-ci diffØrent dans leur visibilitØ : la dØcouverte est uniquement
locale et est mise en uvre à l’aide de protocoles de diffusion (broadcast) et d’agents distri-
buØs localement ; le rØpertoire est global et est mis en uvre à l’aide d’une hiØrarchie d’agents
distribuØs sur l’ensemble du rØseau.
Le service UVE (User Virtual Environment) fournit la possibilitØ aux utilisateurs de se
connecter à diffØrents endroits et sur diffØrents terminaux tout en conservant leur conguration
personnelle. Le prol utilisateur spØcie des informations sur les donnØes propres à l’utili-
sateur, comme l’arrangement des icônes et menus de son afchage ou comme les clefs de
cryptage pour son authentication. Il comporte Øgalement des informations relatives aux res-
sources et services utilisØs, comme les caractØristiques requises pour une utilisation ordinaire
ainsi que les contraintes d’adaptations pour des environnements donnØs. Ce service est mis en
uvre de maniŁre centralisØ sur une station propre à l’utilisateur (user home). Pour des raisons
de performance, ce prol est rØpliquØ. Les agents replicas utilisent justement la politique de
placement dØnie par l’utilisateur dans son prol. Celle-ci peut dØpendre de critŁres comme la
distance rØseau, le temps de rØponse ou le taux d’utilisation des machines.
Le service MVT (Mobile Virtual Terminal) assure la continuation de l’exØcution des ap-
plications lors de la mobilitØ d’un terminal. Celle-ci consiste à utiliser le mØcanisme de per-
sistance, effectuer une requalication des ressources et services (nouvelle allocation dans le
nouvel environnement en fonction de l’ancienne allocation), effectuer le transfert ou continuer
l’exØcution en distant ou hors-ligne. Ce service travaille en conjonction avec les services MEN
et VRM : le changement de localisation est enregistrØ dans le premier service en cas de requa-
lication positive, sinon l’exØcution est enregistrØe comme Øtant distante dans le second.
Le service VRM (Virtual Resource Management) assure la gestion des ressources et
des services. Il en conserve les propriØtØs (localisation ↔ identiant, Øtat, etc) et contient
Øgalement une politique d’allocation des ressources et services. Cette derniŁre permet, par
exemple, aux administrateurs de favoriser l’accŁs aux ressources locales et d’Øquilibrer la
charge du systŁme par une redistribution des agents. DiffØrentes politiques d’optimisation
de critŁres ont ØtØ testØes pour diffØrents types d’applications : le taux d’utilisation des
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processeurs et des liens rØseau avec une application de contrôle des ressources et des ser-
vices [Bellavista et al. 2001a], la localisation gØographique avec une application de recherche
d’informations distribuØes [Bellavista et al. 2000] et des critŁres de qualitØ de service vidØo
avec une application de distribution d’application multimØdia [Bellavista et Corradi 2002]. Ces
politiques sont nØanmoins spØcialisØes pour une application donnØe et ne peuvent Œtre mo-
diØes que par les administrateurs et non par une application voulant introduire ses propres
critŁres.
3.2.3.3 MARS
MARS (Mobile Agent Reactive Spaces) [Cabri et al. 2000c] est un systŁme de coordination
d’interactions entre agents mobiles ou entre agents mobiles et ressources de l’environnement.
Il dØnit un espace de n-uplets qui peut Œtre programmØ avec des rØactions spØciques.
Pour rØgler le problŁme d’allocation compØtitive des ressources, une solution implantØe
dans MARS consiste à utiliser une politique à enchŁres [Cabri et al. 2000a]. Les avantages
de MARS pour la mise en uvre d’une telle politique sont que (i) le modŁle Linda permet
d’implanter les services vendeurs et acheteurs de maniŁre simple et uniforme et (ii) la propriØtØ
de programmabilitØ de MARS permet de dØcoupler les politiques à enchŁres, contenues dans
les agents mobiles, des mØcanismes de l’enchŁre qui se trouvent dans l’espace de n-uplets.
La gure 3.16 prØsente le dØroulement d’une enchŁre. L’agent vendeur enregistre d’abord
une offre de vente comprenant la description de la ressource à vendre, une limite de temps, un
prix de dØpart et le type de l’enchŁre. Le type de l’enchŁre correspond à une spØcialisation des
mØcanismes de la politique à enchŁres dans l’espace de n-uplets (agent Reaction jouant le rôle
de commissaire-priseur). Chaque agent acheteur peut ensuite enregistrer un n-uplet comme en-
chŁre. L’agent Reaction (i) surveille ces n-uplets, (ii) dØcide de l’agent acheteur remportant
l’enchŁre lorsque celle-ci est terminØe et (iii) Øcrit un n-uplet pour informer tous les partici-
pants.
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FIG. 3.16  Allocation de ressources par politique à enchŁres dans MARS
MARS fournit un systŁme de surveillance des ressources, et donc n’importe quel critŁre
peut Œtre pris en compte dans une politique à enchŁres. Dans [Cabri et al. 2000a], les critŁres
de prix et d’identitØ de l’acheteur (enchŁre publique ou privØe) sont testØs dans deux politiques
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à enchŁres (First-Price Auction, Vickery Auction). Dans [Cabri et al. 2000b], les mobilitØs lo-
gique et physique sont prises en compte pour effectuer des coordinations dØpendantes de l’en-
vironnement d’exØcution (notamment, utilisation de la localisation dans [Bongli et al. 2001]).
3.2.4 Résumé
Spécialisation de l’adaptation en fonction de l’implantation : le paragraphe 3.2.2 conforte
l’idØe qu’il est nØcessaire d’avoir plusieurs niveaux d’adaptation selon que l’on souhaite
adapter au niveau des moyens de communications, des intergiciels ou de l’application. Il
dØmontre Øgalement que, pour un mŒme niveau d’adaptation, plusieurs mises en uvre
sont possibles (clients/serveurs, agents, espaces de n-uplets) et que chacune d’elles pos-
sŁdent des adaptations propres. Une des adaptations intrinsŁque à un agent mobile est
de se dØplacer, cette adaptation n’a aucun sens pour un espace de n-uplets. Un système
d’adaptation doit proposer un cadre de conception permettant de définir une adaptation
de manière générique et que celle-ci puisse être spécialisée en fonction de l’implantation
souhaitée.
Répartition et environnement : une stratØgie de gestion des ressources travaille en fonction
de dØnitions des ressources et de critŁres de rØpartition. Dans un environnement mo-
bile, ces dØnitions peuvent Œtre amenØes à changer : dØplacement dans un nouveau lieu
possØdant une ressource non dØnie jusqu’alors, nouveau critŁre de rØpartition à prendre
en compte (proximitØ de bornes multimØdia, etc). un système de gestion de ressources
en environnements mobiles doit donc caractériser de manière générique ce qu’est (i) un
environnement mobile : éléments, variabilité, etc et (ii) les services de gestion de cet
environnement : critères, stratégies de répartition, etc.
Stratégie de répartition dynamiquement adaptable : l’adaptabilitØ dynamique est encore
plus cruciale pour les stratØgies de gestion des ressources que pour les stratØgies de
gestion des donnØes. En effet, l’emploi d’une stratØgie de gestion des donnØes inappro-
priØe peut amener des pertes de performance mais cela ne change pas le comportement de
l’application. Par contre, si une stratØgie de gestion des ressources gŁre de maniŁre inadØ-
quate l’arrivØe ou le dØpart de ressources et services, les applications les utilisant peuvent
se terminer brutalement. La stratégie de gestion des ressources d’un système d’adapta-
tion en environnements mobiles doit donc dynamiquement pouvoir changer pour s’adap-
ter aux changements de conditions de l’environnement ou aux changement de caractéri-
sation des ressources ou de l’environnement.
Deuxième partie
Généricité, gestion des ressources et
distribution des applications en
environnements mobiles
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Chapitre 4
Organisation générale du système
d’adaptation
Ce chapitre prØsente l’organisation gØnØrale du systŁme d’adaptation proposØ pour les en-
vironnements mobiles. Celle-ci se prØsente sous la forme d’un cadre de conception et d’une
boîte à outils. Le cadre de conception offre un ensemble de fonctionnalités communØment uti-
lisØes pour la gestion des environnements mobiles. La boîte à outils comprend un ensemble
d’implantations correspondant à des mises en uvre des fonctionnalitØs du cadre de concep-
tion. La gØnØralitØ du cadre de conception et la diversitØ des implantations de la boîte à outils
garantissent l’indØpendance par rapport aux domaines des applications. Une application trou-
vera donc toutes les fonctionnalitØs dont elle a besoin dans le cadre de conception, et, par
spØcialisation, les instanciera par une implantation de la boîte à outils ou par une implantation
qu’elle pourra fournir.
Ce chapitre s’organise comme suit. Le paragraphe 4.1 rappelle les propriØtØs que doit res-
pecter notre systŁme. Le paragraphe 4.2 dØnit quelques concepts de la mØthodologie objet,
notamment les notions de cadre de conception et de boîte à outils. Le paragraphe 4.3 prØsente
l’architecture du systŁme d’adaptation et, plus particuliŁrement, le paragraphe 4.3.1 dØcrit les
fonctionnalitØs faisant parties du cadre de conception et le paragraphe 4.3.2 prØsente les prin-
cipales implantations se trouvant dans la boîte à outils.
4.1 Objectifs
L’objectif de cette Øtude est la conception d’un systŁme adaptatif de distribution d’applica-
tions en environnements mobiles. Il nous est paru important que ce systŁme vØrie un ensemble
de propriØtØs rØpondant aux caractØristiques des systŁmes de l’informatique mobile et des sys-
tŁmes de distribution : la généricité pour l’utilisation par diffØrentes familles d’applications, la
modularité pour un dØcoupage et un dØcouplage adØquat, l’adaptabilité avec la prise en compte
de l’environnement et des applications, l’évolutivité pour correspondre à de nouvelles techno-
logies ou de nouvelles fonctionnalitØs, la dynamicité an de rØagir aux changements sans pour
autant arrŒter le systŁme et l’efficacité en terme de performances et de stabilité. Ces propriØtØs
sont les mŒmes que celles ØnoncØes dans l’introduction du document.
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La suite du chapitre dØtaille l’architecture du systŁme d’adaptation que nous proposons et
comment celle-ci satisfait les propriØtØs de gØnØricitØ, de modularitØ, d’adaptabilitØ et d’exten-
sibilitØ à l’aide d’un dØcoupage en cadre de conception (paragraphe 4.3.1) et boîte à outils (pa-
ragraphe 4.3.2). Le chapitre 5 prØsente de maniŁre plus approfondie les propriØtØs d’adaptabi-
litØ et de dynamicitØ. Le chapitre 6 s’attache à la gestion de l’environnement, de l’application
et à la distribution. Enn, le chapitre 7 revient sur les problŁmes d’efcacitØ associØs.
4.2 Définitions
Quelques termes, empruntØs à la terminologie du domaine de la conception par objets, sont
utilisØs par la suite et nØcessitent donc d’Œtre dØnis. Les trois termes ci-dessous dØcrivent des
outils de conception d’applications. Ils sont prØsentØs du niveau le plus concret vers le plus
abstrait :
Boîte à outils (toolkit) : « A toolkit is a set of related and reusable classes designed to pro-
vide useful, general-purpose functionnality. An example of a toolkit is a set of collection
classes for lists, associate tables, stacks and the like. » [Gamma et al. 1995].
Une boîte à outils n’impose aucune particularitØ de conception d’une application. Elle
permet juste la rØutilisabilitØ en fournissant des implantations de fonctionnalitØs gØnØ-
rales rØpondant aux besoins spØciques de conception d’une application. Une boîte à
outils peut Œtre comparØe aux bibliothŁques de procØdures ou d’appels.
Cadre de conception (framework) : « A framework is a set of cooperating classes that make
up a reusable design for a specific class of software. » [Gamma et al. 1995].
Un cadre de conception dØnit le squelette d’une famille d’applications. Ce squelette dØ-
crit une partie de l’architecture des applications impliquant les fonctionnalitØs utilisØes
ou offertes (classes, objets, services, etc) et les interactions entre celles-ci (appels, dØpen-
dances, contrôle, etc). À la diffØrence d’une boîte à outils, un cadre de conception n’est
pas utilisable en l’Øtat (exØcutable). Il doit Œtre complØtØ, spØcialisØ (voir dØnition
ci-aprŁs) pour la crØation d’une application. Un cadre de conception offre donc l’aide à
la conception, la rØutilisabilitØ et la maintenabilitØ pour une famille d’applications.
Patron de conception (design pattern) : « [A design pattern is] the description of communi-
cating objects and classes customized to solve general design problem in a particular
context. [. . . ] Each design pattern lets some aspect of system structure vary indepen-
dently of other aspects, thereby making a system more robust to a particular kind of
change. » [Gamma et al. 1995].
Un patron de conception est une solution identiØe et rØutilisable à un problŁme rØcurrent
de conception dans un contexte prØcis. Cette solution rØsulte de, et renferme, l’expØrience
de concepteurs sur un point prØcis de conception. Celle-ci offre alors un vocabulaire dØ-
ni permettant une meilleure rØutilisabilitØ par les concepteurs. Un patron de conception
est plus abstrait qu’un cadre de conception puisqu’il existe en tant qu’entitØ logique alors
qu’un cadre de conception possŁde une reprØsentation physique (logicielle). Un patron
de conception est Øgalement plus gØnØrique et prØsente une architecture beaucoup plus
rØduite qu’un cadre de conception puisqu’il doit rØpondre à un problŁme prØcis et non
s’adapter à une classe d’applications.
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Les deux termes ci-dessous dØcrivent des techniques utilisØes lors de l’exØcution d’appli-
cations :
Instanciation (instantiation) : « Every object is an instance of a class. [. . . ] A class specifies
the structure and the behavior of all its instances. [. . . ] Instances of a class share the
same behavior and have a specific state. » [Goldberg et Robson 1989].
De maniŁre plus gØnØrale, l’instanciation est l’action de crØer une entitØ exØcutable (ob-
jet, composant, service, application, etc) à partir de sa description (classes pour les ob-
jets, etc). Chaque entitØ s’exØcute selon un comportement dØni dans sa description mais
possŁde un Øtat interne propre. L’instanciation d’une application s’effectue à partir d’un
cadre de conception ayant ØtØ spØcialisØ.
Spécialisation (specialization) : « A framework defines a high-level language with which ap-
plications within a domain are created through specialization. » [Pree 1997].
La spØcialisation consiste à complØter et/ou à altØrer un cadre de conception an de
naliser son comportement. Cette action rend instanciables les applications dØcrites par
ce cadre. La spØcialisation s’effectue en insØrant du code à certains endroits du cadre
de conception (dØcrits sous diffØrents noms dans la littØrature : variability points, hooks,
hotspots, etc).
4.3 Architecture du système d’adaptation
Dans le chapitre 2, nous avons prØsentØ les approches transparentes, applicatives et rØ-
exives et avons mis en exergue qu’aucune d’entre-elles n’est pleinement satisfaisante vis à vis
de la puissance d’expression de l’adaptation et de la facilitØ et de l’adØquation de l’utilisation
en environnements mobiles.
Le systŁme d’adaptation que nous proposons reprend plusieurs points positifs de ces ap-
proches. Il consiste en une approche rØexive proposant un grand nombre de fonctionnalitØs
dØdiØes aux environnements mobiles. Le choix de l’approche rØexive donne à notre systŁme
une grande capacitØ d’expression de l’adaptation. Les implantations optimisØes des fonction-
nalitØs le rendent appropriØ aux environnements mobiles.
Notre systŁme s’appuie sur un dØcoupage entre la structure abstraite des fonctionnalitØs et
leur mise en uvre concrŁte au sein d’implantations. Les fonctionnalitØs sont regroupØes dans
un cadre de conception et les implantations se trouvent dans une boîte à outils. L’instanciation
du systŁme d’adaptation s’effectue par spØcialisations de notre cadre de conception. Ces spØ-
cialisations peuvent s’appliquer soit (i) statiquement (avant l’instanciation) par les concepteurs
lors du dØveloppement, soit (ii) dynamiquement (à l’instanciation ou pendant l’exØcution) par
tout intervenant autorisØ à modier le comportement du systŁme d’adaptation. Les interve-
nants pouvant effectuer ces modications sont dØtaillØs ci-dessous, mais les notions de sØcuritØ
liØes aux autorisations d’effectuer les modications ne seront pas traitØes dans cette thŁse.
Lors du dØveloppement d’une application devant s’exØcuter en environnement mobile, les
concepteurs de celle-ci sont donc amenØs à faire des choix de spØcialisation de notre cadre de
conception. Ces choix sont illustrØs dans la gure 4.1. Ils s’apparentent à diffØrentes techniques
de spØcialisation :
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Spécialisation par héritage/respect d’interfaces
Demande ou réponse de spécialisation par héritage/respect d’interfaces
Spécialisation par paramétrisation
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FIG. 4.1  SpØcialisation et instanciation (ou spØcialisation et modication d’instance) du sys-
tŁme d’adaptation
(i) La composition
statique : une des premiŁres Øtapes consiste à choisir les fonctionnalitØs parmi la diver-
sitØ offerte par le cadre de conception. Ce choix est laissØ aux concepteurs puisque ce
sont eux qui connaissent le mieux les besoins de leur application et sont alors à mŒme
de connaître les fonctionnalitØs les plus appropriØes. Ceux-ci vont alors crØer le systŁme
d’adaptation par composition des fonctionnalitØs choisies. Dans la gure 4.1, le systŁme
d’adaptation est composØ des fonctionnalitØs F1, F2, F3 et F4.
dynamique : la composition dynamique ne peut se faire que dans le cas oø l’application
elle-mŒme est adaptative. En effet, par rapport au moment de sa dØclaration de besoins en
fonctionnalitØs, celle-ci doit avoir un changement de comportement et dØclarer de nou-
veaux besoins en fonctionnalitØs. Lors de l’instanciation de ce nouveau comportement,
le systŁme d’adaptation se recomposera alors avec les nouvelles fonctionnalitØs.
(ii) L’héritage/respect d’interfaces
statique : une des Øtapes suivantes consiste à complØter les fonctionnalitØs (structures
abstraites) du cadre de conception par des implantations (mises en uvre concrŁtes).
Cette complØtion peut s’effectuer en utilisant des mØcanismes d’hØritage ou tout sim-
plement en construisant des implantations qui respectent les interfaces de la structure.
Comme le montre la gure 4.1, l’implantation d’une fonctionnalitØ peut entiŁrement Œtre
effectuØe par un concepteur (Øtape 1). Notre boîte à outils fournit Øgalement des implan-
tations communØment utilisØes dans les environnements mobiles (Øtapes 2 et 3).
dynamique : la complØtion dynamique des structures du cadre de conception par des
implantations peut toujours Œtre effectuØe par les concepteurs de l’application à partir de
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leurs propres implantations (Øtape 1) ou celles de notre boîte à outils (Øtapes 2 et 3). Cette
spØcialisation peut Øgalement Œtre effectuØe par d’autres intervenants humains comme
les administrateurs (de l’application, du systŁme d’adaptation, etc). Deux intervenants lo-
giciels peuvent aussi dØclencher et rØaliser la spØcialisation : l’application et le systŁme
d’adaptation lui-mŒme. Ainsi, l’application peut avoir ØtØ programmØe non seulement
pour modier son comportement d’exØcution mais aussi les stratØgies d’adaptation du
systŁme (voir gure 2.1 du chapitre 2.1). L’application peut alors spØcialiser une fonc-
tionnalitØ du systŁme d’adaptation avec une implantation lui convenant (Øtape i). L’appli-
cation prend sa dØcision de spØcialisation selon ses propres critŁres, comme, par exemple,
en rØaction à un ØvŁnement de changement d’Øtat de l’environnement mobile fourni par
le systŁme d’adaptation (Øtape ii). L’implantation d’une fonctionnalitØ peut encore Œtre
fournie par l’environnement mobile, par exemple, à l’aide d’un serveur (Øtape iii). Dans
ce cas, c’est soit le systŁme d’adaptation lui-mŒme (Øtape iv puis iii) soit l’application
par l’intermØdiaire du systŁme d’adaptation (Øtapes v, iv puis iii) qui est à l’origine et
rØalise la spØcialisation. Notre systŁme n’offre pas la possibilitØ à l’environnement d’ef-
fectuer les changements, ce domaine de recherche est plutôt abordØ dans les systŁmes
d’informatique de proximitØ et systŁmes d’informations spontanØs [Touzet et al. 2001].
(iii) La paramétrisation (ou configuration)
statique : une des Øtapes suivantes consiste à paramØtrer les fonctionnalitØs prØcØdem-
ment spØcialisØes. Il peut s’agir, pour les concepteurs, de modications de l’Øtat in-
terne d’une ou plusieurs implantations, ou de modications des paramŁtres à prendre
en compte lors des interactions entre les fonctionnalitØs. Ces paramØtrisations peuvent
concerner les implantations provenant des concepteurs (Øtape 4) comme celles de la boîte
à outils (Øtapes 5 et 6).
dynamique : de la mŒme maniŁre que statiquement, la spØcialisation par paramØtrisa-
tion est possible dynamiquement par les concepteurs (ou les administrateurs) de l’appli-
cation (Øtapes 4, 5 et 6). Cette paramØtrisation peut Øgalement Œtre rØalisØe par l’applica-
tion (Øtape vi) ou par le systŁme d’adaptation (Øtape vii).
(iv) L’ajout avec altération
statique : notre systŁme d’adaptation Øtant ouvert, les concepteurs peuvent accØder aux
sources du cadre de conception et de la boîte à outils. Ils peuvent ainsi (i) modier les
interfaces et le corps des fonctionnalitØs et implantations existantes ou (ii) inclure de
nouvelles fonctionnalitØs ou de nouvelles implantations avec leurs propres interfaces.
Toutefois, notre systŁme n’offre aucun outil d’aide ou d’automatisation de cette tâche.
Des outils extØrieurs, comme OpenJava [Chiba et Tatsubori 1998, Tatsubori et al. 2000],
peuvent Œtre alors utilisØs. Dans ce cas, la cohØrence de notre systŁme, ainsi que celle
de l’application construite, sont laissØes à la charge des concepteurs. Nous entendons ici
par cohØrence, la cohØrence structurelle du systŁme et de l’application. Garantir cette co-
hØrence assure qu’à la compilation ainsi qu’à l’exØcution, il n’y aura pas de terminaison
non prØvue du systŁme ou de l’application due à un comportement ou une interaction
inappropriØs entre fonctionnalitØs.
dynamique : notre systŁme d’adaptation n’offre pas d’outils de modication
du code compilØ ni d’interception des appels. Des outils extØrieurs, comme
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Javassist [Chiba 1998a, Chiba 2000] ou Iguana/J [Redmond et Cahill 2000], peuvent
Œtre utilisØs. Comme dans le cas statique, la cohØrence structurelle du systŁme est alors
laissØe aux modicateurs. De plus, la cohØrence fonctionnelle de certaines implanta-
tions de la boîte à outils ne peut plus Œtre assurØe. Par exemple, les implantations de la
fonctionnalitØ de communication garantissent la non-perte d’un message sur le lien sans-
l. Cette garantie ne peut plus Œtre assurØe si, par exemple, les appels effectuant la mise
en tampon des messages sont interceptØs.
Notre approche prØsente plusieurs avantages. Le dØcoupage en cadre de conception et boîte
à outils favorise (i) la rØutilisation : les fonctionnalitØs proposØes dans le cadre de conception
sont sufsamment gØnØriques pour pouvoir Œtre utilisØes par un grand nombre d’applications
et les implantations proposØes dans la boîte à outils sont sufsamment standards pour s’ap-
pliquer à un grand nombre d’environnements mobiles, (ii) la facilitØ de dØveloppement : notre
systŁme traitant des aspects sans-l, les concepteurs d’une application peuvent se concentrer
pleinement sur les aspects purement applicatifs ; cette sØparation est d’autant plus effective que
nous proposons ces facilitØs au sein de fonctionnalitØs permettant de ne pas entremŒler le code
applicatif et le code de gestion du sans-l.
Les techniques de spØcialisation contribuent, de plus, à l’amØlioration de (i) la facilitØ de
dØveloppement : la spØcialisation par composition offre la exibilitØ du choix, de l’ajout, de
retrait de fonctionnalitØs ; la spØcialisation par hØritage/respect d’interfaces offre la facilitØ de
complØtion avec de nombreuses alternatives dans la boîte à outils, (ii) la maintenabilitØ : les
possibilitØs de spØcialisations en cours d’exØcution permettent aux concepteurs ou aux admi-
nistrateurs de faire Øvoluer dynamiquement le systŁme d’adaptation.
4.3.1 Le cadre de conception
Notre cadre de conception est constituØ de fonctionnalitØs rØpondant aux besoins
des applications et aux contraintes des environnements mobiles. La gure 4.2 prØ-
sente ces principales fonctionnalitØs. Leur structure est conçue de maniŁre gØnØrique
an d’obtenir une rØutilisabilitØ maximale. Leur utilisation est illustrØe par plusieurs ap-
plications sans-l dans [AndrØ et Segarra 1999, AndrØ et Saint Pol 2000, AndrØ et al. 2000,
Le Mouºl et al. 2002] et dans la chapitre 7.
Gestion des communications. Cette fonctionnalitØ permet à des entitØs distantes d’Øtablir
une connexion able à travers un lien sans-l. Ici, une connexion able s’entend par la non-
perte et la non-altØration des donnØes transmises malgrØ des dØconnexions possibles. La garan-
tie de non-famine ne peut Œtre assurØe du fait qu’une dØconnexion peut se prolonger à l’inni.
Les concepteurs peuvent ainsi spØcialiser cette fonctionnalitØ en fournissant des implantations
qui garantissent le niveau de abilitØ dØsirØ.
Gestion des données. La fonctionnalitØ de gestion des donnØes se dØcoupe en deux sous-
fonctionnalitØs : le stockage et la cohØrence des donnØes.
Le stockage est rØalisØ par un SystŁme de Gestion des DonnØes (SGD). Celui-ci peut
Œtre implantØ de diverses maniŁres comme par des SystŁmes de Gestion de Base de Don-
nØes (SGBDs) (*SQL, Oracle, etc) ou par des systŁmes de chiers (locaux : ext2, FAT, etc,
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FIG. 4.2  FonctionnalitØs du cadre de conception
ou distants : NFS, Samba, etc). Notre SGD fournit deux abstractions : les entitØs Data
et MetaData. La premiŁre permet de transformer les accŁs gØnØriques au SGD en accŁs spØ-
ciques au SGBD ou au systŁme de chiers. Cette entitØ contient principalement la donnØe
elle-mŒme et les opØrations rØalisables sur celle-ci. L’entitØ MetaData permet d’obtenir des in-
formations pertinentes sur la donnØe, comme sa taille, le temps d’accŁs, etc. Celles-ci sont no-
tamment utiles pour le paramØtrage de fonctionnalitØs faisant des transferts sur le lien sans-l.
Le stockage peut Œtre rØalisØ en tout ou partie sur le terminal portable. Comme cela est
prØcØdemment prØsentØ dans le chapitre 3.1.3, ce stockage sur le terminal portable introduit le
problŁme de cohØrence des donnØes. Notre systŁme rØsout ce problŁme à l’aide d’une fonction-
nalitØ de gestion de la cohØrence des donnØes. Celle-ci se trouve sur chaque machine (serveur
ou terminal portable) oø des donnØes sont rØpliquØs. Ainsi, elle actualise les donnØes locales
avec les modications provenant de machines possØdant des copies, et propage, Øgalement, vers
ces mŒmes machines, toutes modications sur les donnØes locales. Les concepteurs peuvent
spØcialiser cette fonctionnalitØ de maniŁre à mettre en place les stratØgies de cohØrence, de
diffusion et de mise à jour qu’ils dØsirent.
Détection et notification des variations. Cette fonctionnalitØ offre la possibilitØ de surveiller
les changements intervenant dans l’environnement mobile. Celle-ci en dØtecte les variations et
notie alors le systŁme en charge de la rØaction (systŁme rØactif) qui peut Œtre un ensemble
d’applications ou le systŁme d’adaptation.
Elle se prØsente sous la forme d’un ensemble de moniteurs et d’un gestionnaire de mo-
niteurs. Le gestionnaire de moniteur gŁre la durØe de vie de ceux-ci (crØation, (rØ)utilisation,
destruction) en fonction des attentes du systŁme rØactif. Les moniteurs peuvent Œtre de deux
natures : les moniteurs de base (MBs) ou les moniteurs de haut niveau (MHNs). Les MBs
surveillent une ressource basique unique, comme le processeur, la mØmoire, etc. Les MHNs
permettent d’exprimer des conditions de surveillance plus complexes à partir des informations
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fournies par les MBs. Ainsi, par exemple, un MHN de qualitØ de service d’une connexion rØ-
seau peut Œtre dØni à partir des MBs surveillant la bande passante, le temps de latence et le
taux de perte de la liaison sans-l.
Les concepteurs peuvent spØcialiser le gestionnaire de moniteurs pour permettre la crØation
de nouveau type de moniteurs ou dØnir la politique de rØutilisation des moniteurs existants. Ils
peuvent Øgalement spØcialiser les MBs et les MHNs pour Œtre au plus prŁs des caractØristiques
physiques du systŁme d’exploitation et du rØseau sous-jacents au systŁme d’adaptation1.
Les fonctionnalitØs de gestion des communications, gestion des donnØes et dØtection et
notication des variations ont ØtØ traitØes plus en dØtails dans [Segarra 2000]. Leurs implan-
tations sont briŁvement dØcrites dans le paragraphe ci-dessous, mais elles ne seront pas plus
explicitØes dans la suite du document. Les fonctionnalitØs restantes constituent les points im-
portants qui seront dØveloppØs dans cette thŁse et font donc l’objet de chapitres à part entiŁre.
La fonctionnalitØ d’adaptation dynamique est dØcrite dans le chapitre 5. Les fonctionnalitØs de
gestion du terminal portable, de l’environnement et de la distribution des applications sont plus
amplement expliquØes dans le chapitre 6.
4.3.2 La boîte à outils
Notre boîte à outils fournit des implantations pleinement adaptØes à certaines caractØris-
tiques des environnements mobiles. Les concepteurs peuvent les utiliser pour spØcialiser les
fonctionnalitØs du cadre de conception. La gure 4.3 prØsente synthØtiquement quelques-unes
des principales implantations disponibles pour chacunes des fonctionnalitØs :
entités adaptatives, stratégies, etc
Adaptation dynamique :
Gestion des communications :
TCP/IP, tampon
politiques d’élection (critères de charge)
politiques de placement (avec migration)
Gestion de la distribution des applications:
Gestion des ressources locales du mobile :
politiques d’enregistrement
(totale, partielle, etc)
politiques d’information
(centralisée, distribuée, etc)
Gestion des ressources de l’environnement
politiques de détection
(moniteurs de bande passante, CPU, etc)
Détection/notification des variations :
Gestion des données :
SQL, NFS
cohérence en transactionnel
Boite à outils
FIG. 4.3  Principales implantations de la boîte à outils
1Les performances d’un système de détection et notification dépendent, en effet, grandement de l’adéquation
entre les algorithmes de surveillance utilisés et les caractéristiques physiques du système d’exploitation et du réseau
sous-jacents [Hollingsworth et Miller 1993].
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Gestion des communications. L’implantation proposØe pour la fonctionnalitØ de gestion des
communications assure la abilitØ des connexions logiques en dØpit de dØconnexions physiques
pouvant provisoirement survenir sur le lien sans-l. Celle-ci s’appuie sur la couche de commu-
nication TCP/IP. Lors du bon fonctionnement du lien sans-l, la non-perte et la non-altØration
sont assurØs par les mØcanismes d’acquittements et de contrôle des erreurs de TCP/IP. Lors
d’une dØconnexion, les connexions logiques sont maintenues mais les connexions TCP/IP sont
fermØes. Les messages envoyØs à partir de ce moment (ainsi que ceux n’ayant pas ØtØ acquit-
tØs) sont stockØs dans un tampon et leur ordre d’Ømission est conservØ dans un historique. Lors
de la reconnexion, de nouvelles connexions TCP/IP sont Øtablies et les messages stockØs sont
rØØmis dans l’ordre de l’historique.
Gestion des données. Pour chacune des sous-fonctionnalitØs de la gestion des donnØes, le
stockage et la cohØrence, deux implantations sont proposØes. Le stockage peut s’effectuer par
accŁs au systŁme de chiers NFS ou par accŁs à une base de donnØe SQL ou Oracle.
Pour l’implantation utilisant NFS, les lectures et Øcritures sont effectuØes localement sur
des copies maintenues sur le terminal portable. Les modications sont rØintØgrØes par NFS
sur les donnØes du serveur (suivant la procØdure implantØe dans la fonctionnalitØ de cohØrence
dØcrite ci-dessous). Dans cette implantation, l’entitØ Data est spØcialisØe en Bloc autorisant
l’accŁs à un bloc d’un chier NFS.
Pour l’implantation accØdant aux SGBDs, les transactions s’effectuent sur des bases de
donnØes SQL ou Oracle locales au terminal portable. Celles-ci sont ensuite rØpercutØes sur
les bases de donnØes se trouvant sur les serveurs ou les autres terminaux portables (toujours
suivant la procØdure implantØe dans la fonctionnalitØ de cohØrence dØcrite ci-dessous). Dans
cette implantation, l’entitØ Data est spØcialisØe en Row et Table autorisant l’accŁs à une ligne
et à une table des bases de donnØes.
Deux implantations sont Øgalement proposØes pour la sous-fonctionnalitØs de gestion de la
cohØrence : cohØrence par invalidation pØriodique ou cohØrence transactionnelle.
La cohØrence par invalidation est assurØe par un intermØdiaire sur le rØseau xe. Celui-
ci reçoit les demandes d’accŁs aux chiers NFS. Il peut donc vØrier pØriodiquement si les
donnØes prØsentes sur les autres stations ne sont pas plus rØcentes que celles maintenues sur
le terminal portable (si ∃ m ∈ {serveurs, terminaux avec la donn ·ee d} tq mtimem(d) >
mtimeterminal portable(d)). Dans le cas oø une donnØe plus rØcente est trouvØe, une demande
d’invalidation est envoyØe au terminal portable qui charge alors la nouvelle version de cette
donnØe. Le nombre d’invalidations (et consØcutivement le trac sur le lien sans-l) dØpend
alors du taux de partage des donnØes entre les applications.
La cohØrence transactionnelle consiste à permettre d’exØcuter des transactions localement
sur le terminal portable. Ces transactions sont numØrotØes à l’aide d’estampilles (produites à
partir de la fonction mtime). Elles sont ensuite rØintØgrØes pØriodiquement sur le serveur ou les
autres terminaux portables en suivant l’ordre des estampilles. Cet ordre suppose qu’il y ait peu
de conits permettant ainsi d’entrelacer l’exØcution des transactions. Les conits dØtectØs sont
de type Øcriture/Øcriture et Øcriture/lecture ; ils invalident alors les transactions incriminØes et
obligent leurs rØexØcutions.
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Détection et notification des variations. Les implantations des moniteurs doivent tenir
compte au plus prŁs des caractØristiques des systŁmes et rØseaux sous-jacents. Dans la boîte
à outils, nous proposons des implantations qui adressent pØriodiquement les commandes d’un
systŁme Linux sous-jacent.
Les moniteurs de surveillance de la mØmoire et du chier d’Øchange (swap) mesurent la
disponibilitØ à l’aide de la commande free. Les moniteurs de surveillance du processeur me-
surent la charge et le taux d’utilisation de celui-ci à l’aide de la commande top. Les moniteurs
de surveillance de la batterie utilisent « The Linux APM Daemon (Advanced Power Mana-
gement) » (commandes : apmd, apm) [Pennarun] pour mesurer le pourcentage de charge, le
temps de vie restant et le taux de dØcharge de la batterie. Les moniteurs de surveillance du
rØseau sans-l utilisent « The Wireless tools for Linux » (commandes : iwconfig, iwspy, iwlist,
iwpriv) [Tourrilhes] pour mesurer la qualitØ du lien, la force du signal et le niveau du bruit. Le
moniteur de surveillance du dØbit de la bande passante ne fonctionne pas uniquement à partir
d’informations locales. Le concepteur spØcie l’adresse d’une station avec laquelle il souhaite
calculer le dØbit de bout en bout ; le moniteur lui envoie pØriodiquement des messages d’une
taille dØnie ; la station rØceptrice calcule alors le nombre de bits reçus par unitØ de temps.
Comme pour le cadre de conception, les implantations des fonctionnalitØs d’adaptation dy-
namique, de gestion du terminal portable, de l’environnement et de distribution des applications
ne sont pas dØtaillØes ci-dessus, mais leurs mises en uvre sont prØsentØs dans le chapitre 7.
4.4 Conclusion
Travaux similaires. Par rapport aux approches prØsentØes dans le chapitre 2, nous avons es-
sayØ de reprendre les points positifs de chacune (que nous avions listØs dans le tableau 2.2).
Pour la puissance d’expression de l’adaptation, notre systŁme repose sur une approche rØ-
exive. Il reprend la modularitØ des approches applicatives en introduisant plusieurs dØcou-
pages. Et, enn, il tente d’Œtre aussi performant que les approches transparentes avec des mises
en uvre optimisØes pour les environnements mobiles.
Respects des objectifs. La gØnØricitØ de notre systŁme est assurØe par le dØcoupage en cadre
de conception et boîte à outils. Cette modularitØ, fonctionnalitØs et implantations, donne aux
concepteurs (i) une vision synthØtique de ce qu’offre notre systŁme, ainsi qu’(ii) une facilitØ
d’utilisation reposant sur la diversitØ des choix possibles.
Toutes les fonctionnalitØs proposØs traitent d’un point bien particulier de l’environnement
mobile. Certaines s’attachent plus au terminal portable, comme la gestion des communications,
la gestion des ressources locales et la dØtection des variations. Et les autres s’intØressent plus
aux paramŁtres externes inuant sur le terminal portable, comme la gestion des ressources
de l’environnement, la gestion de la distribution des donnØes et des applications. Grâce aux
techniques d’introspection et d’intersession utilisØs, ces fonctionnalitØs peuvent Œtre dynami-
quement spØcialisØs selon diffØrentes techniques : choix des fonctionnalitØs par composition,
modication de la conguration des fonctionnalitØs par paramØtrisation et incorporation de ses
propres implantations par hØritage/respect des interfaces. En, pour chacune de ces fonction-
nalitØs, des implantations optimisØes sont Øgalement proposØes.
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Chapitre 5
Conception d’un système d’adaptation
et de réaction dynamique à
granularité variable
Les fonctionnalitØs prØsentØes dans le chapitre 4 peuvent toutes changer de comporte-
ment (peuvent Œtre spØcialisØes par diffØrentes implantations). Ces changements ou adapta-
tions peuvent Œtre dynamiques, consØcutivement, par exemple, aux variations observØes par la
fonctionnalitØ de dØtection et notication.
Ce chapitre prØsente le cur de notre systŁme, sa partie adaptation et rØaction. Le pa-
ragraphe 5.1 reprend les propriØtØs requises pour notre systŁme et les afne pour la partie
adaptation et rØaction. Le paragraphe 5.2 dØcrit le modŁle de notre systŁme d’adaptation et
de rØaction. Le paragraphe 5.2.1 dØnit notamment notre unitØ logicielle de base, l’entité. Les
paragraphes suivants dØtaillent ensuite les solutions apportØes aux diffØrentes problØmatiques :
comment adapter l’entitØ ? par la dØnition d’entité adaptative (paragraphe 5.2.2), comment
la rendre rØactive ? par la mise en place de stratégies d’adaptation (paragraphe 5.2.3), com-
ment effectuer de multiples adaptations ? en proposant la synchronisation des adaptations (pa-
ragraphe 5.2.4). Dans le paragraphe 5.3, nous effectuons les relations entre notre modŁle de
conception et les modŁles de conception existants, principalement par une hiØrarchisation de
reprØsentation des abstractions de conception (paragraphe 5.3.1). Enn, nous concluons en re-
venant sur les travaux similaires et sur les objectifs xØs.
5.1 Propriétés du système d’adaptation et de réaction
La fonctionnalitØ d’adaptation et de rØaction dynamique fait partie intØgrante de notre cadre
de conception et doit donc satisfaire les mŒmes propriØtØs :
Généricité : les concepteurs, les administrateurs, les applications et le systŁme d’adaptation
ont la possibilitØ de changer le comportement des fonctionnalitØs par diffØrentes spØcia-
lisations. Pour pouvoir autoriser cela, le modŁle d’adaptation proposØ doit donc pouvoir
s’appliquer à toutes les fonctionnalitØs du cadre de conception.
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Modularité : le dØcoupage en fonctionnalitØs et implantations constitue une granularitØ facile
d’utilisation pour les concepteurs. Toutefois, si ceux-ci souhaitent effectuer des traite-
ments plus ns (par exemple, au niveau d’un objet) ou plus grossiers (par exemple, au
niveau d’une application grande-Øchelle), notre systŁme doit proposer une Øchelle de
granularitØ d’adaptation.
Adaptabilité :
Prise en compte de l’environnement : pour pouvoir rØagir et s’adapter aux variations
de l’environnement, notre systŁme d’adaptation doit (i) interagir avec la fonction-
nalitØ de dØtection et de notication, et (ii) permettre de spØcier, au sein d’une
stratØgie d’adaptation, les choix d’adaptations qui doivent alors Œtre appliquØs.
Prise en compte de l’application : tout comme l’application peut spØcialiser les fonc-
tionnalitØs avec ses propres implantations, l’application doit pouvoir spØcialiser les
adaptations possibles et les stratØgies d’adaptation.
Évolutivité : la spØcication des mØcanismes d’adaptation doit Œtre sufsamment souple pour
pouvoir ajouter ou retirer facilement des adaptations possibles ou des stratØgies d’adap-
tation.
Dynamicité : la dynamicitØ de ces spØcialisations est essentielle pour (i) ne pas avoir à arrŒter
le systŁme pour le faire Øvoluer, mais surtout (ii) parce que les choix d’adaptations à un
instant donnØ ne sont plus forcØment pertinent à un autre instant (une fonctionnalitØ que
l’on souhaitait adaptable à un instant ne doit plus l’Œtre à un autre ; une fonctionnalitØ
que l’on souhait adapter d’une certaine maniŁre à un certain instant ne doit plus l’Œtre de
la mŒme maniŁre à un autre instant).
Efficacité :
Stabilité : une variation dans l’environnement induit souvent plus d’un seul change-
ment, se traduisant par l’application de plusieurs adaptations. Dans ce cas d’adap-
tations multiples, deux hypothŁses sont possibles : (i) le systŁme se trouve dans
un Øtat e qui dØclenche n adaptations sur une fonctionnalitØ et amŁne le sys-
tŁme dans l’Øtat e′, (ii) le systŁme se trouve dans un Øtat e qui dØclenche la
ie`me adaptation sur une fonctionnalitØ et amŁne le systŁme dans l’Øtat e′, cet Øtat
dØclenche la i + 1e`me adaptation sur une autre fonctionnalitØ et amŁne le systŁme
dans l’Øtat e′′, etc. Le premier cas correspond à des problŁmes de synchronisation
d’adaptations. Il sera traitØ dans ce chapitre. Le second cas correspond aux effets
« boomerang » et « domino » et sera traitØ dans le chapitre 6.
5.2 Modèle du système d’adaptation et de réaction
La dØnition du modŁle de notre systŁme d’adaptation nØcessite, en premier lieu, d’iden-
tier les acteurs auxquels va s’appliquer l’adaptation. La gure 5.1 prØsente les diffØrents ØlØ-
ments du systŁme. Les terminaux mobiles et les stations xes exØcutent diffØrentes entités
communicantes. Ces entitØs appartiennent à notre systŁme d’adaptation ou aux applications.
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Dans le premier cas, elles correspondent à des fonctionnalitØs ayant ØtØ spØcialisØes et instan-
ciØes. Dans la suite du document, nous les appellerons services. Par exemple, le point (i) de
la gure 5.1 reprØsente ainsi le service de gestion des communications ; le point (ii) montre
le service de dØtection et notication en train de surveiller les ressources d’une station. Ces
entitØs sont reliØes par des dØpendances de communication (point iii) ou des dØpendances de
fonction (point iv). Un dØpendance de fonction peut, par exemple, s’illustrer par un service de
dØcompression qui dØpendrait du service de compression bien qu’il n’y ait pas de communi-
cations directes entre eux, les donnØes pouvant Œtre ØchangØes de maniŁre sous-jacente par un
systŁme de chier ou un SGBD.
Terminal portable
ou station fixe
Terminal portable
ou station fixe
Terminal portable
ou station fixe
Terminal portable
ou station fixe
(ii)
(ii)
(iv)
Entité applicative
Dépendance de communication
Dépendance de fonction
Entité du système d’adaptation (service : fonctionnalité spécialisée et instanciée)
Ressource
(iii)
(i)
(i)
FIG. 5.1  Acteurs du systŁme d’adaptation et de rØaction
5.2.1 Définition d’une entité
Une entitØ est l’unitØ logicielle de conception de notre systŁme d’adaptation. Celle-ci est
abstraite et spØcialisable, ce qui lui permet de s’abstraire des modŁles de conception distri-
buØs (nous reviendrons sur les interactions de notre modŁle et des modŁles de conception dis-
tribuØs dans le paragraphe 5.3). Chaque fonctionnalitØ de notre cadre de conception correspond
à une entitØ. Chaque service de notre systŁme correspond donc à une entitØ ayant ØtØ spØcialisØe
et instanciØe.
Comme le montre la gure 5.2, la structure d’une entitØ est partagØe selon trois aspects :
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AInteraction
AState
AImplementation
Entité
FIG. 5.2  Structure d’une entitØ
L’aspect “communication” : la partie communication (type AInteraction) se charge des in-
teractions avec les autres entitØs.
L’aspect “métier” : la partie mØtier (type AImplementation) effectue les traitements relatifs à
la fonction attendue de l’entitØ.
L’aspect “état” : la partie Øtat (type AState) conserve l’Øtat courant interne de l’entitØ. Bien
que les parties communication et mØtier possŁdent aussi un Øtat interne, l’Øtat d’une entitØ
porte uniquement sur les informations à conserver de la partie mØtier. Pour illustrer la
diffØrence entre Øtat interne des parties et Øtat de l’entitØ, la modication des paramŁtres
d’une connexion entre entitØs ne doit pas, par exemple, se faire sur les Øtats internes des
parties de communication mais par une paramØtrisation du service de communication
utilisØ.
La gure 5.3 prØsente les relations entre ces trois aspects ainsi que leurs possibilitØs de
spØcialisation :
AInteraction
CInteraction1 CImplementation1 CImplementation2CInteraction2
AImplementation
AState
CState2
CState1
Possibilités de spécialisation de l’entité
Entité (i)
(ii) (ii)
(ii)
(i)
FIG. 5.3  Relations entre ØlØments de la structure d’une entitØ et spØcialisations possibles de
ces ØlØments
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Le type AInteraction maintient une relation de composition avec le
type AImplementation (au sens UML (Unified Modeling Language) du terme compo-
sition [OMG 2003a]). Le type AImplementation maintient Øgalement une relation de
composition avec le type AState. Ces relations de composition signient qu’il y a une
agrØgation forte entre ces types impliquant (i) qu’il ne peut y avoir, à un instant donnØ, qu’une
seule instance du type AImplementation liØ avec une instance du type AInteraction (idem
entre AState et AImplementation), (ii) que leurs cycles de vie sont liØes ; la destruction d’une
instance du type AInteraction entraînerait la destruction de l’instance de type AImplementation
qui entraînerait la destruction de l’instance de type AState.
Les spØcialisations suivent les patrons de conception Strategy (point i de la gure 5.3)
et State (point ii de la gure 5.3) [Gamma et al. 1995]. Ainsi, le type abstrait AInteraction
peut Œtre spØcialisØ par hØritage en types concrets CInteraction1 ou CInteraction2 (de
mŒme pour les types AImplementation et AState respectivement en CImplementation1
ou CImplementation2 et CState1 ou CState2). La spØcialisation selon le patron de concep-
tion State ne peut Œtre rØalisØe que lorsqu’une spØcialisation par hØritage a dØjà eu lieu. Elle
permet à un type concret de permuter avec un autre type concret hØritant du mŒme type abs-
trait. Lorsque cette spØcialisation s’effectue dynamiquement entre instances, cela entraîne alors
la destruction de l’instance initiatrice puisque, par composition, il ne peut y avoir qu’une ins-
tance liØe à un instant donnØ.
5.2.2 Définition d’une entité adaptative
Une entitØ adaptative est l’unitØ logicielle dont le comportement peut Œtre modiØ par l’ap-
plication d’adaptations. Par dØnition, une entitØ adaptative est donc une entitØ à laquelle est
rajoutØe la description des adaptations possibles sur celle-ci. La gure 5.4 prØsente la structure
d’une entitØ adaptative :
Entité fonctionnelle
Entité adaptative
Niveau fonctionnel
Niveau méta
Entité d’adaptation
(i) (ii)
FIG. 5.4  Structure d’une entitØ adaptative
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Au niveau fonctionnel, une entitØ adaptative comprend une entité fonctionnelle qui effectue
les traitements attendus de l’entitØ adaptative. Au niveau mØta, la description des possibilitØs
d’adaptations est matØrialisØe par une entité d’adaptation liØe à l’entitØ fonctionnelle. Nous
avons choisi de modØliser la description des adaptations par une entitØ pour obtenir une dyna-
micitØ maximale. La description des adaptations peut, en effet, Œtre dynamiquement modiØe
par (i) la permutation de l’entitØ d’adaptation avec une autre entitØ d’adaptation (en modiant
le lien entre entitØ fonctionnelle et entitØ d’adaptation), ou (ii) la mise en uvre de l’entitØ
d’adaptation par une entitØ elle-mŒme adaptative. Ce dernier cas permet aux concepteurs de
crØer des entitØs adaptatives possØdant plusieurs catØgories d’adaptations. Une entitØ adapta-
tive peut alors, par exemple, avoir les adaptations {a1, a2, a3} applicables dans la situation S1
et permuter pour les adaptations {a4, a5} dans la situation S2.
Les deux paragraphes suivants prØsentent les interactions entre le niveau fonctionnel et le
niveau mØta. Le paragraphe 5.2.2.1 dØtaille le parcours des demandes d’adaptations (Øtape i de
la gure 5.4) et le paragraphe 5.2.2.2 explique la maniŁre d’application de celles-ci (Øtape ii de
la gure 5.4).
5.2.2.1 Demandes d’adaptations du niveau fonctionnel vers le niveau méta
AImplementation
AState
AState
+ Event:apply
Adaptation(a,...)
AInteraction
+ Event:apply
Adaptation(a,...)
AInteraction
+ Event:apply
Adaptation(a,...)
AImplementation
+ Event:apply
Adaptation(a,...)
EntityAdapter
− Adaptation[]:atab
Adaptation(...)
+ Event:apply
Adaptation1...*
Entité fonctionnelle
Entité d’adaptation
(i)
FIG. 5.5  Relations entre ØlØments de la structure d’une entitØ adaptative
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Comme le montre la gure 5.5, l’entitØ d’adaptation est liØe à l’entitØ fonctionnelle
par une relation de composition entre le type AInteraction de l’entitØ fonctionnelle et le
type AInteraction de l’entitØ d’adaptation. Comme pour la structure interne d’une entitØ, cela
signie qu’il ne peut y avoir qu’une seule entitØ d’adaptation liØe à l’entitØ fonctionnelle et
que la destruction d’une instance de l’entitØ fonctionnelle entraîne la destruction de l’instance
d’entitØ d’adaptation liØe.
La spØcialisation de l’entitØ d’adaptation suit le patron de conception Adapter (point i
de la gure 5.5) [Gamma et al. 1995]. Celui-ci a ØtØ modiØ pour permettre, non plus l’in-
terfaçage entre un client et un adaptØ, mais entre l’entitØ fonctionnelle et les n adaptations
de l’entitØ d’adaptation. Le type AInteraction de l’entitØ fonctionnelle fournit la mØthode
Event:applyAdaptation(a,args[]) chargØe d’appliquer l’adaptation a à l’entitØ fonction-
nelle (la rØception de l’ØvŁnement Event conrme sa rØalisation ou son Øchec). Celle-ci est
implantØe par une redirection de l’appel vers la mŒme mØthode dans le type AInteraction de
l’entitØ d’adaptation :
abstract class AInteraction { // Interaction de l’entité fonctionnelle
protected AInteraction adaptationEntityInteraction; // Lien vers l’entité d’adaptation
...
public Event applyAdaptation(String adaptationName, String[] args) {
return(adaptationEntityInteraction.applyAdaptation(adaptationName, args));
}
...
}
FIG. 5.6  Redirection de l’appel applyAdaptation(a,args[]) de l’entitØ fonctionnelle vers
l’entitØ d’adaptation
La mØthode du type AInteraction de l’entitØ d’adaptation redirige Øgalement l’appel vers
la mØthode identique dans le type AImplementation. Le type EntityAdapter spØcialise le
type AImplementation. Il rØpertorie toutes les adaptations applicables à l’entitØ fonctionnelle et
fournit une implantation de la mØthode Event:applyAdaptation(a,args[]) permettant le
routage de l’appel vers la bonne adaptation :
class EntityAdapter { // Adaptateur routant les appels vers la bonne Adaptation
protected Adaptation[] atab; // Références vers les adaptations applicables
...
public Event applyAdaptation(String adaptationName, String[] args) {
return(atab[adaptationName].applyAdaptation(args));
}
...
}
FIG. 5.7  Routage de l’appel applyAdaptation(a,args[]) dans le type EntityAdapter vers
l’Adaptation adØquate
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Les mØthodes1 d’accŁs, d’ajout et de retrait d’adaptations (get|add|removeAdaptation)
sont conçues de la mŒme maniŁre que la mØthode d’application de l’adaptation. Le transit des
appels suit le mŒme chemin du niveau fonctionnel jusqu’au niveau mØta. La seul diffØrence
rØside dans le type EntityAdapter qui met alors à jour ses rØfØrences vers les adaptations.
5.2.2.2 Application des adaptations du niveau méta au niveau fonctionnel
Avant d’appliquer des adaptations, il est nØcessaire de caractØriser les adaptations qu’il
est possible d’appliquer à l’entitØ fonctionnelle. La gure 5.8 rØpertorie les trois catØgories
d’adaptations que nous avons identiØes :
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FIG. 5.8  PossibilitØs d’adaptation d’une entitØ
La premiŁre forme consiste à modier l’Øtat de l’entitØ fonctionnelle. Cette modica-
tion peut Œtre sans conservation d’Øtat (St’ ne dØpend pas de St) ou avec transformation
d’Øtat (St’ = TrAState(St)). La deuxiŁme forme consiste à modier l’implantation de l’entitØ
fonctionnelle. De la mŒme maniŁre que pour l’Øtat, la modication de l’implantation peut se
faire sans conservation de son Øtat interne (Im’ ne dØpend pas de Im) ou avec transformation de
l’Øtat interne (Im’ = TrAImplementation(Im)). Le type AImplementation Øtant liØ par composition
au type AState, cette modication de l’implantation est suivie d’une modication de l’Øtat de
l’entitØ (mŒme si l’Øtat reste le mŒme, celui-ci se prØsentera sous une nouvelle instance). La
troisiŁme forme consiste à modier l’interaction de l’entitØ fonctionnelle. Cette modication se
prØsente de la mŒme maniŁre que la prØcØdente : (i) sans conservation de son Øtat interne (In’ ne
dØpend pas de In) ou avec transformation de l’Øtat interne (In’ = TrAInteraction(In)), et (ii) suivie
des modications de l’implantation et de l’Øtat.
1Par manque de place, nous n’avons pas fait apparaître toutes les méthodes sur la figure 5.5.
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L’avantage d’appliquer une transformation lors d’une adaptation est de pouvoir conserver
une cohØrence interne et externe de l’entitØ. La cohØrence interne est conservØe en rØcupØ-
rant les informations pertinentes d’exØcution, par exemple, les donnØes à sauvegarder dans le
type AState, l’Øtat du ot d’exØcution dans le type AImplementation ou l’Øtat des messages re-
çus et acquittØs dans le type AInteraction. La cohØrence externe est conservØe en informant des
changements les entitØs dØpendantes. Par exemple, lors du changement d’interaction, les entitØs
ayant des dØpendances de communication peuvent Œtre informØes de maniŁre à s’adresser à la
nouvelle instance de la partie communication. Ou encore, lors du changement d’implantation,
les entitØs ayant des dØpendances de fonction peuvent Œtre informØes de maniŁre à accorder
leur partie mØtier.
La gure 5.9 prØsente ces trois formes d’adaptations ainsi que leurs relations avec les dif-
fØrents ØlØments de l’entitØ fonctionnelle :
AImplementation
AImplementation
EntityAdapter
+ AInteraction:
getInteraction()
AInteraction
+ Event:apply
Adaptation(...)
Adaptation
StateAdaptation
+ Event:applyAdaptation(...)
+ Event:applyAdaptation(...)
ImplementationAdaptation
InteractionAdaptation
+ Event:applyAdaptation(...)
+ AInteraction:
getInteraction()
+ AInteraction:
getFunctional
Interaction()
AInteraction
Entité fonctionnelle
1...*
Entité d’adaptation
(i)
AState
AState
(ii)
FIG. 5.9  Relations entre adaptations et ØlØments de la structure de l’entitØ fonctionnelle
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Chacune de ces formes est mise en uvre par un type spØcialisant le type Adaptation.
StateAdaptation spØcialise directement Adaptation, ImplementationAdaptation spØcialise
StateAdaptation et InteractionAdaptation spØcialise ImplementationAdaptation.
Ces adaptations ont besoin d’accØder aux diffØrents ØlØments de l’entitØ fonctionnelle
(i) pour en rØcupØrer les instances et les Øtats internes et effectuer les transformations, et
(ii) pour appliquer les nouvelles instances et les nouveaux Øtats. Deux solutions s’offraient
pour ces accŁs.
La premiŁre solution (point i de la gure 5.9) consistait à maintenir un lien de dØpen-
dance entre chaque adaptation et l’ØlØment concernØ par l’adaptation. Cette solution prØsentait
l’inconvØnient majeur de rendre l’entitØ d’adaptation totalement dØpendante de l’entitØ fonc-
tionnelle. Ainsi, les liens entre toutes les adaptations et les ØlØments à adapter auraient du Œtre
actualisØs lors de la permutation d’entitØs d’adaptation, de l’ajout d’une adaptation et de l’ap-
plication d’une adaptation. De fait, cette solution n’a pas ØtØ retenue.
La seconde solution, que nous avons choisie (point ii de la gure 5.9), consiste à dØnir
des propriØtØs d’introspection et d’intercession pour une entitØ et pour une entitØ adaptative.
Ainsi chaque type AInteraction, AImplementation, AState d’une entitØ comporte les mØthodes
suivantes2 :
public AInteraction:getInteraction(); // retourne l’interaction de l’entité courante
public AImplementation:getImplementation(); // retourne l’implantation de l’entité courante
public AState:getState(); // retourne l’état de l’entité courante
public Event:setInteraction(AInteraction in); // positionne l’interaction de l’entité
// courante à in; retourne Event lorsque
// cela est fait
public Event:setImplementation(AImplementation im); // positionne l’implantation de
// l’entité courante à im; retourne
// Event lorsque cela est fait
public Event:setState(AState st); // positionne l’état de l’entité courante à st; retourne
// Event lorsque cela est fait
FIG. 5.10  MØthodes d’introspection et d’intercession d’une entitØ
NØanmoins, ces mØthodes ne sufsent pas puisque, si on les utilise dans l’entitØ d’adapta-
tion, elles accŁdent aux instances des types AInteraction, AImplementation, AState de l’entitØ
d’adaptation et non aux instances des types AInteraction, AImplementation, AState de l’en-
titØ fonctionnelle. Nous avons donc Øgalement dØni des mØthodes supplØmentaires2 prØsentes
dans chaque type AInteraction, AImplementation, AState de l’entitØ d’adaptation :
2Par manque de place, nous n’avons pas fait apparaître toutes les méthodes sur la figure 5.9.
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abstract class AInteraction { // Interaction de l’entité d’adaptation
protected AInteraction functionalEntityInteraction; // Lien vers l’entité fonctionnelle
...
public AInteraction:getFunctionalInteraction() { // retourne l’interaction de
// l’entité fonctionnelle
return(functionalEntityInteraction.getInteraction());
}
...
// Idem pour getFunctionalImplementation() et getFunctionalState()
...
public Event:setFunctionalInteraction(AInteraction in) { // positionne l’interaction de
// l’entité fonctionnelle à in;
// retourne Event lorsque cela
// est fait.
return(functionalEntityInteraction.setInteraction(in));
}
...
// Idem pour setFunctionalImplementation(AImplementation) et setFunctionalState(AState)
...
}
FIG. 5.11  MØthodes d’introspection et d’intercession de l’entitØ adaptative (illustrØes par le
type AInteraction de l’entitØ d’adaptation)
Comme dans le paragraphe prØcØdent pour la redirection des demandes
d’adaptations, les mØthodes d’accŁs set|getFunctional* redirigent les ap-
pels vers les mØthodes d’introspection et d’intercession de l’entitØ fonction-
nelle. Les types Adaptation peuvent ensuite utiliser ces mØthodes pour dØ-
nir la mØthode d’application de l’adaptation (Event:applyAdaptation(args[]))
et celle de transformation de l’ØlØment concernØ de l’entitØ (par exemple,
Aimplementation:implementationTransformation(im, st, args[])). La gure 5.12
l’illustre ci-dessous avec une adaptation d’implantation :
class ImplementationAdaptation extends StateAdaptation { // Adaptation d’implantation
// héritage de la déclaration de variable
// protected EntityAdapter entityAdapter;
...
// héritage de la déclaration de méthode
// public AState stateTransformation(AState st, String[] args);
...
public Event applyAdaptation(String[] args) { // méthode d’application de l’adaptation
AState cfs; // current functional state
AState tfs; // transformed functional state
AImplementation cfi; // current functional implementation
AImplementation tfi; // transformed functional implementation
...
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// récupération des éléments de la structure de l’entité fonctionnelle
cfs = entityAdapter.getFunctionalState();
cfi = entityAdapter.getFunctionalImplementation();
...
// transformations de ces éléments
tfs = stateTransformation(cfs, args);
tfi = implementationTransformation(cfi, tfs, args); // on reprend l’état transformé
...
return(entityAdapter.setFunctionalImplementation(tfi));
}
...
public AImplementation implementationTransformation(AImplementation im,
AState st,
String[] args) { // transformation
// d’une implantation
AImplementation tim; // transformed implementation
...
// Création d’une nouvelle instance d’implantation
tim = new Implementation(im, st);
// Ici, modifications de l’implantation tim
...
// On prévient, par exemple, les entités ayant des dépendances fonctionnelles
...
return(tim);
}
}
FIG. 5.12  Utilisation des mØthodes d’introspection et d’intercession pour appliquer une adap-
tation d’implantation
On peut noter dans la gure 5.12 que l’on peut interagir, dans la procØdure de transfor-
mation, avec les entitØs prØsentant des dØpendances de communication ou de fonction. Ces
notications d’adaptations sont donnØes à titre informatif aux entitØs dØpendantes. Les entitØs
rØceptrices des notications d’adaptations peuvent, en effet, trŁs bien choisir (i) de modier
leurs comportements pour Œtre en conformitØ avec les adaptations rØalisØes, ou (ii) d’entamer
une procØdure de nØgociation pour trouver un compromis d’adaptation satisfaisant les deux
parties, ou encore (iii) de rompre les dØpendances n’Øtant pas satisfaites ou ne pouvant s’adap-
ter au nouveau comportement.
Cette solution de dØnition de mØthodes d’introspection et d’intercession procure une
grande indØpendance et une grande gØnØricitØ à nos entitØs adaptatives. L’indØpendance est
garantie par le fait que le seul lien qui subsiste entre entitØ fonctionnelle et entitØ d’adaptation
est le lien de composition entre les interactions. La gØnØricitØ est procurØe par les faits que
(i) les mØthodes d’introspection et d’intercession s’appliquent à toutes les entitØs et à toutes
parties de leur structure, (ii) les adaptations ne sont pas conçues en fonction d’une entitØ fonc-
tionnelle particuliŁre mais sont applicables à toute entitØ fonctionnelle courante à un instant t.
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5.2.3 Entité adaptative et réaction
Dans les paragraphes prØcØdents, une entitØ adaptative peut changer de comportement si
on le lui dit. La notion de dØcision de l’adaptation n’y est pas incluse et est donc laissØe à
la charge d’acteurs extØrieurs comme le concepteur, l’administrateur ou l’application. Une des
attentes de notre systŁme est de pouvoir rØagir à diffØrents ØvŁnements comme, notamment,
les variations observables dans l’environnement mobile. La dØcision d’adaptation doit donc
pouvoir Œtre prise à l’intØrieur d’une entitØ. Cela nous amŁne à la dØnition d’une entitØ auto-
adaptative.
Une entitØ auto-adaptative est l’unitØ logicielle pouvant dØcider de son changement de com-
portement par l’application d’adaptations. Par dØnition, une entitØ auto-adaptative est une en-
titØ adaptative à laquelle est rajoutØe la description des dØcisions d’adaptations que celle-ci peut
prendre. La gure 5.13 prØsente la structure d’une entitØ auto-adaptative :
Service de détection
et de notification
Entité fonctionnelle
Entité de réaction
Entité auto−adaptative
Entité d’adaptation
Niveau fonctionnel
Niveau méta
FIG. 5.13  Structure d’une entitØ auto-adaptative
Au niveau fonctionnel, une entitØ auto-adaptative comporte toujours l’entitØ fonctionnelle
qui effectue les traitements attendus de l’entitØ auto-adaptative. Au niveau mØta, la description
des possibilitØs d’adaptations est toujours à la charge de l’entitØ d’adaptation. La nouveautØ
rØside au niveau mØta dans l’entité de réaction qui matØrialise la description des dØcisions
possibles d’adaptations. Nous avons choisi de modØliser l’entitØ de rØaction par une entitØ pour
les mŒmes raisons de dynamicitØ ØvoquØes dans le paragraphe 5.2.2. L’entitØ de rØaction est
liØe à l’entitØ fonctionnelle puisque l’entitØ fonctionnelle peut vouloir changer à tout moment
les dØcisions à prendre. Elle est Øgalement liØe à l’entitØ d’adaptation puisque, sans adaptations
à appliquer, les dØcisions d’adaptations seraient sans objet. De maniŁre à prendre ses dØcisions,
l’entitØ de rØaction interagit avec le service de dØtection et notication an d’Œtre informØe des
variations de l’environnement mobile.
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Au sein de l’entitØ de rØaction, les dØcisions d’adaptations sont maintenues dans une stra-
tégie d’adaptation. Celle-ci est conçue comme un automate dont les Øtats reprØsentent l’Øtat
d’exØcution courant de l’entitØ fonctionnelle et les transitions reprØsentent les conditions sur
les variations de l’environnement mobile et la dØcision de l’adaptation à appliquer dans ce cas.
La gure 5.14 donne l’exemple d’une stratØgie d’adaptation pour un service de transmission
d’images compressØes :
Entité fonctionnelle (In, Im, St) :
Im = algorithme de compression GIF
Entité fonctionnelle (It, Im’, St’) :
Im’ = algorithme de compression JPEG
St’ = taux de qualité de 75%
Entité fonctionnelle (It, Im’, St’’) :
Im’ = algorithme de compression JPEG
St’’ = taux de qualité de 50%
Bande passante > X
Adaptation de l’implantation
JPEG −> GIF
Bande passante > Y
Adaptation de l’état
50% −> 75%
Bande passante < Y
Adaptation de l’état
75% −> 50%
Bande passante < X
Adaptation de l’implantation
GIF −> JPEG (taux de 75%)
FIG. 5.14  StratØgie d’adaptation pour un service de transmission d’images compressØes
Dans cet exemple, si la bande passante se trouve Œtre supØrieure à une valeur X, l’implan-
tation de l’entitØ fonctionnelle est un algorithme de compression au format GIF. Si la bande
passante diminue mais est toujours supØrieure à une valeur Y, une adaptation de changement
d’implantation est appliquØe permutant ainsi l’implantation de l’entitØ fonctionnelle vers un al-
gorithme de type JPEG. Une adaptation de changement d’Øtat3 est Øgalement appliquØe xant
le taux de qualitØ à 75%. Si la bande passante se trouve Œtre infØrieure à la valeur Y, une adap-
tation de changement d’Øtat est appliquØe xant le taux de qualitØ à 50%. Dans cette stratØgie
d’adaptation, les transitions inverses appliquent les adaptations inverses.
La gure 5.15 prØsente la structure d’une entitØ adaptative, et, notamment, la maniŁre dont
est implantØe la stratØgie d’adaptation.
L’entitØ de rØaction est liØe à l’entitØ fonctionnelle et à l’entitØ d’adaptation par des relations
de composition entre les types AInteraction. Comme pour l’entitØ adaptative, cela signie qu’il
ne peut y avoir qu’une seule entitØ de rØaction liØe à l’entitØ fonctionnelle. La destruction d’une
instance de l’entitØ fonctionnelle entraîne la destruction de l’instance d’entitØ de rØaction liØe.
Mais, aussi, la destruction d’une instance de l’entitØ d’adaptation entraîne la destruction de
l’instance d’entitØ de rØaction liØe.
La spØcialisation de l’entitØ de rØaction suit le patron de conception Adapter (point i
de la gure 5.15) [Gamma et al. 1995]. Celui-ci permet l’interfaçage entre l’entitØ fonc-
tionnelle et la stratØgie d’adaptation de l’entitØ d’adaptation. La stratØgie d’adaptation de
3L’adaptation de changement d’état n’est pas notée dans l’action à effectuer lors de la transition puisqu’elle est
implicite du fait qu’une adaptation d’implantation implique une adaptation d’état.
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AImplementationAInteraction
AImplementationAInteraction
EntityAdapter
StrategyControler AdaptationStrategy
Transition
InitialState
Adaptation
Entité de réaction
1...*
Entité d’adaptation
1...*
Entité fonctionnelle
(i)
FIG. 5.15  Relations entre ØlØments de la structure d’une entitØ auto-adaptative
type AdaptationStrategy est composØe d’un ensemble de transitions de type Transition.
Une Transition maintient une dØpendance directe avec l’Adaptation qu’elle doit appliquer. Nous
avons ici fait le choix de maintenir des dØpendances directes car l’entitØ de rØaction ne peut in-
trinsŁquement pas Œtre indØpendante de l’entitØ d’adaptation. En effet, toutes modications
dans les adaptations possibles doivent se rØpercuter sur la stratØgie d’adaptation. Par exemple,
le retrait d’une adaptation rØfØrencØe dans une transition conduit à l’invalidation de cette tran-
sition.
Les mØthodes4 d’accŁs à la stratØgie d’adaptation (get|setAdaptationStrategy) ainsi
que les mØthodes4 d’accŁs, d’ajout et de retrait de transitions (get|add|removeTransition)
sont conçues de la mŒme maniŁre que la mØthode d’application de l’adaptation (dans
le paragraphe 5.2.2.1). Le transit des appels suit le mŒme chemin du niveau fonction-
nel jusqu’au niveau mØta, mais en passant par l’entitØ de rØaction. Et cette fois-ci, c’est
le type StrategyControler qui met à jour sa rØfØrence vers la stratØgie d’adaptation et le
type AdaptationStrategy qui met à jour ses rØfØrences vers les transitions.
4Par manque de place, nous n’avons pas fait apparaître toutes les méthodes sur la figure 5.15.
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5.2.4 Entité adaptative et synchronisation d’adaptations multiples
Dans le paragraphe prØcØdent, les entitØs auto-adaptatives rØagissent aux variations de l’en-
vironnement. Seulement, une variation dans l’environnement induit souvent plus d’un seul
changement, se traduisant par l’application de plusieurs adaptations. Dans ce cas d’adaptations
multiples, deux hypothŁses sont possibles :
(i) Les conditions de l’environnement mobile se trouvent dans un Øtat c qui dØ-
clenche la ie`me adaptation ai sur l’entitØ e et amŁne les conditions de l’en-
vironnement mobile dans un Øtat c′. Cet Øtat c′ dØclenche la i + 1e`me adapta-
tion ai+1 sur l’entitØ e′ et amŁne les conditions de l’environnement mobile dans un
Øtat c′′, etc
(
∀i {ci} ai, ci→ci+1(ei) {ci+1}
)
. Ce cas correspond aux effets « boo-
merang » et « domino » et sera traitØ dans le chapitre 6.
(ii) Les conditions de l’environnement mobile se trouvent dans un Øtat c qui dØclenche
n adaptations a sur l’entitØ e et amŁne les conditions de l’environnement mobile dans
un Øtat c′
(
{c} ∀i ai, c→c′(e) {c′}
)
. Ce cas correspond à des problŁmes de synchro-
nisation d’adaptations et peut Œtre rØglØ par la mise en place d’adaptations particuliŁres.
La gure 5.16 prØsente la maniŁre dont nous avons mis en place les adaptations mul-
tiples. Une adaptation multiple est dØnie comme un type MultipleAdaptations spØcia-
lisant le type Adaptation. Il contient les rØfØrences des diffØrentes adaptations à appli-
quer (Adaptation[] atab). Il dØnit Øgalement les mØthodes5 de manipulation de l’ensemble
des adaptations (set|get|add|removeAdaptations). Par contre, il ne dØnit pas la mØthode
d’application des adaptations Event:applyAdaptation(args[]).
Adaptation
+ Event:applyAdaptation(...)
MultipleAdaptations
− Adaptation[] atab
+ Event:applyAdaptation(...)
2...n
SequentialAdaptations
+ Event:applyAdaptation(...)
SynchronisedParallelAdaptations
+ Event:applyAdaptation(...)
NonSynchronisedParallelAdaptations
+ Event:applyAdaptation(...)
FIG. 5.16  Synchronisation des adaptations multiples
Un des avantage de nos MultipleAdaptations est qu’elles sont elles-mŒmes des Adaptation.
À partir de quelques dØnitions d’adaptations multiples basiques, il est ainsi pos-
5Par manque de place, nous n’avons pas fait apparaître toutes les méthodes sur la figure 5.16.
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sible de les combiner pour dØnir des sØquences complexes de synchronisation.
Les types SequentialAdaptations, SynchronisedParallelAdaptations et NonSynchronised-
ParallelAdaptations spØcialisent le type MultipleAdaptations et dØnissent dans la mØ-
thode Event:applyAdaptation(args[]) des maniŁres basiques d’application de l’ensemble
des adaptations. Les gures 5.17 et 5.18 prØsentent, par exemple, respectivement une maniŁre
sØquentielle et une maniŁre parallŁle synchronisØe d’appliquer l’ensemble des adaptations.
class SequentialAdaptations extends MultipleAdaptations { // Adaptations séquentielles
// héritage de la déclaration de variable
// protected Adaptation[] atab;
...
public Event applyAdaptation(String[] args) { // méthode d’application séquencielle
// de l’ensemble ordonné des adaptations
int i = 0; // compteur pour la séquentialité
Event currentAdaptationResult; // résultat de l’adaptation courante
...
repeat
currentAdaptationResult = atab[i].applyAdaptation(args); // ième adaptation
i++;
until ( isOK(currentAdaptationResult) and i<=atab.length);
...
return(currentAdaptationResult);
}
}
FIG. 5.17  Adaptations appliquØes de maniŁre sØquentielle
class SynchronisedParallelAdaptations extends MultipleAdaptations { // Adaptations parallèles
// et synchronisées
// héritage de la déclaration de variable
// protected Adaptation[] atab;
...
public Event applyAdaptation(String[] args) { // méthode d’application de l’ensemble
// des adaptations
Event[] currentAdaptationResults; // ensemble des résultats des adaptations
Event currentAdaptationResult; // résultat final
...
forall i in atab do
currentAdaptationResults[i] = atab[i].applyAdaptation(args);
done
// on ne sort de la boucle parallèle que lorsque l’on a tous les résultats d’adaptations
...
// on construit un évènement relatant le succès des adaptations ayant réussies
currentAdaptationResult = new Event(all i which isOK(currentAdaptationResults[i]));
...
return(currentAdaptationResult);
}
}
FIG. 5.18  Adaptations appliquØes de maniŁre parallŁle synchronisØe
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L’ØvŁnement rØsultat fournit par l’application d’une adaptation multiple nØcessite quelques
explications. Dans le cas de l’application d’une unique adaptation, l’ØvŁnement rØsultat ne doit
pas Œtre interprØtØ comme j’ai rØussi à appliquer l’adaptation ou non mais comme je suis
dans un Øtat cohØrent rØsultant de l’adaptation, ou sinon je suis dans l’Øtat cohØrent prØcØdent.
Dans le cas d’adaptations multiples, l’ØvŁnement rØsultat ne doit pas Œtre interprØtØ comme
j’ai rØussi à appliquer en entier tout l’ensemble des adaptations ou bien aucune adaptation
mais comme je suis dans l’Øtat cohØrent rØsultant de l’application de tout l’ensemble des adap-
tations, ou sinon je suis dans un Øtat cohØrent rØsultant de l’application d’un sous-ensemble des
adaptations. Ainsi dans la gure 5.17, l’ØvŁnement rØsultat retourne l’adaptation jusqu’à la-
quelle la sØquence s’est correctement dØroulØe. Dans la gure 5.18, l’ØvŁnement rØsultat com-
prend les identications des adaptations s’Øtant correctement dØroulØes. Cette maniŁre d’im-
planter les ØvŁnements rØsultats est plus souple que la mØthode du tout ou rien puisqu’elle
offre à l’invocateur de l’adaptation multiple la possibilitØ de dØcider si cette adaptation multiple
partielle lui convient ou non. De plus, cette maniŁre d’implanter les ØvŁnements rØsultats peut
toujours Œtre utilisØe pour implanter le tout ou rien si celui-ci est vraiment requis. Dans les
gures 5.17 et 5.18, il est toujours possible soit (i) d’appliquer les adaptations dans le sens in-
verse (aprŁs vØrication de la possibilitØ de retour arriŁre dans l’automate), soit (ii) d’appliquer
les adaptations sur une entitØ copie qui ne sera validØe que si toutes les adaptations se dØroulent
correctement.
5.3 Définition des modèles de conception par spécialisation d’en-
tité
Comme le montre la gure 5.19, lorsque l’on examine un systŁme, on s’aperçoit que celui-
ci se compose d’un grand nombre d’entitØs. Cette constatation s’accentue en examinant les
systŁmes distribuØs et à grande Øchelle. Lorsque l’on examine un service d’un systŁme, on
s’aperçoit Øgalement que celui-ci peut ne pas se composer uniquement d’une entitØ mais en
comporter de nombreuses (point i de la gure 5.19), et Øgalement que certaines entitØs peuvent
ainsi Œtre regroupØes pour former un service (point ii).
La composition et la reprØsentation d’une entitØ par un ensemble d’entitØs introduit
la notion de niveau d’abstraction. Ainsi, dans la gure 5.19, l’entitØ E reprØsente les
entitØs E1, E2, E3 et E4. Tout changement de comportement dans les entitØs reprØsen-
tØes E1, E2, E3 et E4 entraîne une modication de comportement de l’entitØ reprØsentatrice E,
et c’est pour cela que l’entitØ E doit maintenir des dØpendances de niveau d’abstraction avec
les entitØs reprØsentØes E1, E2, E3 et E4.
L’application d’adaptations dans ces conditions posent deux problŁmes : (i) une adapta-
tion donnØe est-elle pertinente pour une entitØ, un ensemble d’entitØs comme un service ou
un systŁme ? (ii) à qui dois-je m’adresser pour appliquer cette adaptation ? Pour rØsoudre ces
problŁmes, nous proposons une Øchelle de reprØsentation des abstractions de conception (pa-
ragraphe 5.3.1). Nous illustrons ensuite la propagation des adaptations au sein de l’Øchelle
de niveaux (paragraphe 5.3.2), et donnons, enn, quelques exemples concrets de spØcialisa-
tion (paragraphe 5.3.3).
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Terminal portable
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Terminal portable
ou station fixe
Terminal portable
ou station fixe
Terminal portable
ou station fixe
(ii)
(i)
Dépendance de niveau
EE1
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E4
FIG. 5.19  Regroupement des entitØs du systŁme d’adaptation et de rØaction
5.3.1 Hiérarchie de représentation des abstractions de conception
En reprenant le dØcoupage des modŁles de conception introduit dans le paragraphe 3.2.2,
nous avons rØpertoriØ plusieurs niveaux d’abstractions de conception. Ceux-ci sont prØsentØs
dans la gure 5.20.
Ainsi, en partant du niveau le plus abstrait, un modŁle reprØsente une famille d’appli-
cations ; une application peut utiliser plusieurs intergiciels ; un intergiciel distribuØ peut Œtre
implantØ de diffØrentes maniŁres (Client/Serveur, Agents, N-uplets) ; ceux-ci peuvent utiliser
diffØrents services (de communication, de stockage, etc) ; chaque service peut comprendre de
nombreux composants qui peuvent eux-mŒmes comporter plusieurs objets.
Notre systŁme d’adaptation propose de reprØsenter chaque abstraction de conception par
une entitØ adaptative spØcialisØe. Nous avons utilisØ, par extension, la notation d’hØritage entre
les niveaux d’abstractions et l’entitØ adaptative. Cette notation doit Œtre comprise dans le sens
de spØcialisation et non d’hØritage.
Une abstraction de conception maintient une relation d’utilisation avec les abstractions des
niveaux infØrieurs. Ces relations ne sont pas exclusives et peuvent court-circuiter des niveaux.
Une application peut, par exemple, utiliser des composants et des objets sans passer par un
intergiciel (point i de la gure 5.20). Notre Øchelle n’est Øvidemment pas exhaustive et de
nombreuses abstractions peuvent y Œtre ajoutØes.
Cette reprØsentation en niveaux d’abstractions apporte principalement deux avantages :
(i) Pour les diffØrentes interactions avec une instance d’un certain niveau d’abstraction, l’in-
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FIG. 5.20  Échelle de reprØsentation des abstractions de conception
terlocuteur est bien identiØ en la personne de l’entitØ fonctionnelle de l’entitØ adapta-
tive. Par exemple, pour un systŁme construit à partir de nombreux services, il n’est plus
besoin de connaître parfaitement les services auxquels s’adresser, il suft de s’adresser à
l’entitØ adaptative reprØsentant le systŁme.
(ii) Les adaptations pertinentes pour une instance d’un certain niveau d’abstraction sont
concentrØes au sein de l’entitØ d’adaptation de l’entitØ adaptative. Par exemple, pour une
application construite à partir de composants, l’ajout d’un composant est traitØ comme
une adaptation de l’application. En restant au niveau des composants, un composant par-
ticulier n’aurait pu dØcider de cet ajout, ne connaissant pas les dØpendances (et leurs
impacts) que ce composant doit instaurer sur l’ensemble des composants.
Cette Øchelle offre donc à notre systŁme une granularitØ variable d’adaptation selon le
niveau d’abstraction auquel on se place. Ainsi, un concepteur peut dØnir des adaptations s’ap-
pliquant du niveau le plus n, comme la transformation du code d’un objet, au niveau le plus
global, comme la transformation de modŁle d’application [BØzivin 2001].
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5.3.2 Propagation des adaptations au sein de l’échelle de niveaux d’abstractions
Chaque abstraction Øtant le rØsultat de la spØcialisation d’une entitØ adaptative, l’applica-
tion d’adaptations s’effectue conformØment aux mØthodes prØsentØes dans le paragraphe 5.2.2.
Avec cette mØthode, l’application d’adaptations peut donc Øgalement inuer sur les entitØs
dØpendantes de celle-ci. Ici, toutefois, les dØpendances sont d’une nature impliquant des rØper-
cutions diffØrentes. Dans le cas des dØpendances de communication et de fonction, les noti-
cations d’adaptations sont donnØes à titre informatif aux entitØs dØpendantes. Dans le cas de
dØpendances de niveau d’abstraction, toute adaptation de l’entitØ reprØsentatrice entraîne des
adaptations sur les entitØs reprØsentØes. Et, de la mŒme maniŁre, toute adaptation d’une entitØ
reprØsentØe entraîne des adaptations sur l’entitØ reprØsentatrice.
La gure 5.21 prØsente ci-dessous la maniŁre dont sont propagØes les adaptations au sein
de l’Øchelle de niveaux d’abstractions :
...
public AImplementation implementationTransformation(AImplementation im,
AState st,
String[] args) { // transformation
// d’une implantation
AImplementation tim; // transformed implementation
Ainteraction e1Interaction; // interaction de l’entité fonctionnelle de e1
Ainteraction e2Interaction; // interaction de l’entité fonctionnelle de e2
Ainteraction e3Interaction; // interaction de l’entité fonctionnelle de e3
Ainteraction e4Interaction; // interaction de l’entité fonctionnelle de e4
...
// Création d’une nouvelle instance d’implantation
tim = new Implementation(im, st);
// Ici, modifications de l’implantation tim
...
// Application de différentes adaptations aux entités avec lesquelles
// l’entité E présente des dépendances de niveau d’abstraction
e1Interaction.applyAdaptation(e1Adaptation1, args);
e2Interaction.applyAdaptation(e2Adaptation7, args);
e3Interaction.applyAdaptation(e3Adaptation0, args);
e4Interaction.applyAdaptation(e4Adaptation1, args);
...
return(tim);
}
...
FIG. 5.21  Exemple de propagation des adaptations au sein de l’Øchelle de niveaux d’abstrac-
tions
L’exemple ci-dessus correspond à l’application d’une adaptation sur l’entitØ reprØsen-
tatrice E. Ici, la procØdure de transformation, appelØe lors de l’application de l’adapta-
tion, maintient les dØpendances de niveau d’abstraction sous forme de liens vers les in-
teractions des entitØs fonctionnelles. Lors de cette adaptation de E, les entitØs reprØsen-
tØes E1, E2, E3 et E4 sont modiØes en consØquence par l’application d’adaptations (les adap-
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tations e1Adaptation1, e2Adaptation7, e3Adaptation0 et e4Adaptation1 sont appli-
quØes respectivement sur E1, E2, E3 et E4).
L’exemple prØsentØ illustre une propagation descendante des adaptations (du niveau le plus
abstrait vers le plus concret). La propagation peut aussi Œtre ascendante. Par exemple, l’applica-
tion d’une adaptation sur E1 peut trŁs bien dØclencher une adaptation sur E. Le fait de pouvoir
propager de maniŁre descendante et ascendante pose le problŁme de la prØsence de boucles :
l’adaptation sur E1 dØclenche une adaptation sur E, l’adaptation sur E dØclenche une adapta-
tion sur E1, etc. Ce problŁme correspond aux effets « boomerang » et « domino » et sera traitØ
dans le chapitre 6.
5.3.3 Exemples de spécialisations de modèles de conception
Les gures 5.22, 5.23 et 5.24 reprennent la notation UML caractØrisant une spØcialisation
contrainte. Le cadre de droite explicite cette contrainte. La partie supØrieure du cadre montre à
quoi correspondent les diffØrentes parties de l’entitØ fonctionnelle. La partie infØrieure du cadre
dØtaille les adaptations possibles sur l’entitØ fonctionnelle.
Entité adaptative
Objet
ImplementationAdaptation −> Insertion d’indirections
StateAdaptation
FIG. 5.22  ModŁle objet par spØcialisation d’entitØ adaptative
La premiŁre gure prØsente le modŁle objet. Celui-ci est un des plus simples possibles.
Il ne possŁde aucune contrainte sur les parties de l’entitØ fonctionnelle. Les adaptations pos-
sibles sont aussi assez sommaires puisqu’il est principalement possible de changer d’Øtat. Une
adaptation de changement d’implantation par transformation du code de l’objet (insertion d’in-
directions, etc) est Øgalement possible sous rØserve d’avoir accŁs à des outils de modication
de code.
Implementation −> Algorithme pour atteindre les buts
StateAdaptation −> Changement de localisation
State −> Localisation, buts
StateAdaptation −> Changement de buts
ImplementationAdaptation −> Changement d’algorithme
pour atteindre les buts
Entité adaptative
Agent
FIG. 5.23  ModŁle agent par spØcialisation d’entitØ adaptative
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La seconde gure prØsente le modŁle agent. L’Øtat de l’entitØ fonctionnelle doit compor-
ter la localisation et les buts de l’agent. L’implantation de l’entitØ fonctionnelle doit effectuer
les dØmarches nØcessaires pour atteindre les buts. Les adaptations possibles sur l’agent sont
donc soit (i) un changement de localisation (par une adaptation de l’Øtat), soit (ii) un change-
ment de buts à atteindre (Øgalement par une adaptation de l’Øtat), soit (iii) un changement de
l’algorithme de rØsolution des buts (par une adaptation de l’implantation).
Entité adaptative
State −> État des communications et des services
Implementation −> Algorithmes des services
Interaction −> Méthodes de communication (Event, RPC, etc)
StateAdaptation −> Changement d’état des services
ImplementationAdaptation −> Changement des algorithmes de services
ImplementationAdaptation −> Ajout, retrait de services
InteractionAdaptation −> Changement de méthode de communication
Intergiciel
FIG. 5.24  ModŁle intergiciel par spØcialisation d’entitØ adaptative
La troisiŁme gure prØsente le modŁle intergiciel. Celui-ci est un peu plus complexe. L’Øtat
de l’entitØ fonctionnelle est composØ des Øtats internes et des Øtats de communication des ser-
vices. L’implantation correspond à ce que peuvent faire les services. Et enn, an de pou-
voir interagir avec un maximum d’entitØs extØrieures, l’interaction peut disposer de plusieurs
mØthodes de communication (RPC, par ØvŁnements, etc). Les adaptations applicables à l’in-
tergiciel sont alors soit (i) un changement d’Øtat des services (par une adaptation de l’Øtat),
soit (ii) un changement d’implantation des services (par une adaptation de l’implantation),
soit (iii) un ajout ou un retrait de services (par une adaptation de l’implantation), soit (iv) un
changement de mØthode de communication (par une adaptation de l’interaction).
Toutes les abstractions prØsentØes dans l’Øchelle de niveaux peuvent ainsi rØsulter de la
spØcialisation d’une entitØ adaptative. Il suft, pour cela, de prendre les spØcicitØs propres à
chaque abstraction de conception.
5.4 Conclusion
Travaux similaires. Les systŁmes prØsentØs dans les paragraphes 2.2 et 2.3 s’attellent aux
problŁmes de variations en environnements mobiles, et, pour cela, offrent des solutions ad hoc
au problŁme de l’adaptation. Par rapport à ces approches, notre systŁme propose une approche
gØnØrique de gestion de l’adaptation.
Pour ce qui est des approches rØexives, plusieurs systŁmes proposent l’application dy-
namique d’adaptations mais aucun ne tient compte d’un quelconque environnement mobile.
ASM [Bruneton et al. 2002] permet d’effectuer dynamiquement n’importe quelles transforma-
tions de classes Java. Pour gagner en temps d’exØcution et taille mØmoire, il n’effectue aucune
interposition, ne gØnŁre aucun nouveau code, ne garde aucune reprØsentation en mØmoire des
adaptations et des objets à modier, mais travaille directement sur les classes elles-mŒmes.
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Cette approche est extrŒmement performante mais ne peut Œtre appliquØe que pour des trans-
formations simples et ne permet pas la gestion des adaptations (comme, par exemple, pour
revenir en arriŁre aprŁs l’application d’une transformation).
Jabyce [Lenglet 2002] propose un cadre d’adaptation dØcouplant le modŁle logique et le
modŁle physique. Au niveau logique, le cadre comprend des composants adaptateurs s’appli-
quant à des entitØs logiques. Au niveau physique, Jabyce utilise BCEL [Dahm 1999] (et s’ap-
plique donc au niveau des classes Java) et dØnit 21 types d’entitØs logiques (Class, Method,
Instruction, etc) et un type de composant adaptateur pour chaque entitØ. Dans cette ap-
proche, le cadre d’adaptation permet de gØnØrer automatiquement les interfaces et les classes
de base mais l’assemblage de composants adaptateurs est statique, ne gŁre pas de dØpendances
et peut s’appliquer à une seule classe à la fois.
[Bobeff et NoyØ 2003] approfondit les techniques de spØcialisation en dØcrivant l’Øvalua-
tion partielle, la fragmentation de programme, la fusion et la ssion de programme. Cette ap-
proche dØnit un modŁle de composant prenant en compte les contraintes de ces diffØrentes
techniques de spØcialisation : conditions d’utilisation, dØpendances intra- et inter-composants.
Notre systŁme d’adaptation Øtant sufsamment gØnØrique, chacune des techniques utilisØes
dans ces systŁmes peut Œtre intØgrØe dans le nôtre.
De plus, ces approches se placent toujours à un niveau d’abstraction bien dØni
comme les composants [Cervantes et Ket 2002], les connecteurs [Vadet et Merle 2002,
Budau et Bernard 2003], les aspects [Beauvois et Coupaye 2002], les intergi-
ciels [QuØma et al. 2002] ou les applications [Roose et al. 2002]. Aucune approche ne
propose de modŁle d’adaptation pour diffØrents niveaux d’abstractions.
[Berger 2002, Blay-Fornarino et al. 2002] prØsente une approche intØressante et complØ-
mentaire de la nôtre. En effet, dans notre systŁme, lors d’une adaptation, les entitØs dØpendantes
de celle-ci en sont informØes et peuvent alors dØcider du comportement à suivre (s’adapter
Øgalement, rompre la dØpendance, nØgocier, etc). Lors d’une interaction de ce type, notre sys-
tŁme n’offre toutefois que les mØcanismes de notication ou d’application d’une adaptation.
[Berger 2002, Blay-Fornarino et al. 2002] propose un service d’interaction qui pourrait Œtre
utilisØ pour codier les comportements des diffØrentes interactions possibles. Le langage ISL
utilisØ permet une grande exibilitØ comme la fusion d’interactions assurant la commutativitØ
et la transitivitØ lors de l’instanciation d’interactions.
Respects des objectifs. La gØnØricitØ de notre systŁme est fournie par nos unitØs logicielles
de conception : les entitØs, les entitØs adaptatives et les entitØs auto-adaptatives. Celles-ci abs-
traient la conception et propose une granularitØ variable d’adaptation (selon une Øchelle de
niveaux d’abstractions).
Les entitØs adaptatives proposent diffØrentes mØthodes d’accŁs permettant l’ajout et le re-
trait d’adaptations. Les entitØs auto-adaptatives proposent diffØrentes mØthodes d’accŁs per-
mettant l’ajout, le retrait et la modication d’une stratØgie d’adaptation. Celle-ci maintient les
dØcisions d’adaptations à prendre et interagit avec le service de dØtection et notication pour
vØrier les variations et appliquer les adaptations le cas ØchØant. Ces mØthodes autorisent les
concepteurs, les applications ou le systŁme d’adaptation lui-mŒme à effectuer les spØcialisa-
tions des entitØs.
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Le dØcoupage en entitØs, selon le niveau fonctionnel et niveau mØta, avec l’utilisation de
mØthodes d’introspection et d’intercession, procure une grande dynamicitØ et une grande sou-
plesse d’Øvolution à notre systŁme. Toute adaptation peut, en effet, s’effectuer dynamiquement
en modiant ou redØnissant uniquement la partie spØcique concernØe.
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Chapitre 6
Conception d’un système de gestion de
ressources et de distribution
d’applications en environnements
mobiles
L’utilisation de terminaux portables couplØs avec des moyens de communication sans-l
est en pleine expansion. Les utilisateurs de telles congurations attendent maintenant d’accØ-
der aux mŒmes fonctionnalitØs que celles prØsentes dans leur conguration classique (statique).
Le chapitre 1 a mis en Øvidence les contraintes liØes aux environnements mobiles, notamment
la pauvretØ des ressources d’un terminal portable (comparØe aux besoins importants des appli-
cations actuelles) et leur extrŒme variabilitØ.
Pour pallier ces inconvØnients, nous proposons une approche consistant à mettre à prot
l’environnement d’un terminal portable pour l’exØcution de ses applications. Notre approche
prend donc deux hypothŁses sur l’environnement : (i) la qualitØ et la quantitØ des ressources
disponibles dans l’environnement d’un terminal portable sont supØrieures (ou au moins Øgales)
aux ressources dont dispose le terminal portable, (ii) la variabilitØ de l’environnement d’un
terminal portable (en terme de consØquence de la mobilitØ : disponibilitØ des ressources, etc)
est infØrieure (ou au moins Øgale) à la variabilitØ du terminal portable. Ces hypothŁses sont
rØalistes et s’appliquent dans la plupart des cas comme un problŁme de dimensionnement. Si
l’on prend, comme exemple, un utilisateur à bord d’un train à grande vitesse, celui-ci est trop
mobile vis à vis de cellules de communication de type rØseaux locaux sans-l, mais il ne l’est
pas vis à vis de cellules de communication radio à courte portØe avec les autres utilisateurs du
train.
Ce chapitre prØsente les fonctionnalitØs de gestion de ressources et de distribution d’appli-
cations de notre systŁme. Le paragraphe 6.1 reprend les propriØtØs que doit satisfaire notre
systŁme, tout particuliŁrement pour ces fonctionnalitØs. En premier lieu, le paragraphe 6.2
caractØrise l’environnement mobile avec le modŁle de Ressources / Entités utilisatrices (pa-
ragraphe 6.2.1), les particularitØs de l’environnement mobile (paragraphe 6.2.2) et la prise
en compte de ce modŁle dans les entitØs prØalablement dØnies (paragraphe 6.2.3). Le pa-
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ragraphe 6.3 dØcrit le modŁle d’applications que nous allons considØrer.
Ensuite, le paragraphe 6.4 dØnit le cur de notre systŁme de gestion des ressources et de
distribution d’applications, avec son architecture et ses services (paragraphe 6.4.1), l’introduc-
tion de politiques adaptatives dans les services (paragraphe 6.4.2), la dØnition des services et
politiques par rapport aux entitØs (paragraphe 6.4.3) et enn la maniŁre de contrôler de pos-
sibles adaptations en chaîne au sein de ces services (paragraphe 6.4.4).
Pour nir, nous concluons en revenant sur les travaux similaires et sur les objectifs xØs.
6.1 Propriétés du système de gestion de ressources et de distribu-
tion d’applications
Les fonctionnalitØs de gestion des ressources et de distribution des applications s’inscrivent
dans notre systŁme et doivent satisfaire, au mŒme titre, aux propriØtØs gØnØrales ØnoncØes :
Généricité : pour que les fonctionnalitØs de gestion des ressources et de distribution des ap-
plications puissent s’appliquer à n’importe quel environnement mobile, il est nØcessaire
de prØcisØment caractØriser : (i) l’environnement mobile, avec les ressources mises à
disposition, avec leurs particularitØs comme la variabilitØ, etc, (ii) la maniŁre dont les ap-
plications peuvent spØcier leurs besoins, (iii) et, enn, la maniŁre de faire correspondre
les deux premiers points.
Modularité : le dØcoupage en fonctionnalitØs ne doit pas occulter la granularitØ obtenue dans
l’Øchelle d’abstractions du chapitre prØcØdent. Les fonctionnalitØs de gestion des res-
sources et de distribution des applications doivent donc rØutiliser le concept d’entitØ,
avec Øventuellement diffØrentes modications rØpondant aux exigences de ces fonction-
nalitØs.
Adaptabilité :
Prise en compte de l’environnement : le but des fonctionnalitØs de gestion des res-
sources et de distribution des applications est justement de tirer parti de l’envi-
ronnement de la meilleure façon possible.
Prise en compte de l’application : les fonctionnalitØs de gestion des ressources et de
distribution des applications doivent s’acquitter de deux sortes d’exigences de la
part d’une application : (i) les besoins (caractØrisØs à l’aide de la spØcication ci-
tØe dans le point GØnØricitØ) doivent Øvidemment Œtre satisfaits dans la mesure
du possible (de l’environnement), (ii) tout comme dans le chapitre prØcØdent une
application peut spØcialiser les adaptations possibles et les stratØgies d’adaptations,
ici, une application doit pouvoir spØcialiser les diffØrentes politiques correspondant
à la maniŁre dont elle souhaite que les ressources soient gØrØes et la maniŁre dont
diffØrentes applications peuvent Œtre distribuØes.
Évolutivité : les spØcications doivent Œtre sufsamment souples pour permettre d’ajouter (et
de retirer) facilement de nouvelles ressources et de nouveaux besoins. Les fonctionnalitØs
doivent aussi Œtre sufsamment adaptables pour permettre d’ajouter (et de retirer) de
nouvelles politiques de gestion des ressources ou de distribution des applications.
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Dynamicité : il est indispensable que les Øvolutions prØcØdemment citØes puissent s’effectuer
dynamiquement. En effet, en raison de la propriØtØ de dØplacement intrinsŁque aux en-
vironnements mobiles, l’apparition et la disparition de ressources, l’arrivØe et le dØpart
dans diffØrents rØseaux de communication sans-l sont considØrØs comme des ØvŁne-
ments normaux qui doivent directement Œtre impactØs sur le fonctionnement de notre
systŁme et des applications.
Efficacité :
Performances : le paragraphe 3.2.3 a montrØ qu’il n’y a pas de politique optimale pour
tous types d’environnements mobiles. An de spØcialiser les politiques de nos fonc-
tionnalitØs de gestion de ressources et de distribution d’applications, notre boîte
à outils doit donc fournir diverses implantations optimisØes pour diffØrents envi-
ronnements mobiles. Les mØcanismes d’adaptation dynamique permettront ensuite
d’appliquer judicieusement le changement d’implantations des politiques.
Stabilité : une variation dans l’environnement induit souvent plus d’un seul change-
ment, se traduisant par l’application de plusieurs adaptations. L’application d’adap-
tations en chaîne peut, dans certains cas, se rØvØler dØsastreuse pour la stabilitØ
du systŁme. Par exemple, pour la fonctionnalitØ de distribution, si l’adaptation à
appliquer est la migration d’une entitØ applicative, l’enchaînement de migrations
conduit au rØsultat inverse d’optimisation d’exØcution de l’application (de part le
coßt liØ à chaque migration). Nous allons donc traiter dans ce chapitre des effets
« boomerang » et « domino » (le systŁme se trouve dans un Øtat e qui dØclenche
la ie`me adaptation sur une fonctionnalitØ et amŁne le systŁme dans l’Øtat e′, cet Øtat
dØclenche la i + 1e`me adaptation sur une autre fonctionnalitØ et amŁne le systŁme
dans l’Øtat e′′, etc).
6.2 Caractérisation de l’environnement mobile
Avant de dØnir les diffØrents services de gestion de l’environnement mobile, il est nØ-
cessaire de caractØriser les diffØrents ØlØments se trouvant dans cet environnement mobile. Le
paragraphe 6.2.1 dØnit ce que sont les ressources et les entitØs qui peuvent les utiliser. Le
paragraphe 6.2.2 montre comment les aspects propres à l’environnement mobile sont pris en
compte dans notre modŁle. Et, enn, le paragraphe 6.2.3 prØsente la maniŁre dont cette utilisa-
tion est mise en place au niveau des entitØs.
6.2.1 Définition du modèle de Ressources / Entités utilisatrices
Dans le chapitre 2, nous avions donnØ une dØnition d’un environnement mobile. An
de mettre en Øvidence plusieurs aspects intervenant dans la conception de notre systŁme de
gestion de ressources et de distribution d’applications, cette dØnition peut Œtre prØcisØe pour
l’environnement d’un terminal portable :
Environnement d’un terminal portable : l’environnement d’un terminal portable est consti-
tuØ de l’ensemble des ressources et entités utilisatrices prØsentes sur les terminaux (mo-
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biles ou non)1 accessibles dans la cellule de communication sans-l.
Les ressources de l’environnement mobile correspondent ainsi aux ØlØments soit (i) fournis-
sant une capacitØ d’effectuer des traitements, soit (ii) rØalisant un traitement bien dØni. Chaque
ressource possŁde des caractØristiques propres et, pour les diffØrencier, ces offres doivent donc
Œtre classiØes. Comme le montre la gure 6.2, nous avons optØ pour une hiØrarchie par spØ-
cialisation assez classique. Les ressources se divisent en deux catØgories : les ressources matØ-
rielles et les ressources logicielles.
Les ressources de la premiŁre catØgorie reprØsentent les ØlØments matØriels du terminal
portable (le processeur, la mØmoire, l’Øcran, la carte rØseau, etc) mais reprØsentent Øgale-
ment les ØlØments matØriels distants dans l’environnement mobile (une imprimante, un scan-
ner, les ØlØments matØriels de terminaux distants, etc). Les ressources de la seconde catØgo-
rie correspondent à diffØrents ØlØments logiciels pouvant aller du niveau le plus proche de la
machine (type et services des systŁmes d’exploitation), au niveau des intergiciels (avec, par
exemple, les services de notre propre systŁme) jusqu’au niveau applicatif (librairies applica-
tives ou directement les applications : commerce Ølectronique, journaux Ølectronique, etc).
Les entitØs utilisatrices correspondent aux ØlØments logiciels ayant des besoins d’effec-
tuer des traitements. Pour exprimer ces besoins en fonction des caractØristiques des ressources,
nous avons optØ pour un modŁle Ressources / Offres et EntitØs utilisatrices / Demandes (voir -
gure 6.1).
Ressource
Mémoire
Offre
Offre
mémoire libre
Demande
mémoire libre
Demande Entité utilisatrice
concordance ?
concordance ?
* *
FIG. 6.1  ModŁle Ressources / Offres et EntitØs utilisatrices / Demandes
Une Ressource se voit donc adjointe un certain nombre d’Offre. Leur lien est une rela-
tion de composition et signie donc qu’une instance d’Offre est liØe à une seule instance
de Ressource et que la destruction de l’instance Ressource entraîne la destruction de toutes
les instances d’Offre liØes (une offre n’a, en effet, aucun raison d’Œtre s’il n’existe pas de
ressource correspondante). L’Entité utilisatrice possŁde, de maniŁre symØtrique, un certain
nombre de Demande (Øgalement liØes par composition). Pour effectuer la correspondance entre
ces Offre et Demande, plusieurs mØthodes de concordance sont spØciØes.
Les attributs d’une ressource et les termes des offres et demandes ne sont concrŁtement
implantØs que lors de la spØcialisation. Ainsi, dans la gure 6.1, Ressource est spØcialisØe
en MØmoire, Offre est spØcialisØe en Offre mØmoire libre. Si l’Entité utilisatrice nØcessite de la
mØmoire libre, elle doit alors crØer une demande coïncidente Demande mØmoire libre, spØcia-
lisation de Demande.
1Y compris le terminal portable lui-même.
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Ressource
matérielle
Ressource
Processeur Mémoire Carte réseau Ecran Imprimante
Carte EthernetModem
Modem ADSL
Carte Ethernet
100 MB/s
Carte Ethernet
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logicielle
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Système
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Windows Unix
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FIG. 6.2  Exemples de classication des ressources par spØcialisation
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L’Øtablissement d’une concordance est bijective, ce qui signie qu’il faut que l’offre
concorde avec la demande mais aussi que la demande concorde avec l’offre. Cela se traduit par
les mØthodes boolean isConformed(Demand) et boolean isConformed(Offer), respecti-
vement au sein d’Offre mØmoire libre et de Demande mØmoire libre, spØcialisations d’Offre et
de Demande.
La gure 6.3 donne l’exemple d’une implantation de ces mØthodes :
class FreeMemoryOffer extends Offer { // Offre de mémoire disponible
protected int freeMemory;
...
public int getValue() {
return(freeMemory);
}
...
public boolean isConformed(Demand demand) { // Méthode de vérification de la
// conformité entre offre et demande
// Vérification de la conformité du type
if (!demand.getClass().getName()
.equals("AeDEn.toolkit.environment.resources.FreeMemoryDemand"))
{
return(false);
}
else {
return(decisionMetric(demand) == 1);
}
}
...
public float decisionMetric(Demand freeMemoryDemand) { // Métrique de décision
if (freeMemoryDemand.getValue() <= freeMemory) {
return(1);
}
else {
return(0);
}
}
...
}
FIG. 6.3  Exemple d’implantation de la mØthode de concordance et de la mØtrique de dØcision
au sein d’une offre de mØmoire disponible
En premier, les termes de l’offre sont caractØrisØs (ici, valeur freeMemory et mØ-
thode int getValue()). Ensuite, lors du test de concordance d’une demande, le type
de la Demande est vØriØ et doit correspondre à la demande symØtrique de l’offre cou-
rante (ici, FreeMemoryDemand). Cette vØrication est effectuØe dans le but de pouvoir accØder
aux attributs symØtriques de ceux de l’offre (sinon, par exemple ici, l’application de la mØ-
thode int getValue() n’aurait aucun sens sur un autre type de demande comme Demande
de service de dØtection). La mØthode de concordance fait appel à une mØtrique de dØcision,
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qui donne un coefcient de concordance entre l’offre et la demande concernØs. Ici, dans notre
exemple, la mØtrique est simple puisqu’elle est binaire (la demande en mØmoire est-elle infØ-
rieure à l’offre ?). Mais, elle peut Œtre plus complexe, comme par exemple, sous la forme d’un
pourcentage reØtant la demande qui maximise le plus l’offre de mØmoire.
Nous avons sØparØ ces deux mØthodes par souci de rØutilisabilitØ. En effet, la mØtrique de
dØcision peut trŁs bien Œtre appelØe par les entitØs utilisatrices pour qu’elles puissent reformu-
ler leurs demandes de maniŁre à atteindre la concordance. De la mŒme maniŁre, les mŒmes
mØthodes de concordance et mØtrique de dØcision existent dans une Demande et peuvent Œtre,
par exemple, utilisØes dans le cas oø une ressource cherche à satisfaire exactement une entitØ
utilisatrice dØnie.
6.2.2 Particularités liées à l’environnement mobile
Parmi les ressources de l’environnement, la plupart de celles-ci ne sont pas propres aux
environnements mobiles et se retrouvent dans presque toutes les machines (processeur, mØ-
moire, etc). Le fait d’Œtre dans un environnement mobile nous oblige toutefois à devoir
(i) prendre en compte des ressources qui n’existent pas ailleurs, et (ii) rØexaminer les carac-
tØristiques des ressources prØexistantes en fonction de ces nouvelles ressources.
Ces nouveautØs s’orientent selon deux axes :
(i) Axe du déplacement / mouvement :
(a) Plusieurs nouvelles ressources doivent Œtre crØes : carte rØseau sans-l de
type WaveLan, carte rØseau sans-l de type Bluetooth, carte rØseau sans-l satel-
litaire, carte GPS (Global Positioning System), etc. Elles possŁdent toutes, en plus
des caractØristiques classiques (dØbit, latence, etc), de nouvelles caractØristiques
comme la qualitØ du signal, la force du signal, le niveau du bruit ou la localisation.
Ces caractØristiques ne sont pas facilement interprØtables mais elles permettent de
calculer des indices plus explicites, comme le taux de variabilitØ du dØbit de la
bande passante, les probabilitØs de dØconnexion / reconnexion ou une estimation
de la durØe de connexion / dØconnexion.
(b) AprŁs l’introduction de ces nouvelles ressources, les ressources prØexistantes
doivent Œtre mises à jour avec la caractØristique de localisation. En effet,
dans un environnement statique, peu importe la localisation d’une ressource
du moment qu’elle est accessible. Par contre, dans un environnement mo-
bile, la localisation permet de savoir si l’accessibilitØ est possible, durable
et conditionne mŒme les donnØes ØchangØes dans certaines application d’ubi-
quitØ [Spreitzer et Theimer 1993, Schmidt et al. 2002].
(ii) Axe de la consommation d’énergie :
(a) La principale ressource devant Œtre crØØe est la batterie. Ces principales caractØris-
tiques sont son niveau de charge et son taux de dØcharge. Ils permettent de calculer
une estimation de la durØe de vie de la batterie.
(b) Les ressources prØexistantes doivent Œtre mises à jour avec la puissance Ølectrique
qu’elles consomment. Cette puissance importe peu dans un environnement statique
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oø les machines sont reliØes au secteur2. À l’inverse, dans un environnement mo-
bile, la consommation des ressources se trouvant sur un terminal portable s’avŁre
primordiale puisqu’elle conditionne la durØe d’utilisation du terminal portable.
Les nouvelles ressources peuvent Œtre insØrØes dans la hiØrarchie prØcØdente aussi facile-
ment que les ressources prØexistantes. Ces ajouts et modications peuvent Œtre rØalisØs dyna-
miquement, car la mØthode de concordance effectue lors de l’exØcution une vØrication de type
permettant de dØterminer si les nouvelles caractØristiques sont bien accessibles aux demandes.
Cela rend notre modŁle de ressources parfaitement adaptØ aux environnements mobiles.
6.2.3 Gestion du modèle au niveau d’une entité
En examinant notre classication des ressources, il est aisØ de constater que celle-ci par-
court plusieurs niveaux d’abstractions de conception (du niveau matØriel jusqu’au niveau ap-
plicatif). De mŒme, en examinant notre classication des abstractions de conception (voir pa-
ragraphe 5.3.1), il est aisØ de voir que chaque niveau offre ses fonctionnalitØs aux niveaux
supØrieurs et nØcessite des fonctionnalitØs des niveaux infØrieurs.
Pour bØnØcier des avantages de ces deux classications, nous avons intØgrØ le modŁle
Offres / Demandes à l’intØrieur du modŁle d’une entitØ. Cela nous amŁne à la dØnition d’une
Ressource / EntitØ utilisatrice.
Une Ressource / EntitØ utilisatrice est l’unitØ logicielle pouvant gØrer l’utilisation extØrieure
de sa propre fonctionnalitØ. Par dØnition, une ressource / entitØ utilisatrice est donc une en-
titØ (comme prØalablement dØnie dans le chapitre prØcØdent) à laquelle est rajoutØe la gestion
de ses offres / ses besoins de fonctionnalitØs.
La gure 6.4 prØsente la structure d’une ressource / entitØ utilisatrice :
Service de détection
et de notification
Entité fonctionnelle
Ressource / Entité utilisatrice
Entité de gestion de l’utilisation
Niveau fonctionnel
Niveau méta
FIG. 6.4  Structure d’une Ressource / EntitØ utilisatrice
2Sauf, peut-être, pour la facture d’électricité :-)
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Au niveau fonctionnel, une ressource / entitØ utilisatrice comporte l’entitØ fonctionnelle qui
effectue les traitements attendus. Dans le cas d’une ressource matØrielle, l’entitØ fonctionnelle
comprend l’ensemble des mØthodes d’accŁs à la ressource physique. Au niveau mØta, une entitØ
de gestion de l’utilisation est liØe à l’entitØ fonctionnelle et matØrialise la description des offres
et des demandes effectuØes par l’entitØ. Les offres et les demandes Øtant liØes à des ressources et
entitØs utilisatrices pouvant fortement Øvoluer dans l’environnement mobile, l’entitØ de gestion
de l’utilisation interagit avec le service de dØtection et notication an de rØpercuter les va-
riations sur les offres et les demandes. Comme pour les entitØs adaptatives et auto-adaptatives,
nous avons choisi de modØliser l’entitØ de gestion de l’utilisation par une entitØ pour les mŒmes
raisons de dynamicitØ ØvoquØes dans le paragraphe 5.2.2.
La gure 6.5 dØtaille la structure d’une ressource / entitØ utilisatrice, notamment la maniŁre
dont est implantØe la gestion de l’utilisation :
AInteraction
OfferDemandManager
RegistrationManager
UseIndexManagerAImplementation
OfferLoadIndex
DemandLoadIndex
OfferRegistration
Offer
Demand
DemandRegistration
UseManager
Entité fonctionnelle
Entité de gestion de l’utilisation
(iii) utilise
Service de détection et notification
(ii) affecte
(i) utilise
0..1
*
*
*
*
0..1
FIG. 6.5  Relations entre ØlØments de la structure d’une Ressource / EntitØ utilisatrice
L’entitØ de gestion de l’utilisation est liØe à l’entitØ fonctionnelle par une relation de com-
position. Comme pour les entitØs adaptatives, cela signie que ces deux instances sont liØes par
l’exclusivitØ de leur relation et de leur cycle de vie.
Le cur de l’entitØ de gestion de l’utilisation se trouve Œtre le type UseManager, obtenu
par hØritage du type AImplementation. Il comporte les liens vers les trois parties essentielles
suivantes :
(i) Le gestionnaire des offres et des demandes (type OfferDemandManager) : celui-ci est
en charge de rØpertorier les offres (type Offre) et les demandes (type Demand) effectuØes
sur l’entitØ courante. En fonction des ressources dont il publie les offres, il utilise le
service de dØtection et notication pour surveiller d’Øventuelles variations (point i de la
gure 6.5).
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(ii) Le gestionnaire de réservations (type RegistrationManager) : lorsque la demande d’une
entitØ utilisatrice concorde avec l’offre de la ressource, le gestionnaire de rØservations
est en charge d’enregistrer une rØservation sur la ressource et sur l’entitØ utilisatrice. Il
effectue Øgalement la libØration de la ressource lorsque l’entitØ utilisatrice a terminØ. Il
interagit avec le gestionnaire des offres et demandes de deux maniŁres possibles (point ii
de la gure 6.5) :
(a) Lorsqu’une rØservation ou une libØration est effectuØe, le gestionnaire de rØserva-
tions informe le gestionnaire des offres et demandes pour que celui-ci modie ses
offres an de s’accorder avec ces deux ØvŁnements.
(b) Si le gestionnaire des offres et des demandes retire une offre sur une ressource qui
avait ØtØ rØservØe, le gestionnaire de rØservations doit effectuer une libØration et en
informer l’entitØ utilisatrice concernØe.
(iii) Le gestionnaire des indices d’utilisation (type UseIndexManager) : celui-ci com-
porte deux indices reØtant la charge supportØe (type OfferLoadIndex) et in-
duite (type DemandLoadIndex) par l’entitØ courante. Le rôle du premier indice est d’in-
diquer, dans le cas oø il devient trop ØlevØ, que l’entitØ doit Œtre dØchargØe de la trop
grande importance des traitements actuels. Le rôle du second indice est d’indiquer, dans
le cas oø il devient trop ØlevØ, que l’entitØ utilise trop de ressources et qu’il faudrait
peut-Œtre diminuer ses demandes.
Les types de ces indices sont abstraits, laissant ainsi à chaque entitØ le soin de les spØ-
cialiser selon l’estimation de charge que chacune dØsire. Le calcul de ces indices peut
prendre en compte diffØrentes caractØristiques internes des offres et demandes (nombre,
importance, etc) et des rØservation (nombre, etc), mais aussi de diffØrents paramŁtres
extØrieurs (comme plusieurs indices qui peuvent Œtre directement mesurØs sur les res-
sources à l’aide du service de dØtection et notication) (point iii de la gure 6.5). Laisser
chaque entitØ spØcialiser ses propres indices posent nØanmoins le problŁme de l’homo-
gØnØitØ des indices. Nous avons optØ pour la mŒme Øchelle de spØcication d’indice que
l’on peut rencontrer dans les machines Unix : un indice de charge de 0 correspond à au-
cun traitement effectuØ par l’entitØ, un indice de charge de 1 correspond à une utilisation
à plein temps de l’entitØ, une charge de 2 correspond à un partage Øquivalent en terme
d’offres et de demandes à deux traitements, etc.
Les ressources particuliŁres aux environnements mobiles peuvent Œtre prises en compte par
les nouveaux ØlØments de gestion introduits dans l’entitØ. Prenons l’exemple d’une entitØ se
trouvant sur un terminal portable et ayant manifestØe un intØrŒt pour les variations que celui-ci
pourrait subir (enregistrØ auprŁs du service de dØtection et notication).
Si la probabilitØ de dØconnexion laisse prØsumer d’une dØconnexion prochaine, ou si le
niveau de la batterie laisse prØsumer un arrŒt prochain du terminal, le service de dØtection
et notication avertit le gestionnaire des offres et demandes. Si l’entitØ se trouve Œtre une res-
source locale, le gestionnaire des offres et demandes peut dØcider de retirer ses offres (affectant
aussi le gestionnaire des rØservations). Si l’entitØ se trouve Œtre une entitØ utilisatrice, le ges-
tionnaire peut dØcider de retirer ses demandes, d’arrŒter ses rØservations locales ou de changer
ses rØservations locales pour des offres non locales (affectant Øgalement le gestionnaire des
rØservations).
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Le service de dØtection et notication avertit Øgalement le gestionnaire d’utilisation qui
modie alors ses indices. Si l’entitØ se trouve Œtre une ressource locale, l’indice de charge
supportØe peut Œtre augmentØ pour indiquer que la ressource va avoir de plus en plus de mal à
rØaliser les traitements en cours. Cet indice peut mŒme Œtre positionnØ à l’inni si la ressource
estime ne pouvoir nir aucun traitement avant la dØconnexion ou l’arrŒt du terminal portable.
Si l’entitØ est une entitØ utilisatrice, l’inde de charge induite peut lui aussi Œtre augmentØ pour
indiquer que les traitements demandØs sont trop contraignants pour le terminal portable et qu’ils
devraient Œtre redirigØs vers une autre station. Cet indice peut mŒme Œtre positionnØ à l’inni si
l’entitØ estime qu’elle ne pourra jamais obtenir le rØsultat de ses traitements.
Comme le montre l’exemple, la mise en uvre du modŁle Offres / Demandes s’accorde
facilement avec les requis de l’environnement mobile. De plus, elle fournit de prØcieuses in-
formations, les indices d’utilisation, pour notre systŁme de distribution qui dØcidera, dans le
paragraphe 6.4, du placement et de la migration des entitØs.
6.3 Caractérisation des applications
Avant de dØnir le service de distribution d’applications, il est nØcessaire de dØnir le
modŁle d’applications que nous allons considØrer. La gure 6.6 prØsente celui-ci :
Application
/ Entité utilisatrice
Ressource
Entité
/ fournit
utilise
Entité adaptative
State −> Localisation, Déplaçable?
StateAdaptation −> Changement de localisation
des Ressources / Entités utilisatrices
*
FIG. 6.6  ModŁle application par spØcialisation d’entitØ adaptative
Nous avons prØcisØ l’abstraction de conception, application, de l’Øchelle des abstractions.
Une application est une entitØ adaptative qui utilise ou fournit un certain nombre de ressources
ou entitØs utilisatrices. Étant une entitØ, une application maintient donc les mŒmes dØpendances
de communication, de fonction et de niveau d’abstraction.
La spØcialisation de l’entitØ adaptative en application est conditionnØe par l’existence d’une
adaptation de changement de localisation applicable aux ressources / entitØs utilisatrices liØes.
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Par souci d’indØpendance des applications, nous avons choisi de mettre la procØdure de migra-
tion au sein de l’application plutôt que dans le service de distribution. En effet, une application
donnØe peut trŁs bien vouloir une mØthode de migration forte alors qu’une autre souhaite une
procØdure de migration lØgŁre et personnalisØe.
Une Ressource / EntitØ utilisatrice spØcialise une entitØ3 avec deux informations pour Øtat :
l’indication de localisation et l’indication que la ressource / entitØ utilisatrice est dØplaçable ou
non (dans le sens de possible à migrer). Cette derniŁre information permet d’autoriser ou non
l’application d’adaptation de changement de localisation.
6.4 Caractérisation du système de gestion des ressources et de dis-
tribution des applications
Les caractØrisations de l’environnement mobile et des applications nous permettent de
mettre en place notre systŁme de gestion des ressources et de distribution des applications.
Le paragraphe 6.4.1 prØsente les services de notre systŁme au sein d’une architecture conçue
pour passer à l’Øchelle. Le paragraphe 6.4.2 introduit les politiques au sein des services. Le
paragraphe 6.4.3 dØtaille comment les services et les politiques rØsultent de la spØcialisation
d’entitØs adaptatives. Enn le paragraphe 6.4.4 expose la maniŁre d’endiguer de possibles adap-
tations en chaîne au sein de ces services.
6.4.1 Architecture du système et passage à l’échelle des services
Dans un systŁme de gestion des ressources et de distribution des applications, plusieurs
services effectuant diverses tâches indispensables à l’ensemble des machines doivent Œtre mis
en place. Mais, Øtant dans un environnement mobile, le problŁme de la localisation de ces
services se pose. Si l’on prend l’exemple du service E1 dans la gure 6.7, le dØplacement du
terminal portable oø il se trouve entraîne la perte de connexion avec les autres machines et donc
la n des traitements et la perte de donnØes de ce service pour les autres terminaux (point i
de la gure 6.7). Une solution est de disposer du mŒme service sur chaque machine. Mais,
dans ce cas, des problŁmes de compatibilitØ et de cohØrence de comportements se posent.
Si E1, E2, E3, E4 sont un seul et mŒme service, interroger E1 doit rendre le mŒme rØsultat que
d’interroger E2, E3 ou E4.
Nous avons rØsolu ces problŁmes en implantant nos services à l’aide d’entitØs adaptatives
se trouvant à deux niveaux d’abstractions. Sur la gure 6.7, le service est implantØ par l’en-
titØ E au niveau global qui reprØsente les entitØs E1, E2, E3, E4 au niveau local. La cohØrence
de comportement est assurØe, de la mŒme maniŁre que dØcrit dans le paragraphe 5.3.2, par l’ap-
plication et la propagation des adaptations entre ces deux niveaux. Cette architecture permet
Øgalement de facilement passer à l’Øchelle. Par exemple, dans notre gure, l’entitØ E peut se
trouver au niveau global d’une cellule de communication, et aussi Œtre au niveau local d’un
ensemble de cellules.
3Une Ressource / Entité utilisatrice peut spécialiser une entité adaptative ou auto-adaptative si le concepteur
développe une application adaptative ou auto-adaptative.
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Terminal portable
ou station fixe
Terminal portable
ou station fixe
Terminal portable
ou station fixe
Dépendance de niveau
E1
(i)
E4
E2
E3
E
Terminal portable
niveau local
niveau global
FIG. 6.7  Implantation des services selon deux niveaux d’abstractions : local et global
Notre systŁme se compose de cinq services construits selon ce modŁle à deux niveaux
d’abstractions (local, global) (voir gure 6.8) :
(i) Le service de gestion de l’environnement (SGE) : le rôle principal du SGE est de
maintenir la description des ressources et entitØs utilisatrices de l’environnement. Cette
description rØsulte des enregistrements de ressources et entitØs utilisatrices fournis par
les SGEL de chaque terminal. Elle reprend (uniquement sous forme de lien), pour chaque
ressource / entitØ utilisatrice, les principales informations les concernant : la liste des
offres et demandes, les rØservations, les indices d’utilisation, la station propriØtaire, la
possibilitØ de migration et la localisation actuelle.
Le SGE interagit avec le SDN, le SGEL et les applications. Le SDN notie le SGE
de tout changement intervenant sur les ressource ou les entitØs utilisatrices à propos
desquelles le SGE à enregistrØ un intØrŒt de surveillance. Le SGEL notie le SGE de tout
nouvel enregistrement, ou de tout nouveau retrait, de ressources ou entitØs utilisatrices.
Lorsqu’une application cherche une rØfØrence de ressource / entitØ utilisatrice, le SGE la
lui retrouve et retourne.
(ii) Le service de gestion de l’environnement local (SGEL) : les rôles principaux du SGEL
sont (a) de maintenir la liste des ressources et entitØs utilisatrices propres au terminal
portable, et (b) de les enregistrer ou de les retirer du SGE pour les rendre accessibles ou
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SGELSGELSGELSGEL
SDN (local) SDN (local) SDN (local) SDN (local)
SDN (global)
SGE (local) SGE (local) SGE (local) SGE (local)
SGE (global)
SD (local)SD (local)SD (local)SD (local)
SD (global)
SCPA (local) SCPA (local) SCPA (local) SCPA (local)
SCPA (global)
SGE : Service de Gestion de l’Environnement
SGEL : Service de Gestion de l’environnement Local
SD: Service de Distribution
SDN : Service de Détection et Notification
SCPA : Service de Contrôle de la Propagation des Adaptations
Ordinateur portable A Ordinateur portable B Assistant personnel Station fixe
FIG. 6.8  Architecture du systŁme de gestion des ressources et de distribution des applications
non à l’ensemble des terminaux. La description des ressources / entitØs utilisatrices est
conservØe de la mŒme maniŁre que dans le SGE.
Le SGEL est un service uniquement local à un terminal, et c’est pour cela qu’il est le
seul service à n’Œtre pas construit selon les deux niveaux d’abstractions.
Comme le SGE, le SGEL interagit avec le SDN, le SGE et les applications. Le SDN no-
tie le SGEL de tout changement intervenant sur les ressources ou les entitØs utilisatrices
locales à propos desquelles le SGEL à enregistrØ un intØrŒt de surveillance. Le SGEL no-
tie le SGE de tout nouvel enregistrement, ou de tout nouveau retrait, de ressources ou
entitØs utilisatrices. Lorsqu’une application cherche une rØfØrence de ressource / entitØ
utilisatrice locale, le SGEL la lui retrouve et retourne.
(iii) Le service de détection et notification (SDN) : les rôles principaux du service de
dØtection et notication sont (a) de recevoir des demandes d’intØrŒt de surveillance sur
des ressources ou entitØs utilisatrices, (b) de maintenir une surveillance de celles-ci, et
(c) d’avertir de tout changement d’Øtat les services ayant enregistrØs l’intØrŒt. La maniŁre
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de dØcrire un intØrŒt pour tout changement dans une ressource / entitØ utilisatrice a ØtØ
dØcrite dans les paragraphes 4.3.1 et 4.3.2.
Le SDN interagit avec tout service procØdant à des enregistrements d’intØrŒts et, ici en
particulier, le SGE et le SGEL.
(iv) Le service de distribution (SD) : le SD est en charge de la distribution des entitØs
applicatives, qui peuvent Œtre, comme l’a prØcisØ le paragraphe 6.3, soit des ressources
soit des entitØs utilisatrices. Selon les demandes et les offres des entitØs applicatives,
le SD interroge le SGE sur les offres et ressources disponibles dans l’environnement et
sur les indices d’utilisation. À partir de cela, il effectue trois opØrations : (a) il calcule un
placement pour les entitØs applicatives ressources / entitØs utilisatrices, (b) il applique à
l’entitØ applicative les adaptations de changement de localisation respectant le placement
calculØ et (c) il met à jour le SGE avec les nouvelles entitØs et, particuliŁrement, leur
nouvelle localisation.
Le SD interagit avec les applications et le SGE. En premier lieu, une application peut
demander directement au SD d’Œtre distribuØe. Ensuite, lorsque le SGE reçoit des noti-
cation de changement du SDN, il avertit le SD si les ressources / entitØs utilisatrices
concernØes sont dØplaçables. Selon l’importance du changement, le SD peut alors dØ-
cider de rØengager les trois opØrations prØcØdentes an de trouver un placement plus
appropriØ.
(v) Le service de contrôle de la propagation des adaptations (SCPA) : les problŁmes
d’application en chaîne d’adaptations, phØnomŁnes « boomerang » et « domino », ont ØtØ
dØcrit dans le paragraphe 5.2.4. Ces problŁmes sont d’autant plus importants que nous
avons choisi d’implanter la migration d’entitØ comme Øtant l’application d’une adapta-
tion. Le rôle du SCPA est d’autoriser ou non l’application d’une adaptation. Pour cela,
il (a) intercepte toute demande d’application d’adaptation, (b) compare avec l’historique
des adaptations ayant dØjà eu lieu, (c) dØcide de refuser ou d’autoriser l’adaptation et
(d) dans le cas d’une acceptation, propage l’appel et met à jour son historique.
Le SCPA interagit avec toute entitØ adaptative, donc ici, avec les SGE, SGEL, SDN, SD
mais aussi avec les entitØs applicatives.
6.4.2 Services et politiques
Le paragraphe 3.2.3 a montrØ qu’un systŁme de rØpartition de charge s’appuie tradition-
nellement sur trois politiques : une politique d’information, une politique d’Ølection et une
politique de placement. Il a Øgalement montrØ la diversitØ des algorithmes existants pour ces
politiques, et qu’aucun ne convient à tous les environnements mobiles. Ci-dessous, le para-
graphe 6.4.2.1 montre comment les politiques que nous introduisons dans les services per-
mettent un placement dynamique. Le paragraphe 6.4.2.2 montre des exemples de changements
d’algorithmes, rendus possibles grâce à nos politiques adaptatives.
6.4.2.1 Politiques de placement dynamique
La gure 6.9 prØsente les politiques que nous avons introduites au sein des services.
La politique d’information a ØtØ divisØe en plusieurs politiques rØparties dans trois ser-
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vices (SGEL, SGE, SDN) : la politique d’enregistrement (PEn) gŁre les informations locales, la
politique de gestion de l’état de l’environnement (PGEE) gŁre les informations de l’environne-
ment et la politique de détection et notification des variations (PDNV) effectue la mise à jour de
ces informations. La politique d’élection (PEl) se trouve dans le SD. La politique de placement
est aussi divisØe en deux politiques dans deux services (SD, SCPA) : la politique de décision de
placement (PDP) effectue les calculs de placement et demande à ce que les applications soient
adaptØes, et c’est la politique de contrôle de la propagation des adaptations (PCPA) qui dØcide
si l’adaptation (migration) peut avoir lieu.
Notre systŁme effectue un placement dynamique qui va Œtre dØmontrØ par le dØroulement
du fonctionnement des politiques :
Une application peut dØposer auprŁs du SD une demande de distribution (Øtape 1 de la
gure 6.9). De maniŁre à voir si l’environnement n’est pas trop chargØ, la PEl demande l’Øtat
des ressources et entitØs utilisatrices au SGE (Øtape 2). Le SGE interrogØ est local, mais il
passe alors par le niveau global pour Øventuellement demander des informations à ses homo-
logues (Øtape 3). Selon les informations recueillies, la PEl dØtermine les entitØs qui peuvent Œtre
placØes. Cette Ølection peut Œtre Øtablie en coopØration avec les PEl des autres stations (Øtape 4).
Les entitØs Ølues sont soumises à la PDP (Øtape 5) qui calcule alors un placement adaptØ. Cette
dØcision de placement peut Øgalement Œtre prise en coopØration avec les PDP des autres sta-
tions (Øtape 6). Une fois la dØcision prise, une demande d’adaptation pour une nouvelle locali-
sation est envoyØe à l’application (Øtape 7). Cet appel est interceptØ par le SCPA (Øtape 8) qui,
conformØment à sa PCPA ou à une dØcision collØgiale (Øtape 9), peut dØcider de refuser cette
adaptation ou de transmettre à l’application (Øtape 10). L’application pourra ensuite appliquer
l’adaptation de placement ou de migration pour l’entitØ concernØe (Øtape 11). Si l’adaptation
est rØalisØe, la PDP enregistre alors la modication dans le SGE (Øtape 12), qui peut alors
activer la surveillance de l’entitØ (Øtapes 13 et 14).
Quand le SDN dØtecte, selon sa PDNV, un changement dans une ressource (Øtape 15) ou
une entitØ utilisatrice (Øtape 16), deux cas sont possibles. Si la ressource / entitØ utilisatrice
est locale, le SDN notie le SGEL (Øtape 17). Celui-ci, s’il l’avait enregistrØ dans l’environne-
ment, peut dØcider de notier le SGE (Øtape 18). Si la ressource / entitØ utilisatrice se trouve
Œtre dans l’environnement (Øtape 19), le SDN notie alors directement le SGE (Øtape 20).
Si la ressource / entitØ utilisatrice est dØplaçable, le SGE notie alors le SD (Øtape 21). Se-
lon l’importance du changement constatØ, la PEl dØtermine si cela doit affecter le placement
actuel. Si l’Ølection est probante, l’Øtablissement d’un nouveau placement est alors dØclen-
chØ (Øtapes 2 à 14).
6.4.2.2 Politiques dynamiquement adaptatives
Les fonctionnalitØs rendues par nos services appliquent principalement les algorithmes se
trouvant dans les diffØrentes politiques. Pour que de la distribution rØsultent de bonnes perfor-
mances applicatives, il est essentiel de choisir les « bons » algorithmes. Trouver un algorithme
pour tous les environnements mobiles est une utopie tant la diversitØ de ceux-ci est grande. Ca-
tØgoriser tous les algorithmes pour environnements statiques comme Øtant obsolŁtes est aussi
un mauvais rØexe. De « bons » algorithmes pour un environnement mobile sont ceux qui sont
le plus adØquats à un instant donnØ. Ce peuvent Œtre des algorithmes optimisØs pour un environ-
Chapitre 6. Conception d’un système de gestion de ressources et de distribution d’applications 147
R
es
so
ur
ce
s 
/ E
nt
ité
s 
ut
ili
sa
tr
ic
es
Sy
st
èm
e 
de
 g
es
tio
n 
de
s 
re
ss
ou
rc
es
 e
t d
e 
di
st
ri
bu
tio
n 
de
s 
ap
pl
ic
at
io
ns
A
pp
lic
at
io
n
Terminal portable Station statique
(3)
(4)(5)
(6)
(7)
(11)
(13)
(12) (2,21)
(1)
(8)
(9)
(15)
(14,16)
(19)
(17)
(18,20)
(10)
SCPA (local)
SD (local)
SGE (local)
SGEL
SDN (local)
notification des variations
Politique de détection et de Politique de détection et de
notification des variations
Politique de gestion de
l’état de l’environnement
Politique de gestion de
l’état de l’environnement
Politique d’électionPolitique d’élection
Politique de contrôle de la
propagation des adaptations
Politique de contrôle de la
propagation des adaptations
Politique d’enregistrement
Politique de décision
de placement
Politique de décision
de placement
EU_1 EU_1R_EU_1R_1
Interface de l'application
FIG. 6.9  Introduction des politiques au sein des services
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nement statique donnØ, des algorithmes optimisØs pour un environnement mobile donnØ, des
hybrides mŒlant les deux optimisations ou des algorithmes personnalisØs. L’important est donc
d’avoir un mØcanisme qui permette de changer d’algorithme selon les conditions d’exØcution.
Nous avons donc dØni des politiques adaptatives. Comme le montre la gure 6.10, le
principe en est trŁs simple :
Instant t Instant t+1
Application d’une adaptation :
− décision d’un administrateur
− application d’une stratégie
  (avec notification lors de
   changement)
Service de distributionService de distribution
Algorithme A
Politique de décision de placement : Politique de décision de placement :
Algorithme B
FIG. 6.10  Exemple de politique adaptative de dØcision de placement
Chaque politique applique un seul algorithme à un instant t, mais peut dynamiquement
changer pour un algorithme diffØrent à un instant t +1. Le mØcanisme de changement s’effectue
par application d’une adaptation consØcutive soit (i) à la dØcision d’un acteur extØrieur, comme
un administrateur, soit (ii) à la dØcision d’une stratØgie d’adaptation.
Politique d'enregistrement :
Enregistrement de toutes les ressources
Politique d'enregistrement :
Enregistrement de 50% des ressources moins utilisées
Politique d'enregistrement :
Enregistrement d’aucune ressource
Retrait de toutes
les ressources enregistrées
Niveau de la batterie < 30%
Enregistrement de 50% des
ressources les moins utilisées
Niveau de la batterie > 30%
Enregistrement de 50%
des ressources non enregistrées
Niveau de la batterie > 60%
Condition
Action
Condition à remplir pour tirer la transition
Action à réaliser pendant la transition, avant le passage au nouvel algorithme
actuellement enregistrées
Retrait de 50% des ressources
Niveau de la batterie < 60%
FIG. 6.11  Exemple de stratØgie pour la politique d’enregistrement
Ainsi, chaque politique peut avoir une stratØgie pour adopter l’algorithme le plus appro-
priØ aux conditions de l’environnement mobile. Selon la politique considØrØe, le choix des
algorithmes à adopter peut Œtre trŁs variØ, comme parmi ceux prØsentØs dans la gure 3.13.
Selon la politique considØrØe, les conditions de changement d’algorithmes peuvent dØpendre
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Politique de gestion de l’état de l’environnement:
Stockage centralisé, Toutes les ressources
Politique de gestion de l’état de l’environnement:
Stockage centralisé, Sous−ensemble des ressources
Politique de gestion de l’état de l’environnement:
Stockage distribué (voisins),
Sous−ensemble des ressources
Retrait des ressources qui ne
sont pas dans le sous−ensemble
Réseau local sans−fil
pas dans le sous−ensemble
Ajout des ressources qui n’étaient
Réseau local
de ces replicas, ajout des
dans le sous−ensemble
Centralisation des différents
replicas dans le serveur, retrait
ressources qui n’étaient pas
Réseau local
replicas dans le serveur, retrait
Centralisation des différents
de ces replicas
Réseau local sans−fil
Création de replicas depuis
le serveur vers les stations
voisines, retrait des ressources
qui ne sont pas dans le sous−
ensemble
Réseau ad hoc
voisines
Création de replicas depuis
le serveur vers les stations
Réseau ad hoc
FIG. 6.12  Exemple de stratØgie pour la politique de gestion de l’Øtat de l’environnement
Politique de décision de placement :
Placement sur le terminal et dans l’environnement
Politique de décision de placement :
Placement exclusif dans l’environnement
Politique de décision de placement :
Placement exclusif sur le terminal portable
Migration des entités vers le
meilleur placement sur le
terminal ou l’environnement
Migration des entités du
terminal vers l’environnement
P(déconnexion) >= 0.9
& P(reconnexion) >= 0.5
P(déconnexion) >= 0.9
& P(reconnexion) >= 0.5
Migration des entités du
terminal vers l’environnement
Migration des entités de 
l’environnement vers le terminal
P(déconnexion) >= 0.9
& P(reconnexion) < 0.5
P(déconnexion) < 0.9
FIG. 6.13  Exemple de stratØgie pour la politique de dØcision de placement
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de variations observØes sur les ressources / entitØs utilisatrices.
Par exemple, les gures 6.11, 6.12 et 6.13 dØcrivent des stratØgies possibles respective-
ment pour la politique d’enregistrement du SGEL, pour la politique de gestion de l’Øtat de
l’environnement du SGE et pour la politique de dØcision de placement du SD. La politique
d’enregistrement dØpend de la caractØristique d’une ressource locale, le niveau de batterie,
tandis que la politique de gestion de l’Øtat de l’environnement et la politique de dØcision de
placement dØpendent de caractØristiques de l’environnement, la topologie et les probabilitØs de
dØconnexion/reconnexion au rØseau.
6.4.3 Définitions des services et politiques par spécialisations d’entités
Le modŁle d’entitØ offre tout le matØriel nØcessaire pour dØnir les services et les politiques
adaptatives de notre systŁme. La gure 6.14 prØsente cette dØnition :
Service global
Service local
Politique adaptative
ImplementationAdaptation −> Changement d’algorithme
Implementation −> Algorithmes
Implementation −> Services locaux
ImplementationAdaptation −> Ajout, retrait services locaux
ImplementationMultipleAdaptation −> Changement de politique
ImplementationMultipleAdaptation −> Changement d’algorithme
Implementation −> Politiques
ImplementationAdaptation −> Changement de politique
ImplementationAdaptation −> Changement d’algorithme
1..n
1..n
Entité adaptative
(i)
(ii)
(iii)
(iv)
utilise
utilise
FIG. 6.14  ModŁle service (global et local) et politique adaptative par spØcialisation d’entitØ
adaptative
Au bas de cette mini-Øchelle d’abstractions, on peut trouver la politique adaptative. Celle-
ci est dØnie par spØcialisation d’une entitØ adaptative. Elle possŁde diffØrents algorithmes
pour implantations, et une adaptation de changement d’implantation permettant de changer
d’algorithme.
À un niveau plus ØlevØ, le service local spØcialise aussi une entitØ adaptative. Il utilise une
ou plusieurs politiques adaptatives. Il peut en changer ou changer leur algorithme grâce à deux
adaptations.
Au plus haut niveau, se trouve le service global, spØcialisation d’une entitØ adaptative. Il
utilise un ou plusieurs services locaux. Les services locaux Øtant justement situØs sur des ter-
minaux mobiles, ils peuvent apparaître et disparaître de l’environnement mobile. Pour cela, le
service global dispose d’une adaptation permettant l’ajout et le retrait de services locaux. Le
service global est Øgalement en charge de maintenir une cohØrence entre algorithmes et poli-
Chapitre 6. Conception d’un système de gestion de ressources et de distribution d’applications 151
tiques. Il peut appliquer des changements d’algorithmes ou de politiques mais sur l’ensemble
des services locaux. Il dispose pour cela d’adaptations multiples (conformes à celles prØsentØes
dans le paragraphe 5.2.4).
Pour illustrer ces adaptations multiples, prenons l’exemple de propagation d’une adaptation
dans l’Øchelle. Un politique adaptative dØcide de changer d’implantation pour un algorithme
nØcessitant une parfaite cohØrence avec tous ses homologues. Lors de l’application de l’adap-
tation, dans la procØdure de transformation, la politique adaptative applique cette mŒme adap-
tation sur le service local dont elle dØpend (dØpendance de niveau) (point i de la gure 6.14).
Celui-ci, dans sa procØdure de transformation, fait de mŒme sur le service global (point ii). Le
service global applique alors son adaptation multiple, qui a pour effet d’appliquer l’adaptation à
l’ensemble des services locaux concernØs (point iii). Enn, ceux-ci rØpercutent l’adaptation sur
leur politique adaptative (point iv). La politique adaptative initiatrice obtient donc une parfaite
cohØrence avec ses homologues.
6.4.4 Contrôle des adaptations
+ Event:apply
Adaptation(a,...)
AInteraction
+ Event:apply
Adaptation(a,...)
AImplementation
+ Event:apply
Adaptation(a,...)
EntityAdapter
− Adaptation[]:atab
Adaptation(...)
+ Event:apply
Adaptation
AState
AState
Implementation
+ Event:apply
Adaptation(a,im,.)
AInteraction AImplementation
1...*
Entité d’adaptation
Service de contrôle de la propagation des adaptations
(i)
(ii)
ap
pl
yA
da
pt
at
io
n(
a,
...
)
FIG. 6.15  Relations entre ØlØments de la structure d’une entitØ adaptative et service de
contrôle de la propagation des adaptations
Dans le cas de stratØgies, l’application d’adaptations est la plupart du temps subordon-
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nØe aux caprices des variations de l’environnement mobile. Ces variations peuvent notamment
conduire aux effets « boomerang » et « domino ». Ces effets sont d’autant plus catastrophiques
pour notre systŁme que certaines adaptations ont un coßt important (migration, propagation
d’adaptation pour synchronisation, etc).
Pour endiguer ces problŁmes nous avons introduit un service de contrôle de la propagation
des adaptations (SCPA). Celui-ci est conçu comme un service global, avec des services locaux
sur chaque machine, et une politique dans chaque service local. De nombreux algorithmes
existent pour la dØtection de boucles (utilisation d’historiques, de marqueurs, etc) et peuvent
Œtre implantØ dans la politique de notre SCPA. Nous n’allons pas revenir sur ceux-ci, nous
laissons le soin aux administrateurs du systŁme ou aux applications de choisir l’algorithme le
plus appropriØ.
Par contre, plusieurs mØcanismes indispensables pour ce contrôle sont dØtaillØs ci-aprŁs.
La gure 6.15 prØsente les relations entre les ØlØments de la structure d’une entitØ adap-
tative et le SCPA. La demande d’application d’une adaptation est interceptØe dans l’interac-
tion de l’entitØ d’adaptation. Cette demande est redirigØe vers l’interaction du SCPA (point i
de la gure 6.15). Le SCPA dØcide d’autoriser ou non cette demande. Si la dØcision
est positive, l’appel sera nalement redirigØ vers le destinataire original de l’appel (le
type EntityAdapter) (point ii de la gure 6.15)
abstract class AInteraction { // Interaction de l’entité d’adaptation
protected AImplementation entityImplementation; // Lien vers l’implantation
protected AInteraction controlEntityInteraction; // Lien vers le SCPA
protected AInteraction adaptationEntityInteraction; // Lien vers l’entité d’adaptation
...
public Event applyAdaptation(String adaptationName, String[] args) {
if (this.getClass().getName()
.equals("AeDEn.toolkit.service.InteractionSCPA"))
{
return(adaptationEntityInteraction.applyAdaptation(adaptationName, args));
}
else {
return(controlEntityInteraction.applyAdaptation(adaptationName,
entityImplementation, args));
}
}
...
}
FIG. 6.16  Interception de l’appel applyAdaptation(a,args[]) de l’entitØ d’adaptation
vers le service de contrôle de la propagation des adaptations
La gure 6.16 dØtaille la maniŁre dont cette interception est faite. Le
principe en est simple. Plutôt que d’Œtre redirigØ vers l’implantation de
type EntityAdapter (entityImplementation.applyAdaptation(adaptationName,
args)), l’appel est redirigØ vers le SCPA (controlEntityInteraction.applyAdaptation
(adaptationName, entityImplementation, args)). Cette nouvelle redirection comporte
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un paramŁtre en plus, l’adresse de l’EntityAdapter (entityImplementation). Si l’adapta-
tion est acceptØe, cette adresse sera utilisØe pour retransmettre l’appel (l’Implementation
du SCPA effectuera un entityImplementation.applyAdaptation(adaptationName,
args))
Il existe un seul cas oø cette redirection ne peut avoir lieu, si la demande d’adaptation
concerne le SCPA lui-mŒme. En effet, lors de la demande d’application d’une adaptation, les
appels suivants sont bloquØs en attente de la rØsolution de l’adaptation. Si le SCPA effectue une
demande d’adaptation, les appels suivants seront en attente, notamment celui oø il se demande
s’il s’autorise à s’adapter. Dans la gure 6.16, notre interception prend ce cas en compte en
testant si l’interaction courante est celle du SCPA. Si c’est le cas, la demande d’adaptation est
directement transmise.
Les effets « boomerang » et « domino » peuvent donc se produire sur le SCPA. Il est
donc fortement dØconseillØ que les stratØgies du SCPA dØpendent de paramŁtres hautement
variables. Il est plutôt conseillØ que ce service soit gØrØ à la main par un administrateur.
6.5 Conclusion
Travaux similaires. [Courtrai et al. 2003] prØsente la plate-forme Concerto qui doit per-
mettre le dØploiement et le support de composants parallŁles adaptatifs sur une grappe de sta-
tion. La gestion des ressources prØsente une hiØrarchie des ressources similaire à la notre et un
mØcanisme de sØlection des ressources (isMatchBy) similaire à notre mØthode de concordance.
La notion de rapport d’observation prØsente une nouveautØ. En effet, chaque ressource in-
tŁgre son propre mØcanisme de surveillance qui peut Œtre directement appelØ (observe()) et
retourne un rapport d’observation. Par rapport à notre systŁme, le contexte applicatif est le cal-
cul sur grappe de station (grid computing) et, donc, aucun prise en compte d’un environnement
mobiles n’est disponible. Par ailleurs, dans sa version actuelle, la distribution consiste juste à
effectuer un placement statique selon des directives prØdØnies.
[Sourrouille et Contreras 2002] prØsente le projet ARTO (Adaptable Real-Time Objects)
dont l’objectif est de rØaliser des systŁmes capables de modier dynamiquement leur com-
portement en fonction des changements intervenant dans leur contexte d’exØcution. Comme
dans notre systŁme, ARTO comporte des politiques de dØcision se trouvant à deux niveaux : au
niveau local, chaque objet est autonome et a une entiŁre libertØ pour sa politique de dØcision,
tandis qu’au niveau global l’efcacitØ et l’optimisation sont assurØes par une gestion centralisØe
et collective du partage des ressources. Notre systŁme est plus gØnØrique puisqu’il ne s’attache
pas à des politiques prØcises et permet, au contraire, d’en changer facilement, alors qu’ARTO
possŁde un algorithme centralisØ optimisant la qualitØ de service à l’aide d’une heuristique
favorisant le critŁre temporel.
[Balan et al. 2003] prØsente le systŁme Chroma. Celui-ci partitionne automatiquement des
applications gourmandes en ressources pour en effectuer une exØcution distante depuis un ter-
minal portable. Cette approche prØsente plusieurs avantages : le partitionnement est rØalisØ de
maniŁre dØclarative à l’aide de tactics ; le choix de la tactique à utiliser est rØalisØ à l’exØcution
en fonction de (i) prØvisions sur les ressources demandØes, (ii) surveillances des ressources of-
fertes et (iii) une utility function fournie par l’utilisateur et reØtant ces prØfØrences. Par rapport
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à cette approche, notre systŁme adopte d’autres choix : (i) nous avons choisi une approche ou-
verte autorisant la spØcialisation de tous les ØlØments de notre systŁme, Chroma se place plutôt
comme une approche transparente automatisant au maximum (l’utilisateur peut juste spØcier
l’utility function), (ii) les hypothŁses que nous avons faites sur l’environnement mobile dans le
dØbut de ce chapitre sont plus souples que celles imposØes par Chroma : l’environnement doit
Œtre surapprovisionnØ en ressources et chaque station doit comporter le code des applications
à exØcuter (aucun placement ou migration n’est effectuØe, mais juste une exØcution distante de
code dØjà prØsent).
Respects des objectifs. Plusieurs efforts de spØcications ont permis la mise au point
(i) d’une caractØrisation de l’environnement mobile qui intŁgre les particularitØs des ressources
et permet l’ajout de nouvelles ressources, (ii) d’une caractØrisation de l’application et en parti-
culier de ses besoins et (iii) de notre modŁle Offres / Demandes qui assure la correspondance
entre les deux premiers points.
À partir de cela, plusieurs services ont ØtØ rØalisØs pour offrir aux applications le meilleur
de l’environnement : (i) le service de gestion de l’environnement, (ii) le service de gestion de
l’environnement local, (iii) le service de dØtection et notication, (iv) le service de distribu-
tion et (v) le service de contrôle de la propagation des adaptations. Plusieurs abstractions de
conception ont ØtØ introduites pour la mise en place de ces services : les Ressources et EntitØs
utilisatrices pour le modŁle Offres / Demandes ; une Application pour dØterminer les entitØs à
distribuer ; les Services globaux, locaux et les Politiques adaptatives pour la gestion de notre
systŁme. Celles-ci ont toutes spØcialisØes les entitØs adaptatives.
An d’appliquer les algorithmes les plus appropriØs aux conditions de l’environnement,
nous avons notamment mis en place les mØcanismes qui permettent de changer dynamique-
ment de politique tout en conservant leur cohØrence. Quelques exemples de stratØgies faisant
intervenir diffØrents algorithmes ont ØtØ donnØs. La stabilitØ de ces adaptations est garantie par
le service de contrôle de la propagation des adaptations. Il est alors le seul ØlØment pouvant
Œtre instable. Ce dØfaut peut Œtre relativisØ car ce service ne nØcessite pas souvent d’Œtre adaptØ
et dans ce cas une utilisation ØclairØe permet de rØgler ce problŁme.
Troisième partie
Le système AeDEn
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Chapitre 7
Mise en œuvre et expérimentations
Nous avons prØsentØ, dans la seconde partie de ce document, la conception d’un sys-
tŁme de gestion des environnements mobiles se basant sur un dØcoupage en cadre de
conception et boîte à outils. Notre systŁme s’appuie principalement sur les fonctionnalitØs
(i) d’adaptation et de rØaction dynamique, (ii) de gestion des ressources de l’environnement
et (iii) de distribution des applications. Nous avons rØalisØ un prototype de ce systŁme, bap-
tisØ AeDEn (Adaptive Distribution Environment), et menØ quelques expØrimentations pour va-
lider notre approche [Le Mouºl et al. 2002].
Ce chapitre se divise en deux parties. Dans la premiŁre partie (paragraphe 7.1), nous
dØtaillons la mise en uvre d’AeDEn avec, plus particuliŁrement, l’utilisation du sys-
tŁme MolŁNE (paragraphe 7.1.1). La deuxiŁme partie de ce chapitre (paragraphe 7.2) relate les
expØrimentations d’AeDEn à l’aide d’une application de type navigateur (paragraphe 7.2.1).
Enn, nous dressons le bilan de notre systŁme.
7.1 Mise en œuvre d’AeDEn
An de construire notre systŁme, nous avons rØpertoriØ les systŁmes prØsentant des abs-
tractions de conception intØressantes. Notre choix s’est portØ sur le systŁme MolŁNE parce
qu’il prØsente un modŁle de composants et un modŁle de communication adaptØs aux environ-
nements mobiles. Le paragraphe 7.1.1 prØsente la structure de MolŁNE. Le paragraphe 7.1.2
prØsente le modŁle de composants, et, plus particuliŁrement la maniŁre dont nous avons fait
concorder le modŁle de composants adaptatifs avec notre modŁle d’entitØs adaptatives. Le para-
graphe 7.1.3 prØsente le modŁle de communication par ØvŁnements. Enn, Le paragraphe 7.1.4
donne l’exemple de mise en uvre d’un service, le service de gestion de l’environnement lo-
cal (SGEL).
7.1.1 Préliminaires MolèNE
MolŁNE (MObiLE Networking Environment) [Segarra 2000] est mis en uvre en utili-
sant le langage de programmation à objets Java [Sun 2003]. Il prØsente donc la simplicitØ de
programmation du langage qui facilite la construction rapide de prototypes pour valider des
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concepts et, d’autre part les nombreuses possibilitØs de l’environnement Java aussi bien au ni-
veau du langage qu’au niveau des bibliothŁques de programmation (rØexion, processus lØgers,
synchronisations).
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FIG. 7.1  Structure de MolŁNE
La gestion de l’environnement sans l est effectuØe dans MolŁNE par des moniteurs de
surveillance et des composants qui rØagissent aux variations. Ces ØlØments sont mis en uvre
par des classes dont certaines sont laissØes abstraites an de permettre la spØcialisation de
MolŁNE pour une application prØcise. Cette spØcialisation peut Œtre effectuØe en utilisant des
classes concrŁtes fournies par MolŁNE ou bien en crØant de nouvelles classes. Lorsque cette
spØcialisation est effectuØe, les classes concernØes peuvent Œtre instanciØes et leur exØcution
rØalisØe par la JVM (Java Virtual Machine) des stations impliquØes.
La gure 7.1 reprØsente un instant t de l’exØcution de MolŁNE sur une station. Chaque
composant est mis en uvre par un ensemble d’objets qui matØrialisent sa structure fonction-
nelle (voir paragraphe suivant pour les dØtails). Les moniteurs sont des instances d’une classe
qui dØnit leur structure gØnØrale. Tous ces objets peuvent Œtre instanciØs par une application en
utilisant l’interface offerte par l’exØcutif MolŁNE à cette n. Celui-ci constitue le “point d’en-
trée” d’une application à MolŁNE et offre des services de base nØcessaires à l’exØcution des
composants et des moniteurs instanciØs.
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7.1.2 Définition du composant adaptatif MolèNE par spécialisation d’entité
adaptative
Les fonctionnalitØs de MolŁNE sont conçues de maniŁre trŁs modulaire en identiant les
diverses sous-fonctionnalitØs qu’elles fournissent et en implantant chacune d’elles par un com-
posant.
L’architecture fonctionnelle d’un composant est guidØe par une distinction entre les as-
pects interaction avec d’autres composants et les aspects fonction du composant elle mŒme.
Ces deux aspects ont ØtØ rØiØs et ils sont reprØsentØs dans un composant par deux types
d’objet diffØrents, leur relation Øtant dØnie par le patron de conception Strategy dØcrit
dans [Gamma et al. 1995]. Le type MoleNEComponentInteraction reçoit les demandes de
service d’autres composants. Le type MoleNEComponentImplementation s’occupe de four-
nir le traitement correspondant au composant. La gure 7.2 illustre ces classes et leur re-
lation. Le traitement rØalisØ par un composant peut ainsi Œtre spØcialisØ par hØritage de la
classe MoleNEComponentImplementation.
MoleNEComponentInteraction MoleNEComponentImplementation
MoleNEComponentImplementationA MoleNEComponentImplementationB
Composant MolèNE
FIG. 7.2  Structure fonctionnelle d’un composant MolŁNE
Le composant reprØsente l’unitØ logicielle minimale dont le comportement peut Œtre rendu
adaptatif. Le composant adaptatif reprØsente l’unitØ logicielle minimale dont le comportement
peut Œtre adaptØ par l’application de rØactions de changement de paramŁtres ou de rØactions de
remplacement de comportement.
de MolèNE
Composant adaptatif
State −> Paramètres sérialisables
Implementation −> MoleNEComponentImplementation
Interaction −> MoleNEComponentInteraction
StateAdaptation −> Réaction de changement de paramètres
ImplementationAdaptation −> Réaction de remplacement de comportement
Entité adaptative
FIG. 7.3  ModŁle composant adaptatif MolŁNE par spØcialisation d’entitØ adaptative
De mŒme que dans le paragraphe 5.3.3, pour pouvoir utiliser les composants adaptatifs de
MolŁNE comme abstraction de conception dans notre systŁme, nous les avons dØnis comme
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Øtant une spØcialisation du modŁle d’entitØs adaptatives. La gure 7.3 prØsente cette spØciali-
sation.
L’Øtat de l’entitØ fonctionnelle est composØ des paramŁtres caractØrisant la fonctionnalitØ
attendue. En vue de la distribution, cet Øtat est sØrialisable. L’implantation de l’entitØ fonc-
tionnelle correspond à la classe MoleNEComponentImplementation. L’interaction de l’entitØ
fonctionnelle correspond à la classe MoleNEComponentInteraction. Les adaptations appli-
cables sont de type StateAdaptation avec les rØactions de changement de paramŁtres et de
type ImplementationAdaptation avec les rØactions de remplacement de comportement.
7.1.3 Communication par évènement
De nombreuses interactions ont lieu au sein de MolŁNE. Ainsi, l’exØcutif MolŁNE interagit
avec des composants et des moniteurs, les moniteurs interagissent entre eux et avec les compo-
sants et des interactions peuvent avoir lieu entre ces derniers. Dans tous les cas, le paradigme
de communication utilisØ est de type client/serveur. Des clients effectuent des demandes de ser-
vice à des serveurs qui rØpondent à ces demandes. Demandes et rØponses sont encapsulØes dans
MolŁNE dans des objets de type Event et sont livrØes à leur destinataire soit par un appel de
mØthode, soit en utilisant un composant de gestion de communications distantes. L’ensemble
des classes disponibles pour la communication dans MolŁNE est reprØsentØ dans la gure 7.4.
Deux classes hØritent de la classe mŁre Event. Un objet de type RequestEvent encapsule une
demande de service tandis qu’un objet de type ReplyEvent correspond à une rØponse.
1 1
1 1
RequestEventReplyEvent
Object[] reply;
Reply
Event
putReply(Object reply);
getReply():Object[];
putReply(Object reply);
getReply():Object[];
PushReply
String handle;
PullReply
boolean arrived;
Object[] reply;
putReply(Object reply);
getReply():Object[];
NonBlockingPullReplyBlockingPullReply
FIG. 7.4  HiØrarchie de classes pour la communication dans MolŁNE
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Une entitØ (exØcutif MolŁNE, composant ou moniteur) peut obtenir la rØponse à sa de-
mande de service soit par notication asynchrone, soit par consultation. Une instance de
la classe Reply doit Œtre associØe par l’entitØ à son objet de type RequestEvent. Lorsqu’il
s’agit d’un PushReply, l’entitØ est notiØe de maniŁre asynchrone de l’arrivØe de la rØ-
ponse. Lorsqu’il s’agit d’un PullReply, l’entitØ doit utiliser la mØthode getReply qui la
bloque (BlockingPullReply) ou non (NonBlockingPullReply) si la rØponse n’est pas disponible.
7.1.4 Exemple : mise en œuvre du SGEL
Il serait fastidieux de dØcrire la mise en uvre de tous les services et politiques de notre
systŁme. Aussi, nous dØtaillons ci-dessous la mise en uvre d’un seul service, les autres
Øtant construits pareillement. Nous avons choisi le service de gestion de l’environnement lo-
cal (SGEL) car il prØsente une fonction initiatrice des ressources que ne possŁdent pas les
autres services. Le paragraphe 7.1.4.1 prØsente la structure du service et les messages ØchangØs
avec les politiques. Les paragraphes 7.1.4.2 et 7.1.4.3 dØcrivent, respectivement, la politique
d’initialisation et la politique d’enregistrement.
7.1.4.1 Structure et messages échangés
Le service de gestion de l’environnement local, que nous prØsentons dans la gure 7.5, se
compose de :
(i) l’environnement local, qui maintient une base de donnØes de tous les ØlØments lo-
caux (ressources et entitØs utilisatrices),
(ii) la politique d’initialisation, qui initie l’environnement local,
(iii) la politique d’enregistrement, qui dØcide de l’enregistrement des ØlØments locaux auprŁs
de l’environnement global.
La communication au sein du SGEL et avec les autres services se dØroule par envois et
rØceptions d’ØvŁnements :
(i) InitParsingRequestEvent : message envoyØ à la politique d’initialisation de l’environne-
ment local pour lancer l’initialisation de l’environnement local. Le message prend en
paramŁtre un chier contenant l’ensemble des ØlØments à ajouter dans l’environnement
local.
(ii) AddElementRequestEvent : message envoyØ à l’environnement local et à l’environne-
ment global. Il permet l’ajout de nouveaux ØlØments, et prend en paramŁtres l’ensemble
des ØlØments à ajouter.
(iii) RemoveElementRequestEvent : message envoyØ à l’environnement local et à l’environ-
nement global. Il permet le retrait des ØlØments, et prend en paramŁtre une liste des noms
des ØlØments à retirer.
(iv) GetElementRequestEvent : ce message permet la demande d’un ensemble d’ØlØments
auprŁs de l’environnement local ou global. Il prend en paramŁtre une liste des noms des
ØlØments souhaitØs.
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FIG. 7.5  Communication au sein du service de gestion de l’environnement local
(v) GetElementReplyEvent : ce message est la rØponse au message de demande des ØlØments
GetElementRequestEvent. Il contient l’ensemble des ØlØments demandØs.
(vi) Notification : les messages de notications sont envoyØs par le service de dØtection et no-
tication auprŁs des services ou politiques ayant prØalablement enregistrØs un intØrŒt de
surveillance sur un ØlØment de l’environnement. Chaque message de notication contient
un paramŁtre et sa valeur courante (exemple : probabilitØ de dØconnexion = 0.5).
7.1.4.2 Politique d’initialisation
La politique d’initialisation de l’environnement local est conçue sous forme d’un compo-
sant adaptatif MolŁNE. L’implantation du composant contient l’implantation d’un compilateur.
Ce dernier prend en entrØe la spØcication d’un ensemble d’ØlØments ressources et entitØs uti-
lisatrices, et gØnŁre des requŒtes d’ajout des ØlØments dans l’environnement local. Les requŒtes
sont envoyØes par l’intermØdiaire de la partie Interaction du composant.
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La gure 7.6 montre les interactions entre les diffØrents objets contenus dans le composant
d’initialisation de l’environnement local : les objets Interaction et Implementation reprØsentent,
respectivement, la partie interaction et implantation du composant. L’objet Application reprØ-
sente une application utilisatrice de la politique d’initialisation de l’environnement local.
Un message de type AddElementRequestEvent, contenant le chier de description des ØlØ-
ments de l’environnement local, est envoyØ par l’application Application à l’objet Interaction.
Le chier est passØ à l’objet Implementation, celui-ci active le compilateur qui interprŁte
le chier. L’objet Implementation rØcupŁre les ØlØments locaux et gØnŁre un message de
type AddElementRequestEvent, le message est ensuite envoyØ par l’intermØdiaire de l’ob-
jet Interaction.
Interaction
Implementation
AddElement
RequestEvent
Parser
Message envoyé vers l’objet
Interaction de l’environnement
local
Event = create(File)
receiveEvent(Event)
Application
InitParsingRequestEvent
initEnvironment(File)
sendEvent(Event)
Event = create(Elements)
Elements = compile(File)
receiveEvent(Event)
FIG. 7.6  Interactions au sein de la politique d’initialisation de l’environnement local
Le compilateur que nous avons intØgrØ au niveau de la politique d’initialisation de l’en-
vironnement local est JavaCC [BSD]. Il implØmente une grammaire pour la description des
ØlØments de l’environnement local (voir l’annexe A pour les dØtails). D’autres compilateurs,
comme ceux pour RDF (Resource Description Framework) [W3C 1999b] ou WSDL (Web
Services Description Language) [Chinnici et al. 2003], pourraient Œtre intØgrØs. Le fait que la
politique d’initialisation soit implantØe par un composant adaptatif permettrait de passer d’un
compilateur à un autre selon le type du chier considØrØ en entrØe.
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7.1.4.3 Politique d’enregistrement
La politique d’enregistrement est implantØe au niveau d’un composant adaptatif (-
gure 7.7). Le composant met en uvre trois implantations : une implantation pour la mise
à disposition totale des ØlØments, une implantation pour la mise à disposition partielle des ØlØ-
ments et une implantation oø aucun des ØlØments n’est dØclarØ.
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FIG. 7.7  Politique d’enregistrement mis en uvre par un composant adaptatif MolŁNE
Le composant contient un objet Interaction qui se charge de la communication avec les
autres composants du service de gestion de l’environnement local. La communication du com-
posant de gestion de l’environnement local se fait avec l’environnement local et service de ges-
tion de l’environnement. Le composant de gestion de l’environnement local contient, en outre,
un contrôleur qui s’occupe de la mise en place des diffØrentes implantations selon les varia-
tions de l’Øtat de l’environnement. Pour ce faire, le contrôleur utilise une stratØgie d’adaptation
qui dØnit les transitions entre les implantations. La stratØgie d’adaptation que nous utilisons
dans le composant de gestion de l’environnement local est celle exposØe dans la gure 6.11 du
paragraphe 6.4.2.2.
La mise à disposition totale des éléments Cette implantation est exØcutØe lorsque la batte-
rie est chargØe. Pour effectuer l’enregistrement de tous les ØlØments locaux, deux tâches sont
exØcutØes : (i) l’acquisition de tous les ØlØments non enregistrØs dans l’environnement glo-
bal, (ii) l’envoi de messages pour l’enregistrement de tous ces ØlØments. La gure 7.8 montre
l’interaction entre les diffØrents objets constituant le composant de politique d’enregistrement,
lorsque l’implantation courante correspond à la mise à disposition de tous les ØlØments locaux.
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FIG. 7.8  Interactions au sein de la politique d’enregistrement lors d’une mise à disposition
totale des ØlØments
L’acquisition des ØlØments locaux se fait par envoi d’un message de
type GetElementRequestEvent, le message est envoyØ par l’objet Interaction du compo-
sant de gestion de l’environnement local vers l’objet Interaction de l’environnement local. La
rØponse à ce message est renvoyØe par un message de type GetElementReplyEvent, ce message
contient l’ensemble des ØlØments locaux. Ensuite, l’enregistrement des ØlØments locaux se fait
par envoi d’un message de type AddElementRequestEvent vers l’objet Interaction du service
de gestion de l’environnement global.
La mise à disposition partielle des éléments Le composant de gestion de l’environnement
local procŁde à l’enregistrement partiel des ØlØments locaux, lorsque la charge de la batterie
baisse mais n’est pas trop faible. La partie des ØlØments à dØclarer ou retirer est prise en para-
mŁtre par l’implantation. Deux cas se prØsentent, si tous les ØlØments locaux sont enregistrØs
au niveau global (mise à disposition totale des ØlØments), le retrait d’une partie des ØlØments
est effectuØ, sinon, si aucun ØlØment n’est dØclarØ (aucune mise à disposition), alors une partie
des ØlØments est mise à disposition. Les deux cas sont illustrØs dans la gure 7.9.
Dans une premiŁre phase, le composant de gestion de l’environnement local envoie un mes-
sage de type GetElementRequestEvent, pour l’acquisition des ØlØments enregistrØs dans l’en-
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Event = create(_Element)
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EnvironmentManagementService
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FIG. 7.9  Interactions au sein de la politique d’enregistrement lors d’une mise à disposition
partielle des ØlØments
vironnement global. La rØponse est reçue sous forme d’un message GetElementReplyEvent.
Si tous les ØlØments sont enregistrØs, le composant envoi un message de retrait d’une partie
des ØlØments RemoveElementRequestEvent, sinon, un message d’ajout d’une partie des ØlØ-
ments AddElementRequestEvent est envoyØ.
Aucune mise à disposition Le retrait de tous les ØlØments se fait lorsque la batte-
rie est faible. Le composant de gestion de l’environnement local envoie un message de
type GetElementRequestEvent vers l’environnement local, pour l’acquisition de tous les ØlØ-
ments. Ensuite, un message de suppression de tous les ØlØments enregistrØs dans l’environne-
ment global RemoveElementRequestEvent est envoyØ par l’intermØdiaire de l’objet Interaction
du composant de gestion de l’environnement local vers l’objet Interaction du service de gestion
de l’environnement. La gure 7.10 prØsente cette fonctionnalitØ.
Chapitre 7. Mise en Œuvre et expérimentations 167
GetElement
ReplyEvent
GetElement
RequestEvent
registerElements(Element)
sendEvent(Event)
sendEvent(Event)
receiveEvent(Event)
receiveEvent(Event)
Event = create(Element)
Event = create(Element)
Event = create(Element)
receiveEvent(Event)
EnvironmentManagementService
:Interaction
RegistrationPolicy
:Implementation
RegistrationPolicy
:Interaction
LocalEnvironment
:Interaction
RemoveElement
RequestEvent
FIG. 7.10  Interactions au sein de la politique d’enregistrement lors d’une mise à disposition
nulle des ØlØments
7.2 Expérimentations d’utilisation d’AeDEn
La deuxiŁme partie de ce chapitre relate les expØrimentations d’AeDEn à l’aide d’une ap-
plication de type navigateur (paragraphe 7.2.1). L’impact de la distribution est mesurØ sur les
performances de l’application (paragraphe 7.2.2) et sur les utilisations des ressources propres
à l’environnement mobile (paragraphe 7.2.3).
7.2.1 Navigateur pour environnement mobile
Pour tester notre systŁme, nous avons rØalisØ une application communØment utilisØe dans
les environnements mobiles : un navigateur transformant les pages HTML pour qu’elles soient
conformes aux capacitØs d’afchage du terminal portable considØrØ. Nous avons dØcomposØ
cette application en trois composants :
(i) Un composant de chargement (CC dans la gure 7.11) qui rØcupŁre les pages HTML
et tous les chiers associØs.
(ii) Un composant de transformation (CT dans la gure 7.11) qui est en charge de modier
les pages HTML pour qu’elles puissent s’afcher sur le terminal portable.
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(iii) Un composant d’affichage (CA dans la gure 7.11) qui est en charge d’afcher les
pages transformØes.
Dans notre test, le composant CC rØcupŁre les pages HTML avec toutes leurs images et
le composant CT remplace ces derniŁres par le texte de l’attribut ALT des balises IMG conte-
nues dans les pages1. Chacun de ces composants a des besoins particulier : le composant CC
demande un accŁs Internet, le composant CT requiŁre un minimum de puissance de calcul
et le composant CA nØcessite un Øcran. Pour cela, ces composants rØsultent d’une spØcialisa-
tion d’entitØs utilisatrices permettant alors d’exprimer leurs besoins en terme de demandes de
type Demand.
Station fixe B
Station fixe C
Ordinateur portable A
CT
CC
CC
CT
Communication
réseau localCPU
Ecran
Accès
Internet
CPU
Accès
Internet
Dépendance de communication
Besoin
Communication sans−fil
CA
FIG. 7.11  Placement des composants du navigateur
Trois stations constituent l’environnement d’exØcution pour notre application : un ordi-
nateur portable (A) offre un Øcran, de la puissance de calcul et un accŁs Internet ; une station
xe (B) offre de la puissance de calcul et une station xe (C) offre un accŁs Internet. Dans notre
test, l’ordinateur portable (A) est un IBM ThinkPad avec un processeur à 166 MHz, connectØ
au rØseau local par une liaison Ethernet à 10 Mb/s quand l’ordinateur est statique (sur sa base)
et au travers d’un rØseau sans-l WaveLan à 1.6 Mb/s quand l’ordinateur est mobile. Ces deux
1Il est, bien évidemment, facile d’imaginer des transformations plus complexes comme de la dégradation
d’images, etc.
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types de connexion autorisent l’accŁs à Internet. La station xe (B) est une Ultra Sparc 60 avec
deux processeurs à 360 MHz et la station xe (B) fournit un accŁs Internet par le biais d’un
serveur cache (proxy) se trouvant sur le mŒme rØseau local que les deux stations xes.
Pour dØcouvrir les bØnØces apportØs par le distribution et plus particuliŁrement par les
politiques adaptatives, nous avons testØ simultanØment trois politiques adaptatives :
(i) La politique de détection et notification des variations (PDNV) : la PDNV prØsente
deux algorithmes : (a) un algorithme immØdiat (PIDNV), qui notie immØdiatement
lorsqu’une variation arrive, et (b) un algorithme pØriodique (PPDNV), qui notie pØrio-
diquement des variations. La condition de changement d’algorithme est le passage d’un
rØseau de type Ethernet à un rØseau de type WaveLan.
(ii) La politique d’enregistrement (PEn) : la PEn prØsente deux algorithmes : (a) un algo-
rithme qui enregistre les ressources du terminal portable dans l’environnement (PEnRL :
Ressources Locales), et (b) un algorithme qui n’enregistre aucune ressource dans l’en-
vironnement (PEnNR : No Ressource). La condition de changement d’algorithme est le
niveau de charge de la batterie.
(iii) La politique de placement (PP) : la PP prØsente deux algorithmes : (a) un algorithme
de placement qui utilise uniquement les ressources locales (PPRL), et (b) un algorithme
de placement utilisant toutes les ressources de l’environnement (PPE). Le changement
pour l’algorithme PPE s’effectue quand il n’y a plus de ressources locales disponibles.
En premier lieu, au lancement du navigateur, la PEn implante l’algorithme PEnRL et la PP
implante l’algorithme PPRL. Ainsi, les trois composants de l’application sont placØs sur l’or-
dinateur portable (A) (voir gure 7.11). Ensuite, quand le niveau de charge de la batterie atteint
un certain seuil, la PEn change d’algorithme pour le PPL et retire donc de l’environnement
les ressources appartenant à l’ordinateur portable (A). La PP change alors d’algorithme pour
adopter l’algorithme PPE, et dØcide consØcutivement de placer le composant CC sur la station
xe (C) et le composant CT sur la station xe (B). Pendant le mŒme temps, quand l’ordinateur
portable est statique, la PDNV implante l’algorithme PIDNV, et, quand l’ordinateur portable
est mobile, la PDNV implante l’algorithme PPDNV.
À partir de cette expØrience, nous allons analyser l’impact de la distribution et des adap-
tations des politiques en terme de performances de l’application et en terme d’utilisation des
ressources de l’ordinateur portable.
7.2.2 Résultats des performances de l’application
Les performances de l’application ont ØtØ rØalisØes pour le temps d’exØcution (para-
graphe 7.2.2.1), la quantitØ de donnØes transfØrØes sur le lien sans-l (paragraphe 7.2.2.2) et
l’impact de la migration (paragraphe 7.2.2.3).
7.2.2.1 Temps d’exécution
Le tableau 7.1 recense les temps d’exØcution des composants CC et CT selon la station
oø ils s’exØcutent. Ces temps ont ØtØ calculØs comme la moyenne des temps d’exØcution de
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dix requŒtes effectuØes sur des sites Web populaires2. Le temps d’exØcution du chargement est
diminuØ de 50 à 60% lorsque le composant CC s’exØcute sur la station (C). Ceci s’explique
par le fait de ne plus subir le goulot d’Øtranglement du lien sans-l et d’utiliser le cache rØseau.
Le temps d’exØcution de la transformation est diminuØ de 40 à 50% lorsque le composant CT
s’exØcute sur la station (B). Ceci s’explique par l’utilisation d’un processeur plus performant.
CC (A) CC (C) Speed Up CT (A) CT (B) Speed Up
(ms) (ms) % (ms) (ms) %
1 - Microsoft 3648 1722 52.8 966 564 41.7
2 - AOL 6567 2561 61.0 1841 1064 42.2
3 - Yahoo 2677 1283 52.1 720 414 42.5
4 - Lycos 4930 2863 41.9 1206 694 42.4
. . . . . . . . . . . . . . . . . . . . .
8 - NBC 5548 2613 52.9 1152 684 40.6
11 - Disney 3813 1853 51.4 927 541 41.7
15 - Real 5232 2378 54.5 1384 810 41.5
17 - Fortune City 6041 2417 60.0 1782 1018 42.9
TAB. 7.1  Mesures du temps d’exØcution des composants du navigateur selon leur station
d’exØcution
7.2.2.2 Quantité de données transférées sur le lien sans-fil
Comme le montre le tableau 7.2, la quantitØ de donnØes transfØrØes au travers du lien
sans-l est aussi diminuØe. Ceci s’explique par le fait que seules les pages transformØes sont
transfØrØes au composant CA. Ces rØsultats dØpendent Øvidemment de la transformation ap-
pliquØe et de la quantitØ de donnØes à transformer (ici, la taille des images contenues dans les
pages HTML). Pour la plupart des sites utilisØs, la quantitØ de donnØe est rØduite de 40 à 60%,
mais, pour les sites riches en images, cette rØduction peut atteindre 70 à 80%.
7.2.2.3 Impact de la migration
Nous avons Øgalement mesurØ l’impact de la migration sur les performances de l’appli-
cation. Pour cette expØrience, nous avons utilisØ la sØrialisation Java. Le temps de migration
se dØcompose selon le temps de transfert et le temps de restauration d’un composant. Le ta-
bleau 7.3 montre ces deux temps pour les composants CC et CT suivant qu’ils doivent trai-
ter une petite quantitØ de donnØes ↘ (page HTML Yahoo : 28 Kb) ou une quantitØ impor-
tante de donnØes ↗ (page HTML Fortune City : 132 Kb). Comme l’indique ces rØsultats,
2Extrait du “Global Top 50 Web” publié par Jupiter Media Metrix en avril 2001.
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CC (A) CT (A) CC (C) CT (B)
Html + Img (Kbyte) Html (Kbyte) %
1 - Microsoft 22.9 + 17.3 = 40.2 20.1 50.0
2 - AOL 43.6 + 27.0 = 70.6 37.6 46.7
3 - Yahoo 16.0 + 12.0 = 28.0 15.6 44.3
4 - Lycos 26.7 + 13.5 = 40.2 25.6 36.3
. . . . . . . . . . . .
8 - NBC 29.1 + 66.4 = 95.5 23.2 75.7
11 - Disney 22.6 + 78.6 = 101.2 18.3 81.9
15 - Real 32.6 + 71.8 = 104.4 29.5 71.7
17 - Fortune City 41.8 + 90.8 = 132.6 35.8 73.0
TAB. 7.2  Mesures des donnØes transfØrØes sur le lien sans l
Temps de transfert Temps de restauration Équilibrage migrations
(ms) (ms) (> nombre de requêtes)
CC (A→ C) + Données↘ 5437 165 4
CC (A→ C) + Données↗ 12920 178 3.6
CT (A→ B) + Données↘ 2616 213 9.3
CT (A→ B) + Données↗ 4690 236 6.4
TAB. 7.3  Mesures de l’impact de la migration sur les performances du navigateur
le temps de restauration d’un composant est constant, tandis que le temps de transfert dØ-
pend grandement des donnØes à sØrialiser. Ces mesures nous permettent de calculer le nombre
de requŒtes nØcessaires pour contrebalancer le coßt de la migration (CC(A)×Nbrequeˆtes >
CC(C)×Nbrequeˆtes + Temps de trans f ert + Temps de restoration). Ce calcul est indiquØ dans
la derniŁre colonne du tableau : ce nombre varie en fonction du composant considØrØ, 4 re-
quŒtes pour le composant CC et de 7 à 10 requŒtes pour le composant CT. Ce nombre peut Œtre
utilisØ dans les stratØgies pour dØcider s’il y lieu d’appliquer les adaptations de migration.
Ces rØsultats montrent l’intØrŒt de distribuer les composants d’une application suivant de
meilleurs ressources disponibles dans l’environnement mobile. Ce placement permet d’amØlio-
rer le temps d’exØcution et la quantitØ de donnØes transfØrØes sur le lien sans-l (sous rØserve
que l’application ait plus de donnØes à traiter qu’elle n’en ait à afcher).
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7.2.3 Résultats des utilisations des ressources propres à l’environnement mobile
Un autre but recherchØ par la distribution et les politiques adaptatives est d’Øconomiser
les ressources des terminaux portables. Pour cela, nous avons mesurØ leur incidence sur le
niveau de charge de la batterie (paragraphe 7.2.3.1) et sur le dØbit de la bande passante (para-
graphe 7.2.3.2).
7.2.3.1 Niveau de charge de la batterie
La gure 7.12 prØsente la consommation de la batterie. Nous avons tout d’abord Øtabli
des taux de dØcharge de rØfØrence en fonction du mode d’utilisation (Suspend, Stand by, Run-
ning) et en fonction des ressources locales utilisØes (Øcran, processeur, mØmoire, carte rØseau).
Quand le navigateur s’exØcute à plein rØgime sur l’ordinateur portable, la courbe reprØsentant
l’exØcution de notre application à la mŒme pente (-1,5) que celle reprØsentant l’utilisation de
plusieurs ressources simultanØes. Quand le niveau de charge de la batterie atteint 40%, la PEn
change l’algorithme PEnRL pour l’algorithme PEnNR, et dØcide alors de retirer ses ressources
partagØes. La PP change alors d’algorithme pour adopter l’algorithme PPE, et dØcide consØcu-
tivement de placer les composant CC et CT dans l’environnement. Ce changement se reŁte
dans la deuxiŁme partie de la courbe. Sa pente (-0.84) est alors presque la mŒme que celle de la
courbe reØtant une utilisation uniquement du systŁme et de l’Øcran (-0.94). Ce changement se
traduit par une augmentation de la durØe de vie de la batterie de 30% (88 mn au lieu de 64 mn).
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FIG. 7.12  DØcharge de la batterie selon son utilisation
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7.2.3.2 Débit de la bande passante
Le dØbit de la bande passante a Øgalement ØtØ mesurØ dans notre expØrience. Pour cela,
nous avons accru le trac sur le lien de communication, en simulant une variation toutes les
100ms et en envoyant sa notication au service global de gestion de l’environnement (qui
est distribuØ). Ce surcoßt permet de dØmontrer l’intØrŒt d’avoir des algorithmes diffØrents de
notication selon la nature du lien considØrØ.
Quand l’ordinateur portable est statique et connectØ avec le lien Ethernet, l’algo-
rithme PIDNV est utilisØ. Dß à notre simulation de variations, nous avons alors observØ un
surcoßt de 400 Kb/s, ce qui correspond à 4% du dØbit total. Ce surcoßt est sufsamment faible
pour adopter cet algorithme dans ce cas.
Mais cet algorithme est-il toujours appropriØ quand l’ordinateur portable est mobile et
connectØ avec le lien WaveLan ? Dans ce cas prØcis, nous avons mesurØ le dØbit de la
bande passante pour chacun d’entre-eux. Les rØsultats sont prØsentØs dans la gure3 7.13.
De t = 0 à t = 90000 ms, la PDNV est implantØe par l’algorithme PIDNV, et change ensuite
pour l’algorithme PPDNV paramØtrØ avec une pØriode de 5000 ms.
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 1800
 2000
 0  20000  40000  60000  80000  100000  120000  140000
D
eb
it 
(K
bi
t/s
)
Temps (ms)
Variation du debit de la bande passante sur le lien WaveLan
Changement de politique de detection et notification : immediate <-> periodique
Debit mesure
Debit theorique maximal
FIG. 7.13  DØbit mesurØ de la bande passante selon l’algorithme de dØtection et notication
utilisØ
De maniŁre à calculer le surcoßt induit par chaque algorithme, nous utilisons la courbe
de la gure 7.13 pour calculer les courbes de probabilitØ que la bande passante soit dispo-
3Dans la figure, le débit maximal théorique est dépassé à certains points. Ceci s’explique par le fait que la
saturation de la bande passante produit un délai qui empêche les paquets de contrôle, utilisés pour mesurer le débit,
d’être pris en compte dans la bonne période. Ainsi, quelques paquets envoyés pendant l’intervalle t sont pris en
compte dans l’intervalle t + 1.
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nible à un instant t (voir gures 7.14 et 7.15). Nous avons ensuite cherchØ les intervalles tels
que les probabilitØs, que la bande passante y soit disponible, soient les mŒmes pour les algo-
rithmes PIDNV et PPDNV. Les intervalles trouvØs sont [800,1000] et [1200,1400] :
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FIG. 7.14  Courbe de distribution des probabilitØs dans le cas de l’algorithme immØdiat
PPIDNV (800≤ d ·ebit < 1000) =
X=1000
∑
X=800
PPIDNV (X) = 0.317 (7.1)
PPIDNV (1200≤ d ·ebit < 1400) =
X=1400
∑
X=1200
PPIDNV (X) = 0.085 (7.2)
PPPDNV (800≤ d ·ebit < 1000) =
X=1000
∑
X=800
PPPDNV (X) = 0.104 (7.3)
PPPDNV (1200≤ d ·ebit < 1400) =
X=1400
∑
X=1200
PPPDNV (X) = 0.279 (7.4)
Ainsi, pour la mŒme probabilitØ du dØbit de la bande passante (30%), l’algorithme PIDNV
introduit un surcoßt de 600 - 800 Kb qui correspond à 37.5 - 50% du dØbit maximal, tandis
que l’algorithme PPDNV introduit un surcoßt de 200 - 400 Kb qui correspond à 12.5 - 25% du
dØbit maximal.
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FIG. 7.15  Courbe de distribution des probabilitØs dans le cas de l’algorithme pØriodique
Nous nous sommes aussi intØressØ à la maniŁre dont ces deux algorithmes rØagissent aux
variations. Pour cela, nous avons examinØ la moyenne et l’Øcart-type de ces distributions de
probabilitØs :
µPIDNV (800≤ d ·ebit < 1000) =
X=1000
∑
X=800
X ·PPIDNV (X)
X=1000
∑
X=800
PPIDNV (X)
= 899 (7.5)
µPPDNV (1200≤ d ·ebit < 1400) =
X=1400
∑
X=1200
X ·PPPDNV (X)
X=1400
∑
X=1200
PPPDNV (X)
= 1311 (7.6)
σPIDNV (800≤ d ·ebit < 1000) =
√√√√√√√√
X=1000
∑
X=800
PPIDNV (X) · (X−µPIDNV )2
X=1000
∑
X=800
PPIDNV (X)
= 59 (7.7)
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σPPDNV (1200≤ d ·ebit < 1400) =
√√√√√√√√
X=1400
∑
X=1200
PPPDNV (X) · (X−µPPDNV )2
X=1400
∑
X=1200
PPPDNV (X)
= 51 (7.8)
Ainsi, la distribution des probabilitØ de l’algorithme PPDNV est plus compacte au-
tour de la moyenne que celle de l’algorithme PIDNV (σPPDNV < σPIDNV ). Pour l’al-
gorithme PPDNV, la probabilitØ que la bande passante disponible soit dans les inter-
valles [1000,1200] ou [1400,1600] dØcroît rapidement (∼13-16%), tandis que, pour l’al-
gorithme PIDNV, la probabilitØ pour les intervalles [600,800] ou [1000,1200] reste impor-
tante (∼21-24%). Nous pouvons en dØduire que l’algorithme PPDNV est moins sensible aux
variations, ce qui le rend plus appropriØ pour un lien de type WaveLan.
Finalement, pour construire une politique de dØtection et notication qui n’introduise
pas trop de surcoßt et qui rØagisse bien aux variations, il est heureux que notre sys-
tŁme propose le changement d’algorithme. L’algorithme PIDNV convient parfaitement pour
une connexion Ethernet. Pour une connexion de type WaveLan, l’algorithme PPDNV est
un meilleur choix. Et pour d’autres types de connexion, comme les rØseaux ad hoc,
l’algorithme PPDNV ne serait plus tout à fait adaptØ [Vahdat et al. 2000] mais des al-
gorithmes appropriØs pourraient Œtre dynamiquement incorporØs à nos politiques adapta-
tives [Yu et Vahdat 2000].
7.3 Bilan
Notre systŁme a montrØ qu’il peut facilement Œtre spØcialisØ pour prendre en compte les
abstractions de conception, comme les composants adaptatifs, de systŁmes existants. L’expØri-
mentation a permis de conrmer que la distribution en environnement mobile permet vraiment
d’Øconomiser les ressources des terminaux portables et d’amØliorer les performances des ap-
plications en protant de l’environnement.
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Conclusion
Bilan
L’objectif de cette thŁse Øtait d’Ølaborer un systŁme adaptatif de distribution en environ-
nements mobiles. Dans un premier temps, nous nous sommes attachØs à l’Øtude des systŁmes
existants. Notre approche chevauche le domaine des systŁmes de gestion des environnements
mobiles, le domaine des systŁmes d’adaptation et le domaine des systŁmes de distribution.
L’Øtude parallŁle de ces diffØrents domaines nous a montrØ que (i) les systŁmes de gestion des
environnements mobiles offrent souvent des fonctionnalitØs trop spØciques qui ne peuvent
Øvoluer, (ii) les systŁmes d’adaptation possŁdent une grande gØnØricitØ mais n’ont aucune fonc-
tionnalitØ propre aux environnements mobiles et (iii) les systŁmes de distribution ne possŁde
aucune caractØrisation des environnements mobiles et donc ne peuvent pas tirer parti de leurs
particularitØs.
AprŁs ce constat, nous nous sommes xØs des propriØtØs communes aux domaines prØcØ-
dents et que devait respecter notre approche : (i) généricité, (ii) adaptabilité en terme de prise
en compte de l’environnement et prise en compte de l’application, (iii) évolutivité, (iv) dyna-
micité, (v) efficacité en terme de performances et stabilité. Dans cet esprit, nous avons proposØ
un systŁme s’articulant autour de trois axes :
(i) En premier lieu, nous avons construit une architecture gØnØrique pour la gestion des en-
vironnements mobiles. Celle-ci se dØcompose en un cadre de conception et une boîte à
outils. Le cadre de conception comporte des fonctionnalités couramment utilisØes pour la
gestion des environnements mobile. La boîte à outils comporte des implantations permet-
tant de spécialiser les fonctionnalitØs avec un comportement dØni. Quatre techniques
de spØcialisation sont disponibles : (i) la composition, (ii) l’héritage/respect d’interfaces,
(iii) la paramétrisation et (iv) l’ajout avec altération4.
(ii) Dans ce cadre, nous avons ensuite dØveloppØ la fonctionnalité d’adaptation et de réac-
tion dynamique. Celle-ci s’appuie sur un modŁle d’abstraction de conception, l’entité,
et sur une Øchelle des abstractions. À partir de ce modŁle, nous avons dØni par spØ-
cialisation dans l’Øchelle : (i) le modŁle d’entité adaptative comprenant des adaptations
et des adaptations multiples et (ii) le modŁle d’entité auto-adaptative comprenant des
stratégies d’adaptations.
4Notre système ne fournit pas d’outils pour l’ajout avec altération, mais, étant ouvert, il l’autorise et ne garantit
pas alors la cohérence structurelle et fonctionnelle du système.
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(iii) Dans ce cadre, nous avons enn dØveloppØ la fonctionnalité de gestion des ressources et
de distribution des applications. Nous y avons caractØrisØ l’environnement mobile (avec
toutes ses particularitØs) et les applications sur un modŁle ressources / offres et entités
utilisatrices / demandes. Ce modŁle est obtenu par spØcialisation du modŁle d’entitØ.
Nous y avons Øgalement dØni et mis en place cinq services comprenant des politiques
adaptatives : (i) le service de gestion de l’environnement, (ii) le service de gestion de
l’environnement local, (iii) le service de détection et notification, (iv) le service de distri-
bution et (v) le service de contrôle de la propagation des adaptations. Ces services sont
Øgalement obtenus par spØcialisation du modŁle d’entitØ.
Nous avons validØ notre approche par un prototype AeDEn et une
application de type navigateur [Le Mouºl 1999, Le Mouºl et AndrØ 2000b,
AndrØ et al. 2000, Le Mouºl et AndrØ 2000a, Le Mouºl et al. 2000, Le Mouºl et AndrØ 2001,
Le Mouºl et al. 2002]. Ils ont conrmØ que la distribution en environnement mobile permet
d’Øconomiser les ressources des terminaux portables et d’amØliorer les performances des
applications en protant de l’environnement.
Perspectives
Ce travail nous a permis d’entrevoir plusieurs autres voix de recherche :
(i) Le systŁme que nous proposons, grâce à ses diffØrents niveaux d’abstraction, permet
normalement de passer à l’Øchelle. Nous n’avons toutefois pas testØ cette fonction. Un
perspective intØressante serait donc de confronter les environnements mobiles, qui sont
plutôt attachØs à un endroit et de taille limitØe, aux environnements à grande Øchelle, qui
accroissent et abstraient les distances. Dans ce cadre, il serait possible (i) de dØvelopper
des applications mobiles à grande Øchelle, (ii) de dØvelopper des environnements mo-
biles à grande Øchelle, ou (iii) d’insØrer notre systŁme dans un systŁme à grande Øchelle
prØexistant comme Globus [Foster et Kesselman 1997] ou JXTA [Gong 2001].
(ii) Notre systŁme ne fournit pas d’outils pour l’ajout avec altØration. Pourtant, de nom-
breuses techniques d’adaptations dynamiques de code existent. DiffØrentes techniques
de spØcialisation, comme l’Øvaluation partielle, la fragmentation de programme, la fu-
sion et la ssion de programme [Bobeff et NoyØ 2003] pourraient Œtre intØgrØes dans
notre systŁme.
(iii) Dans plusieurs cas, notre systŁme pourrait Œtre amØliorØ pour prendre des dØcisions plus
souples. Des capacitØs de nØgociation pourraient Œtre examinØes pour les cas suivants :
(a) Lors de l’application d’une adaptation : lorsque deux entitØs sont liØes par une
dØpendance, l’application d’une adaptation sur l’une peut affecter l’autre. Dans
notre systŁme, l’entitØ adaptØe prØvient ses entitØs dØpendantes mais celles-ci ont
un choix assez limitØ : (i) modier leurs comportements pour Œtre en conformitØ
avec les adaptations rØalisØes, ou (ii) rompre les dØpendances n’Øtant pas satis-
faites ou ne pouvant s’adapter au nouveau comportement. Il pourrait Œtre intØres-
sant d’examiner une solution permettant d’entamer une procØdure de nØgociation
pour trouver un compromis d’adaptation satisfaisant les deux parties.
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(b) Lors d’une concordance entre offre et demande : notre systŁme utilise une pro-
cØdure de concordance pour dØterminer si une offre et une demande s’accordent.
Comme prØcØdemment, la dØcision prise est binaire, soit elles concordent, soit non.
Il pourrait Œtre intØressant d’avoir une solution qui permettent de nØgocier l’offre
à la hausse ou la demande à la baisse si celles-ci ne sont pas trop disproportion-
nØes (notre systŁme propose dØjà une mØtrique de dØcision qui pourrait Œtre utilisØe
à cet effet).
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Annexe A
Grammaire de description des
éléments de l’environnement
Le compilateur JavaCC [BSD] intØgrØ au niveau de la politique d’initialisation de l’environ-
nement local implØmente une grammaire pour la description des ØlØments de l’environnement
local. Avant de prØsenter la grammaire, nous prØsentons quelque notions indispensables pour
la bonne comprØhension de celle-ci :
 (A)* : A peut exister zØro ou plusieurs fois.
 (A)+ : A peut exister une ou plusieurs fois.
 (A) ? : A est optionnel.
 A | B : A ou B.
  EOF  : CaractŁre de n de chier.
  INT EGER : Nombre entier.
  FLOAT  : Nombre rØel.
La grammaire utilisØe pour la description des ØlØments de l’environnement se prØsente
comme suit :
 INPUT  : : ( QUERY  )∗  EOF 
 QUERY  : : (
 RESOURCE
|
USEENTITY 
)
 OWNERHOST 
 PLACEMENT 
 ISMOVABLE
( ACCESSIBILITY  ) ?
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 OWNERHOST  : :  STATIONNAME
 PLACEMENT  : : “PLACED ON” STATIONTY PE
 STATIONNAME
 STAT IONTY PE : : “FIXED STATION” | “PDA” | ...
 STAT IONNAME : :  IDENTIFIER
 ISMOVABLE : : “YES” | “NO”
 ACCESSIBILITY  : : (
“ACCESSIBLE TO” ( ACCESSLIST  | “ALL” )
|
"NOT ACCESSIBLE" )
 ACCESSLIST  : : (USEENTITY NAME )+
 RESOURCE : : “RESOURCE” RESOURCECLASS
 RESOURCENAME ( OFFERS )* ?
 RESOURCECLASS : : “CPU” | “MEMORY” | ...
 RESOURCENAME : :  IDENTIFIER
USEENTITY  : : “USE ENTITY”USEENTITYCLASS
USEENTITY NAME ( OFFERS )* ? ( DEMANDS )* ?
USEENTITYCLASS : : “COMPRESSION” | “DECOMPRESSION” | ...
USEENTITY NAME : :  IDENTIFIER
 IDENTIFIER : : (CHAR | “ _ ” )
(CHAR |  INTEGER | “ − ” | “ _ ” )*
 DEMANDS : : “DEMANDS” ( RESSOURCE | USEENTITY  )
 OFFERS : : “OFFERS” “[“ ATT RIBUT ESLIST  “]”
 AT T RIBUT ESLIST  : :  ASSIGNEMENT  ( “,” ASSIGNEMENT  )*
 ASSIGNEMENT  : : ( ATT RIBUTENAME “(“ “VALUE”
 OPERATORVALUEUNIT 
( “)” | (UNIT  “,”
( ( “MIN” OPERATORVALUE
“)”
|
“,” “MAX” OPERATORVALUE
)))
“MAX” OPERATORVALUE
)))
 AT T RIBUT E : : “CLOCKRATE” | “SIZE” | ...
 OPERATOR : : “ = “ | “≤” | “≥” | “<” | “>”
 ASSIGNEMENT  : :  ST RING FLOAT 
 ST RING : : (CHAR )*
CHAR : : [“a” − ”z”] | [“A” − ”Z”]
UNIT  : : “Mhz” | “MO” | ...
Le chier des ØlØments locaux interprØtØ par le compilateur contient un ensemble
de requŒtes, chaque requŒte dØcrit un ØlØment, ressource ou entitØ utilisatrice. La clause
 HOST OWNER  est utilisØe pour xer à quelle station d’origine appartient un ØlØment (comme
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certains peuvent, en effet, migrer). La clause  PLACEMENT  spØcie la localisation actuelle de
l’ØlØment. La clause  ISMOVABLE spØcie si l’ØlØment peut Œtre dØplacØ au cours de son exØ-
cution sur une autre station que sa station initiale. Ces clauses sont utilisØes par le service de
distribution du systŁme AeDEn pour effectuer la distribution des ØlØments de l’environnement.
La clause  ACCESSIBILITY  est optionnelle et exprime la notion de partage. En effet, chaque
ØlØment de l’environnement peut spØcier une liste des ØlØments qui peuvent l’utiliser, comme
il peut interdire l’accŁs à tous les autres ØlØments.
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Résumé
L’informatique mobile est un domaine en plein essor qui prote des percØes technologiques
dans le domaine des ordinateurs portables et dans le domaine des rØseaux de communication
sans-l. Ces environnements mobiles prØsentent des particularitØs : (i) dß à des limitations de
taille et de poids, un terminal portable offre peu de ressources et celles-ci sont susceptibles
de varier, (ii) les rØseaux sans l offrent une bande passante plus faible, sujette à des varia-
tions importantes et de frØquentes dØconnexions dues aux interfØrences avec l’environnement,
et (iii) l’environnement d’un terminal portable change suite à ses dØplacements, avec l’accŁs,
ou la disparition de l’accŁs, à un certain nombre de stations (mobiles ou non) et de pØriphØ-
riques (imprimantes, scanner, etc).
L’objectif de cette thŁse est de proposer une mØthode qui gØnØralise l’utilisation des res-
sources extØrieures à un terminal portable au moyen de techniques de distribution prenant en
compte ces critŁres de la mobilitØ. Nous proposons donc un systŁme adaptatif de distribution
des applications en environnements mobiles.
Pour cela, nous avons construit une architecture gØnØrique se dØcomposant en un cadre
de conception et une boîte à outils. Le cadre de conception comporte des fonctionnalitØs cou-
ramment utilisØes pour la gestion des environnements mobile. La boîte à outils comporte des
implantations permettant aux concepteurs d’applications de spØcialiser les fonctionnalitØs avec
un comportement dØni.
Dans ce cadre, nous avons plus prØcisØment dØveloppØ deux fonctionnalitØs. La fonction-
nalitØ d’adaptation et de rØaction dynamique dØnit, en particulier, un modŁle d’entitØ auto-
adaptative, dans laquelle les concepteurs peuvent dynamiquement spØcialiser (i) les adapta-
tions possibles de l’entitØ et (ii) la stratØgie d’adaptation, correspondant aux changements de
comportement à adopter en cas de variations dans les conditions d’exØcution.
La fonctionnalitØ de gestion des ressources et de distribution des applications caractØrise
les particularitØs de l’environnement mobile et les besoins des applications au sein d’un modŁle
d’utilisation de type offres / demandes. Cinq services mettent en uvre cette fonctionnalitØ :
(i) le service de gestion de l’environnement, (ii) le service de gestion de l’environnement lo-
cal, (iii) le service de dØtection et notication, (iv) le service de distribution et (v) le service
de contrôle de la propagation des adaptations. Ceux-ci comportent des politiques adaptatives,
basØes sur le modŁle de l’entitØ, qui peuvent Œtre dynamiquement spØcialisØes par les concep-
teurs.
Un prototype, AeDEn, a ØtØ dØveloppØ et plusieurs expØriences ont conrmØ que la
distribution en environnement mobile permet d’Øconomiser les ressources des terminaux
portables et d’amØliorer les performances des applications.
Mots clés : environnement mobile, terminaux portables, rØseaux sans-l, approche gØnØ-
rique, cadre de conception, boîte à outils, systŁme adaptatif dynamique, stratØgies d’adaptation,
informatique rØpartie, systŁme de distribution dynamique, politiques adaptatives.
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