Introduction
[2] The tectonic evolution of northwestern Canada spans several billion years of Earth history, and it presents an ideal environment for studying the processes of continental accretion and growth. In this paper, we use ambient noise cross correlation to derive a new three-dimensional model of crustal shear wave velocity for the region. We utilize broadband stations from the Canadian Northwest Experiment (CANOE), the Canadian National Seismograph Network (CNSN), and the Portable Observatories of Lithospheric Analysis and Research Investigating Seismicity (POLARIS). We compare our results to detailed images of the subsurface along active source reflection and refraction transects across the region, which were gathered as part of the Lithoprobe Slave-Northern Cordillera Lithospheric Evolution (SNORCLE) project [Cook and Erdmer, 2005] . The surface waves measured with ambient noise cross correlation have a larger wavelength and do not resolve such fine details, but they allow coverage over a much larger area, thereby complementing the scale of information provided by the reflection and refraction lines.
[3] The ability to image the Earth's subsurface with the seismic ambient noise field has provided valuable new constraints on the crust and upper mantle in many regions across the globe [e.g., Shapiro et al., 2005; Harmon et al., 2007; Lin et al., 2008; Yao et al., 2009] . The primary advantage of ambient noise tomography is the lack of dependence on earthquake occurrence; all that is needed are pairs of receivers that were active for the same period of time, although not every station pair will provide useful data. Ambient noise tomography thus requires no a priori knowledge of earthquake source properties and allows the inclusion of paths that are not sampled by typical earthquake station geometries. Furthermore, higher-resolution images are possible because of the short receiver-receiver paths, and because ambient noise surface waves are of higher frequency (and smaller wavelength) than those used for traditional tomographic studies. The primary disadvantages of ambient noise tomography are that (1) assumptions must be made about the distribution of noise sources [e.g., Tsai, 2009] ; (2) continuous time series over a long time period are required; and (3) ambient noise cross correlation provides useful data in a restricted frequency range. The Earth's background seismic noise level is especially high in the microseism band: the double-frequency band (0.14-0.2 Hz) and the single-frequency band (0.05-0.1 Hz) [e.g., Webb, 1998 ].
[4] Ambient noise tomography presents a distinct advantage in northwestern Canada, where earthquakes are few and have an uneven geographical distribution. The strong microseism band allows imaging with surface waves in the period range 5-25 s, which allows us to probe the provenance of crustal structure across the margin of the North American craton and beneath the northern Cordillera. In section 2, we present a brief overview of the geologic setting in the study area, including the critical questions related to crustal provenance. In sections 3 and 4, the analysis of data and measurement of surface wave group velocity are described, and two-dimensional group speed maps are derived in section 5. The three-dimensional model of crustal shear wave speeds is the subject of section 6, and section 7 contains the tectonic interpretation of the model. Tests of the model robustness and resolution are presented in Appendix A.
Tectonic Setting
[5] From east to west, the study region ( Figure 1 ) can be divided into three sections by age: Archean, Proterozoic, and Phanerozoic [Hoffman, 1988] . The Archean Slave craton, a nucleus of the Canadian Shield, was assembled over the time period 4.0-2.6 Ga. It consists of the Contwoyto terrane to the east and the Anton terrane in the west, which hosts some of the oldest rocks on Earth, the Acasta gneiss [Bowring and Williams, 1999] . The Proterozoic Wopmay orogen formed between 2.1-1.84 Ga; it is comprised of three distinct elements [Hildebrand et al., 1987] . The Hottah terrane was a magmatic arc that formed west of the Slave craton from 1.92-1.90 Ga. It and its associated sedimentary rocks converged with the western Slave province during 1.90-1.88 Ga, in the process shortening and displacing the Coronation sedimentary rocks that had formed west of the extensional continental margin. The Great Bear magmatic arc formed on top of the Hottah and Coronation terranes between 1.88 and 1.84 Ga as a consequence of eastward subduction beneath the continental margin. The westernmost (right) Geology of the study area. Green: Archean Slave craton; from bright to dark green (west to east) are the Coronation, Anton, and Contwoyto domains. Red shows Proterozoic Wopmay orogen; from bright to dark red are the Nahanni, Fort Simpson, Hottah, and Great Bear domains. Bright to dark magenta shows the Proterozoic Ksituan and Chincaga, Buffalo Head, and Taltson terranes, and the Archean Rae province. Bright to pale yellow shows the Phanerozoic Foreland, Omineca, Intermontane, Coast, and Insular Belts. Blue lines indicate the four SNORCLE reflection/refraction lines. element of the Wopmay orogen, the Fort Simpson terrane, was formed as a magmatic arc at ∼1.85 Ga and collided with the western margin of the Hottah terrane sometime prior to 1.71 Ga. As much of the Wopmay orogen is today covered by Phanerozoic sedimentary rocks of the Western Canada Sedimentary Basin, the boundaries between Proterozoic domains have been inferred from drilling and potential field data.
[6] Following the accretion of these terranes, the region experienced episodes of extension, during which deep basins of sediments formed, and periods of deformation that compressed and uplifted rocks locally during 1.7-0.6 Ga. Beginning in the Jurassic, the Canadian Cordillera was built through accretion of terranes onto the North American craton. This process produced westward growth of the North American continent, and the resulting structures are today subdivided into five parallel northwestwardly trending belts [e.g., Creaser and Spence, 2005] . To the east, the Foreland fold-and-thrust belt is interpreted to be thick sedimentary sequences that were detached from the cratonic basement and thrust eastward onto the continental margin during collision between North America and oceanic terranes. The metamorphic and granitic Omineca belt separates the Foreland belt from the Intermontane belt to its west and likely formed as oceanic rocks and continental and magmatic arcs were caught in the middle of Jurassic collision between the Intermontane superterrane and North America. It is interpreted to represent the boundary between ancenstral North America and the newer, accreted terranes. The Intermontane belt is composed of sedimentary and volcanic rocks that show little affinity with the crustal rocks of ancestral North America. During the middle Cretaceous, the exotic Insular terrane accreted to the continent, deforming the orogen and producing the Coast belt, a plutonic suture zone that today contains the Coast and Cascade mountains.
[7] This margin-parallel accretional pattern is sliced by two major translational features (Figure 1 ): the strike-slip Tintina fault and Great Slave Lake shear zone. Estimates of the total displacement along the right-lateral Cenozoic era Tintina fault are summarized by Zelt et al. [2006] and range from 425 km to 2000 km. The Great Slave Lake shear zone is zone of mylonites 25 km wide that accommodated rightlateral slip during the Proterozoic [Hoffman, 1987] . Portions of the tectonic history are obscured by young sedimentary basins. The Western Canada Sedimentary Basin has a thickness of 0 km at its eastern end (the exposed Canadian shield) and thickens to the southwest, obtaining sediment thicknesses of 6 km in the northwest and 3 km on the western edge where it meets the Omineca and Intermontane belts (Atlas of the WCSB). Within the Cordillera, the Bowser basin (and the Sustut basin adjacent to it) was a site of considerable marine and nonmarine sediment deposition during ∼170-100 Myr. Today it spans 200 km in width (east-west) and 400 km in length (north-south) [Ricketts et al., 1992] . Sedimentary strata are likely present to depths of at least 5 km, and tomographic modeling of firstarrival P waves from SNORCLE reflection lines shows slow P wave speeds (<4 km/s) from the surface to ∼1 km depth [Snyder and Roberts, 2007] . The Nechako Basin, also an interior basin located in British Columbia, covers 75,000 km 2 . Because it is overlain by volcanic flows, less is known about the sedimentary structure, but sediment thickness is estimated to be ∼3 km in some places [e.g., Hayward and Calvert, 2009; Calvert and Hayward, 2009] .
[8] Overall, this large-scale geologic history of the Cordillera implies that the North American continent has grown substantially during the Phanerozoic. At the lithospheric scale, this is supported by regional and global upper mantle seismic velocity models that clearly suggest relatively high-temperature (thermally "young") lithosphere beneath the Cordillera that transitions abruptly to cold lithosphere beneath the Proterozoic craton [e.g., Frederiksen et al., 2001; Nettles and Dziewonski, 2008; Mercier et al., 2009] . Smaller-scale geological and geophysical observations have been interpreted differently. Proterozoic age rocks outcrop in a number of locales throughout the Cordillera, and the presence of these has been combined with the Lithoprobe SNORCLE reflection profiles to suggest that the lower crust and lithosphere of ancestral North America underlie most of the northern Canadian Cordillera [Snyder et al., 2002; Cook et al., 2004] . In this scenario, the terranes of the Cordillera were accreted as a series of thin flakes on top of Proterozoic lithosphere, and with the exception of the upper crust, much of the Cordilleran crust consists of layered sedimentary rocks formed during 1.85-0.54 Gyr and underlain by Proterozoic basement and lithosphere [e.g., Snyder et al., 2009] . Resolving this discrepancy is necessary for improving models of the growth of the North American continent. Images of crustal shear velocity structure over a broad swath of the craton-Cordillera transition directly address this issue.
Data Processing
[9] We have collected and analyzed data from 59 stations of the CANOE array, 16 stations of the Canadian National Seismograph Network, and 24 stations of the POLARIS network. The CANOE array consisted of three "legs" that extended radially outward from Fort Nelson to the northeast (leg A), the northwest (leg B), and the southeast (leg C) (Figure 1 ). We collected continuous daily records from all three components of the seismometers for the time period July 1, 2004 to June 30, 2005 , coinciding with the optimal time window for the CANOE deployment. The data processing procedure, which follows the steps outlined by Bensen et al. [2007] , begins with desampling the records to 1 sample per second, followed by removal of the daily mean and trend and the instrument response from each component. The seismograms are band-pass filtered in the period range 5-50 s, and temporal normalization is applied to minimize the signals of earthquakes. We use one-bit normalization and divide each record by its absolute value, which reduces all positive amplitudes to a value of 1 and all negative amplitudes to a value of −1. As a final step, the data are spectrally whitened.
[10] The daily cross correlations are then computed between all station pairs. Vertical component records are cross correlated with other vertical records, and transverse component records are cross correlated other transverse records. The transverse component is found by rotating the two horizontal components so that one is along the great circle path connecting the two stations and the other is perpendicular to the great circle path. The daily cross correlations are stacked into a 1 month time series, and the monthly cross correlations are further stacked to yield a 1 year record on which we make group velocity measurements. In constructing the yearly stack, the monthly stacks are weighted by the number of days from which the monthly stack was built. This is done so that months for which relatively few days were available are given less weight.
[11] The vertical component and transverse component cross correlations contain signals that we interpret to be fundamental mode Rayleigh and Love waves, respectively. They are particularly visible on the monthly and yearly stacks but often can be seen on the daily records. The signals appear at positive and negative lag times in the cross correlation, which are sometimes referred to as the "causal" and "anticausal" signals, respectively. If the sources of the noise that generate these signals were isotropic, then the causal and anticausal pulses would have similar amplitudes and spectral content. More commonly, we observe asymmetric cross correlations, indicating some directionality of the noise sources (Figure 2 ). For each pair of stations, one is designated the first and the other is the second; typically, the assignment is alphabetical. For station pairs in which the azimuth from station 1 to station 2 is ∼0°-100°(relative to north), the causal signal is typically of larger amplitude than the anticausal signal, whereas the anticausal signal is larger than the causal signal for azimuths in the range 180°-280°. This observation suggests a high level of coherent noise propagation to the northeast, which in this area is approximately perpendicular to the Pacific coastline. To determine the final set of 1 year cross correlations from which group velocity is measured, the causal and anticausal signals are averaged. Figure 3 shows several examples of these cross correlations; it is clear that the transverse component signal travels at a higher velocity than the vertical component signal, which is consistent with fundamental mode Love versus Rayleigh propagation [e.g., Aki and Richards, 2002] .
[12] To quantify data quality, we calculate the signal-tonoise ratio (SNR) of each cross correlation. Figure 4 shows the SNR for the 1 year cross correlation stacks. Two characteristics of the data are apparent in these plots. First, owing to the geometry of the arrays, there are a large number of station pairs with azimuths in the range 0°-80°. Second, there is a broad azimuth band (∼20-110°) within which SNR is strong. From comparison of Figures 2 and 4 , it is clear that for some of that band (∼20-70°), the source of the noise is asymmetric. For some of that band (70-110°), the source of the noise is fairly symmetric. For the rest of the azimuth range, the SNR is weaker and the noise source is symmetric. These trends are consistent in different frequency bands and for the vertical component and transverse component cross correlations, implying that the transverse component noise has similar source locations as the vertical component.
Group Velocity Measurements
[13] We measure group velocity as a function of frequency for the fundamental mode Rayleigh and Love waves determined from the cross correlation of ambient noise. The measurements are made on the 1 year stacks of the daily cross correlations, for which the causal and anticausal signals have been averaged. We use the PGSWMFA (PGplot Surface Wave Multiple Filter Analysis) code [Cho et al., 2007] to make the group velocity measurements for each station pair. This measurement routine is based on the traditional multiple-filter frequency-time analysis (FTAN). A narrow-band Gaussian filter is applied to the original waveform (at a frequency of 0.1 Hz, the filter width is ∼0.03 Hz), and the group delay time is measured from the arrival time of the peak of the envelope of the filtered trace. This process is repeated for narrow-band filters applied over a range of periods, and the resulting curve contains a relationship between group velocity (interstation distance/group delay time) and frequency.
[14] Two estimates of frequency-dependent group velocity are determined: one chosen from the peak amplitude of the velocity period spectrum and one based on a spline fit of those points. Two estimates of period are also measured: the period at the center of the Gaussian filter and the "instantaneous" period, which is the dominant period of the filtered signal. We use three spline knots to fit a curve to the peak amplitude measurements in the period range 5-30 s. Three splines allows for some variability in the group velocity curve with frequency while also forcing the curve to be relatively smooth.
[15] With 99 seismic stations in our data set, ambient noise cross correlations were determined for nearly 5000 station pairs. It is therefore desirable to have automated data selection criteria to identify the good quality records. We apply several such criteria in order to arrive at our final data set on which group velocity is measured:
[16] 1. SNR threshold: Determination of signal-to-noise ratio is described in section 3. We discard any records for which SNR is smaller than 5. This removes 609 vertical component waveforms and 1409 horizontal records.
[17] 2. Interstation distance threshold: We follow Bensen et al. [2007] and require path lengths to be longer than 3 wavelengths: D > 3l, where D is interstation distance in km and the seismic wavelength l is the product of period and phase speed. Applying these criteria at a period of 7 s removes 290 and 281 vertical component and horizontal component waveforms, respectively. At 20 s, 597 vertical and 515 transverse records are excluded.
[18] 3. Agreement between peak amplitude and splined curves: The splined group velocity curve is smooth and continuous. If the group velocity measurements for a certain station pair vary smoothly and continuously with frequency, then they can be fit well by the spline curve. If they change abruptly and discontinuously, then it is difficult to fit a spline curve to them. Thus, agreement between the peak amplitude and spline fit group velocity measurements is a good quality criterion. We calculate the difference between the peak and spline values at each frequency for each station pair, and the misfit for that station pair is determined by summing the absolute value of this difference in two period bins: 5-11 s and 12-22 s. The average misfit for the entire data set can then be determined for the two period bins, and we remove any data for which the station pair misfit is larger than 1.25 times the average. Because the two frequency bins are treated separately, it is possible to exclude measurements in the period range 5-11 s but keep measurements at longer periods, and vice versa. This criterion removes ∼650 values for the vertical component records and 625 for the horizontal components.
[19] After these quality criteria have been applied, the data set contains 2534-2776 measurements of Rayleigh wave group velocity at each period and 1690-1887 measurements for the Love waves (Table 2 ). Figure 5a shows the average dispersion curves for the study area. The Love waves travel at a higher velocity than the Rayleigh waves, and their average dispersion curve is relatively flat as a function of frequency. In Figures 5b and 5c , the individual dispersion curves have been grouped into four subsets based on their values relative to the regional mean curve. Plotting path midpoints for the individual dispersion curves reveals geographical patterns in the four subgroups of points. For example, paths for which group speed is higher than average at most frequencies generally travel through the northeastern part of the study region, and paths for which group velocity is generally low cluster in the central and southern areas of the region. Paths that travel fast at short periods and slowly at long periods (colored blue) tend to be located to the northwest of paths that travel slowly at short periods and faster at long periods (colored green), especially for the Rayleigh waves. Upper mantle models of the study area suggest lower wave speeds to the west and higher velocities to the east [Frederiksen et al., 2001; Mercier et al., 2009] . The geographical division of paths that are slow (red and blue) or fast (green and black) at long periods in the west and east, respectively, is consistent with the existence of a similar boundary in the middle and lower crust. At shallow depths, and therefore shorter periods, the influence of the sedimentary basins is apparent. Low-velocity paths at short periods (green and red) cluster around the Western Canada Figure 4 . Signal-to-noise ratio of the final 1 year cross correlations, plotted as a function of the azimuth between two stations. Following Yang et al. [2007] , SNR is calculated as the ratio of the peak amplitude within a timewindow that contains the surface wave to the root-mean-square value of a 2000 s long window that trails the signal window by 500 seconds. For azimuths larger than 180°, the back azimuth is instead used. The causal and anticausal signals have been averaged. Results are shown for the vertical component (Z) and transverse component (T) cross correlations in two frequency bands, 0.05-0.1 Hz and 0.1-0.2 Hz. The mean and median curves are derived from 4378 transverse records and 4685 vertical records. A 10°moving window is used to find the average and the median of the individual SNR measurements. The cluster of low-SNR points at ∼80°appears to be real.
Figure 5
Sedimentary Basin and the Bowser and Nechako basins. Fast paths at short periods (blue and black) fall outside of the areas of considerable sediment thickness.
Group Velocity Tomography
[20] The regional variation of wave speed is evident in Figures 6 and 7 , which summarize the Rayleigh wave and Love wave data sets at short and long periods by color coding the interstation paths by the path average group velocity. Long (>600 km) and short paths are plotted separately. The longest paths connect the northeastern, southeastern, southwestern, and northwestern vertices of the study region and typically show small perturbations in the path average velocities. The shortest paths connect the densely spaced CANOE stations with other CANOE stations and the POLARIS network in the northeast; they exhibit large perturbations from the average velocity. For Rayleigh waves at 7 s, the paths through the northeastern corner of the study region travel at the highest velocities. Fast-traveling paths are also found in the southeastern edge of the region, although path coverage is more sparse in that area. The slowest propagation paths are found through the center of the study area and also to the southwest of the region. The short paths indicate a rather abrupt transition from low to high wave speeds in the center, with a boundary located slightly west of Great Slave Lake.
[21] The most significant change in the Rayleigh wave group velocity measurements as a function of period can be seen in the northern section of the area. Paths that traverse that region travel relatively fast at 7 s, at nearly the average speed at 15 s (not shown), and slower than average at 20 s. Paths that travel through the center of the study area are slower than average at all periods, but this is a much stronger effect at the shortest periods and becomes less pronounced at longer periods.
[22] The Love wave observations ( Figure 7 ) are fewer in number, meaning that certain parts of the region have limited path coverage by Love waves, and they show more scatter than the Rayleigh wave data, particularly at long periods. Patterns in Love wave group speed are similar to the Rayleigh wave data. At all periods, the fastest paths traverse the northeastern study area, and the slowest paths cross the center of the CANOE array and the southwestern edge of the region. Unlike the Rayleigh waves, the Love waves exhibit high velocities in the northernmost region at all periods, and paths through the southwestern section have low velocities at short periods and high velocities at long periods.
[23] Expansion of the path average group velocity measurements into 2-D maps of wave speed helps to more clearly delineate regional elastic heterogeneity. Figures 8 and 9 show examples of these maps for the data sets exhibited in Figures 6 and 7. To determine the maps, the study area is divided into N = 2464 grid cells with dimensions of 0.25°in latitude and 0.5°in longitude (approximately 28 km × 28 km at these latitudes). For each interstation path i, we calculate the fraction of the total path length that is spent in the jth cell, X ij . The measured path average group velocity U i at some frequency w is then related to the group speed in each cell, U j , by
This is an inverse problem of the form
where the vector d contains the data to be fit and the vector x contains the estimates of the coefficients to be determined. The sensitivity matrix G relates these two quantities and is assumed to be known from the forward problem. We seek a least-squares solution x LS to equation (1) such that e T e = |G · x LS − d| 2 is minimized.
[24] Because the group velocity measurements used in this study are imperfect and provide uneven path coverage, the solution of the inverse problem requires the addition of a priori constraints. We choose to minimize a measure of the model roughness R, defined here as the squared gradient of the group velocity:
Given the limited spatial extent of the study region, we neglect spherical geometry and assume a Cartesian coordinate system. In practice, we implement equation (2) by summing over the N grid cells and differencing the group velocity between the jth cell and the cells located directly to its east, jE, and south jS:
where Dx and Dy are the horizontal and vertical dimensions of the cell. The choice of how strongly to weight the smoothness constraint is somewhat subjective; stronger damping results in a smoother model that fits the data worse than a weak damping constraint. All of the maps in Figures 8 and 9 were determined using the same weighting value for the damping. : generally higher than the average (black), generally lower than average (red), faster at short periods and slower at long periods than the average (blue), and slower at short periods and faster at long periods than the average (green). The mean curve from each of the four groups is shown for Rayleigh and Love waves. Color coding the paths according to the characteristics of their dispersion curves reveals geographical patterns for both data sets; path midpoints are plotted on the maps. The maps also show the Cordilleran Deformation Front in grey, and the eastern limit of the Western Canada Sedimentary Basin as well as the Bowser and Nechako basins in magenta. [25] The Rayleigh wave maps largely confirm the patterns that were apparent in Figure 6 . High wave speeds dominate the northeastern quadrant of the study area at all periods, and low velocities are focused toward the center of the region as well as in a northwest-southeast oriented zone located along and to the west of the CANOE C leg. The northwestern section transitions from high to low velocities over the period range 7-20 s. Differences between the three maps become more pronounced as the frequency separation increases. The correlation coefficient is 0.82 between the 7 s and 15 s maps, 0.84 between the 15 s and 20 s maps, and 0.62 between the 7 s and 20 s maps.
[26] The 7 s Love wave map has many features in common with the 7 s Rayleigh map, including a small zone of high velocities located just southwest of the CANOE B leg. The two maps are correlated with a coefficient of 0.82. Owing to the more limited path coverage of the Love wave data set, velocities in the southeast corner of the model (south of 60°N and east of 245°E) are not well constrained at long periods. Unlike the Rayleigh maps, the northwestern section of the Love wave maps is consistently a high-velocity zone at all periods considered here. Whether the differences between the Love and Rayleigh heterogeneity reflect the different depth sampling by the two data sets or serve as evidence of radial anisotropy in crustal velocities is best explored by examining three-dimensional shear velocity structure.
The 3-D Shear Velocity Model

The Forward Problem
[27] To investigate how the shear velocity structure varies as a function of depth, we expand upon the analysis of section 5 and develop three-dimensional models of shear wave speed for the study area. For the ith path in the data set, we calculate the path average group velocity perturbation U i (w) by subtracting a reference group velocity U r (w) from the measured value: U i (w) = U i (w) − U r (w). The reference group velocity is calculated for an assumed 1-D reference model, and the dependence of the group speed anomalies on three-dimensional perturbations in the structural parameters dm k j (r) can be expressed through the relation
where integration is taken over the Earth's radius, from the center (r = 0) to the surface (r = a) and j and N refer to the grid cells, as in equation (1). The quantity ∂U/∂m k is the sensitivity kernel that describes how the group velocity is influenced by a change in the kth structural parameter. For an isotropic elastic solid, the shear wave (V S ) and compressional wave (V P ) speed are the structural parameters required to describe the elastic properties of any parcel of material. Because our data set includes both Rayleigh and Love waves, we can also explore whether radial anisotropy is required to satisfy the data. In that case, five independent elastic parameters must be specified: the velocities of horizontally and vertically polarized S and P waves V SH , V PH , V SV , V PV , and a fifth parameter h that describes behavior for polarization angles intermediate between the horizontal and vertical [Dziewonski and Anderson, 1981] . Other variable choices are possible, but our data are strongly sensitive to V SH and V SV , which guides our choice. The Rayleigh and Love group velocities are also dependent on the density r and the bulk and shear attenuation factors Q k −1 and Q m −1 . It is impractical to attempt to determine three-dimensional variations in eight parameters, and so we must make some simplifications. The Love and Rayleigh group velocities have little sensitivity to variations in h, r, Q m −1 , and Q k −1 ; we choose to ignore variations in these four factors. The data are considerably more sensitive to variations in V SH and V SV than in V PH and V PV . We therefore constrain the variations in V PH and V PV to be proportional to the variations in V SH and V SV , respectively: dV PH = kdV SH and dV PV = kdV SV , where k = 0.99 [Kustowski et al., 2008] .
[28] Based on these considerations, equation (4) for the radially anisotropic case becomes
where the sensitivity kernels ∂U/∂m depend on frequency w and radius r, and can also vary with horizontal position j. In equation (5), we have included dependence of the group speed on the depth of radial discontinuities such as the Moho; L indicates the number of discontinuities and dd l is the perturbation in the depth of the lth discontinuity. We follow Kustowski et al. [2008] and parameterize the model in terms of isotropic variations dV S and anisotropic variations da, where
Choosing this parameterization allows us to damp the isotropic and anisotropic variations separately. Equation (5) becomes
In the following sections, we discuss the choice of reference model, the calculation of sensitivity kernels, and parameterization schemes.
Calculation of Sensitivity Kernels
[29] To calculate the group velocity sensitivity kernels ∂U/∂m, we follow the approach of Rodi et al. [1975] and differentiate phase velocity sensitivity kernels K m c = ∂c/∂m with respect to frequency:
Since phase speed sensitivity kernels can be readily calculated from the eigenfunctions of a specified Earth model [e.g., Takeuchi and Saito, 1972] , equation (9) presents a convenient and numerically efficient expression for determining the group speed kernels. These kernels are approximate, requiring numerical differentiation of kernel values @c @m
for adjacent modes at discrete frequencies. Rodi et al. [1975] showed that the resulting inaccuracies are very small, and we have verified numerically that these kernels are sufficiently accurate and will not introduce bias into our retrieved models.
[30] The sensitivity kernels are dependent on the choice of reference model, and the strong shallow heterogeneity apparent in Figures 8 and 9 implies that multiple reference models may be required. Figure 10 shows a comparison of Rayleigh and Love sensitivity kernels for two different Earth models. Both models are radially anisotropic in the middle and lower crust (discussed in section 6.3), have a 40 km thick continental crust, and are underlain by radially anisotropic PREM mantle [Dziewonski and Anderson, 1981] . The model labeled "Seds" has a 3 km thick sediment layer at the top, whereas the model called "Slave" does not. The Seds and Slave models are otherwise identical for depths >11 km (Table 1) . The Seds and the Slave models were chosen based on values for the region from CRUST2.0 [Bassin et al., 2000] . As expected, the Rayleigh waves are primarily sensitive to V SV , and the Love waves are sensitive to V SH . The Love waves have a small but non-zero sensitivity to V SV , and the Rayleigh waves are slightly sensitive to V PH and V PV (not shown). The crustal V P /V S ratio is 1.76-1.78 for both models.
[31] The short-period Love waves are particularly sensitive to the low-velocity sedimentary layer, the presence of which focuses sensitivity toward very shallow depths (Figure 10d ). When calculated with the Seds model, the 7 s Love waves are twice as sensitive to the upper 5 km of the crust than is true for the Slave model. This focusing of sensitivity caused by the sedimentary layer also significantly reduces the Love wave sensitivity to the middle crust (5-20 km), whereas the kernels calculated for the Slave model are more sensitive to this middle layer. Sensitivity kernel differences due to choice of reference model can also be seen for the 7 s Rayleigh waves, although they are not as pronounced.
[32] To account for the laterally heterogeneous seismic properties and group velocity sensitivity, we allow for two types of sensitivity kernels in the inversion for shear velocity structure. Figure 10b shows the gridded region of our study area and the classification of each cell by type. The choice of reference model for each grid cell is guided by the sediment thickness values from SEDMAP [Laske and Masters, 1997] and by the pattern of anomalies obtained for the shallow crust when a single reference model and set of sensitivity kernels is used for the entire study area (e.g., Figure A2 ). 
The 3-D Model Parameterization
[33] The 3-D velocity models are parameterized with blocks. In the horizontal dimension, the blocks are the same size as for the 2-D maps described in section 5: 0.25°in latitude and 0.5°in longitude. In the vertical dimension, the crust is divided into three layers, the thickness of which varies with depth and with the type of sensitivity kernels utilized. Where the Slave kernels are used, the three depth layers are 0-11 km, 11-22 km, and 22-40 km. Where the Seds kernels are used, the layers are 0-3 km, 3-22 km, and 22-40 km. The type of kernel used in each grid cell is summarized in Figure 10b .
[34] The Slave and Seds reference models are radially anisotropic throughout the middle and lower crust (Figure 10a) , with V SH faster than V SV by 0.2 km/s. Our decision to treat the middle and lower crust as radially anisotropic is based on a forward-modeling approach to investigate whether the Rayleigh and Love group speed measurements can be shown to be consistent with an isotropic velocity crust. The results of these tests, which involve comparing group velocity predictions of more than 200,000 1-D elastic models to subsets of our group velocity observations, indicate that radial anisotropy in the middle crust (∼5-20 km) is required to simultaneously explain both data sets. The approach and results will be described in greater detail in a forthcoming paper; here, we summarize the pertinent conclusions. In general, an isotropic model that fits the Love wave data overpredicts Rayleigh wave group velocity, and a model that fits the Rayleigh wave data underpredicts Love wave group speeds. Allowing for V SH faster than V SV in the middle crust (layer 2) permits both data sets to be fit by the same Earth model. We have found that the adjustments necessary to match our observations cannot be achieved by varying the crustal V P /V S ratio or changing the upper mantle elastic structure.
[35] Because the sensitivity of our Love wave data to the lower crust is small (Figure 10 ), we cannot determine definitively if the lower crust also requires anisotropic velocity. We choose to maintain constant anisotropy of 0.2 km/s throughout the middle and lower crust. Application of our forward-modeling approach to group speed observations from different regions of our study area indicates that this magnitude of anisotropy is roughly constant. Based on this finding, we use anisotropic reference models (and anisotropic sensitivity kernels) but do not solve for laterally varying anisotropy. In Appendix A, we compare models obtained using isotropic and radially anisotropic reference models.
[36] Table 1 summarizes the parameterization of the inversion for 3-D shear wave speed. In the middle and lower crust, we determine perturbations to the shear velocity, dV S , in each grid cell for both kernel types. The sediment model SEDMAP [Laske and Masters, 1997] and the Geological Atlas of the Western Canada Sedimentary Basin [Mossop and Shetsen, 1994] indicate that in the areas with a sedimentary layer, the sediment thickness can range from 1-5 km (and thicker in a few locations). We therefore fix the velocity of the top layer to 2.5 km/s and solve for perturbations to the thickness of that layer for cells of the Seds type. In areas without a sedimentary layer (i.e., cells for which the Slave kernels are used), we fix the thickness of the top layer at 11 km and solve for perturbations to the shear wave speed.
[37] Equation (8) thus becomes
where Y VSH jm is the integral of sensitivity kernel
over the depth range corresponding to the mth vertical layer. By extension, Y VSV jm is the integral of @U @V SV over the mth layer, and so on for Y VPH jm and Y VPV jm . The superscript j indicates that this quantity can be different for each grid cell; here, either the Seds or the Slave sensitivity kernels are used for each grid cell (Figure 10b ). Since most interstation paths cross some Seds cells and some Slave cells, the total sensitivity to crustal V S and V P structure is a weighted average of the sensitivity calculated for the Seds reference model and the sensitivity for the Slave reference model. For cells of the Seds type, perturbations to the depth of the top layer dd 1 j are determined, and perturbationsto shear velocity in the top layer dV S j 1 are not determined. For cells of the Slave type, dd 1 j is not determined, and dV S j 1 is determined. Perturbations to shear velocity in the second and third layers, dV S j 2 and dV S j 3 , are determined for all grid cells. We note that, as an alternative to the linear inversion described here, a model space search is an effective approach for placing constraints on and quantifying the uncertainties in a 3-D Earth model [e.g., Ritzwoller et al., 2004] .
[38] In matrix notation, equation (10) can be written
where the vector d contains the data to be fit (i.e., dU i (w)), the vector x contains the unknown coefficients (i.e., dV S jm and dd 1 j ), and G relates these two quantities. As in section 5, we seek a least-squares solution to equation (11). We minimize the squared gradient of the isotropic velocity perturbations, as defined in equation (3). This horizontal smoothness constraint can be implemented as a linear constraint B · x = c [e.g., Boschi and Dziewonski, 1999] , where B has dimensions 2N × N. Each row of B contains only two non-zero elements, corresponding to the jth and jEth cells or to the jth and jSth cells, which have values of 1 and −1, respectively. (See equation (3) for specific notation.) Then, equation (3) can be written as ∥B · x∥ 2 , and the linear system B · x = 0 can be used. Equation (11) becomes
where the strength of the constraint is controlled by damping coefficient a, with c = 0. The influence of the choice of a on the model characteristics and misfit is discussed in Appendix A. We do not damp model gradients in the vertical direction, as the vertical parameterization is already fairly coarse. A separate horizontal smoothness constraint is applied to the sedimentary layer thicknesses. The damped, least-squares solution to equation (12) is
The 3-D Model Results
[39] Figures 11a-11d show the model obtained by inverting the Love and Rayleigh wave group velocity observations using the radially anisotropic reference models and their associated kernels as described above. The 7 s, 15 s, and 20 s Rayleigh wave and 7 s, 14 s, and 18 s Love wave data are inverted (Table 2 ). These periods were chosen to optimize depth sensitivity throughout the crust, taking into consideration the frequency bands in which the signal-tonoise ratio is highest for our data set; longer-period data have low SNR and are therefore not included. Sediment thickness (Figure 11d ) is greatest (5-6 km) in the southeastern portion of the study area and near the center point of the CANOE array, in agreement with sediment thickness values from the Western Canada Sedimentary Basin. In the cells for which the Slave kernels are used, at 2 km depth the highest velocities are found in the northeast corner (3.3-3.4 km/s) with slightly lower velocities in the southwest region (3.1-3.3 km/s). In the middle crust (Figure 11b ; 15 km depth), the model contains a zone of low velocity extending from north to south through the western two-thirds of the study area. In general, high velocity at this depth is located in the eastern section of the area. In the lower crust (Figure 11c ; 30 km), the model contains a zone of high velocities in the center of the study area that extends to the northeast and northwest. The remainder of the region is characterized by average to low wave speeds, especially west of the Cordilleran Deformation Front.
[40] The misfit between the observations and the model predictions is summarized in Table 2 . We use the goodnessof-fit parameter c 2 /M:
where the sum is over all observations M, the predicted group speed dU j pred is calculated from the right-hand-side of equation (10), and s j is the observational uncertainty for each measurement, which we estimate from the standard deviation of the distribution of group velocities measured for similar paths. When the difference between the modelpredicted and the observed group speeds is similar to the observational uncertainty, c 2 /M approaches unity. Not surprisingly, the 3-D model provides a slightly worse fit to the data than the 2-D maps (Figures 8-9 ), due to inconsistencies between the data sets at different periods and the need to fit the Rayleigh and Love waves simultaneously. Table 2 contains misfit values for 3-D models determined only from the Love wave data and only from the Rayleigh wave data ( Figure A5 ). These values are very similar to the misfits for the 2-D maps, suggesting that the poorer fit provided by the 3-D model primarily reflects difficulties associated with fitting the Rayleigh and Love waves simultaneously.
Resolution Tests
[41] Figure 12 summarizes a series of resolution tests. The input model consists of five rectangular anomalies distributed throughout the study area. This pattern is assigned to either layer 1, layer 2, or layer 3. When it is assigned to layer 1, uniform velocity is prescribed for layers 2 and 3; when it is assigned to layer 2, uniform velocity is prescribed for layers 1 and 3, and so on. Synthetic group velocity is calculated for each ray path in our data set using equations for the forward problem (equation (10)), the sensitivity kernels calculated for the Slave reference model, and the velocity structure of The number of observations N is provided in addition to the misfit for 3-D models derived only from the Love wave data and only from the Rayleigh wave data. the input model designed for this test. The recovered models indicate little vertical smearing of the input anomalies; thus, in Figure 12a , we only present the recovered models for the layer that was assigned the anomaly pattern (i.e., output for layer 1 corresponds to the resolution test with input anomalies only in layer 1). In all three tests, anomalies 2 and 3 are recovered nearly perfectly, anomaly 5 is fairly well recovered, and anomalies 1 and 4 are less well recovered.
[42] The reason for the different levels of success in the resolution tests is related to the path coverage of the area. It is clear from Figures 6 and 7 that short paths of length <600 km primarily connect the stations of the CANOE array and, to some extent, the POLARIS stations in the northeast. The rest of the study area is sampled by longer paths. In Figure 12b , coverage by paths of different lengths has been quantified. The study area has been divided into a number of grid cells, and we have calculated the average total length of the paths that traverse each grid cell. To account for the depth sensitivities of the Love and Rayleigh waves in our data set, the average of path lengths summarized in Figure 12b has been weighted by the integrated sensitivity of each data set to each layer (e.g., we have considered the sensitivity of 7 s Rayleigh waves to each layer, of 14 s Rayleigh waves to each layer, etc.). The results show that in all three layers, the northwestern and southeastern regions are primarily traversed by long paths; accordingly, the input anomalies in these regions are recovered but are horizontally smeared, resulting in a weaker recovered anomaly (Figure 12a ). This effect is most clearly observed in layer 3. However, the central and southern sections of the region are sampled by many shorter paths, which enhances the model resolution and allows the location and amplitude of the input anomalies to be faithfully recovered.
Summary of Model Tests
[43] In Appendix A, we present the results of tests designed to explore how sensitive our preferred results (Figure 11 ) are to the strength of regularization, assumptions about the reference models, which subset of the group velocity data are included, and the model parameterization scheme. The findings of those tests are summarized here. In Figures A2-A5 , eleven 3-D shear velocity models are plotted, each derived under slightly different conditions than our preferred results. Figure A2 shows the models obtained when only one reference model and set of sensitivity kernels is used (tests 1-2) in addition to the case where velocity perturbations are obtained in the shallow crust instead of sediment thickness variations (test 3); Figure A3 shows a model obtained when the reference models contain laterally variable upper mantle structure (test 4); Figure A4 presents results determined when the reference model is isotropic (test 5), or has a different V P /V S ratio (tests 6-7) or a different crustal thickness (tests 8-9) than the preferred reference models. The effect of inverting only the Rayleigh wave (test 10) or only the Love wave (test 11) data sets is described in Figure A5 . From the figures and the discussion in Appendix A, it is clear that the pattern and magnitude of velocity anomalies in the shallow and middle crust (first and second layers in our model parameterization) are robust with respect to the different conditions of these tests. The correlation coefficient between our preferred maps and each of the eleven test maps is summarized in Figure 13 .
[44] To quantify the overall degree of similarity between our preferred model and the eleven test models, we perform the following calculation. For each grid cell, we calculate the percentage of the eleven test models having a velocity anomaly of the same sign as the preferred model. The result Figure 13 . Correlation coefficient between our preferred model and each of the eleven test models (described in Appendix A) at 15 and 30 km. The test index is described in section 6.6.
( Figure A6 ) provides a measure of the degree of consistency of high-and low-velocity features between models. We find that the preferred model at 15 km depth is remarkably robust: for almost all of the grid cells, 90-100% of the models tested show a consistent sign of velocity anomaly. This suggests that the structure through the upper and middle crust can be interpreted with a high degree of confidence. In the bottom layer (30 km depth), agreement between models is weaker; the velocity perturbations in the central portion of the study area are robust, but outside the center region, the nature of the perturbation depends on the assumptions of the inversion. This is because our data have relatively low sensitivity to this layer; it is also because the velocity of this layer trades off with crustal thickness and upper mantle structure. As a result, in the discussion that follows, we limit our interpretation of the lower crustal velocities to the central, well-constrained portion of the region.
Discussion
[45] In the upper mantle, temperature is the primary cause of perturbations in wave speed at a fixed depth; variability in rock and mineral composition has a smaller effect [e.g., Lee, 2003; Shapiro and Ritzwoller, 2004; Faul and Jackson, 2005] . Recent seismic images of the upper mantle across northwestern Canada have been obtained from teleseismic body waves [e.g., Mercier et al., 2008 Mercier et al., , 2009 ] and surface waves [Frederiksen et al., 2001 ; van der Lee and Frederiksen, 2005; Nettles and Dziewonski, 2008] . These studies suggest that the upper mantle structure is dominated by a substantial temperature contrast between the high-temperature, tectonically young Cordillera and the lower-temperature ancient craton; the boundary between these upper mantle domains roughly corresponds to the deformation front (Figure 15) .
[46] The crust, on the other hand, is a highly heterogeneous collage of different rock and mineral types that, when considered together with laterally variable thermal conditions, makes it difficult to uniquely interpret crustal seismic velocities [e.g., Christensen and Mooney, 1995] . This is especially true in our study area, which includes cratons, ancient and recent orogens, former magmatic arcs, episodes of extension, and thick sediment basins. Our images of crustal velocity (Figure 11 ) are different than the mantle images ( Figure 15 ) in that they do not show a strong contrast across the deformation front that can be interpreted in terms of temperature. To gain a better understanding of the mechanisms that control crustal velocities in this region, we analyze our 3-D model with earlier results from the Lithoprobe program, specifically the Slave-Northern Cordillera Lithosphere Evolution (SNORCLE) project [e.g., Cook and Erdmer, 2005] . The SNORCLE transects consist of seismic reflection and refraction data acquired along four lines (Figure 1b) . Detailed point and/or linear constraints obtained from the SNORCLE data allow us to develop a more robust interpretation of lateral variations of shear velocity structure in the region.
The 3-D Crustal Velocity Structure
[47] In Figure 14 , we compare our results for
with estimates of V P determined from seismic refraction/wideangle reflection data recorded as part of the SNORCLE transects. From the published figures and text, we infer velocity in four locations along Line 1 [Fernandez-Viejo and Clowes, 2003] , in three locations along Line 2a [Welford et al., 2001] , in three locations along Line 2b [Hammer and Clowes, 2004] , and at three points along Line 3 [Creaser and Spence, 2005] . Lines 2a and 2b share a point at their northernmost extent. Our objective with this comparison is to investigate the qualitative agreement between the two determinations of velocity:
from surface wave group velocity and V P from active source refraction. We find generally good agreement. In the shallow crust (2 km depth), the two locations characterized by the lowest V P fall within the area that we determine to have significant sediment thickness. At a depth of 15 km, the highest V P values overlap with a region of high shear velocity in the northeastern part of the study area, and many of the points characterized by the lowest V P overlap with low shear wave speeds in our model. In the lower crust (30 km), the high V P values overlap with the high shear velocities in the center of the region. but spans 4.5-6.0 km/s at 2 km, 6-6.5 km/s at 15 km, and 6.5-6.9 km/s at 30 km.
Cordillera-Craton Transition
[48] It is observed globally that cratonic mantle lithosphere is characterized by high shear wave speeds [e.g., Cammarano and Romanowicz, 2007; Nettles and Dziewonski, 2008] . These high velocities are primarily due to cold temperatures, although the depleted composition of cratons may also contribute [e.g., Jordan, 1978; Lee, 2003] . Young orogens, on the other hand, are typically low-velocity features in the upper mantle. Frederiksen et al. [2001] used surface wave waveforms to image shear velocity in the Canadian upper mantle and found a division between the low-velocity west coast and high-velocity continental interior that persisted from shallow depths to 250 km. South of 60°N, their results show that this boundary is well defined and aligned with the Cordilleran Deformation Front. To the north, the boundary is seismically more diffuse and located farther west, where it is better aligned with the Tintina Fault at ∼100 km depth. The shear velocity model of Nettles and Dziewonski [2008] shows a similar west-to-east velocity increase, although in their model the transition appears to be more closely aligned with the deformation front along its length (Figure 15b ).
[49] Mercier et al. [2009] have developed a model of S wave and P wave velocities beneath the study area using teleseismic body waves recorded by several temporary arrays (including CANOE) as well as permanent stations. Slices of their S velocity and P velocity models are compared to the bottom layer of our crustal model (22-40 km) in Figure 15 . At 200 km, the body wave models show a clear boundary between the low-velocity west and high-velocity east that aligns with the Cordilleran Deformation Front, both north and south of 60°N. This alignment appears to also be present at 100 km, although sparser coverage in the body wave model makes for a less-confident interpretation. Given the strong correlation between the deformation front and upper mantle structure, all of the mantle models discussed above suggest that the tectonism responsible for surface deformation (i.e., the Cordillera) involves the bulk of the crust and the underlying mantle lithosphere.
[50] In contrast, the SNORCLE transects produce an alternative interpretation of Cordilleran deformation. These transects provided remarkably detailed reflection and refraction profiles of the crust along three lines roughly perpendicular to the north-south oriented geologic terranes in the region. A key interpretation that has emerged from analysis of this data set is that much of the Cordilleran crust consists of strata deposited along the margin of western North America during the Proterozoic. In this scenario, the younger Cordilleran terranes exposed at the surface are merely thin slices that were thrust atop ancient North American crust and mantle [Snyder et al., 2002; Cook et al., 2004 Snyder et al., 2009] . The primary evidence for this interpretation arises from deep seismic reflection pro- files, which show wedge-shaped areas of strong and densely spaced reflectivity. The wedges initiate beneath the craton at what is interpreted to be a hinge line on the ancient continental margin, thicken to the west beneath the central Cordillera, and taper out in the lower crust beneath the coastal terranes [Snyder et al., 2002 [Snyder et al., , 2009 . These inferred metasedimentary sequences, which reach thicknesses of 25-30 km at what is interpreted to be the ancient continental slope [Snyder et al., 2002] , appear to form much of the crust through the central Cordillera (Figure 16 ). The implication of this interpretation is that the westward extent of the North American continent was established by the end of the Proterozoic, and that later-stage terrane accretion has not substantially increased continental area.
[51] Our crustal shear velocity images provide some support for this notion. At 15 km depth, velocities are dominated by a strong low wave speed region with an eastern edge that correlates with the hinge demarking the metasedimentary wedge (Figure 16a ). This spatial correlation, combined with the observation that the reflective wedge is characterized by a low Poisson's ratio that is consistent with a significant component of quartz [Fernandez-Viejo et al., 2005; Snyder et al., 2009] , allows for the possibility that the low velocities are produced by the Proterozoic metasedimentary assemblage. The low-velocity region extends westward beneath the length of the Cordillera, in agreement with the interpretation of Snyder et al. [2002 Snyder et al. [ , 2009 .
[52] The lower crustal velocity structure (30 km depth; Figure 16b ) indicates a modest west-to-east velocity increase that is most prominent at 56-60°N, where it corresponds with the Cordilleran Deformation Front. North of 60°N, the transition is better aligned with the Tintina fault, and south of 56°N, there is little lateral velocity contrast. There is also an intriguing correlation between the Great Slave Lake shear zone and a transition from high to low wave speeds that suggests that the shear zone is a major crustal boundary. These inferences about features in the lower crust are offered with a relatively low degree of confidence, as the velocity structure at 30 km depth is not as well constrained as the upper and middle crustal layers. While the resolution tests in Figure 12 suggest that velocity variations are resolvable in this depth interval, the quantitative comparison of models resulting from different modeling assumptions indicates that the lower crustal variations are most robust only in the central region of the model. This is demonstrated in Appendix A and Figure A6c , where contours of model confidence are superimposed on the shear velocity variations.
[53] The seismic properties of the mantle lithosphere beneath the Cordillera are clearly distinct from those beneath the craton (e.g., Figure 15 ), suggesting that these two regions have evolved tectonically under very different conditions. Variations in surface elevation across the deformation front are consistent with such a varied tectonic history. On the other hand, the idea that continuous layered strata occupy the crust underneath the Cordillera and the craton lends support to the notion of a shared provenance for much of the middle and lower crust within the two regions.
[54] The inference of metasedimentary strata in the crust is primarily derived from reflection profiles from SNORCLE lines 2a, 2b, and 3 [e.g., Cook et al., 2004] . Along these lines, the zones of high subparallel reflectivity that are interpreted to be Proterozoic strata are not everywhere flat and in some cases manifest as undulations and dipping surfaces. These structures are consistent with originally linear layers that have undergone deformation due to the compressional forces that would have dominated during the growth of the Cordillera. Thus, the mantle and crustal images of the area are not necessarily contradictory, as the seismic models suggest that both the crust and mantle lithosphere were perturbed during the building of the Cordillera. In this scenario, the low velocities within the Cordilleran crust in our model result from elevated temperatures in addition to composition.
[55] A Proterozoic metasedimentary wedge is only one possible explanation for the observed reflectivity; Cook and Erdmer [2005] and Cook et al. [2004] discuss alternatives, including fabrics resulting from ductile flow and layered igneous intrusions. Indeed, the images of P wave speed obtained from refraction data along Lines 2a and 3, which are crucial to the interpretation as both lines show a tapering wedge of subhorizontal reflectivity in the middle and lower Figure 16 . (a, b) As in Figures 11b-11c , isotropic shear velocity perturbations (in %) in layers 2 and 3 of our model. Black dashed lines indicate the limits where Proterozoic strata are inferred to be present throughout much of the crust, and black solid line marks the "continental hinge line", the eastern limit where strata begin to thicken [Snyder et al., 2002 [Snyder et al., , 2009 . (c) Bouguer gravity anomaly corrected for Airy isostasy, assuming crustal root thickness is proportional to topography. crust, do not contain a velocity contrast corresponding to the boundaries of this wedge [Hammer and Clowes, 2004; Creaser and Spence, 2005] . This does not rule out the presence of metasedimentary strata in the crust, but it does require that adjacent but disparate tectonic terranes have very similar compressional wave velocities. While this inconclusive result from the refraction data would seem to weaken the case for a metasedimentary wedge, we note that when S wave velocities measured from the same two lines are also considered, a wedge-shaped region of low V P /V S that corresponds spatially with the reflectivity zones is obtained [Fernandez-Viejo et al., 2005] .
Archean-Proterozoic Transition
[56] The combination of the CANOE A leg and POLARIS stations provides good resolution of crustal structure across the transition from the Archean Slave craton into the Proterozoic terranes to the west (Figure 1) . At both midcrustal (15 km) and lower crustal (30 km) depths, parts of the Slave craton are characterized by lower velocities than the adjacent Proterozoic crust to the west, although the lower crustal transition cannot be interpreted with high confidence. (Figure A6c shows contours of model confidence superimposed on lower crustal velocity structure.) Both are consistent with P wave velocities observed in the middle and lower crust along SNORCLE Line 1 [Fernandez-Viejo and Clowes, 2003] , which show lower wave speed beneath the Archean Contwoyto terrane and higher velocity under the Anton terrane and Proterozoic Great Bear arc to the west. A zone of low P wave speeds beneath the Hottah terrane [Fernandez-Viejo and Clowes, 2003 ] corresponds spatially with the gap that separates the two high-velocity anomalies at 30 km depth in our model (Figure 16b) .
[57] Low V P /V S values throughout the Slave craton crust along SNORCLE Line 1 have been identified by Fernandez-Viejo et al. [2005] and, together with the V P results mentioned above, are attributed to a silica-rich composition. At the westward transition from Slave craton to Wopmay orogen, V P /V S values increase, suggesting a more mafic crust. Increasing SiO 2 content leads to lower compressional wave speeds and Poisson's ratios in many common crustal rock types [Christensen, 1996; Rudnick and Fountain, 1995] . Our results are also consistent with global average V P values for Archean lower crust, which are 0.1-0.2 km/s lower than for Proterozoic shields (although the values overlap within uncertainty) [Rudnick and Fountain, 1995] . It also may be consistent with weakening associated with metasomatism and kimberlite volcanism over the long history of the craton. Either way, it is suggestive of a distinctive history for the Archean portion of the craton, relative to the Proterozoic portion.
Crustal Thickness
[58] We estimate crustal thickness in the study region by combining Moho receiver functions with our 3-D shear velocity model derived from group velocities. The receiver function analysis was applied to the 59 CANOE stations; we also include estimates from eight of the CNSN stations (the five Yellowknife stations, LLLB, BBB, and WHY) that were determined by the Earthscope Automated Receiver Survey [Crotwell and Owens, 2005] . The receiver function measurements are P-s differential times that were calculated for teleseismic events using the method of Langston [1979] and the water level deconvolution code "pwaveqn". The results of the deconvolution show arrivals stemming from Ps conversions at the Moho as well as at other interfaces in the crust and mantle [Courtier et al., 2008] . Figure 17a shows the P-s differential times for the CANOE and CNSN stations. The times range from ∼3 s for the CANOE "A leg" stations near the center of the study area to ∼5.5 s for the "C leg" stations in the southern part of the array.
[59] For vertical propagation in the crust, each P-s differential time t Ps is related to the Moho depth d 2 and the crustal V P and V S directly beneath the station [e.g., Zhu and Kanamori, 2000] 
We calculate the reference t Ps values for each receiver location using the crustal shear wave speeds and sediment thicknesses from our 3-D model ( Figure 11 ) and an assumed crustal thickness of 40 km; compressional velocity is calculated from the V P values in the reference model ( and the assumed scaling dV P = kdV S (section 6.1). The reference times are subtracted from the measured P-s differential times, resulting in the anomaly dt Ps that is related to perturbations in shear velocity dV S , compressional velocity dV P , and Moho depth dd 2 by
We assume that the perturbations in velocity structure are well constrained by the inversion of group speeds and attribute each dt Ps value to perturbations Moho depth. The dt Ps values are then inverted for lateral variations in dd 2 , and we apply a horizontal smoothness constraint to the Moho perturbations.
[60] The resulting map of Moho depths (Figure 17b ) largely mirrors the pattern of P-s differential time measurements, with the thinnest crust (∼34-36 km) in the center and northwestern corner of the study area and slightly thicker crust (∼38-42 km) to the south and east. The Moho depths in Figure 17b provide a good fit to the measured differential times; the median absolute value of the residual between observed and predicted t Ps is 0.12 s. Observational uncertainty s of the receiver function times can be estimated from the standard deviation of the five Yellowknife stations, which are nearly colocated, to be 0.22 s. Applying this value to all of the differential time measurements yields c 2 /M = 1.05 for the receiver function data set; smaller values of s would increase the c 2 /M estimate.
[61] The absolute Moho depths obtained from the P-s differential times are dependent on the assumed V P /V S ratio. With V P /V S = 1.65, Moho depths are ∼5 km larger than in Figure 17b , and with V P /V S = 1.85 they are ∼5 km smaller. However, the pattern of crustal thickness variations is not affected by these assumptions; correlation coefficient between all pairs of maps is >0.99. Laterally variable V P /V S ratios will also affect the retrieved Moho depths. Our data are not able to constrain variations in V P /V S , but the range of 1.65-1.85 tested here is larger than expected for typical crustal rocks [e.g., Christensen, 1996] . The results in Figure  17b are not affected by the crustal thickness of the reference model; we obtain nearly identical patterns and absolute values of Moho depth for reference models with 35 km, 40 km, and 45 km crustal thickness. Crustal thickness values from CRUST2.0 (Figure 17c ) [Bassin et al., 2000] also show the thickest crust in the southeastern corner, which thins to the northwest along the deformation front.
[62] The overall pattern of crustal thickness roughly correlates with large-scale tectonics: thinner crust beneath the Cordillera, and thicker crust beneath the craton. This is opposite to the pattern expected for an Airy isostatic mechanism, wherein a thick crustal root is expected to compensate for topographic loads at the surface. Variations in crustal thickness along the Cordillera generally agree with isostatic gravity anomalies calculated for the study area (Natural Resources Canada, Geoscience Data Repository). Isostatic gravity was calculated using an Airy-Heiskanen model, where the depth of crustal roots is proportional to the surface elevation scaled by an assumed density contrast between the crustal root and mantle. The Bouguer gravity anomaly is then corrected for the gravity signal associated with this assumed crustal root, and non-zero isostatic gravity values identify locations where the assumption of root thickness or density contrast was incorrect; the anomalies could also result from heterogeneity in the mantle. North of 57°N, isostatic gravity is mostly high along the Cordillera (Figure 16c ), possibly reflecting anomalously thin crust.
Conclusions
[63] We computed cross correlations of day long time series of ambient noise at 99 broadband seismic stations located in northwestern Canada for the time period July 2004 to June 2005. The stacked cross correlations yielded sufficiently high signal-to-noise ratios at all interstation azimuths, although SNR is especially strong in the azimuth band 20°-110°, roughly perpendicular to the Pacific coastline. Furthermore, the causal and anticausal sides of the cross correlations are not of equal strength for the interstation azimuth band 0°-100°, suggesting a high level of coherent noise propagation to the northeast and weaker coherent noise propagation in other directions.
[64] Group velocity as a function of frequency is measured from the vertical component and transverse component ambient noise cross correlations. Strong regional trends are clear in the group velocity dispersion curves (e.g., Figure 5 ), with paths characterized by higher than average velocity at all periods clustering in the northeastern corner of the study area and paths that are slower than average at all periods concentrated in the center of the study area. Paths with high velocity at short periods and lower wave speed at long periods mostly traverse the north central section, whereas paths characterized by slow velocity at short periods and fast wave speed at longer periods predominantly cross east of the center of the study area.
[65] These Rayleigh and Love wave group velocity observations are inverted for 3-D shear velocity structure. We allow for locally variable sensitivity kernels, since portions of the study area are covered in several kilometers of sedimentary rock while other portions are devoid of sediments. We fix radial anisotropy in the middle and lower crust, with V SH > V SV by 0.2 km/s, but do not allow for lateral variations in anisotropy.
[66] Near the surface, the largest sediment thickness values (4-5 km) retrieved from the joint inversion of group velocity and receiver function data overlap in location with known sedimentary basins (Western Canada Sedimentary Basin, Bower Basin, Nechako Basin). In the middle crust, much of the region west of Great Slave Lake is characterized by low wave speeds. The easternmost extent of this slow-velocity region coincides with the ancient continental margin inferred from SNORCLE active source reflection studies [e.g., Snyder et al., 2009] , and the low wave speeds are consistent with the interpretation of Proterozoic metasedimentary strata in the middle and lower crust beneath the Cordillera. In this scenario, many of the Cordilleran terranes are thin flakes thrust atop these older rocks, which are hypothesized to have originated as sediments deposited in a passive margin setting.
[67] Images of the upper mantle beneath the study area provide convincing evidence for a strong temperature contrast between the warmer Cordillera and cooler continental interior; the shear velocity anomalies in the lower crust of our model are consistent with this interpretation but are only weakly resolved due to the limited period range of our data set. To reconcile the upper mantle results with the interpretation of ancient North American metasedimentary rocks occupying the Cordilleran crust requires that the Cordilleran lithosphere was substantially reworked (and thus heated and perhaps fluxed with fluids) during the accretion of those terranes. This reworking is not inconsistent with the SNORCLE reflection profiles, which show undulations and dipping surfaces within the crustal layers. The low wave speeds in the Cordilleran middle crust in our model result from both elevated temperatures as well as a likely compositional signature from the silica-rich metasedimentary rocks.
Appendix A: Tests of the Model Robustness
A1. Influence of Regularization
[68] The solution of the inverse problem posed in equation (10) requires additional a priori information. We minimize the squared horizontal gradient of the isotropic shear velocity perturbations. We also minimize the squared gradient of the sediment thickness variations, where applicable. In each case, a subjective choice about the weight of this constraint must be made, and in this section we explore the influence of such choices on the retrieved model.
[69] Stronger damping of the velocity variations results in a smoother model that provides a worse fit to the data. In Figure A1a , data misfit is plotted as a function of the rootmean-square amplitude of the models at depths of 2, 15, and 30 km. For visualization purposes, the model roughness is normalized to the maximum at each depth, and misfit is the mean misfit of the three Rayleigh and three Love wave data sets used to derive the model. Our preferred model (Figure 11 ) corresponds to a misfit value of ∼2.15. For each 3-D model, the damping coefficient is the same for all three layers of the model; it has the largest effect on the lower crustal layer (30 km) and the smallest effect on the topmost layer (2 km).
[70] Stronger or weaker constraints on model roughness also affect the patterns of velocity in the second and third layers ( Figure A1b) ; this can be quantified by calculating the correlation coefficient between these models and our preferred model. At 15 km, only the most strongly underdamped model is sufficiently different that the correlation coefficient with our preferred model is degraded. At 30 km, this is the case for the most strongly underdamped and strongly overdamped models. However, within a reasonable range of horizontal damping coefficients, the features in the models are similar to our preferred model, and our conclusions and interpretation (section 7) are not affected by the strength of damping. Applying very weak or very strong horizontal smoothness constraints to the sediment thickness variations has essentially no effect on the retrieved shear velocity patterns at all crustal depths. Data misfit for the 7 s Love and Rayleigh group velocities is slightly reduced for the scenarios with very rough sediment thickness; all other data sets are unaffected.
A2. Influence of the Parameterization
[71] In Figure A2 , we investigate how the decision to use laterally varying sensitivity kernels affects the retrieved model. Isotropic velocity variations from our preferred model, for which two reference models and sets of sensitivity kernels are used, are compared with the velocities obtained when one reference model and set of sensitivity Figure A1 . (a) Effect on misfit of strength of the horizontal smoothness constraint. Results using seven different damping coefficients are summarized here, where "Normalized Roughness" refers to the rootmean-square amplitude of the models at three depths, normalized by the maximum value (i.e., the roughest model) at each depth. Misfit is plotted on the vertical axis and is the mean c 2 /M value of the six data sets from which the model is derived. (b) Correlation coefficient between our preferred model ( Figure 11 ) and models derived with different damping coefficients. Figure A2 . Comparison of isotropic S velocity models derived (a) using two types of sensitivity kernels (i.e., Figure 11 ), (b) using only the Seds kernels, and (c) using only the Slave kernels. (d) Similar to our preferred model, but in the top layer, dV S is determined instead of sediment thickness. From left to right: 2 km, 15 km, and 30 km depth. Value in the upper left corner is the correlation coefficient with the preferred two-kernel model at each depth. Bold black polygon at 2 km depth outlines the region of cells defined as Seds in the two-kernel case. kernels is used for the entire study area (the Seds model in Figure A2b and the Slave model in Figure A2c) . At 2 km, the location of the division between high wave speeds to the northeast and low velocities in the center and southwest agrees with our choice for the boundary between the Seds and Slave kernels. In the middle layer (15 km), results obtained using the Seds model are nearly identical to the preferred model. Results obtained with the Slave model contain low wave speed in the northwest and high velocity in the east, in agreement with the preferred model. The southwestern section of this model exhibits slightly higher wave speed than in our preferred model. In our preferred model, many of the grid cells classified as the Seds type exhibit low wave speed at 15 km. The results in Figures A2b-A2c confirm that this pattern is not an artifact introduced by the parameterization of local kernel types, as both models calculated with only one kernel type exhibit the same pattern of velocity.
[72] At 30 km, all three models contain a zone of high velocities in the center of the study area, and the crust located west of the Cordilleran Deformation Front is characterized by low to average wave speeds. As compared to the preferred model, the modelobtained using the Seds-type kernels is seismically slower in the northeast corner, and the model obtained using the Slave-type kernels is seismically slower in the southeast.
[73] Figure A2d shows a model for which the two types of kernels are used. However, unlike our preferred model, sediment thickness is not determined for Seds-type cells; rather, perturbations in shear velocity are determined for all three layers and for both kernel types. The resulting model is very similar to the preferred model at all depths, suggesting that the parameterization of sediment thickness does not influence the retrieved elastic structure.
A3. Influence of the Reference Model
A3.1. Upper Mantle Velocity Structure
[74] In the mantle, the Seds and Slave reference models are identical and contain the elastic properties of PREM [Dziewonski and Anderson, 1981] . Surface wave and body wave models show clearly that the shallow mantle in this region is heterogeneous, with a west-to-east increase in wave speeds that is approximately aligned with the Cordilleran Deformation Front (Figure 15 ). In Figure A3 , our preferred model is compared with a model obtained through an inversion that is otherwise identical to the preferred results except for the values of the reference models in the uppermost mantle. For this scenario, shear velocity is 4% lower than PREM in the Seds model and 4% higher than PREM in the Slave model at 40 km; the difference in upper Figure A3 . (left) Preferred model (i.e., Figure 11 ) at 15 km and 30 km depth. (right) As on left, but here the upper mantle beneath Seds-type kernels contains ∼5% slower shear velocities than upper mantle beneath Slave-type kernels. mantle velocity decreases linearly as a function of depth and disappears for depths >220 km.
[75] The use of reference models with variable upper mantle properties has a negligible effect on the upper and middle crustal layers. At 30 km depth, the preferred model contains slightly higher wave speeds west of the Cordilleran Deformation Front and lower velocities in the northeast corner. Correlation coefficient between the pair of models is 1.0, 0.98, and 0.66 at depths of 2, 15, and 30 km. Our conclusions and interpretation (section 7) are not impacted by the slight changes to shear velocity structure in the lower crust.
A3.2. Crustal VP/VS Ratio
[76] In the Seds and Slave reference models, shear wave and compressional wave speeds are selected from regional values in CRUST2.0 [Bassin et al., 2000] ; the crustal V P /V S ratio in these two models ranges from 1.76 to 1.78 (Table 1) . Different values for V P /V S can affect the isotropic shear velocity variations because the calculated surface wave sensitivity kernels will be different. We have determined 3-D models using an inversion that is otherwise identical to our preferred model except for V P values in the reference models (and thus slightly different sensitivity kernels). We explore two end-member scenarios by altering the reference crustal V P so that it is 1.65 and 1.85 times the V S value. A V P /V S ratio of 1.85 is larger than most crustal rock types, and V P /V S = 1.65 is considerably lower than almost all crustal rocks [Christensen, 1996; Brocher, 2005] . Thus, testing these anomalous values should allow us to explore the maximum possible effect on retrieved model parameters.
[77] Isotropic velocity variations in the upper and middle crustal layers are barely affected by the assumed V P /V S ratio. Correlation coefficients with the preferred model are 1.0, 0.99, and 0.84 at 2, 15, and 30 km depth when V P /V S = 1.65 and 1.0, 1.0, and 0.95 when V P /V S = 1.85. In Figures A4c-A4d, models obtained using reference models with V P /V S values of 1.65 and 1.85 are compared with our preferred model at 30 km depth. All three models contain a zone of high wave speed in the center of the study area. When V P /V S = 1.65, this anomaly is weaker than in the other models, and the region west of the Cordilleran Deformation Front exhibits lower velocity. 
A3.3. Crustal Thickness
[78] The preferred model is derived using sensitivity kernels calculated from reference models that contain 40 km thick continental crust (Table 1 ). In Figures A4e-A4f we compare results obtained if the reference models instead contain 35 km thick or 45 km thick crust. Only in the lower crustal layer (30 km) are velocities affected by the crustal thickness of the reference model. When the reference Moho depth is 35 km, the model contains a zone of high wave speed near the center of the study area, in agreement with the preferred model. Velocities in the northeastern corner are much lower than in the preferred model; correlation coefficient between the two models is 0.32 at this depth. When the reference crust is 45 km thick, correlation with the preferred model is 0.46; the zone of high velocities in the center is weaker than in the preferred model, but west-toeast increase in wave speed provides better agreement.
A3.4. Isotropic Reference Model
[79] The preferred model is derived using sensitivity kernels calculated for a reference structure that contains radial anisotropy (V SH > V SV by 0.2 km/s) in the middle and lower crust (section 6.3). To investigate the effect of this assumption on the results, we also derive a 3-D model using sensitivity kernels calculated for a reference model with isotropic shear and compressional velocities; these reference velocities are identical to the Voigt-averaged values of the velocities in the anisotropic reference model (Table 1 ). In the upper and middle crust, the results are very similar to our preferred results: correlation coefficient with the preferred model is 0.99, 0.90, and 0.96 for velocities at 2 km and 15 km and the sediment thickness variations, respectively. The models exhibit greater differences in the lower crust, where the correlation coefficient is 0.38. Both models contain the zone of high wave speed in the center of the study area ( Figure A4b) . The model derived from the isotropic reference structure contains slightly lower wave speeds in the northeast and slightly higher velocities to the west than our preferred results.
A4. Compatibility of Love and Rayleigh Group Speeds
[80] As noted in section 6.4 and Table 2, the goodness-offit to the Rayleigh and Love wave data is worse for the preferred 3-D model than it is for the 2-D group speed maps. The simultaneous inversion of the Rayleigh and Love group velocities requires compromise, which degrades the fit to both data sets. Furthermore, while we allow for constant radial anisotropy of 0.2 km/s in the middle and lower crust (section 6.3), variations in the strength of radial anisotropy are not determined here. Figure A5 compares the preferred model with similar models determined only from the Rayleigh data and only from the Love data. At 15 km depth, both models agree reasonably well with the preferred model, including high wave speeds in the east and lower velocities in the center and northwest. At 30 km, the Love wave data do not have sufficient sensitivity to provide good constraints on shear velocities. The model derived from the Rayleigh waves contains the high-velocity zone in the center, with slightly lower velocities to the east.
A5. Summary of Tests
[81] The previous sections presented the results of tests designed to explore how sensitive our preferred results are to various assumptions inherent in the modeling scheme. We quantify the overall degree of similarity between our preferred model and the test models by calculating the percentage of the eleven test models having a velocity anomaly of the same sign as the preferred model. We find that the preferred model at 15 km depth is remarkably robust: for almost all of the grid cells, 90-100% of the models tested show a consistent sign of velocity anomaly ( Figure A6a) . Most of the grid cells characterized by lower levels of agreement outline the defined boundary between the Seds-type and Slave-type cells. We do not show a similar plot for the shallow crust (2 km) because of the difficulty in simultaneously summarizing information about sediment thickness for Seds-type cells and velocity anomaly for Slave-type cells. Furthermore, the tests described above easily demonstrate the consistency of results obtained for the upper crust.
[82] In the bottom layer (30 km depth), agreement between models is weaker ( Figure A6b ). This is the layer to which our data have the lowest sensitivity; it is also the layer most likely to be affected by assumptions about crustal thickness and upper mantle structure. The high-velocity zone in the center of the study area that is present in nearly every test result is readily apparent here; in addition, we note that the majority grid cells indicate that >50% of the test models contain velocity anomalies with the same sign as our preferred model. In Figure A6c , we superimpose contours of model confidence on the preferred shear velocity variations at 30 km depth.
[83] In summary, the tests described in this section provide strong support for our preferred model results in the upper and middle crust. Larger uncertainty must be assigned to our results for the lower crustal layer, but Figure A6b illustrates that our preferred results are robust for many of the grid cells in this layer. Figure A6. (a, b) Summary of how the eleven different models tested and described in Appendix A compare with our preferred results. For each grid cell, if the preferred model contains dV S /V S > 0, the number of other models that also contain a positive velocity anomaly in that cell is reported; the same tabulation procedure applies for negative velocity anomalies. The results are reported as the percentage of the 11 models with velocity anomalies of the same sign as the preferred model (0-100%). (c) As in Figure 11c , isotropic shear velocity perturbations in layer 3 of our model. Black lines show the 60% contour from Figure A6b to highlight the most robust model features.
