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TENSOR PRODUCTS AND INDEPENDENT
SUMS OF Lp-SPACES, 1 < p < ∞
Dale E. Alspach
Oklahoma State University
Abstract. Two methods of constructing infinitely many isomorphically distinct Lp-
spaces have been published. In this article we show that these constructions yield
very different spaces and in the process develop methods for dealing with these spaces
from the isomorphic viewpoint. We use these methods to give a complete isomorphic
classification of the spaces Rαp constructed by Bourgain, Rosenthal, and Schechtman
and to show that Xp⊗Xp is not isomorphic to a complemented subspace of any Rαp .
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0. Introduction
The purpose of this paper is to investigate the relationship among three appar-
ently different constructions of Lp-spaces. We will show that two of the methods
produce the same isomorphic classes but that third method produces a funda-
mentally different class of spaces. In particular the construction due to Bourgain,
Rosenthal and Schechtman [BRS] will be shown to produce different spaces than
those Schechtman produced to show that there are infinitely many isomorphically
distinct Lp-spaces. In order to explore the gap between the two constructions we
resurrect a 1974 construction of Lp-spaces due to the author [A1] that was pre-
sented in some seminars at Ohio State but was not published at that time. (See [F]
for a complete exposition and related results.) All of the methods of construction
make use of Rosenthal’s fundamental space Xp and thus have a probabilistic or dis-
tributional character that makes the passage to the isomorphic level difficult. One
consequence of this work is to show that modifications of the ideas of Rosenthal can
be used to work with these more complex spaces within the isomorphic framework.
In Section 1. we will review the constructions and the basic properties. First we
will describe some of the results in Rosenthal’s paper.
Theorem 0.1. (Rosenthal’s Inequality, [R,Theorem 3] or [JSZ]) Let 2 < p < ∞.
Then there exists a constant Kp depending only on p such that if f1, . . . , fn are
independent, mean zero random variables in Lp, then
1
2
max
{( n∑
i=1
∫ ∣∣∣∣fi
∣∣∣∣pdx
)1/p
,
( n∑
i=1
∫ ∣∣∣∣fi
∣∣∣∣2dx
)1/2}
≤
(∫ ∣∣∣∣ n∑
i=1
fi
∣∣∣∣pdx
)1/p
≤ Kpmax
{( n∑
i=1
∫ ∣∣∣∣fi
∣∣∣∣pdx
)1/p
,
( n∑
i=1
∫ ∣∣∣∣fi
∣∣∣∣2dx
)1/2}
.
Using this inequality Rosenthal showed that there was a complemented sub-
space of Lp which he called Xp that was different (isomorphically) from the other
complemented subspaces known at the time. In its sequential form Xp,(wn) is the
completion of the space of sequences of real numbers (an) with only finitely many
an non-zero under the norm
‖(an)‖ = max
{( ∞∑
i=1
|an|p
)1/p
,
( ∞∑
i=1
|an|2w2n
)1/2}
where (wn) is a bounded sequence of positive numbers such that for every ǫ > 0,
(*)
∑
wn<ǫ
w2p/(p−2)n =∞.
Using this space and a “bad” l2-space formed by taking the definition of Xp,(wn)
as above except that wn is a constant independent of n, Rosenthal defined a small
list of additional Lp-spaces. The spaces he defined were Bp = (
∑
kXp,(wkn))p ,
where wkn = wk for all n and limwk = 0, Bp ⊕ Xp, Xp ⊕ (
∑
l2)p, Xp ⊕ Bp and
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(
∑
Xp)p. These spaces, Lp, lp, l2 ⊕ lp, and Xp were the only known Lp-spaces
known at the time of Rosenthal’s paper. Some of the isomorphic relations between
these spaces were determined by in Rosenthal. Others were known to the author
but never published. The current state of knowledge of these smaller Lp-spaces can
be found in the dissertation of G. Force [F].
One of the most interesting parts of Rosenthal’s paper is his proof that the space
Xp,(wn) does not depend on the sequence (wn) as long as (*) is satisfied. We will
make use of his ideas in this paper, so we record the basic formulas here.
Proposition 0.2. [R,Lemma 7] Let E1, E2, . . . be a sequence of disjoint finite
subsets of N. For each j ∈ N let
fj =
(∑
n∈Ej
w2p/(p−2)n
)−1/p ∑
n∈Ej
w2/(p−2)n en
where (en) is the standard coordinate basis of Xp,(wn) and let
f∗j (
∑
anen) =
(∑
n∈Ej
w2p/(p−2)n
)−(p−1)/p ∑
n∈Ej
anw
2(p−1)/(p−2)
n .
Then (fj) is 1-equivalent to the standard basis of Xp,(w′j) where
w′j =
(∑
n∈Ej
w2p/(p−2)n
)(p−2)/(2p)
for each j and Px =
∑
j f
∗
j (x)fj is a contractive projection onto the closed linear
span of (fj).
Using Proposition 0.2 Rosenthal showed that every space Xp,(wn) is isomorphic
to a complemented subspace of Xp,(wn,k), where wn,k ↓ 0 as n→∞ and wn,k does
not depend on k, and that Xp,(wn,k) is complemented in every Xp,(wn) such that
(wn) satisfies (*). Rosenthal then used a special sum of spaces and a version of the
Pelczynski decomposition method to show that all of the spaces Xp,(wn) such that
(wn) satisfies (*) are isomorphic.
In Section 2 we generalize Rosenthal’s methods so that we may consider spaces
formed by replacing the scalars in the definition of Xp by a sequence of subspaces
of Lp. We prove a result analogous to Proposition 0.2 and develop the tools to use
a decomposition method argument similar to Rosenthal’s. A crucial notion here is
the use of a restricted class of operators which are bounded in the p and 2 norms.
This idea has been used previously in working with Xp. (See [A2], [AC] and [JO].)
These tools allow us to show that for ω ≤ α < ω1 the spaces Rα+kp , k ∈ N, are
isomorphic.
In order to distinguish the spaces Rαp for α a limit ordinal, we use some ideas of
Schechtman [S] but with a different basic space. Whereas Schechtman used spaces
of the form lr1 ⊗ lr2 ⊗ · · · ⊗ lrk , we use the space Dp originally defined in [A1].
Section 3 is devoted to completing the classification of the spaces Rαp .
The remaining sections of the paper are devoted to the relationship between
Xp ⊗ Xp and (p, 2)−sums of subspaces of Lp. The goal is to show that the two
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structures are esssentially incompatible and thus deduce in Section 8 that Xp⊗Xp
is not isomorphic to a complemented subspace of any Rαp . In Section 4 we examine
isomorphic embeddings of Xp ⊗Xp into (p, 2)−sums of subspaces of Lp and show
that there are some restrictions on their behavior. Section 5 is devoted to developing
methods of passing to subsequences of the natural basis of Xp⊗Xp which are bases
for isomorphs of Xp ⊗Xp so that gliding hump style arguments can be used. The
approach used is quite general and may be of independent interest. We prove a
general sufficient condition for an operator on Xp ⊗ Xp to be an isomorphism on
a copy of Xp ⊗ Xp in Section 6. We also look at the isomorphic types of certain
natural subspaces of Xp ⊗Xp such as the span of the diagonal and lower triangle
basis vectors. With these methods in hand we start looking at complemented
embeddings of Xp⊗Xp into (p, 2)−sums of subspaces of Lp in Section 7. The main
technical results are proved there.
In Section 9 we make some remarks about directions for further work and list
some open problems.
For the most part we use standard notation from Banach space theory as may
be found in the books of Lindenstrauss and Tzafriri, [LT], [LTI], [LTII]. We use the
expression a ∼ b to denote equivalence of numerical quantities up to multiplicative
constants, i. e., there exist positive numbers K1, K2 such thatK
−1
1 a ≤ b ≤ K2a.We
will assume that the scalar field is the real numbers throughout. Unless otherwise
noted p > 2 and q < 2 is the conjugate index to p. If F is a set, |F | is its cardinality.
We would like to thank the Mathematical Sciences Research Institute at Berkeley
for its support during which a portion of this work was completed.
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1. The Constructions of Lp-spaces
In [S] Schechtman used a simple tensor product to construct infinitely many
isomorphically distinct Lp-spaces. This tensor is defined only for subspaces of Lp.
Definition 1.1. Let X and Y be subspaces of Lp[0, 1] and define X ⊗Y to be the
closed linear span of {x(t)y(s) : x ∈ X and y ∈ Y } in Lp([0, 1] × [0, 1]) with the
usual product measure.
This tensor product depends on the representation of X and Y , a priori. Note
that if T and S are bounded operators on Lp[0, 1] then we may define T ⊗ S on
Lp([0, 1]× [0, 1]) by [T ⊗ S](x⊗ y) = (Tx)⊗ (Sy) for all x, y ∈ Lp[0, 1]. A straight-
forward calculation using the Fubini Theorem shows that T ⊗S is well-defined and
that ‖T ⊗ S‖ ≤ ‖T‖ · ‖S‖. It also follows from standard techniques (integration
against the Rademacher functions) that if (xi) and (yi) are unconditional basic
sequences in Lp[0, 1] then (xi ⊗ yj)i,j is an unconditional basis for [xi]⊗ [yj ]. (See
[S] or the proof of Lemma 1.2 below.)
Schechtman defines spaces ⊗nXp = Xp ⊗ Xp ⊗ · · · ⊗ Xp (n-times). The re-
marks above show that ⊗nXp is complemented in Lp([0, 1]n) where the projection
is P ⊗ P ⊗ · · · ⊗ P (n-times) and P is a projection from Lp[0, 1] onto Xp. Thus
it is immediate that ⊗nXp is a Lp-space. Unfortunately in this representation the
norm of the projection goes to ∞ with n. Indeed, it was communicated to me by
Schechtman from Pisier, that the norm of the projection must be at least as large
as the product of the smallest norms of projections onto the factors. To see this we
have by [TJ,Lemma 32.3] that for X ⊂ Y the relative projection constant
λ(⊗nX,⊗nY )) = sup{|tr(u : ⊗nX → ⊗nY )| : u ∈ B(⊗nY,⊗nY ),
ν(u) ≤ 1 and u(⊗nX) ⊂ ⊗nX},
where tr denotes the trace and ν is the nuclear norm. Because tr(⊗n1P ) =
∏n
1 tr(P )
and ν(⊗n1P ) ≤
∏n
1 ν(P ), it follows that the relative projection constant of ⊗nXp
in Lp([0, 1]
n) is no better than the nth power of the relative projection constant for
Xp in Lp[0, 1].
Because of Rosenthal’s Inequality it is possible to represent ⊗nXp as a sequence
space relative to the unconditional basis (xk1 ⊗ xk2 ⊗ · · · ⊗ xkn)kj∈N,1≤j≤n and
explicitly compute a formula for an equivalent sequence space norm. (In [S] the case
n = 2 is given.) The next lemma will allow us to do the computation inductively.
Lemma 1.2. Let (xn) be a normalized sequence of mean zero independent random
variables in Lp[0, 1], 2 < p <∞, and let (yk) be an unconditional basic sequence in
Lp[0, 1] and Y = [yk]. Then for all (an,k) in R,
‖
∑
n
∑
k
an,kxn ⊗ yk‖
∼ max
{(∑
n
‖
∑
k
an,kyk‖pp
) 1
p
,
(∫ ∥∥∥∥∑
k
[
∑
n
an,k‖xn‖2rn(ω)]yk
∥∥∥∥p
Y
dω
) 1
p
}
,
where rn is the nth Rademacher function.
Proof. Let fn =
∑
k an,kyk for all n. Then for each t, (xn · fn(t)) is a sequence
of mean zero independent random variables in Lp[0, 1] and thus by Rosenthal’s
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Inequality,
1
2
max
{(∑
n
∫ ∣∣∣∣xn(s)fn(t)
∣∣∣∣pds
) 1
p
,
(∑
n
∫ ∣∣∣∣xn(s)fn(t)
∣∣∣∣2ds
) 1
2
}
≤
(∫ ∣∣∣∣∑
n
xn(s)fn(t)
∣∣∣∣pds
) 1
p
≤ Kpmax
{(∑
n
∫ ∣∣∣∣xn(s)fn(t)
∣∣∣∣pds
) 1
p
,
(∑
n
∫ ∣∣∣∣xn(s)fn(t)
∣∣∣∣2ds
) 1
2
}
.
Therefore
(∫∫ ∣∣∣∣∑
n
xn(s)fn(t)
∣∣∣∣pds dt
) 1
p
∼
(
max
{∑
n
∫∫ ∣∣∣∣xn(s)fn(t)
∣∣∣∣pds dt,
∫ (∑
n
∫ ∣∣∣∣xn(s)fn(t)
∣∣∣∣2ds
)p
2
dt
}) 1
p
∼ max
{(∑
n
‖xn‖pp‖fn‖pp
) 1
p
,
(∫ (∑
n
‖xn‖22|fn(t)|2
) p
2
dt
) 1
p
}
∼ max
{(∑
n
‖
∑
k
an,kyk‖pp
) 1
p
,
(∫ (∑
n
‖xn‖22|
∑
k
an,kyk(t)|2
) p
2
dt
) 1
p
}
∼ max
{(∑
n
‖
∑
k
an,kyk‖pp
) 1
p
,
(∫∫ ∣∣∣∣∑
n
‖xn‖2
∑
k
an,kyk(t)rn(ω)
∣∣∣∣pdω dt
) 1
p
}
(by Khintchin’s Inequality)
∼ max
{(∑
n
‖
∑
k
an,kyk‖pp
) 1
p
,
(∫ ∥∥∥∥∑
k
[∑
n
an,k‖xn‖2rn(ω)
]
yk
∥∥∥∥p
Y
dω
) 1
p
}

Using this lemma we can now compute the sequence space norm of the tensor
product of finitely many copies ofXp. Below we use the convention that
∏
s∈∅ f(s) =
1.
Proposition 1.3. For each i, 1 ≤ i ≤ n let (xik)k∈N be a sequence of normalized
mean zero independent random variables in Lp[0, 1] and let w
i
k = ‖xik‖2 for all i
and k. Then for all (a(k1, . . . , kn))(k1,...,kn)∈Nn in R,∥∥∥∥∑
k1
· · ·
∑
kn
a(k1, . . . , kn)x
1
k1
⊗ · · · ⊗ xnkn
∥∥∥∥ ∼ maxF
{( ∑
(ks)s∈F( ∑
(ks)s/∈F
a(k1, . . . , kn)
2W 2(F, k1, . . . , kn)
) p
2
) 1
p
}
,
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where the maximum is taken over all subsets F of the first n natural numbers, and
W 2(F, k1, . . . , kn) =
∏
s/∈F (w
s
ks
)2.
Proof. The proof is by induction on the number of factors, n. For n = 1 the
assertion is immediate from Rosenthal’s Inequality. Now assume it for n factors
and consider n + 1 factors. By Lemma 1.2 with (yk) replaced by (x
1
k1
⊗ · · · ⊗
xnkn)(k1,...,kn)∈Nn , we have that∥∥∥∥∑
kn+1
∑
k1
· · ·
∑
kn
a(k1, . . . , kn, kn+1)x
1
k1
⊗ · · · ⊗ xnkn ⊗ xn+1kn+1
∥∥∥∥
∼ max
{(∑
kn+1
max
F⊂{1,2,...,n}
{( ∑
(ks)s∈F( ∑
(ks)s/∈F
a(k1, . . . , kn, kn+1)
2W 2(F, k1, . . . , kn)
) p
2
) 1
p
}p) 1p
,
(∫ ∥∥∥∥ ∑
k1,...,kn
[
∑
kn+1
a(k1, . . . , kn, kn+1)‖xn+1kn+1‖2rkn+1(ω)]x1k1 ⊗ · · · ⊗ xnkn
∥∥∥∥p
p
dω
) 1
p
}
Interchanging the summation over kn+1 and themax in the first expression produces
the required expressions for which a subset of {1, . . . , n+ 1} would contain n + 1.
Next we will use the following consequence of Kahane’s Inequality [W,III.A.18] and
the inductive hypothesis to rewrite the second expression and obtain the others.
∫
|
∑
n
[
∑
k
an,krk(ω)]
2|p/2 dω =
∫
‖
∑
k
[
∑
n
an,krk(ω)en]‖pℓ2 dω
∼ (
∫
‖
∑
k
[
∑
n
an,krk(ω)en]‖2ℓ2 dω)
p
2
= (
∑
n
∑
k
a2n,k)
p
2 ,
where (en) is the usual unit vector basis of ℓ2.
(∫ ∥∥∥∥ ∑
k1,...,kn
[
∑
kn+1
a(k1, . . . , kn, kn+1)‖xn+1kn+1‖2rkn+1(ω)]x1k1 ⊗ · · · ⊗ xnkn
∥∥∥∥p
p
dω
) 1
p
∼
(∫ (
max
F
{( ∑
(ks)s∈F
( ∑
(ks)s/∈F
[
∑
kn+1
a(k1, . . . , kn, kn+1)‖xn+1kn+1‖2rkn+1(ω)]2
W 2(F, k1, . . . , kn)
) p
2
) 1
p
})p
dω
) 1
p
∼ max
F
{( ∑
(ks)s∈F
∫ ( ∑
(ks)s/∈F
[
∑
kn+1
a(k1, . . . , kn, kn+1)‖xn+1kn+1‖2rkn+1(ω)]2
W 2(F, k1, . . . , kn)
) p
2
dω
) 1
p
}
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(by interchanging the max and the integral)
∼ max
F
{( ∑
(ks)s∈F
( ∑
(ks)s/∈F∑
kn+1
a(k1, . . . , kn, kn+1)
2‖xn+1kn+1‖22W 2(F, k1, . . . , kn)
) p
2
) 1
p
}

Next we will briefly describe the construction of Lp-spaces given in [BRS]. Our
exposition is slightly different, but the basic ideas are the same.
Definition 1.4. Suppose that for each n ∈ N, Xn is a subspace of Lp(Ωn, µn)
for some probability measure µn. Let Ω =
∏∞
n=1 Ωn with the product measure
µ =
∏
µn, and for each n let pn be canonical map from Ω onto Ωn and jn(f) = f ◦pn
for all f ∈ Lp(Ωn, µn). Let X0 be the space of constant functions on Ω and j0
be the inclusion of X0 into Lp(Ω, µ). Let (
∑
Xn)I denote the closed linear span of
∪∞n=0jn(Xn) and (
∑′
Xn)I denote the closed linear span of ∪∞n=1jn(Xn) in Lp(Ω, µ).
We will call (
∑′
Xn)I the independent sum of {Xn}∞n=1 and (
∑
Xn)I the complete
independent sum of {Xn}∞n=1.
Remark 1.5. We will always choose the spaces (Xn)n≥1 to be contained in the mean
zero functions. This will guarantee (See Lemma H.) that the complete independent
sum has a natural unconditional decomposition into the spaces (Xn)n≥0. In [BRS]
the independent sum was used with spaces, (Xn), containing the constants and
thus the independent summands were not necessarily direct summands.
In the construction of Lp-spaces in [BRS] a finite ℓp sum is used. In this ex-
position we replace that approach by using the tensor product. For that pur-
pose it is convenient to introduce the notation Lnp for the space Lp([0, 1],Dn, λ)
where Dn is the σ-algebra generated by the intervals Ink = [k2−n, (k + 1)2−n) for
k = 0, 1, . . . , 2n − 1 and λ is Lebesgue measure. (Thus Lnp is isometric to ℓ2
n
p .)
For each α < ω1 we will define a subspace R
α
p of Lp(µ) for some probability
measure µ. The procedure is inductive. Let R0p = L
0
p, the space of constant
functions. Now suppose that Rαp has been defined. Define R
α+1
p = L
1
p ⊗Rαp . For a
limit ordinal β let Rβp = (
∑∞
n=1R
αn
p,0)I where R
αn
p,0 is the set of mean zero functions
in Rαnp and (αn)n∈N is an enumeration of the ordinals γ, 0 < γ < β.
Remark 1.6. Note that because Lnp ⊗ Lmp is isometric to Lm+np , Rα+kp is isometric
to Lkp ⊗ Rαp , for any α < ω1. In the definition of Rβp for β a limit ordinal a more
usual definition would be to let αn increase to β and let R
β
p = (
∑
Rαnp )I . However
no isomorphic theory of complete independent sums was developed in [BRS], so at
this stage we do not know whether or not these spaces are all isomorphic.
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2. Isomorphic Properties of (p, 2)−Sums and the Spaces Rαp
In [BRS] it was shown by use of an ordinal index that uncountably many of
the spaces Rαp are isomorphically distinct. Unfortunately the nature of the proof
is such that it does not provide any additional information on which α′s yield
isomorphically different spaces. One consequence of the results in this paper is that
we will see which ones are in fact different in a direct fashion.
We will now use Rosenthal’s inequality to get a little more information about
the spaces Rαp for α a limit ordinal. The approach used here is similar to that in
[A1] and [F].
Lemma 2.1. For each n ∈ N let Xn be a subspace of Lp(Ωn, µn) which contains
the constants and let Xn,0 denote the the subspace of Xn of all mean 0 functions
in Xn. Then (
∑
Xn)I is isomorphic to (
∑′
Xn,0)I ⊕ L0p. Consequently, (
∑
Xn)I
is isomorphic to the space
Z = {(fn)∞n=0 : fn ∈ Xn,0 for n ∈ N, f0 ∈ L0p,
and ‖(fn)‖ = max{(
∑
‖fn‖pp)1/p, (
∑
‖fn‖22)1/2} <∞}.
Proof. For each n ∈ N, Xn = Xn,0 ⊕ [1Ωn ]. By definition
(
∑
Xn)I = [∪∞n=0jnXn] = [∪∞n=1jnXn,0 ∪ {jn(1Ωn) : n = 0, 1, 2, . . .}].
Because jn(1Ωn) = 1Ω for every n, it follows that (
∑
Xn)I = [∪jn(Xn,0)]⊕ [1Ω] =
(
∑′
Xn,0)I ⊕ L0p. The final assertion is an immediate consequence of Rosenthal’s
Inequality. 
We will have frequent use for spaces such as Z above so we will use the following
notation for norm that occurs there.
Definition 2.2. Let (Xn) be a sequence of subspaces of Lp(Ω, µ) for some proba-
bility measure µ, and let (wn) be a sequence of real numbers, 0 ≤ wn ≤ 1. For any
sequence (xn) such that xn ∈ Xn for all n, let
‖(xn)‖p,2,(wn) = max{(
∑
‖xn‖pp)1/p, (
∑
‖xn‖22w2n)1/2}
and let
X = (
∑
Xn)p,2,(wn) = {(xn) : xn ∈ Xn for all n and ‖(xn)‖p,2,(wn) <∞}.
We will say that X is the (p, 2, (wn))-sum of {Xn}. In the special case that wn = 1
for all n, we will sometimes write (
∑
Xn)p,2 instead of (
∑
Xn)p,2,(1).
In order to deal with these spaces with a norm defined in terms of an L2 norm
and an Lp norm and with similar subspaces of Lp, we will use the terms (p, 2)−
bounded, (p, 2)− isomorphism, etc., to indicate that the map is bounded, is an
isomorphism, etc., in both norms. For example, if T is a map from (
∑
Xn)p,2,(wn)
into Lp, we would say that T is (p, 2)−bounded, if there exists a constant K
such that ‖T (xn)‖2 ≤ K(
∑ ‖xn‖22w2n)1/2 and ‖T (xn)‖p ≤ K‖(xn)‖p,2,(wn) for all
(xn) ∈ (
∑
Xn)p,2,(wn). Note that this is slightly different than the usage of this
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terminology in other papers, [AC], [JO]. This concept of a (p, 2)−bounded operator
is actually implicit in [R] where it is used in estimating the norms of operators and
in proving that the spaces Xp,(wn), where (wn) satisfies (*) are all isomorphic. He
actually shows that the spaces are (p, 2)− isomorphic.
Remark 2.3. By Rosenthal’s Inequality one can produce a subspace of Lp iso-
morphic to the (p, 2, (wn))-sum of (Xn) in the following way. First symmetrize
each space Xn by mapping f ∈ Xn to Sf ∈ Lp(Ω′, ν) where Ω′ = Ω × {0, 1}
and ν = µ × (δ0 + δ1)/2, by Sf(ω, j) = f(ω)(−1)j. Next apply an isometry Jn
from Lp(Ω
′, ν) into Lp(Ω′ × [0, 1], ν × λ), where λ is normalized Lebesgue measure
on [0, 1] to adjust the ratio between the Lp and L2 norms, where Jnf(ω
′, ·) =
f(ω′)1[0,γn]γ
−1/p
n where γn = w
2p/(p−2)
n . For each n ∈ N let Ωn = Ω′ × [0, 1]
and µn = ν × λ and identify the target space of Jn with Lp(Ωn, νn). Finally let
Ω∞ =
∏∞
n=1 Ωn, µ∞ =
∏∞
n=1 νn and πn denote the natural projection from Ω∞
onto Ωn. Then for each n ∈ N, Tn = (JnSf) ◦ πn is an isometry from Xn into
Lp(Ω∞, µ∞) such that for any sequence (fn) with fn ∈ Xn for all n, (Tnfn) is a
sequence of independent mean zero random variables. By Rosenthal’s inequality
‖∑Tnfn‖p is equivalent to ‖(Tnfn)‖p,2,(1) and by the definition of Tn we have that
‖(Tnfn)‖p,2,(1) = ‖(fn)‖p,2,(wn) because ‖Tnfn‖2 = ‖fn‖2wn for all n ∈ N. Thus
[TnXn] is (p, 2)− isomorphic to the (p, 2, (wn))-sum of {Xn}.
Let us now examine the spaces Rωkp , for k = 1, 2, . . . . First let k = 1. For each
n ∈ N, Lnp = [1]⊕[1Ik−2−n1I0 : k = 1, 2, . . . , 2n−1], where Ink = [k2−n, (k+1)2−n),
for k = 0, 1, . . . , 2n − 1, and n ∈ N. Because of Rosenthal’s Inequality and Lemma
H it is natural to compare Rωp with (
∑
Lnp )p,2,(1). Let 1n = (xk) ∈ (
∑
Lnp )p,2,(1),
where xn = 1[0,1] and xk = 0 for k 6= n. Observe that the operator P (xn) =
((
∫
xn)1n) on (
∑
Lnp )p,2,(1) is a (p,2)-norm 1 projection onto [1n : n ∈ N] with
kernel (
∑
Lnp 0)p,2,(1). Also we have that [1n : n ∈ N] is (p, 2)− isometric to Xp,2,(1)
which is isomorphic (but not (p, 2)− isomorphic) to ℓ2.
Let us explicitly compute the norm of an element x ∈ (∑Lnp )p,2,(1). Let
x = (
2n−1∑
k=0
ank1Ink )n∈N.
Then
‖x‖p,2,(1) = max{(
∞∑
n=1
2n−1∑
k=0
|ank |p2−n)1/p, (
∞∑
n=1
2n−1∑
k=0
|ank |22−n)1/2}.
If we define bnk = a
n
k2
−n/p and wnk = 2
−n(p−2)/(2p) for each n, k, then
‖x‖ = max{(
∞∑
n=1
2n−1∑
k=0
|bnk |p)1/p, (
∞∑
n=1
2n−1∑
k=0
|bnk |2(wnk )2)1/2}.
Thus (
∑
Lnp )p,2,(1) is (p, 2)− isometric to Xp,(wnk ), an isomorph of Xp. By Rosen-
thal’s argument Xp⊕p,2Xp,2,(1) is (p, 2)− isomorphic to Xp, it follows that (
∑
Lnp )I
is (p, 2)− isomorphic to (∑Lnp )p,2,(1).
Now we will prove that the spaces Rωkp are (p, 2)− isomorphic to iterated (p, 2)−
sums of Xp.
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Theorem 2.4. For any countable ordinal α and j ∈ N, Rα+ωjp is (p, 2)− isomorphic
to
(
∑
(
∑
. . . (
∑
Rαp )p,2,(wn,k)) . . . )p,2,(wn,k))p,2,(wn,k)︸ ︷︷ ︸
j times
,
where wn,k = 2
−n(p−2)/(2p) for 0 ≤ k < 2n, n = 1, 2, . . . .
Before we begin the proof we need to make note of some properties of (p, 2)−
isomorphisms. Below, given a sequence of operators (Tn), Tn : Xn → Yn, we will
use the notation
∑⊕Tn denote the operator defined from (∑Xn) to (∑Yn) which
is defined by T ((xn)n∈N) = (T (xn))n∈N, for all finitely non-zero sequences with
xn ∈ Xn for all n.
Lemma 2.5. If {Xn} and {Yn} are two sequences of subspaces of Lp(Ω, µ) for some
probability measure µ, and there is a constant K and (p, 2)−continuous operators
{Tn} such that ‖Tn‖p,2 ≤ K for all n ∈ N then the operator T =
∑⊕Tn is a K
(p, 2)−bounded operator from (∑Xn)p,2,(wn) into (∑Yn)p,2,(wn). Consequently,
(1) if each Tn is a (p, 2)− isomorphism and ‖T−1n ‖p,2 ≤ K as well then T is a
(p, 2)− isomorphism.
(2) if each Tn is a projection, then
∑⊕Tn is a (p, 2)−bounded projection onto
(
∑
TnXn)p,2,(wn).
The proof of Lemma 2.5 is straightforward and we leave it to the reader. The
next lemma is similar to Proposition 0.2 except that the scalars are replaced by a
subspace of Lp.
Lemma 2.6. Suppose that {Xn} is a sequence of subspaces of Lp(Ω, µ) for some
probability measure µ, Y is a subspace of Lp(Ω, µ), and K is a constant such
that for every n ∈ N there is a projection Pn from Xn onto a subspace Yn such
that ‖Pn‖p,2 ≤ K and there is a (p, 2)− isomorphism Tn from Y onto Yn with
max{‖Tn‖p,2, ‖T−1n ‖p,2} ≤ K. Then, if (wn) is any sequence in [0, 1] with∑
w
2p/(p−2)
n <∞,
Z = [(w2/(p−2)n Tny) : y ∈ Y ] ⊂ (
∑
Xn)p,2,(wn)
is (p, 2)− isomorphic to Y with the norm
max{‖y‖p, ‖y‖2(
∑
w2p/(p−2)n )
(p−2)/2p}
and (p, 2)−complemented in (∑Xn)p,2,(wn). Moreover the norms of the operators
depend only on p and K.
Proof. First we will compute the norm of an element in Z.
‖(w
2
p−2
n Tny)‖p,2,(wn) = max{(
∑
w
2p
p−2
n ‖Tny‖pp)1/p, (
∑
w
4
p−2
n ‖Tny‖22w2n)1/2}
∼ max{(
∑
w
2p
p−2
n ‖y‖pp)1/p, (
∑
w
2p
p−2
n ‖y‖22)1/2}
= (
∑
w
2p
p−2
n )
1/pmax{‖y‖p, ‖y‖2(
∑
w
2p
p−2
n )
p−2
2p }.
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Thus the map (
∑
w
2p
p−2
n )1/py → (w
2
p−2
n Tny) defines an isomorphism from Y in
the weighted norm onto Z. Next we define an operator P by
P (xn) = ((
∑
w
2p
p−2
j )
−1w
2
p−2
n Tn[
∑
w
2(p−1)
p−2
j T
−1
j Pjxj ]),
for every sequence (xn) ∈ (
∑
Xn)p,2,(wn). Clearly P maps into Z and Pz = z for
all z ∈ Z.
It remains to check that P is (p, 2)−bounded.
‖P (xn)‖ ∼ (
∑
w
2p
p−2
n )
1−p
p max{‖y‖p, ‖y‖2(
∑
w
2p
p−2
n )
p−2
2p }
where y =
∑
w
2(p−1)
p−2
j T
−1
j Pjxj . Since by Ho¨lder’s Inequality with exponent pairs
(p, p/(p− 1)) and (2, 2),
‖y‖p ≤
∑
w
2(p−1)
p−2
j ‖T−1j ‖p‖Pj‖p‖xj‖p ≤ (
∑
w
2p
p−2
j )
p−1
p K2(
∑
‖xj‖pp)1/p
and
‖y‖2 ≤
∑
w
p
p−2
j wj‖T−1j ‖2‖Pj‖2‖xj‖2 ≤ (
∑
w
2p
p−2
j )
1/2K2(
∑
‖xj‖22w2j )1/2
Then
‖P (xn)‖ ≤ K2max{(
∑
‖xn‖pp)1/p, (
∑
‖xn‖22w2j )1/2.

The next lemma shows that (p, 2)−sums of subspaces of Lp behave in a reason-
able way with respect to (p, 2)− isomorphisms of their summands.
Lemma 2.7. Suppose that for some α < ω1, {Xβ : β < α} is a family of subspaces
of Lp(Ω, µ) for some probability measure µ, and there is a constant K such that
for every γ < β < α there is a (p, 2)−continuous projection Qγ,β from Xβ onto a
subspace Yγ such that ‖Qγ,β‖p,2 ≤ K and Yγ is K (p, 2)− isomorphic to Xγ, in the
natural (p, 2)−norm. Let (wj) be a sequence contained in (0, 1] and let φ be a map
from N into α such that there is an infinite subset M of N with limn∈M φ(n) = α
and for every ǫ > 0, ∑
m∈M
wm<ǫ
w2p/(p−2)m =∞.
Then there is a constant C depending on K and p such that (
∑∞
n=1Xφ(n))p,2,(wn)
is C (p, 2)− isomorphic to (∑∞n=1Xαn)p,2,(w′n), where (w′n) is any sequence in (0, 1]
satisfying (*) and limn→∞ αn = α.
Proof. We proceed in the same way that Rosenthal did in the proof of [R,Theorem
13]. First we single out a special (p, 2)−sum. Let ψ : N×N→ α be a function such
that for any ψ(n, j) is independent of j and (ψ(n, 1))n∈N is an enumeration of α. Let
Z = (
∑
n,j Xψ(n,j))p,2,(w′n,j), where w
′
n,j = w
′
n for all n, j. Clearly if (w
′
n) satisfies
(*) then we can find disjoint finite subsets of N, Nn,j , such that αk > ψ(n, j) for
all k ∈ Nn,j and w′j > (
∑
k∈Nn,j w
2p
p−2
k )
p−2
2p > w′j/2 for all n, j ∈ N. It follows from
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Lemma 2.6 that Xψ(n,j) is (p, 2) isomorphic to a (p, 2)−complemented subspace
of (
∑
n∈Nn,j Xαn)p,2,(w′n). An application of Lemma 2.5 gives us that Z is (p, 2)−
isomorphic to a (p, 2)−complemented subspace of (∑∞n=1Xαn)p,2,(w′n). Similarly, Z
is (p, 2)− isomorphic to a (p, 2)−complemented subspace of (∑∞n=1Xφ(n))p,2,(wn).
Another application of this argument shows that Z contains (p, 2)−complemented
(p, 2)− isomorphs of (∑∞n=1Xαn)p,2,(w′n) and (∑∞n=1Xφ(n))p,2,(wn).
Finally we note that (
∑∞
n=1 Z)p,2,(1) is (p, 2)− isomorphic to Z and thus by
the decomposition method (See [R, Proposition 11].) Z is (p, 2)− isomorphic to
(
∑∞
n=1Xαn)p,2,(w′n) and (
∑∞
n=1Xφ(n))p,2,(wn). 
Proof of Theorem 2.4. It is sufficient to prove this for j = 1 and then we may
conclude by applying Lemma 2.5 and induction. We follow the pattern of the
argument given above for the case α = 1.
It follows from Lemma 2.1 that Rα+ωp is (p, 2)− isomorphic to
(
∑
Rα+kp 0)p,2,(1) ⊕p,2 L0p.
Let us compare this with (
∑
Rα+kp )p,2,(1). A typical element of R
α+k
p = L
k
p ⊗ Rαp
is of the form
f =
∑
m
(
2k∑
j=0
akj 1Ikj )⊗ g
k
m =
2k∑
j=0
1Ikj ⊗ (
∑
m
akm,jg
k
m) =
2k∑
j=0
1Ikj ⊗ h
k
j ,
where gkm ∈ Rαp for all k,m and hkj =
∑
m a
k
m,jg
k
m. Thus a typical element of
(
∑
Rα+kp )p,2,(1) is f = (
∑2k
j=0 1Ikj ⊗ hkj )k and
‖f‖p,2,(1) = max{(
∞∑
k=1
2k−1∑
j=0
‖hkj ‖p2−k)1/p, (
∞∑
k=1
2k−1∑
j=0
‖hkj ‖22−k)1/2}.
If we define gkj = h
k
j 2
−k/p and wkj = 2
−k(p−2)/(2p) for each j, k, then
‖f‖p,2 = max{(
∞∑
k=1
2k−1∑
j=0
‖gkj ‖p)1/p, (
∞∑
k=1
2k−1∑
j=0
‖gkj ‖2(wkj )2)1/2}.
Thus (
∑
Rα+kp )p,2,(1)) is isometric to (
∑
Rαp )p,(wnk ). Now just as in the α = 1
case for each n we let 1n = (xk)k where xn = 1[0,1] and xk = 0 for k 6= n.
Observe that the operator P (fn) = ((
∫
fn)1n) is a (p, 2)−norm 1 projection onto
[1n : n ∈ N] with kernel (
∑
Rα+kp 0)p,2,(1). [1n : n ∈ N] is (p, 2)− isometric to
Xp,2,(1) which is isomorphic to ℓ2. Moreover, Xp is (p, 2)− isomorphic to a (p, 2)−
complemented subspace of (
∑
Rα+kp 0)p,2,(1)). Indeed, fix f ∈ L2p,0 and observe
that Lkp ⊗ f ⊂ Rα+k+2p for all k. Thus (
∑
Rα+kp 0)p,2,(1)) ⊕p,2 Xp,2,(1) is (p, 2)−
isomorphic to (
∑
Rα+kp 0)p,2,(1)). Hence (
∑
Rα+kp 0)p,2,(1) and (
∑
Rα+kp )p,2,(1) are
(p, 2)− isomorphic.
It follows that (
∑
Rα+kp )I is (p, 2)− isomorphic to (
∑
Rαp )p,(wnk ). 
Remark 2.8. By Lemma 2.7 we can replace the weights (wk,n) in Theorem 2.4 by
any other sequence satisfying (*).
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Corollary 2.9. Rωkp is (p, 2)− isomorphic to the space
{(an1,n2,...,nk) ∈ RN
k
: ‖(an1,...,nk)‖ <∞}
where
‖(an1,...,nk)‖ = max
0≤j≤k
{(∑
n1
· · ·
∑
nj(∑
nj+1
· · ·
∑
nk
a(n1, . . . , nk)
2W 2({1, . . . , j}, n1, . . . , nk)
) p
2
) 1
p
}
,
and W 2({1, . . . , j}, n1, . . . , nk) =
∏k
i=j+1(w
i
ni
)2.
Notice that the norm given in Corollary 2.9 and that in Proposition 1.3 are
similar in form but there are fewer terms and a lack of symmetry in the formula in
Corollary 2.9. We will see much later that this difference is in fact significant.
Corollary 2.10. For every α, ω ≤ α < ω1 and k ∈ N, Rα+kp is (p, 2)− isomorphic
to Rαp .
Proof. By Theorem 2.4 Rαp is isomorphic to a (p, 2)−sum of spaces Xβ as in Lemma
2.7. From Lemma 2.7 it follows that Rαp is isomorphic to its square. Clearly R
α+k
p
is isomorphic to a finite direct sum of copies of Rαp and thus to R
α
p . 
In the next section we will show that the converse of Corollary 2.10 holds and
thus it is actually a characterization. Our last goal in this section is to prove that
for each k ∈ N the space Rωkp is (p, 2)− isomorphic to a complemented subspace of
⊗kXp. This will be accomplished by using the fact that Rωkp is (p, 2)− isomorphic
to the k-fold (p, 2, (wn))-sum of Xp, where (wn) is any sequence in [0, 1] satisfying
(*).
Proposition 2.11 is the analogue of [R, Theorem 13] and the consequences noted
in [R, p 283].
Proposition 2.11. If X is a subspace of Lp(µ) for some probability measure µ,
and if (wn) is a sequence in (0, 1] there are four possible isomorphic types for Y =
(
∑
X)p,2,(wn). The classes are determined as follows.
(1) If inf wn > 0, Y is (p, 2)− isomorphic to (
∑
X)p,2,(1).
(2) If
∑
w
2p/(p−2)
n <∞, Y is isomorphic to (∑X)p.
(3) If
∑
w
2p/(p−2)
n =∞, inf wn = 0, and there exists ǫ > 0 such that∑
wn<ǫ
w2p/(p−2)n <∞,
then Y is isomorphic to (
∑
X)p,2,(1) ⊕ (
∑
X)p.
(4) If ∑
wn<ǫ
w2p/(p−2)n =∞
for every ǫ > 0, then Y is (p, 2)− isomorphic to (∑X)p,2,(w′n),
where w′n = n
−(p−2)/(2p).
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Proof. Let (xn) be a sequence in X. It is easy to see that the third case follows
from the first two and that the fourth case is included in Lemma 2.7. Thus we need
only compute the first two cases.
If inf wn > 0, then∑
‖xn‖22 ≥
∑
‖xn‖22w2n ≥ (inf wn)
∑
‖xn‖22.
If
∑
w
2p/(p−2)
n <∞ then∑
‖xn‖22w2n ≤ (
∑
‖xn‖p2)2/p(
∑
w2p/(p−2)n )
(p−2)/p
≤ (
∑
‖xn‖pp)2/p(
∑
w2p/(p−2)n )
(p−2)/p

We will next show that Rωkp is isomorphic to a complemented subspace of ⊗kXp.
The proof is inductive, so we first prove a proposition which we can use iteratively.
Proposition 2.12. Suppose that Y is a subspace of Lp(µ) for some probability
measure µ and that (wn) and (w
′
n) are sequences in (0, 1]. For each n, k ∈ N let
wn,k = wn. Then Xp,2,(w′n) ⊗ (
∑
Y )p,2,(wn,k) contains a (p, 2)−complemented sub-
space which is (p, 2)− isomorphic to
(
∑
(
∑
Y )p,2,(wn))p,2,(w′n).
Proof. For each k ∈ N let Yk = [(yn,j) : yn,j = 0 if j 6= k] ⊂ (
∑
Y )p,2,(wn,k). Clearly
Yk is (p, 2)− isometric to (
∑
Y )p,2,(wn). Let (xn) be the standard basis of Xp,2,(w′n)
and consider the space Z = [xk ⊗ yk : yk ∈ Yk and k ∈ N]. In order to compute the
norm in the tensor product we must first represent (
∑
Y )p,2,(wn,k) as a subspace of
Lp(ν), for some probability measure ν. We may assume that X contains only mean
0 functions and thus as in Remark 2.3 we can consider ν as an infinite product
measure and each summand of (
∑
Y )p,2,(wn,k) as a space of functions depending
only on the (n, k)-coordinate of the product space. Similarly we realize (xn) as
a sequence of Lp-norm one independent mean 0 random variables on some other
probability space. Thus a typical element of Z is of the form
∑
xk ⊗ yk and by
Rosenthal’s inequality has norm equivalent to
max{(
∑
‖xk ⊗ yk‖pp)1/p, (
∑
‖xk ⊗ yk‖22)1/2
= max{(
∑
‖xk‖pp‖yk‖pp)1/p, (
∑
‖xk‖22‖yk‖22)1/2}
= max{(
∑
‖yk‖pp)1/p, (
∑
(w′n)
2‖yk‖22)1/2}.
This is precisely the norm in (
∑
Yk)p,2,(w′n).
To see that Z is complemented it is sufficient to observe that
Xp,2,(w′n) ⊗ (
∑
Y )p,2,(wn,k)
has an unconditional decomposition with summands [xn] ⊗ Yk, n, k ∈ N. (This
follows from Lemma 1.2.) 
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Corollary 2.13. Suppose that (wn) is a sequence in (0, 1] which satisfies (*). Then
⊗kXp,2,(wn)
contains a (p, 2)−complemented subspace (p, 2)− isomorphic to
k times︷ ︸︸ ︷
(
∑
. . . (
∑
R)p,2,(wn) . . . )p,2,(wn) .
Consequently, Rωkp is (p, 2)− isomorphic to a (p, 2)−complemented subspace of ⊗kXp.
Proof. Because (wn) satisfies (*), (
∑
R)p,2,(wn,k) is (p, 2)− isomorphic to
(
∑
R)p,2,(wn). Thus the k = 2 case follows from Proposition 2.12. Similarly, because
Lemma 2.7 implies that
k times︷ ︸︸ ︷
(
∑
. . . (
∑
R)p,2,(wn) . . . )p,2,(wn)
is (p, 2)− isomorphic to
(
∑ k−1 times︷ ︸︸ ︷
(
∑
. . . (
∑
R)p,2,(wn) . . . )p,2,(wn))p,2,(wn,k).
the general case follows by induction. 
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3. Isomorphic Classification of Rαp , α < ω1
To complete the isomorphic classification of the spaces Rαp we will develop an
invariant based on the presence of nicely placed copies of l2, α < ω1. In a certain
gross sense the proof is similar to that of the isomorphic classification of the spaces
C(α), [BP]. We begin with a few definitions.
Definition 3.1. A sequence of measurable functions (fn) on (Ω,B, µ) will be said
to be conditionally independent if there exists a measurable set A such that supp
(fn) ⊂ A for all n ∈ N and the restrictions to A are independent for the restricted
measure space and normalized measure, µ|A/µ(A). The set A is said to be a con-
ditioning set for (fn).
Conditionally independent sequences occur naturally in the spaces Rα+kp . For
example if (xn) is an independent sequence in R
α
p then for any set B which is
measurable with respect to the dyadic σ-algebra Dk, (1B ⊗ xn) is a conditionally
independent sequence in Rα+kp .
We will be working with basic sequences in Lq, 1 < q < 2, which are equivalent
to the basis of l2 which are well complemented in the sense that the orthogonal
projection is bounded. It is easy to see [F, Lemma 4.4] that if [xn] is orthogo-
nally complemented in Lq(Ω) and B is a measurable set of Ω1 then [1B ⊗ xn] is
orthogonally complemented in Lq(Ω1 × Ω).
Definition 3.2. Suppose that (xn) is a sequence in Lp, p > 2, which is equivalent
to the basis of l2. Let
W (xn) = lim
n→∞ sup{
‖x‖2
‖x‖p : x ∈ [xk : k ≥ n]}.
If (xn) is a sequence in Lq, 1 < q < 2, which is equivalent to the basis of l2
and has complemented closed span with biorthogonal functionals (x∗n), then let
W (xn) =W (x
∗
n).
This definition for q < 2 depends on the choice of biorthogonal functionals. In
our application the projection will be the orthogonal projection and thus the choice
will be made automatically. The next lemma illustrates the effect of conditional
independence on W ().
Lemma 3.3. If (xn) is a conditionally independent sequence of mean 0 functions
in Lp, p > 2, which is equivalent to the basis of l2 and A is a conditioning set for
(xn), then
µ(A)(p−2)/2p/Kp ≤W (xn) ≤ µ(A)(p−2)/2p.
Proof. By Ho¨lder’s inequality
‖x1A‖22 ≤ ‖x2‖p/2‖1A‖p/(p−2) = ‖x‖2pµ(A)(p−2)/p.
This proves the right-hand inequality. For the left-hand we use Rosenthal’s inequal-
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ity for the measure ν = µ|A/µ(A). For convenience we assume that ‖xn‖Lp(ν) = 1.
‖
N∑
n=1
xn‖pµ(A)−1/p = ‖
N∑
n=1
xn‖Lp(ν)
≤ Kpmax{(
N∑
n=1
‖xn‖pLp(ν))1/p, (
N∑
n=1
‖xn‖2L2(ν))1/2}
= Kpmax{N1/p, (
N∑
n=1
‖xn‖22µ(A)−1)1/2}.
Because (xn) is equivalent to the basis of l2, there is a constant c > 0 such that
‖xn‖2 ≥ c for all n. Therefore
(
N∑
n=1
‖xn‖22µ(A)−1)1/2 ≥ N1/2c/µ(A)1/2 > N1/p
for N sufficiently large. For such N , we have
‖
N∑
n=1
xn‖pµ(A)−1/p ≤ Kp(
N∑
n=1
‖xn‖22µ(A)−1)1/2 = ‖
N∑
n=1
xn‖2/µ(A)1/2.
Thus
µ(A)(p−2)/2p/Kp ≤ ‖
N∑
n=1
xn‖2/‖
N∑
n=1
xn‖p.
Because the argument applies (xn+s)
N
n=1 for any s ∈ N, µ(A)(p−2)/(2p)/Kp ≤
W (xn). 
We will also need to apply the functionW () to certain (p, 2)−sums. These spaces
will in general be isomorphic to complemented subspaces of Lp but it is convenient
to use the same notions in the given norm. In particular in the next lemma we will
use an isomorph of Dp, [F, p. 108], (
∑
n,k l2)p,2,(wn,k) where wn,k = (2
−n)(p−2)/2p)
for all k, n. For p > 2, the norm we will use is
‖
∑
ajn,ke
j
n,k‖ =
max{(
∑
n,k
∑
j
|ajn,k|p)1/p, (
∑
n,k
(
∑
j
|ajn,k|2)p/2)1/p, (
∑
n,k
∑
j
|ajn,k|2w2n,k)1/2}
where ejn,k denotes the sequence which is 0 except at the (j, n, k)-th place where it
is 1. For this space
‖
∑
ajn,ke
j
n,k‖2 = (
∑
n,k
∑
j
|ajn,k|2w2n,k)1/2
and we will compute W (xn) for (xn) ⊂ Dp,(wn,k) from the ratio ‖x‖2/‖x‖ for
x ∈ [xn : n > k]. For q < 2, the norm on Dq is the dual norm to the norm on
Dp, where p is the conjugate index. In the definition of W () for Dq we will take
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the biorthogonal functionals from Dp and proceed analogously. Notice that for
fixed n, k, (ejn,k : j ∈ N) ⊂ Dp, p > 2 is 1-equivalent to the basis of l2 and has
1-complemented span and thus so are the dual functionals. Further, for fixed j,
(ejn,k : n, k ∈ N) is 1-equivalent to the basis of Xp,2,(wn,k).
The next lemma is a key step in the proof and is analogous to Schechtman’s
result, [S, Proposition 2], that the natural basis of (
∑
ls)lr , 1 < q < r < s ≤ 2, is
not equivalent to a sequence of independent random variables in Lq. We use several
arguments which are given in that paper and leave the reader to consult [S] for
additional detail.
Lemma 3.4. If T is a bounded linear map from (
∑
l2)q,2,(wn,k) into Lq, 1 < q < 2,
and the range of T is contained in [xn] where (xn) is a sequence of independent mean
zero random variables which are basic, then there is a normalized block basic se-
quence (yjn,k) such that [y
j
n,k] is a (q, 2)−complemented subspace of (
∑
l2)q,2,(wn,k),
(yjn,k) is equivalent to the standard basis of (
∑
l2)q,2,(wn,k), for each n, k, W (y
j
n,k) =
wn,k, and ‖T (yjn,k)‖ < 2−n−k for all j.
Proof. Let (ejn,k) be the natural basis of (
∑
l2)q,2,(wn,k) where W (e
j
n,k : j ∈ N) =
wn,k. We can assume that lim infk→∞ lim infj→∞ ‖Tejn,k‖ > 0 for each n, otherwise
simple averaging of (ekn,j) will produce the required sequence. (See end of the proof
below where we use a similar argument.) By a diagonal argument and passing to a
subsequence of the index j for each n, k we may assume that (T (ejn,k)) is disjointly
supported relative to the basic sequence (xn).
For each n, (ejn,k)k,j is equivalent to the basis of l2 and thus (Te
j
n,k)k,j is p-
equi-integrable (See [S] for the definition.). By [S, Lemma 4] and the proof of [S,
Proposition 2] we can find a subsequence of the k’s (which we assume to be the
whole sequence for notational convenience) and for each k a subsequence of the
j’s (which we again assume is the whole sequence ) such that (Tejn,k)j is (p, 2
−i)-
equi-distributed and (Tejn,k)k is (p, 2
−t)-equi-distributed. (The size of i and t are
determined by the estimate of symmetry required in the third display below.) How-
ever for n fixed and large and t and i sufficiently large the behavior in the domain
is quite different. Indeed,
‖
M∑
j=1
ejn,k‖ =M1/2
and
‖
M∑
k=1
ejn,k‖ =M1/q
if M < w
2q/(q−2)
n . Thus
‖T‖M1/2 ≥ ‖T (
M∑
j=1
ejn,k)‖ ∼ ‖T (
M∑
k=1
ejn,k)‖.
Therefore
‖T (M−1/q
M∑
k=1
ejn,k)‖ ≤ 2‖T‖M (q−2)/2q.
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Also note that if M is essentially equal to (wm/wn)
2q/(2−q) then the 2 and p-
norms of the corresponding dual functional are approximately equal to wm. Now
select integers Mk,m and nk,m such that 2‖T‖M (q−2)/2qk,m < 2−k−m and Mk,m ∼
(wm/wnk,m)
2q/(2−q). (In particular, for a given m we need to choose nk,m so that
(wm/wnk,m)
2q/(2−q) > 2k+m‖T‖. We also assume that approximations improve as
k →∞.)
For k,m ∈ N find disjoint sets Kk,m of N of cardinality Mk,m. (Technically
we must actually choose appropriate subsequences of the index set j so that the
required estimates above hold for n = nk,m andM =Mk,m. We also need to ensure
that all of the blocks we construct are disjointly supported. All of these are possible
by simple diagonalization but are messy notationally, so we leave the details to the
reader.) Let yjm,k =M
−1/q
k,m
∑
s∈Kk,m e
j
nk,m,s
. Then
‖
∑
s∈Kk,m
ejnk,m,s
∗‖2/‖
∑
s∈Kk,m
ejnk,m,s
∗‖p ∼M1/2k,mwnk,m/M1/pk,m
which converges to wm as k goes to ∞. Thus W (yjm,k, j ∈ N) ∼ wm. Therefore
[yjm,k : j ∈ N ] is (q, 2)− isomorphic to Xq,2,(wm) (m is fixed so the sequence (wm)
is constant.) and by (duality and) Proposition 0.2 is (q, 2)−complemented with a
bound independent of k and m. It follows from Lemma 2.5 that [yjk,m] is (q, 2)−
complemented. 
Remark 3.5. In the application of Lemma 3.4 and the next one we will actually
be working in some Rαq rather than in sequence norm of (
∑
l2)q,2,(wn,k). Therefore
we need to make some observations about the (q, 2)−norms that occur and the
constant W (yjk,m). First if for each m, k we construct the sequence (y
j
k,m) in Lq so
that the span is orthogonally complemented in Lq, then the estimates can be made
in Lp = L
∗
q with the dual functionals. Let us examine the dual situation in Lp more
closely.
In [F, Theorem 4.8] it is shown that if for each n ∈ N, Xn is an orthogonally
complemented subspace of Lp[0, 1] (and mean 0) and the norms of the projections
do not depend on n, then the space constructed by squeezing the supports onto sets
of measure w
2p/(p−2)
n by the obvious Lp-isometry, and then placing the resulting
spaces on independent coordinates produces a (p, 2)−complemented subspace of
Lp(
∏
[0, 1]) which is isomorphic to (
∑
Xn)p,2,(wn) and the image of Xn in the
resulting space is still orthogonally complemented (with the same norm) and the
only significant change is that l2-norms of the elements have been multiplied by a
constant, wn. Second if the spaces Xn are actually the span of mean 0, independent
random variables (xn,k) with ‖xn,k‖2/‖xn,k‖p = c, then the distance to l2 and the
norm of the orthogonal projection onto [xn,k : k ∈ N] is a function of c and the
constants in Rosenthal’s inequality.
Finally notice that in the proofs of Lemmas 3.4 and 3.6 only simple averages
of elements whose dual functionals have the same ratio for p and 2-norms are
employed. Therefore the resulting dual functionals are also simple averages. (Of
course properly normalized.)
We will actually need to consider a sequence of maps rather than just one and
so we will use diagonalization to extend Lemma 3.4 as follows.
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Lemma 3.6. If (Tr) is a sequence of bounded linear maps from (
∑
l2)q,2,(wn,k) into
Lq, 1 < q < 2, and the union of the ranges of Tr, r ∈ N, is contained in [xn] where
(xn) is a sequence of independent mean zero random variables which are basic,
then there is a normalized block basic sequence (yjn,k) such that [y
j
n,k] is a (q, 2)−
complemented subspace of (
∑
l2)q,2,(wn,k), (y
j
n,k) is equivalent to the standard basis
of (
∑
l2)q,2,(wn,k), for each n, k, W (y
j
n,k) = wn,k, and ‖Tr(yjn,k)‖ < 2−n−k for all
r < n+ k and all j ∈ N.
Sketch of Proof. For a given m and k only the finitely many operators Tr, such
that r < m + k, need be considered. In the proof of Lemma 3.4 the choice of M
depends only on m and k and the norm of T . For a finite number of operators the
requirement that Tr(e
j
n,k) be a block subsequence can be achieved simultaneously
by passing to subsequences and the estimates
‖Tr‖M1/2 ≥ ‖Tr(
M∑
j=1
ejn,k)‖ ∼ ‖Tr(
M∑
k=1
ejn,k)‖.
can be achieved for all r < m+ k as well. Thus the proof above generalizes to this
case. 
Remark 3.7. The previous result could also have been obtained by applying Lemma
3.4 iteratively and choosing k so that Tl(y
j
n,k) is small for all l < r and then using
the fact that a sequence of independent random variables has an upper lq estimate
to see that
‖Tl(M−1/q
M∑
k=1
yjn,k)‖ ≤ K(
M∑
k=1
‖Tl(yjn,k)‖q)1/q/M1/q ≤ Kmax ‖Tl(yjn,k)‖.
We are now ready for the main result of this section. As might be expected the
proof is by transfinite induction.
Theorem 3.8. Let 1 < q < 2. For every α < ω1, R
α+ω
q is not isomorphic to a
subspace of Rαq .
Theorem 3.8 is actually a corollary of the following more informative result.
Proposition 3.9. There are constants C,C′ such that if ω1 > α ≥ ω and for each
r ∈ N, Tr is a bounded operator from Rαq into Rα
′
q , α
′ + ω ≤ α, then there is a a
normalized basic sequence (yn) in R
α
q such that (yn) is equivalent to the standard
basis of l2, [yn] is C-(q, 2)−complemented, W (yn) > C′, and ‖Tr(yn)‖ < 2−n for
all r < n.
Before we begin the proof of this let us formalize a consequence of the statement
above that we will use in the induction.
Lemma 3.10. Let X be a subspace of Lq which is complemented by the orthogonal
projection and let (xn) be an unconditional basis for X with dual functionals (x
∗
n) ⊂
Lp such that (x
∗
n) is an orthogonal sequence in L2. Suppose that (Xj) is a sequence
of subspaces of Lq such that for any k if (Tr) is a sequence of operators from X
into (
∑k
j=1
′Xj)I , then there is a a normalized basic sequence (yn) in X such that
(yn) is equivalent to the standard basis of l2, [yn] is C-(q, 2)−complemented by the
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orthogonal projection, W (yn) > C
′, and ‖Tr(yn)‖ < 2−n for all r < n. Let Pl denote
the projection from (
∑∞
j=1
′Xj)I onto (
∑l
j=1
′Xj)I . Then for any ǫ > 0, if (Tr) is
a sequence of operators from X into (
∑∞
j=1Xj)I , then there is a a normalized basic
sequence (yn) in X such that (yn) is equivalent to the standard basis of l2, [yn] is
K(C + ǫ)-(q, 2)−complemented, W (yn) > (C′ − ǫ)/K, where K is the constant in
the upper l2-estimate for (x
∗
n), and ‖PlTr(yn)‖ < 2−n for all l, r < n.
Proof. The proof is a gliding hump argument. Indeed, for each l we use the hypoth-
esis for the sequence of operators (PjTr)
∞
r=1,j≤l to get a sequence (y
l
n) as above.
Let y1 = y
1
1 , and assume that yj has been chosen for j < m. For n large y
m
n satisfies
‖PlTr(ymn )‖ < 2−m for all l, r < m. We know that [ymn ] is complemented. Let (ym∗n )
be the dual functionals in X∗. By choosing n large enough we can assume that the
support of ym∗n relative to the dual basis (x
∗
n) of X
∗ is disjoint from the supports
of y∗j for j < m. By construction ‖ym∗n ‖2/‖ym∗n ‖p > C′, for all n,m. Therefore if
we choose ym = y
m
n(m), so that (y
m∗
n(m)) is an orthogonal sequence then (ym) will be
equivalent to the basis of l2 and have orthogonally complemented closed span. 
Remark 3.11. The proof of Lemma 3.10 does not really require that X have an
unconditional basis, but that it has an unconditional F.D.D. so that the copies
of l2 are taken from different summands In this way selecting elements from the
different l2 bases will still produce a copy of l2. Moreover in the application of
Lemma 3.10 below, the elements (yn) will actually be independent and mean 0, so
that the constant K in the lemma can be replaced by 1.
Remark 3.12. In [BRS] it is shown that there is a certain isomorph of Lp, X
p
D, so
that for every α < ω1, R
α
p is (isometric to a) contractively complemented in X
p
D.
Also the projection is the orthogonal projection. Moreover, if α < β < ω1, R
α
p is
contractively complemented by the orthogonal projection in Rβp .
Proof of Proposition 3.9. We will use induction on α. Given ǫ > 0, the constants
C,C′ can be chosen to be (1+ ǫ)Cp and 1− ǫ, respectively, where Cp is the (q, 2)−
norm of the orthogonal projection onto the span of the Rademachers in Lp. At
each stage of the induction we actually will produced a badly preserved copy of
(
∑
l2)p,2,(wn,k).
If α = ω, Rα
′
p is finite dimensional and the result is obvious. Note also that we
may assume that α is a limit ordinal since for n ∈ N, Rα+nq contains a contractively
complemented subspace isometric to Rαq and α
′ + ω ≤ α + n implies that α′ +
ω ≤ α. Similarly we may asssume that α = α′ + ω, because if α > α′ + ω then
Rαq contains a contractively complemented subspace isometric to R
α′+ω
q and the
inductive hypothesis for α′ + ω gives the result.
Suppose α = ω · 2. Because Rωq is isomorphic to Xq, we can assume that the the
union of the ranges of (Tr) is in the span of a sequence of mean zero independent
random variables. Rω·2q = (
∑
Rω+nq )I contains a well (q, 2)−complemented ((q, 2)−
isomorphic) copy of (
∑
l2)q,2,(wn,k) since R
ω
q contains well (q, 2)−complemented
copies of Xq,2,δ, for any 0 < δ ≤ 1. In particular, in order to avoid any problems
with constants, for each n, k we can take a sequence of independent mean zero
Bernoulli random variables and find an (almost) isometric copy of their span in
R
ω+m(n,k)
q with the weight W (yn,k) = wn,k. Applying Lemma 3.6 to this copy of
(
∑
l2)q,2,(wn,k) yields the required sequence (yn). Note that the constants which
occur here do not depend on passing through the isomorphisms, because as noted in
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Remark 3.5 we actually get a sequence (yn) of independent mean 0 random variables
which have closed span complemented by the orthogonal projection from Lq. The
(q, 2)−norm of this projection is the same as the (q, 2)−norm of the projection
onto a similar block in Xq and the isomorphism to l2 is similarly controlled. At one
point in the argument we need the slightly stronger statement that the projections
are in fact the orthogonal projections in order to apply Lemma 3.10. Technically
our inductive hypothesis should be strengthened to include this information.
Now assume that the result holds for all β < α. Rαq is equal to (
∑
β<αR
β
q )I .
Let βn = α
′ + n. We only make use of the summands Rα
′+n
q for n ∈ N in Rα
′+ω
q .
Thus for our purposes we can consider (
∑′
nR
βn
q )I in place of R
α
q . Also we can
replace Rα
′
q by the (codimension one) isomorphic space (
∑′
R
β′l
q )I , where (β
′
l) is
an enumeration of {β < α′}. For each n ∈ N let Pn be the orthogonal projection
from (
∑′
lR
β′l
q )I onto (
∑n
s=1
′
R
β′s
q )I . (This is in fact just conditional expectation.)
Consider the sequence of operators (T ′t )t = (PnTr)n,r in some order.
The proof divides into two cases depending on the nature of α′. First we consider
the case α′ = γ + ω, for some γ ≥ ω. Observe that for any n, Rβ′nq is isomorphic
to a subspace of Rγq and therefore, for each n, (
∑n
s=1
′
R
β′s
q )I is also isomorphic to a
subspace of Rγq . Therefore the inductive hypothesis applies to βn for all n and thus
also for maps from Rα
′+n
q into (
∑n
s=1
′
R
β′s
q )I . (R
α+n
q contains a well complemented
isometric copy of Rβs+ωq for all s ∈ N.)
Let φ : N × N into N be an injection such that φ(n, k) > n. For each n, k let
Xn,k be an isometric (in Lq norm) copy of R
α′
q in R
βφ(n,k)
q which is contractively
complemented but is supported on a set of measure w
2p/(p−2)
n,k ,i.e., the norm in
L2 has been multiplied by wn,k. Therefore for each n ∈ N there is a normalized
sequence (zjn,k)j in Xn,k such that (z
j
n,k)j is equivalent to the standard basis of
l2, [z
j
n,k : j ∈ N] is C-(q, 2)−complemented, wn,k ≥ W ((zjn,k)j) > C′wn,k, and
T ′r(z
j
n,k) < 2
−j for all r < j. By a diagonalization argument we can find Jn,k ⊂ N for
all n, k such that (T (zjn,k))j∈Jn,k,n,k is a block of the independent sum (
∑′
R
β′l
q )I . It
follows that [zjn,k : j ∈ Jn,k, n, k] is (q, 2)− isomorphic to (
∑
l2)q,2,(wn,k). Moreover,
because of the diagonalization step, the range of Tr is contained in the span of a
sequence of independent random variables. Therefore by Lemma 3.6 there is a a
normalized block basic sequence (yjn,k) such that [y
j
n,k] is a (q, 2)−complemented
subspace of [zjn,k : j ∈ Jn,k, n, k], (yjn,k) is equivalent to the standard basis of
(
∑
l2)q,2,(wn,k), for each n, k, W (y
j
n,k) = wn,k, and ‖Tr(yjn,k)‖ < 2−n−k for all
r < n+ k and all j ∈ N. The subsequence (y11,k) meets our requirements.
If α′ is not of the form γ + ω, then we need to apply Lemma 3.10 to overcome
a small difficulty and then proceed similarly to the previous case. As before Rα
′
q
is isomorphic to (
∑′
nR
β′n
q )I where (β
′
n) is an enumeration of the ordinals less than
α′. However these are not all isomorphic to subspaces of Rγq for some γ < α
′.
However if we consider the maps (Tr) from Xn,k as above, we have a maps from an
isometric copy of Rα
′
q with its l2-norm multiplied by wn,k into (
∑′
nR
β′n
q )I . By the
inductive hypothesis a sequence of maps from Rα
′
q into (
∑′
n≤mR
β′n
q )I will satisfy
the hypothesis of Lemma 3.10. Therefore by Lemma 3.10 we can find for each n, k
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a normalized basic sequence (zjn,k) in Xn,k such that (z
j
n,k) is equivalent to the
standard basis of l2, [z
j
n,k] is C-(q, 2)−complemented, wn,k ≥ W (zjn,k) > C′wn,k,
and T ′r(z
j
n,k) < 2
−j for all r < j. At this point the proof continues as in the previous
case. 
Corollary 3.13. Suppose that ω ≤ α < α′ < ω1. Then Rαp is isomorphic to Rα
′
p if
and only if α+ ω > α′.
Proof. One direction is Corollary 2.10 and the other is immediate from Proposition
3.9. 
Remark 3.14. By modifying Schechtman’s proof that ⊗k−1Xq does not contain
(
∑
(
∑
. . . (
∑
ℓr1)r2 . . . )rk−1)rk ,
to use Dp as in the argument above, we can also show that for each k ∈ N, Rωkq
is not isomorphic to a subspace of ⊗k−1Xq. The point is that the first part of
Schechtman’s argument is in fact to use the induction hypothesis to to locate a
sequence of independent random variables which contain a copy of (
∑
ℓrk−1)rk).
Our argument needs a sequence of independent random variables which contain a
copy of Dp.
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4. Isomorphism from Xp ⊗ Xp into (p, 2)−sums
In this section we begin to investigate isomorphisms from Xp⊗Xp into subspaces
of Lp. Because, for p > 2,Xp⊗Xp is isomorphic to a subspace of (
∑
l2)p and (
∑
l2)p
is isomorphic to a (complemented) subspace of Xp⊗Xp, one cannot say too much.
However there are some restrictions which are related to the l2 structure which
reveal themselves. In later sections we will consider complemented embeddings and
obtain stronger results.
In this section we will be working with Xp as a sequence space. Thus if (en) is
the usual basis of Xp,(wn), then we will write the norm as
‖
∑
anen‖ = max{‖
∑
anen‖2, ‖
∑
anen‖p}
where
‖
∑
anen‖2 = (
∑
a2nw
2
n)
1/2 and ‖
∑
anen‖p = (
∑
apn)
1/p.
Our first result is about Xp itself. (See [A2] for related results.) Notice that it says
that any operator from Xp into Lp acts like an L2 bounded operator on a large
part of the basis.
Lemma 4.1. Suppose that (zm) is a normalized standard basis of Xp and T is an
isomorphism of Xp into Lp. If B = {m : ‖Tzm‖2 > ‖T‖‖zm‖2} then∑
m∈B
‖zm‖2p/(p−2)2 ≤ 1.
Proof. Let F be a finite subset of B and let y =
∑
m∈F ‖zm‖2/(p−2)2 zm. Then
‖y‖2 =
( ∑
m∈F
‖z‖2p/(p−2)2
)1/2
and
‖y‖p =
( ∑
m∈F
‖z‖2p/(p−2)2
)1/p
Therefore
‖T‖
( ∑
m∈F
‖zm‖2p/(p−2)2
)1/2
<
( ∑
m∈F
‖zm‖4/(p−2)2 ‖Tzm‖22
)1/2
=
(∫
‖T
∑
m∈F
‖zm‖2/(p−2)2 rm(t)zm‖22dt
)1/2
≤
(∫
‖T
∑
m∈F
‖zm‖2/(p−2)2 rm(t)zm‖ppdt
)1/p
≤ ‖T‖max{‖y‖p, ‖y‖2}.
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If
∑
m∈F ‖zm‖2p/(p−2)2 > 1, then ‖y‖2 > ‖y‖p and we have a contradiction. 
In the next result we obtain a “type 2 inequality” for the restriction of an operator
on Xp ⊗ Xp to a large subspace. In Xp ⊗ Xp as a sequence space there are four
norms which appear in the expression in Proposition 1.3. Below we need only one
of them. If (en) and (e
′
n) are copies of the natural basis of Xp,(wn), we will use the
notation
‖
∑
n,m
an,men ⊗ e′m‖2 = (
∑
n,m
a2n,mw
2
nw
2
m)
1/2
for this ell2-norm.
Proposition 4.2. If T is an isomorphism from Xp ⊗ Xp into Lp and (en) and
(e′n) are copies of the natural basis of Xp,(wn), then there are complemented sub-
spaces, Y and Z, of Xp each isomorphic to Xp, with standard Xp bases, (ym)
and (zm), respectively, which are subsequences of (en) and (e
′
n), respectively, such
that ‖T (ym ⊗ zk)‖2 ≤ ‖T‖‖ym ⊗ zk‖2, for all m and k. Consequently, for all∑
am,kym ⊗ zk ∈ Y ⊗ Z,(∫
‖T
∑
am,krm,k(t)ym ⊗ zk‖22dt
)1/2
≤ ‖T‖‖
∑
am,kym ⊗ zk‖2
where (rm,k) is a doubly indexed set of Rademacher functions.
Proof. Let (um,n) and (vm,n) be bases of Xp such that ‖um,n‖2 = ‖vm,n‖2 = wm
for all m,n and wm ↓ 0. By the previous lemma for each m and n we have that if
Bm,n = {(k, j) : ‖T‖‖um,n ⊗ vk,j‖2 < ‖Tum,n ⊗ vk,j‖2}
and
Cm,n = {(k, j) : ‖T‖‖uk,j ⊗ vm,n‖2 < ‖Tuk,j ⊗ vm,n‖2}
then∑
(k,j)∈Bm,n
‖um,n ⊗ vk,j‖2p/(p−2)2 ≤ 1 and
∑
(k,j)∈Cm,n
‖uk,j ⊗ vm,n‖2p/(p−2)2 ≤ 1.
Also note that for all k, j,m, n, (k, j) /∈ Bm,n if and only if (m,n) /∈ Ck,j .
To get the subspaces Y and Z we will inductively choose disjoint finite subsets
Fs and Gs of N × N and infinite subsets Ms, Ns of N × N such that for all s ∈ N
and for all (m,n) ∈ Fs, (k, j) ∈ Gs
Ms+1 ⊂Ms and Ns+1 ⊂ Ns,
‖Tum,n ⊗ vk,j‖2 ≤ ‖T‖‖um,n ⊗ vk,j‖2,
Ms ⊃ Gt for t ≤ s and Ns ⊃ Ft for t ≤ s,
|Ns ∩ {(k, r) : r ∈ N}| =∞ and |Ms ∩ {(k, r) : r ∈ N}| =∞ for all k.
Let F1 = {(1, 1)},M1 = N × N \ B1,1, G1 = {(1, j1)} for some (1, j1) ∈ M1 and
N1 = N × N \ C1,j1 . Note that (1, 1) /∈ C1,j1 because (1, j1) /∈ B1,1, and thus
F1 ⊂ N1.
TENSOR PRODUCTS AND INDEPENDENT SUMS 27
Now suppose that we have defined Fs, Gs,Ms and Ns. Let Fs+1 ⊂ Ns \ ∪t≤sFt
such that Fs+1 is finite and Fs+1 ∩ {k} × N 6= ∅ for k = 1, 2, . . . , s + 1. Define
Ms+1 =Ms\∪(m,n)∈Fs+1Bm,n. Observe that if t ≤ s then Gt∩∪(m,n)∈Fs+1Bm,n = ∅
because Fs+1 ∩ ∪(k,j)∈GtCk,j = ∅. Choose a finite set Gs+1 ⊂ Ms+1 \ ∪t≤sGt such
that Gs+1 ∩{k}×N 6= ∅ for k = 1, 2, . . . , s+1. Define Ns+1 = Ns \∪(k,j)∈Gs+1Ck,j .
Note that for t ≤ s + 1 and (k, j) ∈ Gs+1, Ft ∩ Ck,j = ∅ because (k, j) /∈ Bm,n for
all (m,n) ∈ ∪t≤s+1Ft.
This completes the induction step. Because the sets Fs are disjoint and Fs ∩
{k} × N 6= ∅ for all s ≥ k, ∪Fs ∩ {k} × N is infinite for all k. Similarly the same is
true for ∪Gs. Thus
Y = [um,n : m,n ∈ ∪Fs] and Z = [vm,n : m,n ∈ ∪Gs]
are isomorphic to Xp. We have that ‖Tum,n ⊗ vk,j‖2 ≤ ‖T‖‖um,n ⊗ vk,j‖2 for all
(m,n) ∈ ∪Fs, (k, j) ∈ ∪Gs because (m,n) ∈ Fs, (k, j) ∈ Gt, s ≤ t, implies that
Gt ⊂Ms ⊂ N× N \Bm,n and if t < s then Fs ⊂ Nt ⊂ N× N \ Ck,j .
The last statement of the conclusion follows from the fact that (rm,kym ⊗ zk) is
an orthogonal sequence and hence∫
‖T
∑
am,krm,kym ⊗ zk‖22 =
∑
|am,k|2‖Tym ⊗ zk‖22
≤ ‖T‖2
∑
|am,k|2‖ym ⊗ zk‖22
= ‖T‖2‖
∑
am,kym ⊗ zk‖22.

Remark 4.3. If it were possible to pass to subsequences of the bases (ym), (zk) for
which each still spanned Xp and the image (Tym ⊗ zk) was unconditional then
the average over signs could be removed from the conclusion of Proposition 4.2.
Unfortunately we do not know if this is possible.
In view of Proposition 4.2 we can usually assume that we have passed to the
subspaces Y and Z and thus for the given bases of Xp,
(T2) ‖T (xi ⊗ yj)‖2 ≤ ‖T‖‖xi ⊗ yj‖2,
for all i, j ∈ N.
The next result shows that diagonal blocks of the basis of Xp ⊗ Xp must be
mapped by a bounded operator from Xp ⊗Xp into a (p, 2)−sum so that the norm
‖ · ‖2 is well controlled. In the computation we will use some of the other norms
from the formula in Proposition 1.3, so we introduce special notation for them. For
each i ∈ N, let
Ri
∑
n,m
an,men ⊗ e′m =
∑
m
ai,me
′
m
and
Ci
∑
n,m
an,men ⊗ e′m =
∑
n
an,ien.
Then define
‖
∑
n,m
an,men ⊗ e′m‖R = (
∑
i
‖Ri
∑
n,m
an,men ⊗ e′m‖p2)1/p = (
∑
i
(
∑
m
a2i,mw
2
m)
p/2)1/p
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and
‖
∑
n,m
an,men ⊗ e′m‖C = (
∑
i
‖Ci
∑
n,m
an,men ⊗ e′m‖p2)1/p = (
∑
i
(
∑
n
a2n,iw
2
n)
p/2)1/p.
Finally, define
‖
∑
n,m
an,men ⊗ e′m‖p = (
∑
n,m
apn,m)
1/p.
Thus if z ∈ Xp ⊗Xp, we have
‖z‖ = max{‖z‖2, ‖z‖R, ‖z‖C , ‖z‖p}.
Lemma 4.4. If (Yn) is a sequence of subspaces of Lp[0, 1] with C−unconditional
bases and T : Xp,w ⊗Xp,w → (
∑
Yn)p,2 is an isomorphism and (zn) is a sequence
of norm 1 elements in Xp,w ⊗Xp,w such that
a. (zn) is block diagonal, i.e., there exist increasing sequences of integers (mj) and
(pj) such that zj = (Qmj+1 −Qmj )⊗ (Qpj+1 −Qpj )zj for all j,
b. (Tzn) is a block of the basis of (
∑
Yn)p,2,
c. there exists an increasing sequence of integers (Mn) such that
‖(I − PMn)Tzn−1‖ = 0
and
‖(I − PMn)Tzn‖2 > ‖T‖C‖zn‖2 for all n
Then ( N∑
1
‖zn‖22
)1/2
≤ N1/p for all N
Proof. We estimate the norms of
∑
zn and
∑
Tzn. Clearly ‖
∑
zn‖2 =
(
∑ ‖zn‖22)1/2 and ‖∑ zn‖p ≤ (∑ ‖zn‖p)1/p. Moreover, because the sequence (zn)
is block diagonal (
∑ ‖zn‖p)1/p dominates the mixed norms,
‖
∑
n
zn‖R = (
∑
i
‖Ri
∑
n
zn‖p2)1/p and ‖
∑
n
zn‖C = (
∑
i
‖Ci
∑
n
zn‖p2)1/p.
On the other hand if (rn) is a sequence of Rademacher functions and F ⊂ N with
|F | = N,
‖T‖max{N1/p, (
∑
n∈F
‖zn‖2)1/2} ≥ ‖T‖‖
∑
n∈F
zn‖
≥
∫
‖
∑
n∈F
rnTzn‖2
= (
∑
n∈F
‖Tzn‖22)1/2
≥ (
∑
n∈F
‖(I − PMn)Tzn‖22)1/2
> C‖T‖(
∑
n∈F
‖zn‖2)1/2.
TENSOR PRODUCTS AND INDEPENDENT SUMS 29
Therefore, N1/p ≥ (∑n∈F ‖zn‖2)1/2. 
Let (wn) be a sequence in (0, 1] which decreases to 0 and let wn,k = wn for all
n, k ∈ N. Throughout the next few sections (wn,k) will denote a doubly indexed
sequence of this type. For the space Xp,2,(wn,k) only some subsequences of the
basis are again bases of Xp,2,(w′n) for some (w
′
n) satisfying (*). The next definition
contains a large enough class of such subsequences that we can restrict to this class
for various gliding hump arguments.
Definition 4.5. A subset S of N× N is said to be rich if there exists M ⊂ N, M
infinite, such that for every m ∈M , {(m, k) ∈ S : k ∈ N} is infinite.
The rich sets are a fairly nice class from a combinatorial standpoint. For example
if S is a rich set and A ⊂ S then either A or S \A must contain a rich set. Also if
A contains a rich set, K, then there is a maximal rich set K ′ with K ⊂ K ′ ⊂ A.
Indeed K ′ = {(m,n) : |{m}×N∩A| =∞}. Another important point for us is that
rich sets can be constructed by an induction procedure which imitates the usual
method of showing that the rationals are countable.
In Xp ⊗Xp each row and column is isomorphic to Xp, but ‖ · ‖2 is affected by
the choice of row or column. Previous results in this section show how the norm
‖ · ‖2 in Xp (Lemma 4.1) or in Xp ⊗Xp (Proposition 4.2) is “felt” by an operator
at least on the basis vectors. In the next result we see that it also “felt” on each of
the row and column spaces. This phenomenon is more subtle since it is caused by
the other rows and columns.
Proposition 4.6. If (Yn) is a sequence of subspaces of Lp[0, 1] with C−uncondi-
tional bases and T : Xp,(wn,k) ⊗Xp,(wn,k) → (
∑
Yn)p,2 is an isomorphism, then for
every ǫ > 0 there exists a rich subset K of N× N and for each κ ∈ K, there is an
integer Mκ such that
‖(I − PMκ)Tz‖2 ≤ ‖T‖Cwκ(1 + ǫ)‖z‖
for all z ∈ [xκ] ⊗Xp,(wn,k), where PMκ is the restriction operator from (
∑∞
n=1 Yn)
onto (
∑Mκ
n=1 Yn).
Proof:. First we fix m,n and suppose that there is no such M for some ǫ and
[xm,n] ⊗ Xp,(wn,k). Then let (δi) be a sequence of positive numbers tending to 0.
We may inductively choose a sequence of unit vectors (zm,n,k)
∞
k=1 in [xm,n]⊗Xp,w
and an increasing sequence of positive integers (Mk) such that
‖(I − PMk)Tzm,n,k−1‖ < δk for all k
and
‖(I − PMk)Tzm,n,k‖2 > ‖T‖Cwm,n.
By passing to a subsequence if necessary we may assume that there is a z0 such
that for each k, zm,n,k = z0 + z
′
m,n,k, (z
′
m,n,k) is a (perturbation of a) block of the
basis of [xm,n,k] ⊗ Xp,(wn,k), and (Tz′m,n,k) is (a perturbation of) a block of the
basis of (
∑
Ym)p,2 which is disjoint from Tz0. Observe that for sufficiently large k
‖(I − PMk)Tz′m,n,k‖2 > (1 + ǫ)‖T‖Cwm,n‖z′m,n,k‖.
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Thus we may assume that z0 = 0.
If for some m there are infinitely many n for which there is no Mm,n, then by a
diagonalization argument we can find a sequence (zm,n,k(n))n∈N and an increasing
sequence of integers (Mn) such that
‖(I − PMn)Tzm,n,k(n)‖ < δn for all n
‖(I − PMn)Tzm,n,k(n)‖2 > ‖T‖Kwm,n.
We may also assume that if zm,n,k(n) = xm,n ⊗ ζn then (ζn) is a block of the basis
of Xp,(wn,k).
Because wm,n is the same for all n, Lemma 4.4 and a perturbation argument
shows that this is impossible. Thus for any m there are only finitely many n
for which the required integer Mm,n does not exist, and K may be obtained by
discarding these finitely many n for each m. 
We will now see that the estimate on the norm ‖ · ‖2 actually reduces the tail to
an ℓp sum.
Corollary 4.7. Suppose that (wn,k) is a sequence of positive numbers as above,
T is an isomorphism from Xp,(wn,k) ⊗ Xp,(wn,k) into (
∑
Yn)p,2 as in Proposition
4.6. Let SM be the map from (
∑
Yn)p,2 into (
∑∞
n=M+1 Yn)p and let PM be the
natural projection from (
∑
Yn)p,2 onto (
∑M
n=1 Yn)p,2. Then there exists a rich set
K ⊂ N × N and for each κ ∈ K an integer Mκ such that (SMκ + PMκ)T is an
isomorphism from [eκ] ⊗ Xp,w into (
∑M
n=1 Yn)p,2 ⊕ (
∑∞
n=Mκ+1
Yn)p, where (en,k)
is the natural basis of Xp,(wn,k).
Proof. First we find a rich set K ′ as in Proposition 4.6 with ǫ < 1. Because wn ↓ 0
there is a rich set K ⊂ K ′ such that 4C‖T−1‖‖T‖wκ < 1 for all κ ∈ K. From
Proposition 4.6 we have that for z ∈ [eκ]⊗Xp,(wn,k),
‖Tz‖22 = ‖(I − PMκ)Tz‖22 + ‖PMκTz‖22
≤ ‖T‖2C24 supw2κ‖z‖22 + ‖PMκTz‖2
(by Proposition 4.6 and ‖ · ‖2 ≤ ‖ · ‖ in (
∑
Yn)p,2)
≤ ‖z‖22/(‖T−1‖24) + ‖PMκTz‖2(4.7.1)
since by the choice of K ′, ‖T‖2C24 supw2κ ≤ ‖T−1‖−2/4. For any z ∈ [eκ] ⊗
Xp,(wn,k),
‖T−1‖−1‖z‖ ≤ ‖Tz‖
= max{‖Tz‖2, (
∑
‖(Pn+1 − Pn)Tz‖pp)1/p}
≤ max{(‖T‖2C24 supw2κ‖z‖22 + ‖PMκTz‖2)1/2,
‖PMκTz‖+ (
∞∑
n=Mκ+1
‖(Pn+1 − Pn)Tz‖pp)1/p}
If
(‖T‖2C24 supw2‖z‖22 + ‖PMκTz‖2)1/2 > ‖Tz‖ ≥ ‖T−1‖−1‖z||
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then by (4.7.1)
‖T−1‖−2‖z‖2 ≤ ‖z‖22/(‖T−1‖24) + ‖PMκTz‖2
and consequently
‖T−1‖−2‖z‖2(3/4) ≤ ‖PMκTz‖2.
Thus
‖T‖‖T−1‖‖PMκTz‖
√
12/3 ≥ ‖Tz‖
in this case.
It follows that ‖((SMκ + PMκ)T )−1‖ ≤ ‖T‖‖T−1‖
√
12/3. 
Remark 4.8. For a general isomorphism from Xp ⊗Xp into (
∑
Yn)p,2, we cannot
hope to show that there is a bound ∞ > M ≥ Mκ. To see this notice that there
is a simple isomorphic embedding of Xp,(wn) ⊗ Xp,(wn) into (
∑
Xp,(wn))p,2,(wn) ⊕
(
∑
Xp,(wn))p,2,(wn). Let (en) and (e
′
n) be copies of the natural basis of Xp,(wn). Let
(dk,j) and (d
′
k,j) be two copies of the natural basis of (
∑
Xp,(wn))p,2,(wn). Define
T (en⊗e′m) = dn,m⊕d′m,n and extend linearly. It is easy to see from Proposition 1.3
and the definition of the (p, 2)−sum ( or Corollary 2.9) that T is an isomorphism.
Obviously no uniform bound on (Mκ)κ∈K can be found for this operator and any
rich set K.
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5. Selection of bases in Xp ⊗ Xp
Because of the multi-index nature of the natural basis of Xp,(wn,k) ⊗ Xp,(wn,k)
and the technical complexities of gliding hump type arguments with respect to a
multi-index, we introduce a method of producing subsequences of the basis which
still span a copy of Xp,(wn,k) ⊗ Xp,(wn,k) but which can be used without directly
worrying about the nature of the underlying index set. We will use a fairly general
setup in this section which may be applicable to other bases with complicated
natural orderings.
Definition 5.1. Let X be a Banach space with basis (xi). A set S of infinite
subsets of N is K-admissible for (xi) if
(1) For each n ∈ N and S ∈ S, {n, n+ 1, . . .} ∩ S ∈ S.
(2) N ∈ S.
(3) For each S ∈ S, (xi)i∈S is a basis for a subspace of X which is K-isomorphic to
X .
Definition 5.2. Suppose that X is a Banach space with basis (xi), τ is a topology
on X , and S is a admissible subset of 2N for (xi). We will say that (xi) has SP
(selection property) with respect to τ and S if there is a winning strategy for the
second player in the two player game described below.
(0) S′0 = N.
(1) On each turn n, n = 1, 2, . . . , the first player must define a multi-function Fn on
X with range Fn ⊂ {0, 1, 2, . . . , Nn}, Nn finite, and F−1n (j) is τ -open for each j
and a set Sn ∈ S with Sn ⊂ S′n−1 and {i1, i2, . . . , in−1} ⊂ Sn.
(2) On the turn n the second player must choose an integer in ∈ Sn, in > in−1, and
a set S′n ∈ S with S′n ⊂ Sn and {i1, i2, . . . , in} ⊂ S′n.
Player 2 wins if (and only if) {xik : k ∈ N} is in S and Fn(xij ) is constant for
all j ≥ n.
In the game the function Fn given by Player 1 defines a τ -open cover of X and
Player 2 is forced to choose one of the sets, O, from the open cover and select all
further elements for the subsequence from O. Usually it will not be necessary to
define the multi-functions Fn on anything more than the τ -closure of the basis (xi).
In Xp the most useful basis is indexed by N×N. To treat such cases we will use
an order like that used to enumerate the rationals. To this end let φ be a bijection
from N onto N × N such that φ(j)1 + φ(j)2 ≤ φ(i)1 + φ(i)2 if j ≤ i. (Here we
use superscripts to denote the coordinates of elements in N× N, e.g., (n, k)1 = n.)
We order the basis of Xp,(wn,k) as (xφ(i))
∞
i=1. The admissible set S in this case is
φ−1({M ⊂ N⊗ N : there is an infinite N ′ ⊂ N such that for each n ∈ N ′, (n, k) ∈
M for infinitely many k and (n, k) /∈M for all n /∈ N ′ and k ∈ N}).
If M is an infinite subset of N and i ∈ M then o(i) will be the ordinal of the
element inM as an ordered set with the inherited order. If there is some ambiguity
about which set is under consideration, we will add the set as another parameter
as in o(i,M).
Lemma 5.3. The standard basis of Xp,(wn,k), where (wn,k) satisfies (*), has the
SP with respect to the weak topology and the class S defined above.
Proof. Let (xn,k) be the standard basis ofXp,(wn,k). We will use induction to choose
a subsequence (xn,m)n∈N,m∈Mn with {(n,m) : n ∈ N, m ∈Mn} ∈ φ(S).
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For notational convenience we will assume that 0 ∈ F−1m (0), for each m. If
A ∈ φ(S), A1 will denote {n : (n, k) ∈ A for some k}, the projection of A into the
first coordinate.
Consider F1, S1. We have assumed that 0 ∈ F−11 (0). Because w- limk xn,k = 0,
for each n ∈ φ(S1)1 there exists Mn,1 ⊂ (n × N) ∩ φ(S1), Mn,1 infinite, such that
F1(xn,k) = 0 for all n and all k ∈Mn,1. Let i1 = φ−1((n1, k)) where o(n1, φ(S1)1) =
1 = φ(1)1 and o(k,Mn1,1) = 1. Define S
′
1 = φ
−1(∪n∈φ(S1)1Mn,1).
Let Player 1 choose the multi-function F2 and S2 ⊂ S′1, with S2 ∈ S. Because
F2(0) = 0 and w- limk:(n,k)∈Mn,1 xn,k = 0, for each n ∈ φ(S2)1 we can find an
infinite subsetMn,2 ofMn,1∩φ(S2) such that F2(xn,k) = 0 and i1 < φ−1(n, k) for all
k ∈Mn,2. Let i2 = φ−1(n2, k) where o(n2, φ(S2)1) = φ(2)1 and o(k,Mn2,2) = φ(2)2
and let S′2 = φ
−1(∪n∈φ(S2)1Mn,2).
Suppose we have chosen i1 < i2 < · · · < im−1, andMn,m−1 = φ(S′m−1)∩(n×N),
for all n ∈ φ(Sm)1. Let Player 1 choose Fm and Sm. Because Fm(0) = 0 and
w- limk:(n,k)∈Mn,m−1 xn,k = 0, for each n ∈ φ(Sm)1 we can find an infinite subset
Mn,m of Mn,m−1 ∩ φ(Sm) such that Fm(xn,k) = 0 and im−1 < φ−1(n, k) for all
k ∈Mn,m. Let im = φ−1(nm, k) where o(nm, φ(Sm)1) = φ(m)1 and o(k,Mnm,m) =
φ(m)2 and let S′m = φ−1(∪n∈φ(Sm)1Mn,m).
In this way the subsequence (xφ(ij)) satisfies Fm(xφ(ij)) = 0 for all j ≥ m.
Moreover since for any j ≥ m, o(φ(im)1, φ(Sj)1) = φ(m)1 and o(φ(im)2, {φ(ij)2 :
φ(ij)
1 = φ(m)1}) = φ(im)2 = o(φ(m)2,N), {ij : j ∈ N} is in S. 
In the next result we pass to a tensor product. We will not define a class of
admissible sets for the product index set but instead use the game in each factor to
accomplish our goals. Below we use an unspecified tensor product of two Banach
spaces. The only property that we require of the tensor product is that ‖x⊗ y‖ ≤
‖x‖‖y‖ for all x, y.
Proposition 5.4. Suppose that (xi) and (yj) are shrinking unconditional bases
with SP with respect to the weak topology and admissible sets S(X) and S(Y ),
respectively, and that T is a bounded operator from [xi ⊗ yj : i, j ∈ N] into a space
Z with normalized shrinking basis (zk). Then given ǫ > 0 there are I ∈ S(X) and
J ∈ S(Y ) and finite subsets Ni,j of N such that
1)
∑
i∈I,j∈J ‖T (xi ⊗ yj)|N\Ni,j‖ < ǫ
2) N(i, j) ∩N(i′, j′) = ∅ if i′ 6= i and j 6= j′; i = i′, j 6= j′ and max(o(j), o(j′)) >
o(i); or i 6= i′, j = j′ and max(o(i), o(i′)) ≥ o(j).
Proof:. First let ǫ(i, j) > 0 such that
∑
i,j ǫ(i, j) < ǫ, and ǫ(i, j) is decreasing, i.e.,
ǫ(i, j) ≤ ǫ(i′, j′) if i ≤ i′, j ≤ j′. We will use two interweaving games to choose
the sets I and J and subscript the associated functions by X or Y to keep the
notation straight. We begin the games with only trivial conditions: FX,1 and FY,1
are constant functions and SX,1 = SY,1 = N. Let i1, j1 be the first elements chosen
in each of the games and S′X,1, S
′
Y,1 be the resulting elements of S(X) and S(Y ),
respectively. Choose a finite subset N1,1 of N such that ‖T (xi1 ⊗ yj1)|N\N1,1‖ <
ǫ(1, 1).
Let η1 = {1, 2, . . . ,maxN1,1}. Define FY,2(xi1 , y) = 0 if
∑
k∈η1 |z∗k(Txi1 ⊗ y)| <
ǫ(1, 2)/2 and FY,2(y) = 1 if
∑
k∈η1 |z∗k(Txi1 ⊗ y)| > ǫ(1, 2)/3. Let SX,2 = S′X,1 and
SY,2 = S
′
Y,1.
Player 2 must now select j2 such that FY,2(yj2) = 0 because (T (xi1 ⊗ yj)) con-
verges to 0 weakly. Choose a finite subset N1,2 of N \ η1 such that ‖T (xi1 ⊗
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yj2)|N\N1,2‖ < ǫ(1, 2).
Let η2 = {1, 2, . . . ,max(N(1, 1) ∪N(1, 2))},
FX,2(x) = 0 if max
s=1,2
∑
k∈η2
|z∗k(T (x⊗ yjs))| < ǫ(2, 2)/2
and
FX,2(x) = 1 if max
s=1,2
∑
k∈η2
|z∗k(T (x⊗ yjs))| > ǫ(2, 2)/3.
Let SX,2 = S
′
X,1.
Player 2 in the X game must choose i2 such that FX,2(xi2) = 0. For k = 1, 2
choose a finite set N(2, k) ⊂ N \ η2, such that ‖T (xi2 ⊗ yjk)|N\N2,k‖ < ǫ(2, k).
Let η3 = {1, 2, . . . ,max∪s≤2,t≤2N(s, t)},
FY,3(y) = 0 if max
n′=1,2
∑
k∈η3
|z∗k(T (xin′ ⊗ y))| < ǫ(2, 3)/2
and
FY,3(y) = 1 if max
n′=1,2
∑
k∈η3
|z∗k(T (xin′ ⊗ y))| > ǫ(2, 3)/3.
Let SY,3 = S
′
Y,2.
Player 2 in the Y game must choose j3 such that FY,3(yj3) = 0. For k = 1, 2
choose a finite set N(k, 3) ⊂ N \ η3 such that ‖T (xik ⊗ yj3)|N\Nk,3‖ < ǫ(k, 3).
This completes the first few steps of the induction. Assume that i1, . . . , ir
and j1, . . . jr+1 are known and the corresponding sets N(n,m), n = 1, 2, . . . r,m =
1, 2, . . . , r + 1 have been chosen.
We continue with the r + 1 turn of the X game. Let
η2r = {1, 2, . . . ,max∪s≤r,t≤r+1N(s, t)}
and
FX,r+1(x) = 0 if max
s≤r+1
∑
k∈η2r
|z∗k(T (x⊗ yjs))| < ǫ(r + 1, r + 1)/2
and
FX,r+1(x) = 1 if max
s≤r+1
∑
k∈η2r
|z∗k(T (x⊗ yjs))| > ǫ(r + 1, r + 1)/3.
Let SX,r+1 = S
′
X,r.
Player 2 in the X game must choose ir+1 such that FX,r+1(xir+1) = 0. For
k = 1, 2, . . . , r + 1 choose a finite set N(r + 1, k) ⊂ N \ η2r such that ‖T (xi2 ⊗
yjk)|N\Nr+1,k‖ < ǫ(r + 1, k).
Let η2r+1 = {1, 2, . . . ,max∪s≤r+1,t≤r+1N(s, t)} and
FY,r+2(y) = 0 if max
n′≤r+1
∑
k∈η2r+1
|z∗k(T (xin′ ⊗ y))| < ǫ(r + 1, r + 2)/2
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and
FY,r+2(y) = 1 if max
n′≤r+1
∑
k∈η2r+1
|z∗k(T (xin′ ⊗ y))| > ǫ(r + 1, r + 2)/3
Let SY,r+2 = S
′
Y,r+1.
Player 2 in the Y game must choose jr+2 such that FY,r+2(yjr+2) = 0. For
k = 1, 2, . . . , r + 1 choose a finite set N(k, r + 2) ⊂ N \ η2r+1 such that
‖T (xik ⊗ yjr+2)|N\N(k,r+2)‖ < ǫ(k, r + 2).
It is easy to see that we have now completed the next step of the induction and
the result follows. 
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6. Xp ⊗ Xp-preserving operators on Xp ⊗ Xp
The purpose of the section is to prove a criterion which guarantees that an oper-
ator on Xp⊗Xp preserves isomorphically a copy of the space. Similar results exist
for spaces with an unconditional basis which have many subsequences equivalent
to the original basis. The tensor product makes the combinatorics more difficult
here. In Proposition 5.4 we were unable to get completely disjoint blocks. In order
to use the SP for the basis of each factor of Xp ⊗Xp to get really disjoint blocks
it is necessary to have some quantitative information. The next two lemmas give
us estimates of how many vectors we will need in order to insure that we can get
reasonable disjointness for a step of a gliding hump argument.
In the next lemma we make use of the concept of a lower ℓr-estimate. We say
that a basic sequence (zn) has a lower ℓr-estimate with constant C if (and only if)
‖
∑
anzn‖ ≥ C(
∑
arn)
1/r
for every sequence of real numbers (an).
Lemma 6.1. If T is an operator from Xp,(wn) into a space Z with a basis (zn) and
normalized biorthogonal functionals (z∗n) such that for some r ≥ 2, (zn) satisfies a
lower ℓr estimate with constant C, then for any k ∈ N and ‖T‖ > ǫ > 0,∑
n∈F
w2p/(p−2)n ≤ ‖T‖r2kr+1/(ǫrCrmin{wri : 1 ≤ i ≤ k}),
where (xn) is the standard basis of Xp,(wn) and
F = {n : |z∗i (Txn)| >
ǫwn
k
or |z∗n(Txi)| >
ǫwi
k
for some i ≤ k}.
Proof. For 1 ≤ i ≤ k let Fi = {n : |z∗i (Txn)| > ǫwnk } and let Gi = {n : |z∗n(Txi)| >
ǫwi
k }. Then for n ∈ F , n ∈ Fi or Gi for at least one i. For n ∈ Fi let an =
w
(p+2)/(p−2)
n . Then
‖
∑
n∈Fi
anxn‖ = max{(
∑
n∈Fi
a2nw
2
n)
1/2, (
∑
n∈Fi
apn)
1/p}
= max{(
∑
n∈Fi
w4p/(p−2)n )
1/2, (
∑
n∈Fi
wp(p+2)/(p−2)n )
1/p}
≤ max{(
∑
n∈Fi
w2p/(p−2)n )
1/2, (
∑
n∈Fi
w2p/(p−2)n )
1/p}.
Let Wi =
∑
n∈Fi w
2p/(p−2)
n . For each i and choice of signs σn,
|z∗i (T
∑
n∈Fi
σnanxn)| ≤ ‖T‖max{W 1/2i ,W 1/pi }.
Thus
ǫWi/k =
∑
n∈Fi
ǫw2p/(p−2)n /k =
∑
n∈Fi
ǫwn|an|/k ≤ ‖T‖max{W 1/2i ,W 1/pi }.
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If Wi > 1 then W
1/2
i > W
1/p
i and hence Wi ≤ ‖T‖2k2/ǫ2; if Wi ≤ 1,
Wi ≤ ‖T‖p/(p−1)kp/(p−1)/ǫp/(p−1) ≤ ‖T‖2k2/ǫ2
also.
For each i ≤ k,
‖Txi‖ ≥ C(
∑
n∈Gi
|z∗n(Txi)|r)1/r ≥ Cǫwik−1|Gi|1/r ≥ Cǫwik−1(
∑
n∈Gi
w2p/(p−2)n )
1/r.
Thus
∑
n∈Gi w
2p/(p−2)
n ≤ kr‖T‖r/(ǫrCrwri ). Let W ′i =
∑
n∈Gi w
2p/(p−2
n .
Then ∑
n∈F
w2p/(p−2)n ≤
k∑
i=1
Wi +W
′
i
≤
k∑
i=1
(
‖T‖2k2
ǫ2
+
‖T‖rkr
ǫrCrwri
)
≤ ‖T‖
r2kr+1
ǫrCrmin{wri : 1 ≤ i ≤ k}
.

Notice that if a finite sequence of positive numbers (ǫi) is specified in advance
and some control on min{wri : 1 ≤ i ≤ k} is given, it is possible to predict the
number of elements required to produce an approximately blocked image. To be
more precise we have the following.
Lemma 6.2. Let (ǫi) be a sequence of positive numbers, C,D,w0 ∈ R+ and K ∈ N.
There exists an integer N0, such that if T is an operator from Xp,(wn)N0n=1
into a
space Z with a basis (zn) and biorthogonal functionals (z
∗
n) such that for some
r ≥ 2, (zn) satisfies a lower ℓr estimate with constant C, wn ≥ w0 for all n ≤ N,
and ‖T‖ ≤ D, then there exist {nj : 1 ≤ j ≤ K} such that for 1 ≤ i < j ≤ K,
|z∗ni(Txnj )| < ǫjwnj/(j − 1)
and
|z∗nj (Txni)| < ǫiwni/(j − 1).
Proof. We use induction on K. Notice that if K = 1, the requirements are vacuous,
i.e., N0 = 1 works. If true for K, let N(K) denote the required integer. We
need a sufficiently large N(K + 1) to apply Lemma 6.1 with ǫ = ǫK+1 (We may
assume that ǫK+1 = min{ǫj : 1 ≤ j ≤ K + 1}.), k = K, zi = zni , and the basis of
Xp,(wn) reordered so that xni is the ith basis vector and the remaining basis vectors
follow these. Then, because
∑N(K+1)
n=K+1 w
2p/(p−2)
n ≥∑N(K+1)n=K+1 w2p/(p−2)0 , if (N(K +
1)− (K +1))w2p/(p−2)0 > Dr2Kr+1/(ǫK+1w0C)r, the inductive hypothesis gives us
{ni : 1 ≤ i ≤ k} and Lemma 6.2 will produced nk+1 ∈ {K + 1, . . . , N(K + 1)}. 
With these lemmas we can now show that operators onXp⊗Xp with a significant
diagonal are isomorphisms on a subspace isomorphic to the whole space. The proof
makes use of the basic technique of [CL]. The problem here is to overcome the
technical difficulties in getting a large block basic sequence.
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Proposition 6.3. Suppose that T is a bounded operator on Xp,(wn,k) ⊗ Xp,(wn,k)
such that there exists ǫ > 0 with |(x∗n,k ⊗ y∗m,j)(Txn,k ⊗ ym,j)| ≥ ǫ for all n, k,m, j.
Then there are rich subsets K, J of N×N such that T |[xn,k⊗ym,j :(n,k)∈K,(m,j)∈J ] is an
isomorphism. Moreover, T ([xn,k ⊗ ym,j : (n, k) ∈ K, (m, j) ∈ J ]) is complemented.
Proof. First observe that if J,K are rich subsets of N× N and
Z = [xn,k ⊗ ym,j : (n, k) ∈ K, (m, j) ∈ J ],
then we can restrict our attention to Z. Indeed, because the basis of Xp,(wn,k) ⊗
Xp,(wn,k) is unconditional, we can compose T |Z with the basis projection P onto Z
and a diagonal operator D on Z such that D(xn,k⊗ym,j) = ((x∗n,k⊗y∗m,j)(Txn,k⊗
ym,j))
−1xn,k ⊗ ym,j for all n, k,m, j. The result will be obtained by showing that
K, J can be chosen so that the resulting composition is a perturbation of the identity
on Z. As in [CL] this will imply that T (Z) is complemented since for any z ∈ Z,
(TDP )Tz = T (DPTz) ≈ Tz.
By Proposition 5.4 for any δ > 0 we may find rich sets K ′, J ′ and finite subsets
of N4, Nk,j , k ∈ K ′, j ∈ J ′ such that
(1)
∑
k∈K′,j∈J ′ ‖T (xk ⊗ yj)|N4\Nk,j‖ < δ
(2) N(k, j)∩N(k′, j′) = ∅ if k′ 6= k and j 6= j′; if k = k′ and max(o(j), o(j′)) > o(k);
or if j = j′ and max(o(k), o(k′)) ≥ o(j).
If δ is sufficiently small, it follows from standard arguments that if ηn = {j :
o(j) ≤ o(n)} and η′m = {k : o(k) < o(m)} for all n ∈ K ′, m ∈ J ′, then T (Z) is
isomorphic to the UFDD∑
n∈K′
[T (xn ⊗ yj)|∪{N(n,j):j∈ηn : j ∈ ηn]⊕
∑
m∈J ′
[T (xk ⊗ ym)|∪{N(k,m):k∈η′m : k ∈ η′m].
In particular, if δ < ǫ, then (i, j) ∈ N(i, j) for all i, j.We need to refine the index sets
J ′, K ′ further to get an actual (perturbation of a ) basis rather than a UFDD. To
save the notational burden of carrying a set of error terms through the computation
we will assume that ‖T (xk ⊗ yj)|N4\Nk,j‖ = 0 for all k ∈ K ′, j ∈ J ′.
Let (ǫi) be a sequence of positive numbers such that
∑
ǫi < ǫ
′/4p, where
ǫ′ < min(1, ǫ). We will use the estimate in Lemma 6.1 repeatedly in the proof,
but its exact nature is not used. The important thing is the dependence only on
r, C, ǫ, k,min{wi : i ≤ k}, and ‖T‖. In this proof r = p, C = 1 and ‖T‖ are fixed,
so we will denote the estimate by H(ǫ, w, k), where w = min{wi : i ≤ k}.
We will essentially follow the two game argument of Proposition 5.4 but this
time make more careful choices. We will again make use of the admissible class S
for Xp,(wn,k). As before the selection of i1, j1 is not controlled. The choice j2 is
more critical since we must make the contribution to the support of Txφ(i)⊗ yφ(j1)
small for all i in some set in the class S(X).
For each j ∈ S′Y,1, j > j1, let
Kj = {i : i ∈ S′X,2, |(x∗φ(i) ⊗ y∗φ(j1))(Txφ(i) ⊗ yφ(j))| < ǫ1wφ(j),
and |(x∗φ(i) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j1))| < ǫ1wφ(j1)}.
We need to show that {j : Kj ⊃ K ′j  i1 ∈ K ′j and K ′j ∈ S(X)} ∪ {j1} contains a
set SY,2 ∈ S(Y ), with j1 ∈ SY,2 for which φ(SY,2) ∩ ({φ(j1)1} × N) is infinite. We
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will first show that for almost all j there exists K ′j ⊂ Kj such that K ′j ∈ S(X).
For each i, by applying Lemma 6.1 to the operator Ti : [xφ(i) ⊗ yφ(j) : j ∈ N] →
[xφ(i) ⊗ yφ(j) : j ∈ {j1}+ (N \ {j1})] defined by
Ti(z) = x
∗
φ(i) ⊗ y∗φ(j1)(Tz)xφ(i) ⊗ yφ(j1) +
∑
j 6=j1
x∗φ(i) ⊗ y∗φ(j)(Tz)xφ(i) ⊗ yφ(j),
we have that
∑
j:i/∈Kj w
2p/(p−2)
φ(j) < H(ǫ1, {wφ(j1)}, 1). If for some j, Kj contains
no subset which is in S(X), then φ(Kj) ∩ ({m} × N) is finite for all but finitely
many m. Lemma 6.1 implies that
∑
w
2p/(p−2)
φ(j) over such j must be no more than
H(ǫ1, {wφ(j1)}, 1). Indeed, if the sum exceeded this bound then there would be a
finite set F of such j such that
∑
j∈F w
2p/(p−2)
φ(j) > H(ǫ1, {wφ(j1)}, 1). Then since no
subset of Kj is in S(X), there would be infinitely many m for which φ(Kj)∩({m}×
N) is finite for all of those j ∈ F . Thus for any i ∈ SX,2\∪j∈FKj Ti would violate the
conclusion of Lemma 6.1. In particular for those j such that φ(j) ∈ ({φ(j1)1}×N),
we have that wφ(j) = wφ(j1) and thus only finitely many of these Kj will fail to
contain a subset K ′j as above. Similarly, if F ⊂ {j : Kj 6⊃ K ′j  i1 ∈ K ′j, K ′j ∈
S(X) but ∃K ⊂ Kj , K ∈ S(Y )} and
∑
j∈F w
2p/(p−2)
φ(j) > H(ǫ1, {wφ(j1)}, 1) then
φ(Kj)∩({φ(i1)1}×N) is finite for all of those j ∈ F , thus for any i ∈ S′X,2 \∪j∈FKj
with φ(i)1 = φ(i1)
1, Ti would violate the conclusion of Lemma 6.1. It follows that
the required set SY,2 exists.
Player 2 selects j2 from SY,2 and selects S
′
Y,2 ⊂ SY,2 which is in S(Y ) and contains
{j1, j2}. By our choice of SY,2, Kj2 containsK ′j2 such that i1 ∈ K ′j2 ∈ S(Y ). Observe
that this implies that
|(x∗φ(i1) ⊗ y∗φ(j1))(Txφ(i1) ⊗ yφ(j2))| < ǫ1wφ(j2),
and
|(x∗φ(i1) ⊗ y∗φ(j2))(Txφ(i1) ⊗ yφ(j1))| < ǫ1wφ(j1).
The set S = K ′j2 is our candidate for SX,2 but we must refine it a little.
For each i ∈ S′X,1 let
Ni = {j : j ∈ S′Y,2, |(x∗φ(i1) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j))| < ǫ1wφ(i)
and |(x∗φ(i) ⊗ y∗φ(j))(Txφ(i1) ⊗ yφ(j))| < ǫ1wφ(i1)}.
We need to show that {i : Ni ⊃ N ′i  j1, j2 ∈ N ′i , N ′i ∈ S(Y )} ∪ {i1} contains a
set SX,2 ∈ S(X), i1 ∈ SX,2, for which φ(SX,2) ∩ ({φ(i1)1} × N) is infinite. First
observe that for i sufficiently large j1, j2 ∈ Ni. Next we will show that for almost
all i there exists N ′i ⊂ Ni such that N ′i ∈ S(Y ). By applying Lemma 6.1, for each
j, to Tj : [xφ(i) ⊗ yφ(j) : j ∈ N]→ [xφ(i1) ⊗ yφ(j) : i ∈ {i1}+ (N \ {i1})] defined by
Ti(z) = x
∗
φ(i1)
⊗ y∗φ(j)(Tz)xφ(i1) ⊗ yφ(j) +
∑
i6=i1
x∗φ(i) ⊗ y∗φ(j)(Tz)xφ(i) ⊗ yφ(j),
we have that
∑
i:j /∈Ni w
2p/(p−2)
φ(i) < H(ǫ1, {wφ(i1)}, 1). If for some i, Ni contains
no subset which is in S(Y ), then φ(Ni) ∩ ({m} × N) is finite for all but finitely
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many m. Lemma 6.1 implies that
∑
w
2p/(p−2)
φ(i) over such i must be no more than
H(ǫ1, {wφ(i1)}, 1). Indeed if the sum exceeded this bound then there would be a
finite set F of such i such that
∑
i∈F w
2p/(p−2)
φ(i) > H(ǫ1, {wφ(i1)}, 1). Then there
would be infinitely many m for which φ(Ni) ∩ ({m} × N) is finite for all of those
i ∈ F , thus for any j ∈ S′Y,2\∪i∈FNi, Tj would violate the conclusion of Lemma 6.1.
In particular for those i such that φ(i) ∈ ({φ(i1)1} × N), wφ(i) = wφ(i1) and thus
only finitely many of these Ni will fail to contain a subset N
′
i as above. Similarly,
if F ⊂ {i : Ni 6⊃ N ′i  j2 ∈ N ′i , {j1} ∪ N ′i ∈ S(Y ) but ∃N ⊂ Ni, N ∈ S(Y )}
and
∑
i∈F w
2p/(p−2)
φ(i) > 2H(ǫ1, {wφ(i1)}, 1), then φ(Ni) ∩ ({φ(j)1} × N) is finite for
j = j1 or j2 for all of those i ∈ F , thus for at least one of j′ = j1, j2 there exists
F ′ ⊂ F such that∑i∈F ′ w2p/(p−2)φ(i) > H(ǫ1, {wφ(i1)}, 1). and j ∈ S′Y,2 \∪i∈FNi with
φ(j)1 = φ(j′). This would violate the conclusion of Lemma 6.1 for Tj . It follows
that the required set SX,2 exists.
Player 2 selects i2 from SX,2 and selects S
′
X,2 ⊂ SX,2 which is in S(X) and
contains {i1, i2}. By our choice of SX,2, Ni2 contains N ′i2 such that {j1, j2} ⊂ N ′i2 ∈S(Y ). Note that for all j ∈ N ′i,2, and s 6= t ∈ {1, 2},
|(x∗φ(is) ⊗ y∗φ(j))(Txφ(it) ⊗ yφ(j))| < ǫ(s∨t)−1wφ(it).
The set S = N ′i2 is our candidate for SY,3 however we must now refine it further as
we did above to produce SX,2. This completes the initial phase of the induction.
Suppose that we have played r turns of each game to get I = {i1, . . . , ir} ,
J = {j1, . . . , jr}, J ⊂ S′Y,r ∈ S(Y ) and I ⊂ S′Xr ∈ S(X).
For each j ∈ S′Y,r \ J let
Kj = {i : i ∈ S′X,r, |(x∗φ(i) ⊗ y∗φ(j′))(Txφ(i) ⊗ yφ(j))| < ǫrwφ(j)/r
and |(x∗φ(i) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j′))| < ǫrwφ(j′)/r for all j′ ∈ J}.
We need to show that {j : Kj ⊃ K ′j  I ⊂ K ′j and K ′j ∈ S(X)} ∪ J contains a set
SY,r+1 ∈ S(Y ), J ⊂ SY,r+1 for which φ(SY,r+1) ∩ ({φ(j)1} × N) is infinite for all
j ∈ J.We will show that for almost all j there existsK ′j ⊂ Kj such thatK ′j ∈ S(X).
For each i let operator Ti : [xφ(i) ⊗ yφ(j) : j ∈ N]→ [xφ(i) ⊗ yφ(j) : j ∈ J + (N \ J)],
where the notation J + (N \ J) means that the elements in J precede the others,
defined by
Ti(z) =
∑
j∈J
x∗φ(i) ⊗ y∗φ(j)(Tz)xφ(i) ⊗ yφ(j) +
∑
j /∈J
x∗φ(i) ⊗ y∗φ(j)(Tz)xφ(i) ⊗ yφ(j).
By Lemma 6.1 for each i,
∑
j:i/∈Kj w
2p/(p−2)
φ(j) < H(ǫr,min{wφ(j′) : j′ ∈ J}, r) If for
some j, Kj contains no subset which is in S(X), then φ(Kj) ∩ ({m} × N) is finite
for all but finitely many m. Lemma 6.1 implies that
∑
w
2p/(p−2)
φ(j) over such j must
be no more than H(ǫr,min{wφ(j′) : j′ ∈ J}, r). Indeed if the sum exceeded this
bound then there would be a finite set F of such j such that
∑
j∈F w
2p/(p−2)
φ(j) >
H(ǫr,min{wφ(j′) : j′ ∈ J}, r). Then there would be infinitely many m for which
φ(Kj) ∩ ({m} × N) is finite for all of those j ∈ F , thus any i ∈ S′X,r \ ∪j∈FKj
would violate the conclusion of Lemma 6.1. In particular for those j such that
TENSOR PRODUCTS AND INDEPENDENT SUMS 41
φ(j) ∈ ({φ(j′)1} × N), for some j′ ∈ J, wφ(j) = wφ(j′) and thus only finitely
many of these Kj will fail to contain a subset K
′
j as above. Similarly, if F ⊂ {j :
Kj 6⊃ K ′j  I ⊂ K ′j, K ′j ∈ S(X) but ∃K ⊂ Kj , K ∈ S(Y )} and
∑
j∈F w
2p/(p−2)
φ(j) >
rH(ǫr,min{wφ(j′) : j′ ∈ J}, r) then for each i ∈ I,let Fi = {j ∈ F : φ(Kj) ∩
({φ(i)1}×N) is finite}. For at least one i′ ∈ I,∑j∈Fi w2p/(p−2)φ(j) > H(ǫr,min{wφ(j′) :
j′ ∈ J}, r) thus any i ∈ S′X,2 \ ∪j∈FiKj with φ(i)1 = φ(i′)1 would violate the
conclusion of Lemma 6.1. It follows that the required set SY,r+1 exists.
Player r+1 selects jr+1 from SY,r+1 and selects S
′
Y,r+1 ⊂ SY,r+1 which is in S(Y )
and contains J ∪ {jr+1}. By our choice of SY,r+1, Kjr+1 contains K ′jr+1 such that
I ⊂ K ′jr+1 ∈ S(Y ). Note that for all i ∈ K ′j,r+1, and s 6= t ∈ {1, 2, . . . , r + 1},
|(x∗φ(i) ⊗ y∗φ(js))(Txφ(i) ⊗ yφ(jt))| < ǫ((s∨t))−1wφ(jt).
The set S = K ′jr+1 is our candidate for SX,r+1 but we must again refine it a little.
For each i ∈ S \ I let
Ni = {k : k ∈ S′Y,r+1, |x∗φ(i′) ⊗ y∗φ(k)(Txφ(i) ⊗ yφ(k))| < ǫrwφ(i)/r
and .|(x∗φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j))| < ǫrwφ(i′)/r for all i′ ∈ I}
We need to show that {i : Ni ⊃ N ′i  J ⊂ N ′i , N ′i ∈ S(Y )} ∪ I contains a set
SX,r+1 ∈ S(X), I ⊂ SX,r+1, for which φ(SX,r+1) ∩ ({φ(i)1} × N) is infinite for all
i ∈ I. First observe that for i sufficiently large J ⊂ Ni. Next we will show that for
almost all i there exists N ′i ⊂ Ni such that N ′i ∈ S(Y ). By applying Lemma 6.1 for
each j, as above,
∑
i:j /∈Ni w
2p/(p−2)
φ(i) < H(ǫr,min{wφ(i′) : i′ ∈ I}, r). If for some i,
Ni contains no subset which is in S(Y ), then φ(Ni)∩ ({m}×N) is finite for all but
finitely many m. Lemma 6.1 implies that
∑
w
2p/(p−2)
φ(i) over such i must be no more
thanH(ǫr,min{wφ(i′) : i′ ∈ I}, r). Indeed if the sum exceeded this bound then there
would be a finite set F of such i such that
∑
i∈F w
2p/(p−2)
φ(i) > H(ǫr,min{wφ(i′) :
i′ ∈ I}, r). Then there would be infinitely many m for which φ(Ni) ∩ ({m} × N)
is finite for all of those i ∈ F , thus any j ∈ S′Y,r+1 \ ∪i∈FNi would violate the
conclusion of Lemma 6.1. In particular for those i such that φ(i) ∈ ({φ(i′)1} × N),
i′ ∈ I, wφ(i) = wφ(i′) and thus only finitely many of these Ni will fail to contain
a subset N ′i as above. Similarly, if F ⊂ {i : Ni 6⊃ N ′i  J ∪ {jr+1} ⊂ N ′i , N ′i ∈
S(Y ) but ∃N ⊂ Ni, N ∈ S(Y )} and
∑
i∈F w
2p/(p−2)
φ(i) > rH(ǫr,min{wφ(i′) : i′ ∈
I}, r). then φ(Ni) ∩ ({φ(j)1} × N) is finite for some j ∈ J ∪ {jr+1} for all of those
i ∈ F , thus for at least one of j′ = j1, j2, . . . , jr+1 there exists F ′ ⊂ F such that∑
i∈F ′ w
2p/(p−2)
φ(i) > H(ǫr,min{wφ(i′) : i′ ∈ I}, r) and j ∈ S′Y,r+1 \ ∪i∈FNi with
φ(j)1 = φ(j′). This would violate the conclusion of Lemma 6.1. It follows that the
required set SX,r+1 exists.
Player r+1 selects ir+1 from SX,r+1 and selects S
′
X,r+1 ⊂ SX,r+1 which is in
S(X) and contains {i1, i2, . . . , ir+1}. By our choice of SX,r+1, Nir+1 contains N ′ir+1
such that {j1, . . . , jr+1} ⊂ N ′ir+1 ∈ S(Y ). The set S = N ′ir+1 is our candidate for
SY,r+2.
This completes the induction step.
Therefore there are rich subsets I = {i1, i2, . . .}, J = {j1, j2, . . .} such that
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(1) |(x∗φ(is) ⊗ y∗φ(j))(Txφ(it) ⊗ yφ(j))| < ǫ(s∨t)−1wφ(it)/((s ∨ t) − 1) for all s 6= t ∈ N
and j ∈ J.
(2) |(x∗φ(i) ⊗ y∗φ(js))(Txφ(i) ⊗ yφ(jt))| < ǫ(s∨t)−1wφ(jt)/((s ∨ t) − 1) for all i ∈ I and
s 6= t ∈ N
(3) (x∗φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′)) = 0 for all i′ ∈ I and j′ ∈ J such that i 6= i′ and
j 6= j′; i = i′ and o(j ∨ j′) > o(i), j 6= j′; or i 6= i′, o(i ∨ i′) ≥ o(j) and j = j′.
It remains to show that the restriction of T to Z = [xφ(i)⊗ yφ(j) : i ∈ I, j ∈ J ] is
an isomorphism. As noted above we may assume by composing with the projection
onto Z that T is actually a map from Z to itself and that ǫ = 1. Moreover, we can
assume that I = J = N by replacing i by o(i, I) and j by o(j, J). Thus with the
notation appropriately revised we have
(0) (x∗φ(i) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j)) = 1 for all i, j,
(1) |(x∗φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j))| < ǫi∨i′−1wφ(i′)/(i ∨ i′ − 1) for all i 6= i′ ∈ N and
j ∈ J.
(2) |(x∗φ(i) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j′))| < ǫj∨j′−1wφ(j′)/(j ∨ j′ − 1) for all i ∈ I and
j 6= j′ ∈ N
(3) (x∗φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′)) = 0 for all i′ ∈ I and j′ ∈ J such that i 6= i′ and
j 6= j′; i = i′ and j ∨ j′ > i, j 6= j′; or i 6= i′, i ∨ i′ ≥ j and j = j′.
We will now estimate ‖Tz−z‖ for z ∈ Z with finite support relative to the basis.
Let z =
∑
i∈I
∑
j∈J ai,jxφ(i) ⊗ yφ(j)).
First we estimate the ℓ2-norm.
‖Tz − z‖22
=
∑
i∈N
∑
j∈N
∣∣∣∣∣∣∣∣
∑
i′,j′∈N
(i′,j′)6=(i,j)
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′))
∣∣∣∣∣∣∣∣
2
w2φ(i)w
2
φ(j)
=
∞∑
j=1
∑
i<j
∣∣∣∣∣∣∣∣
∑
i′,j′∈N
(i′,j′)6=(i,j)
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′))
∣∣∣∣∣∣∣∣
2
w2φ(i)w
2
φ(j)
+
∞∑
i=1
∑
j≤i
∣∣∣∣∣∣∣∣
∑
i′,j′∈N
(i′,j′)6=(i,j)
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′))
∣∣∣∣∣∣∣∣
2
w2φ(i)w
2
φ(j)
=
∞∑
j=1
∑
i<j
∣∣∣∣∣∣
∑
1≤i′ 6=i<j
ai′,j(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j))
∣∣∣∣∣∣
2
w2φ(i)w
2
φ(j)
+
∞∑
i=1
∑
j≤i
∣∣∣∣∣∣
∑
1≤j′ 6=j≤i
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j′))
∣∣∣∣∣∣
2
w2φ(i)w
2
φ(j)
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by (3)
≤
∞∑
j=1
∑
i<j

 ∑
1≤i′<i
|ai′,j |
ǫi−1wφ(i′)
i− 1 +
∑
i′:i<i′<j
|ai′,j |
ǫi′−1wφ(i′)
i′ − 1

2w2φ(i)w2φ(j)
+
∞∑
i=1
∑
j≤i

 ∑
1≤j′<j
|ai,j′ |
ǫj−1wφ(j′)
j − 1 j +
∑
j<j′≤i
|ai,j′ |
ǫj′−1wφ(j′)
j′ − 1

2w2φ(i)w2φ(j)
by (1) and (2)
≤
∞∑
j=1
∑
i<j

 ∑
1≤i′<i
|ai′,j |2
ǫi−1w2φ(i′)
i− 1 +
∑
i′:i<i′<j
|ai′,j|2
ǫi′−1w2φ(i′)
i′ − 1

w2φ(i)w2φ(j)
+
∞∑
i=1
∑
j≤i

 ∑
1≤j′<j
|ai,j′ |2
ǫj−1w2φ(j′)
j − 1 +
∑
j<j′≤i
|ai,j′ |2
ǫj′−1w2φ(j′)
j′ − 1

w2φ(i)w2φ(j)
by the convexity of t2
≤
∞∑
j=1
j−1∑
i′=1
|ai′,j |2w2φ(i′)w2φ(j)(
∑
i:j>i>i′
w2φ(i)ǫi−1
i− 1 +
∑
i:i<i′
ǫi′−1w2φ(i)
i′ − 1 )
+
∞∑
i=1
i∑
j′=1
|ai,j′ |2w2φ(i)w2φ(j′)(
∑
j:i≥j>j′
w2φ(j)ǫj−1
j − 1 +
∑
j:j<j′
ǫj′−1w2φ(j)
j′ − 1 )
≤ ‖z‖22ǫ′/4p
Next we estimate the ℓp-norm.
|Tz − z|pp =
∑
i∈N
∑
j∈N
∣∣∣∣∣∣∣∣
∑
i′,j′∈N
(i′,j′)6=(i,j)
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′))
∣∣∣∣∣∣∣∣
p
=
∞∑
j=1
∑
i<j
∣∣∣∣∣∣
∑
1≤i′ 6=i<j
ai′,j(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j))
∣∣∣∣∣∣
p
+
∞∑
i=1
∑
j≤i
∣∣∣∣∣∣
∑
1≤j′ 6=j≤i
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j′))
∣∣∣∣∣∣
p
(by (3))
≤
∞∑
j=1
∑
i<j

 ∑
1≤i′<i
|ai′,j|
ǫi−1wφ(i′)
i− 1 +
∑
i′:i<i′<j
|ai′,j|
ǫi′−1wφ(i′)
i′ − 1

p
+
∞∑
i=1
∑
j≤i

 ∑
1≤j′<j
|ai,j′ |
ǫj−1wφ(j′)
j − 1 +
∑
j<j′≤i
|ai,j′ |
ǫj′−1wφ(j′)
j′ − 1

p
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(by (1) and (2))
≤
∞∑
j=1
∑
i<j

 ∑
1≤i′<i
|ai′,j|p
ǫiwφ(i′)
i− 1 +
∑
i′:i<i′<j
|ai′,j|p
ǫi′−1wφ(i′)
i′ − 1


+
∞∑
i=1
∑
j≤i

 ∑
1≤j′<j
|ai,j′ |p
ǫj−1wφ(j′)
j − 1 +
∑
j<j′≤i
|ai,j′ |p
ǫj′−1wφ(j′)
j′ − 1


(by the convexity of tp)
≤
∞∑
j=1
∑
i′:1≤i′<j
|ai′,j|p(
∑
i:i>i′
wφ(i)ǫi−1
i− 1 +
∑
i:i<i′
ǫi′−1wφ(i)
i′ − 1 )
+
∞∑
i=1
∑
j′:1≤j′<i
|ai,j′ |p(
∑
j:j>j′
wφ(j)ǫj−1
j − 1 +
∑
j:j<j′
ǫj′−1wφ(j)
j′ − 1 )
≤ |z|ppǫ′/4p
The estimates for the two row and column norms are similar so we will only do
one.
‖Tz − z‖pR
=
∑
i∈N

∑
j∈N
∣∣∣∣∣∣∣∣
∑
i′,j′∈N
(i′,j′)6=(i,j)
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′))
∣∣∣∣∣∣∣∣
2
w2φ(j)


p
2
≤ 2p−1


∞∑
i=1

∑
j>i
∣∣∣∣∣∣∣∣
∑
i′,j′∈N
(i′,j′)6=(i,j)
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′))
∣∣∣∣∣∣∣∣
2
w2φ(j)


p
2
+
∞∑
i=1

∑
j≤i
∣∣∣∣∣∣∣∣
∑
i′,j′∈N
(i′,j′)6=(i,j)
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j′))
∣∣∣∣∣∣∣∣
2
w2φ(j)


p
2


= 2p−1

 ∞∑
i=1

∑
j>i
∣∣∣∣∣∣
∑
1≤i′ 6=i<j
ai′,j(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i′) ⊗ yφ(j))
∣∣∣∣∣∣
2
w2φ(j)


p
2
+
∞∑
i=1

∑
j≤i
∣∣∣∣∣∣
∑
1≤j′ 6=j≤i
ai′,j′(x
∗
φ(i) ⊗ y∗φ(j))(Txφ(i) ⊗ yφ(j′))
∣∣∣∣∣∣
2
w2φ(j)


p
2


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(by (3))
≤ 2p−1

 ∞∑
i=1

∑
j>i
(
i−1∑
i′=1
|ai′,j |
ǫi−1wφ(i′)
(i− 1) +
j−1∑
i′=i+1
|ai′,j|
ǫi′−1wφ(i′)
(i′ − 1)
)2
w2φ(j)


p
2
+
∞∑
i=1

∑
j≤i

 j−1∑
j′=1
|ai,j′ |
ǫj−1wφ(j′)
j − 1 +
i∑
j′=j+1
|ai,j′ |
ǫj′−1wφ(j′)
(j′ − 1)

2 w2φ(j)


p
2


(by (1) and (2))
≤ 2p−1

 ∞∑
i=1

∑
j>i
(
i−1∑
i′=1
|ai′,j |2
ǫi−1w2φ(i′)
(i− 1) +
j−1∑
i′=i+1
|ai′,j |2
ǫi′−1w2φ(i′)
i′ − 1
)
w2φ(j)


p
2
+
∞∑
i=1

∑
j≤i

 j−1∑
j′=1
|ai,j′ |2
ǫj−1w2φ(j′)
j − 1 +
∑
j<j′≤i
|ai,j′ |2
ǫj′−1w2φ(j′)
j′ − 1

w2φ(j)


p
2


( by the convexity of t2)
≤ 2p−1

 ∞∑
i=1

 ∑
i′:1≤i′<i

∑
j>i
|ai′,j |2w2φ(j)


p
2
w2φ(i′)ǫi−1
i− 1
+
∑
i′>i

∑
j>i′
|ai′,j|2w2φ(j)


p
2
ǫi′−1w2φ(i)
i′ − 1


+
∞∑
i=1

 ∑
j′:1≤j′≤i
|ai,j′ |2w2φ(j′)(
∑
j:j>j′
w2φ(j)ǫj−1
j − 1 +
∑
j:j<j′
ǫj′−1w2φ(j)
j′ − 1 )


p
2


(by the convexity of t
p
2 )
≤ 2p−1

 ∞∑
i=1

∑
j>i
|ai′,j |2w2φ(j)


p
2
ǫ′
4p
+
∞∑
i=1

 ∑
j′:1≤j′≤i
|ai,j′ |2w2φ(j′)


p
2
(
ǫ′
4p
)
p
2


≤ ‖z‖pR
2pǫ′
4p
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Because ǫ′ < 1, we have that there is an ǫ′ < 1 such that ‖Tz − z‖ < ǫ′‖z‖ for
all z ∈ Z. Thus T |Z is an isomorphism. 
Notice that in fact we can make the constant ǫ′ in the proof above as close to 0
as we wish.
Proposition 6.3 shows that we can focus on the coordinates of an operator on
Xp ⊗ Xp in attempting to show that an operator is large. We will use this in
Section 8 to show that certain operators do not exist. For further development
of the isomorphic theory it is also necessary to know that there are many natural
operators on a space. We will finish this section by looking at some of the natural
classes of operators and some interesting subsets of the natural bases of Xp ⊗Xp.
Definition 6.4. If T is an operator from Xp,(wn)⊗Xp,(w′n) into Xp,(un) ⊗Xp,(u′n),
say that T is (p, R, C, 2)−bounded if it is bounded with respect to each of the
four norms, i.e., there is a constant K such that for all z ∈ Xp,(wn) ⊗ Xp,(w′n),‖Tz‖p ≤ K‖z‖p, ‖Tz‖R ≤ K‖z‖R, ‖Tz‖C ≤ K‖z‖C and ‖Tz‖2 ≤ K‖z‖2.
Observe that if T1 is a (p, 2)−bounded operator from Xp,(wn) into Xp,(un) and T2
is a (p, 2)−bounded operator from Xp,(w′n) into Xp,(u′n), then T1⊗T2 is (p, R, C, 2)−
bounded. Also any basis projection relative to the natural basis of Xp,(wn)⊗Xp,(w′n)
is (p, R, C, 2)−bounded. Thus there are many such operators.
Lemma 6.5. If (Fi) and (Gi) are sequences of finite subsets of N such that maxFi <
minFi+1 and maxFi < minFi+1 then
[en ⊗ e′m : (n,m) ∈ Fi ×Gi for some i],
where (en) and (e
′
m) are natural bases for Xp,(wn) and Xp,(w′n), respectively, is
isomorphic to a complemented subspace of Xp.
Proof. Observe that the block subspaces Zi = [en ⊗ e′m : (n,m) ∈ Fi × Gi] are
(p, 2)−complemented inXp,(wn)⊗Xp,(w′n) and that Z =
∑
i∈N Zi is a natural (p, 2)−
sum decomposition. Therefore, Z is (p, 2)− isomorphic to a (p, 2)−complemented
subspace of Rωp and thus of Xp.
It follows from Lemma 6.5 and the fact that if Y is a complemented subspace of
Xp then Y ⊕Xp is isomorphic to Xp, [JO], that Xp,(wn) ⊗Xp,(w′n) is isomorphic to
[en ⊗ e′m : n 6= m]. Thus the diagonal is a negligible subspace of Xp ⊗Xp. We will
next show that the upper (lower) triangle of Xp ⊗Xp is isomorphic to the whole
space. Notice that this question depends on the representation of Xp. There are
some representations where the argument follows from a Cantor-Bernstein result
[W2], [Woj1].
Lemma 6.6. Suppose that (wn) and (w
′
n) are sequences in (0, 1] which satisfy (*)
and that wn,k = wn and w
′
n,k = w
′
n for all n ∈ N. Then Xp,(wn,k) ⊗ Xp,(w′n,k) is
isomorphic to [eφ(i)⊗eφ(j) : i < j], where φ : N→ N×N is a bijection as in Section
5.
Proof. It is sufficient to show that (eφ(i)⊗eφ(j))i<j contains a subsequence which is
equivalent to the natural basis of Xp,(wn,k) ⊗Xp,(w′n,k). Observe that the reflection
along the diagonal mapping, R, defined by R(eφ(i) ⊗ eφ(j)) = eφ(j) ⊗ eφ(i)) extends
linearly to an isomorphism. Because every weight is repeated infinitely often, we
can split the columns with weight wn into two infinite sets with indices Kn and
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Ln, i.e., for k ∈ Kn ∪ Ln, ‖eφ(k)‖2 = wn, Kn ∩ Ln = ∅ and |Kn| = |Ln| = ∞.
Let ψn : Kn ∪ Ln → Kn be injective and satisfy ψn(k) > k for all k and let
ζn : Kn ∪ Ln → Ln do likewise. Define ψ : N → ∪nKn by ψ(i) = ψn(i) if
i ∈ Kn ∪ Ln and ζ : N→ ∪nLn by ζ(i) = ζn(i) if i ∈ Kn ∪ Ln. Define
S(eφ(i) ⊗ eφ(j)) =
{
eφ(i) ⊗ eφ(ψ(j)), if i ≤ j
eφ(j) ⊗ eφ(ζ(i)), if j < i,
and extend linearly. It is easy to check that S is an isomorphism. 
Lemma 6.7. Suppose that (wn) and (w
′
n) are sequences in (0, 1] which satisfy (*)
and that wn,k = wn and w
′
n,k = w
′
n for all n, k ∈ N. Let (un) and (u′n) be two
sequences in (0, 1] which satisfy (*). Let (en,k), (e
′
n,k), (dn) and (d
′
n) be the natural
bases for Xp,(wn,k), Xp,(w′n,k), Xp,(un) and Xp,(u′n), respectively. Then there is a
(p, R, C, 2)−complemented subspace of [dn ⊗ d′m : n < m] which is (p, R, C, 2)−
isomorphic to [eφ(i) ⊗ eφ(j) : i < j].
Proof. By [R] there is a block basic sequence (Dn) of the basis, (dn), of Xp,(un)
which is (p, 2)−equivalent to the basis (en,k) with (p, 2)−complemented closed
span. Similarly, there is a block basic sequence (D′n) of the basis, (d
′
n), of Xp,(u′n)
which is (p, 2)−equivalent to the basis (e′n,k) with (p, 2)−complemented closed
span. Let P and P ′ be the corresponding projections. Then P⊗P ′ is a (p, R, C, 2)−
bounded projection from Xp,(un) ⊗ Xp,(u′n) onto the subspace [Dn ⊗ D′m]. If we
restrict this map to [dn ⊗ d′m : n < m] and compose with a basis projection to
eliminate any partial support of blocks Dn ⊗ D′n, we get the required projection
and subspace. 
Proposition 6.8. Let (un) and (u
′
n) be two sequences in (0, 1] which satisfy (*)
and let (dn) and (d
′
n) be the natural bases for Xp,(un) and Xp,(u′n), respectively.
Then [dn ⊗ d′m : n < m] is isomorphic to Xp ⊗Xp.
Proof. It follows from Lemma 6.7 with wn = un and w
′
n = u
′
n and an argument
analogous to that of Rosenthal [R, Theorem 13] that [dn⊗d′m : n < m] is isomorphic
to its square and to [eφ(i)⊗ e′φ(j) : i < j], with the same notation as in the previous
lemma. By Lemma 6.6 [eφ(i) ⊗ eφ(j) : i < j] is isomorphic to Xp ⊗Xp. 
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7. Isomorphisms of Xp ⊗ Xp onto
complemented subspaces of (p, 2)−sums
Our goal is to show thatXp⊗Xp is not isomorphic to a complemented subspace of
any Rαp , α < ω1. Because Xp⊗Xp is isomorphic to a subspace of Rω2p the projection
must play a fundamental role. We have already seen that Rαp is isomorphic to a
(p, 2)−sum of spaces Rαnp In this section we will develop a number of technical
results which describe the restrictions on a complemented isomorphic embedding
of Xp ⊗Xp into a (p, 2)−sum of subspaces of Lp.
Below we will be working with a (p, 2)−sum of spaces Yj and we will denote the
natural projection onto [Yj : j ≤ k] by Pk. We will use the sequence space norm
rather than the norm as an independent sum. In applications to Rαp we will need to
change to the independent sum and this will introduce a constant C, the constant
in Rosenthal’s inequality, from the equivalence between the norm on (
∑
Yj)p,2,(wn)
and and embedding Yn into Lp on independent coordinates and using the Lp-norm.
This change is only an annoying technicality.
The proof of the next lemma and the one following are somewhat easier if we
assume that each space Yn has an unconditional basis and that we have done a
quasi-blocking of the image of the basis of Xp ⊗ Xp relative to the unconditional
basis of (
∑
Yn)p,2 as in the conclusion of Proposition 5.4. In that case we can
arrange things so that some of the error estimates can be replaced by zero and get
a stronger conclusion. We summarize this as Lemma 7.4 below, but the reader may
find the proofs of the first two lemmas are easier to understand on the first reading
if he considers this easier case.
The first lemma is closely related to the results of Section 4 except that we
assume that we have a projection onto the range of the operator. Throughout this
section and the next we will assume that the operator from Xp⊗Xp satisfies (T2).
There is no loss of generality since by Proposition 4.2 we can always restrict the
operator to a natural complemented subspace which is isomorphic to the whole
space and so that the restricted operator satisfies (T2).
Lemma 7.1. Let T be an isomorphism from Xp,(wn)⊗Xp,(wn) into (
∑
Yj)p,2,(w′n)
satisfying (T2) and let P be a projection onto the range of T . Let ρ, ρ′ and δ
be positive constants with ρ > ρ′ and let (xi) and (yj) be two copies of the usual
basis for Xp,(wn). Suppose that j is such that wj <
δ1/2(3ρ+ρ′)
6
√
2‖T‖‖T−1‖‖P‖ , (Nk)
K
k=1, and
(N ′k)
K
k=1 are strictly increasing sequences of integers with Nk ≤ N ′k < Nk+1 for all
k, (Fk)
K
k=1 is a disjoint sequence of finite subsets of N such that for all i ∈ Fk
|x∗i ⊗ y∗j (T−1P (PNk − PN ′k−1)T (xi ⊗ yj))| ≥ ρ,(7.1.1)
|x∗i ⊗ y∗j (T−1P (PNk − PN ′k−1)
∑
s 6=i
s∈Fk
w2/(p−2)s T (xs ⊗ yj))| ≤ (ρ− ρ′)w2/(p−2)i /4
(7.1.2)
and for all k
1 ≥
∑
i∈Fk
w
2p/(p−2)
i ≥ δ(7.1.h3)
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Then K ≤ max{2δ−1, (‖T‖2‖T−1‖‖P‖8/(δ1/2(3ρ+ ρ′)))2p/(p−2)}.
Proof. First by replacing δ by δ/2 we may assume that for all i ∈ Fk,
x∗i ⊗ y∗j (T−1P (PNk − PN ′k−1)T (xi ⊗ yj)) ≥ ρ,
that is, they all have the same sign which we assume to be positive. Because (riTxi⊗
yj)i∈Fk , where (ri) is the sequence of Rademacher, is orthogonal in L2(Ω× [0, 1]),
there is a choice of signs (ǫi) such that
(7.1.4) ‖
∑
i∈Fk
ǫiw
2/(p−2)
i Txi ⊗ yj‖2 ≤
3
2
(
∑
i∈Fk
w
4/(p−2)
i ‖Txi ⊗ yj‖22)1/2.
Let zk =
∑
i∈Fk ǫiw
2/(p−2)
i xi ⊗ yj for each k. Since (xi ⊗ yj)i is equivalent to the
usual basis of Xp,(wi) it follows from Proposition 0.2 that [zk] is complemented in
[xi ⊗ yj : i ∈ N] with projection Q1. This in turn induces an operator Q from
(
∑
Yj)p,2,(wn) onto [zk], namely, Q = Q1T
−1P. Since we will need to do some
computations with Q, let us be more explicit about its evaluation.
Let
z∗k = (
∑
i∈Fk
w
2p/(p−2)
i )
−1 ∑
i∈Fk
ǫiw
2(p−1)/(p−2)
i x
∗
i ⊗ y∗j .
Then Q(z) =
∑K
k=1 z
∗
k(T
−1Pz)zk.
Let Rk = (PNk − PN ′k−1) for all k. Now we want to restrict Q to the subspace
Z = [RkT (zk)] and pass to its “diagonal”. Observe that
(
∑
i∈Fk
w
2p/(p−2)
i )|z∗k(T−1PRkT (zk))|
= |
∑
i∈Fk
[w
2p/(p−2)
i (x
∗
i ⊗ y∗j )(T−1PRkT (xi ⊗ yj))
+ w
2(p−1)/(p−2)
i (x
∗
i ⊗ y∗j )(T−1PRk
∑
s 6=i
s∈Fk
w2/(p−2)s T (xs ⊗ yj))]|
≥
∑
i∈Fk
w
2p/(p−2)
i ρ− w2(p−1)/(p−2)i w2/(p−2)i (ρ− ρ′)/4
(by 7.1.2)
=
∑
i∈Fk
w
2p/(p−2)
i (3ρ+ ρ
′)/4.(7.1.5)
Therefore ‖RkTzk‖ ≥ (3ρ + ρ′)/(4‖T‖‖P‖). Thus we have that (RkT (zk)) is a
sequence of non-zero blocks in an unconditional sum with constant 1 and thus is an
unconditional basic sequence. Applying Tong’s Theorem [L-T, Proposition 1.c.8]
to Q restricted to the subspace Z, we get that the operator QD, defined by
QD(
∑
akRkTzk) =
∑
akz
∗
k(T
−1PRkTzk)zk,
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is bounded with the norm at most ‖T‖‖T−1‖‖P‖.
Now let us estimate the norm more directly. First because Rk is contractive in
both norms.
‖
∑
akRkTzk‖ ≤ max{(
∑
|ak|p‖RkTzk‖pp)1/p, (
∑
|ak|2‖RkTzk‖22)1/2}
≤ max{(
∑
|ak|p‖Tzk‖pp)1/p,
(
∑
|ak|2 9
4
∑
i∈Fk
w
4/(p−2)
i ‖Txi ⊗ yj‖22)1/2}
(by 7.1.4)
≤ max{(
∑
|ak|p
∑
i∈Fk
w
2p/(p−2)
i )
1/p‖T‖,
(
∑
|ak|2 9
4
∑
i∈Fk
w
2p/(p−2)
i w
2
j ‖T‖2)1/2}
(by (T2))
≤ ‖T‖max{(
∑
|ak|p)1/p, (3
2
)wj(
∑
|ak|2)1/2}(7.1.6)
since
∑
i∈Fk w
2p/(p−2)
i ≤ 1.
Next we estimate the norm of the image under QD. We consider only the case
ak = 1 for all k. Let z
′
k = T
−1PRkTzk for all k.
‖
∑
k
z∗k(z
′
k)zk‖ ≥ max{(
∑
k
|z∗k(z′k)|p
∑
i∈Fk
w
2p/(p−2)
i )
1/p,
(
∑
k
|z∗k(z′k)|2
∑
i∈Fk
w
2p/(p−2)
i )
1/2}
≥ ((3ρ+ ρ′)/4)max{(
∑
k
∑
i∈Fk
w
2p/(p−2)
i )
1/p,
(
∑
k
∑
i∈Fk
w
2p/(p−2)
i )
1/2}
(by 7.1.5)
≥ ((ρ+ 3ρ′)/4)max{(δ/2)1/pK1/p, (δ/2)1/2K1/2}(7.1.7)
Combining the estimates 7.1.6 and 7.1.7 yields,
‖QD‖‖T‖max{K1/p, (3
2
)wjK
1/2} ≥ ((ρ− ρ′)/4)max{(δK/2)1/p, (δK/2)1/2}.
If Kδ ≥ 2, then the inequality becomes
‖T−1‖‖P‖‖T‖2max{K1/p, (3
2
)wjK
1/2} ≥ ((3ρ+ ρ′)/4)(Kδ/2)1/2,
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and thus either
K1/p < (
3
2
)wjK
1/2
from which it would follow that
‖T−1‖‖P‖‖T‖2(6
√
2)wj > (3ρ+ ρ
′)δ1/2,
or √
2‖T−1‖‖P‖‖T‖2 ≥ ((3ρ+ ρ′)/4)(δ)1/2K1/2−1/p.
Because we have assumed that wj is small, the former is impossible and the
conclusion follows. 
The next lemma is essentially a reformulation of Lemma 7.1 for the special case
of the weights (wn,k).
Lemma 7.2. Suppose that (xi) and (yj) are bases of Xp,(wn,k). Let T be an iso-
morphism from Xp,(wn,k) ⊗Xp,(wn,k) into (
∑
Yj)p,2,(wn) satisfying (T2) and let P
be a projection onto the range of T . Let ρ, ρ1 and δ be positive constants, ρ > ρ1.
Then there exist integers Mm, m ∈ N such that if wj < δ
1/2(4ρ−ρ1)
6
√
2‖T‖‖T−1‖‖P‖ , (Nk)
K
k=1
and (N ′k)
K
k=1 are strictly increasing sequences of integers with Nk ≤ N ′k ≤ Nk+1
for all k, (m(k))Kk=1 ⊂ N, (Hk)Kk=1 is a sequence of finite subsets of N such that
|Hk| ≥Mm(k) for all k, Hk ∩Hk′ = ∅ if m(k) = m(k′), k 6= k′, and for all i ∈ Hk
(7.2.1) |x∗m(k),i ⊗ y∗j ((PNk − PN ′k−1)xm(k),i ⊗ yj)| ≥ ρ
then K < max{2δ−1, (‖T‖2‖T−1‖‖P‖8/(δ1/2(4ρ− ρ1)))2p/(p−2)}.
Proof. Fix m ∈ N. For ǫi = ǫ = ρ1w4p/(p−2)m /16, C = 1, D = ‖T‖‖T−1‖‖P‖,
w0 = wm,j = wm, r = p and K = δ(w
2p/(p−2)
m )−1, we obtain an integer Mm from
Lemma 6.2.
We want to construct blocks as in Lemma 7.1. We are already given the integers
Nk and sets Hk so we only need to refine the Hk’s to get the sets Fk, define the
zk’s as in Lemma 7.1 and check the hypotheses of Lemma 7.1.
First we apply Lemma 6.2. We use the operator QT−1P (PNk+1 − PN ′k)T and
the sequence (xm(k+1),n⊗yj)n∈Hk+1 to obtain a subset Fk+1 of Hk+1 of cardinality
Kk+1 = δ(w
2p/(p−2)
m(k+1) )
−1 such that
(7.2.2) |x∗m(k+1),i ⊗ y∗j (T−1P (PNk+1 − PN ′k)Txm(k+1),i′ ⊗ yj)|
< ρ1w
4p/(p−2)+1
m(k+1) /16,
for all i 6= i′, i, i′ ∈ Fk+1. (Here the parameters wni which occur in Lemma 6.2 are
not dependent on the index i.)
This completes the inductive definition of the sets Fk. It remains to verify that
our choice of Fk+1 verifies the hypothesis of Lemma 7.1.
First we have that for n ∈ Fk+1, n ∈ Hk+1 and thus by 7.2.1
x∗m(k+1),n ⊗ y∗j (T−1P (PNk+1 − PN ′k)Txm(k+1),n ⊗ yj) ≥ ρ
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By 7.2.2
|x∗m(k+1),n ⊗ y∗j (T−1P ((PNk+1 − PN ′k)
∑
s 6=n
s∈Fk+1
w
2/(p−2)
m(k+1)T (xm(k+1),s ⊗ yj)|
≤ |Fk+1|ρ1w4p/(p−2)+1m(k+1) /16
≤ ρ1w2p/(p−2)m(k+1) /16
< ρ1w
2/(p−2)
m(k+1) /4.
(7.2.3)
This shows that the hypotheses of Lemma 7.1 are satisfied with ρ, ρ′ = ρ − ρ1,
and δ. Thus K ≤ max{2δ−1, (‖T‖2‖T−1‖‖P‖8/(δ1/2(4ρ− ρ1))2p/(p−2)}. 
In order to show that there is no isomorphism from Xp ⊗ Xp into Rαp with
complemented range, we will show that any isomorphism from Xp ⊗ Xp into a
(p, 2)−sum actually must have a large part in finitely many of the summands.
The previous lemmas give us tools to use in quantitative gliding hump arguments.
Lemma 7.3 is the first in a series of lemmas which estimate how much is mapped
outside a finite number of summands.
Lemma 7.3. Suppose that T , P , and PN are as in Lemma 7.1, 0 < ǫ < 1, and
ρ1 > 0. Then there exists an integer N0 and integers Mm, such that if
wj < (4ǫ− ρ1)/(12‖T‖‖T−1‖‖P‖)
then for each m ∈ N, and N ≥ N0,
|{t ∈ N : |x∗m,t ⊗ y∗j (T−1P (I − PN )Txm,t ⊗ yj)| > ǫ}| ≤Mm
.
Proof. For each m the integersMm are chosen by the criteria established in Lemma
7.2 with ρ = ǫ, δ = 1/2, and ρ1.
Suppose no N0 works for these Mm. Then for each N there exist an m ∈ N,
N ′ ≥ N , and a set Lm ⊂ N of cardinality at least Mm such that
(7.3.1) |x∗m,s ⊗ y∗j (T−1P (I − PN ′)Txm,s ⊗ yj)| ≥ ǫ
for all s ∈ Lm. We will apply this inductively to construct a sequence of pairs of
integers (Nk, N
′
k) and finite subsets of N, (Fk), as in Lemma 7.2 with ρ = ǫ and
δ = 1/2. Suppose we have found N1, N
′
1, . . . , Nk and F1, . . . , Fk. By assumption for
N = Nk there exists an integer mk+1, N
′
k ≥ Nk and an infinite set Lmk+1 as above.
By a simple perturbation argument we may assume that each of the elements
Txmk+1,i⊗ yj , i ∈ Fk+1 is nonzero in a finite number of the summands Yn and thus
there is an Nk+1 such that
(7.3.2) PNk+1Txmk+1,i ⊗ yj = Txmk+1,i ⊗ yj
for all i ∈ Fk+1. This completes the induction step of the construction.
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To complete the proof we need to show that if we continue in this way we can
find K blocks as in Lemma 7.2 and thus reach a contradiction for K large enough.
However note that we have by 7.3.1 and 7.3.2
|x∗mk+1,n ⊗ y∗j (T−1P (PNk+1 − PN ′k)Txmk+1,n ⊗ yj)|
= |x∗mk+1,n ⊗ y∗j (T−1P (I − PN ′k)Txmk+1,n ⊗ yj)| ≥ ǫ.
This shows that with δ = 1/2 the hypotheses of Lemma 7.2 are satisfied. There-
fore we have a contradiction for large k and the choice of Mm works for some
N0. 
As we noted before Lemma 7.1 the proof simplifies and the results strengthened
if we assume that we have an unconditional basis in the range space.
Lemma 7.4. Suppose that there is a constant D such that for all n, Yn is a subspace
of Lp with a D-unconditional basis and that (xi) and (yj) are bases of Xp,(wn,k).
Suppose that T , PN , and P are as in Lemma 7.1, 0 < ǫ < 1, and j is such that
wj < 4ǫ
2δ/(9‖T−1‖2‖P‖2‖T‖2). Further assume that there are finite sets Ni,j for
all i, j ∈ N such that
(1) T (xi ⊗ yj) is supported in N(i, j)
(2) N(i, j) ∩N(i′, j′) = ∅ if i′ 6= i and j 6= j′; i = i′, j 6= j′ and
max(o(j), o(j′)) > o(i); or i 6= i′, j = j′ and max(o(i), o(i′)) ≥ o(j).
Then there exists an integer N0 such that for all N ≥ N0,
∑
n∈F w
2p/(p−2)
m,n < ∞
where F = {n : |x∗n ⊗ y∗j (T−1P (I − PN )Txn ⊗ yj)| ≥ ǫ}.
Proof. We use arguments like that in the proofs of Lemmas 7.1, 7.2 and 7.3 but we
use unconditionality to avoid the use of Lemma 6.2.
Suppose that no such N0 exists and fix δ, 1 ≥ δ > 1/2 Then we can find a strictly
increasing sequence of integers (Nk) and finite disjoint subsets (Fk) of N such that
1 ≥
∑
s∈Fk
w2p/(p−2)s > δ for each k,
N(s, j) ∩N(n, j) = ∅ if s, n ∈ ∪kFk and s 6= k,
and for all n ∈ Fk,
|x∗n ⊗ y∗j (T−1P (I − PNk)Txn ⊗ yj)| ≥ ǫ
and
PNk+1xn ⊗ yj = xn ⊗ yj .
Let x′n = (I − PNk)Txn ⊗ yj for all n ∈ Fk and all k. (x′n)n∈Fk,k∈N is an
unconditional basic sequence in (
∑
Yn)p,2. Define an operator S from [x
′
n : n ∈
Fk, k ∈ N] into [xn⊗ yj : n ∈ Fk, k ∈ N] by QT−1P where Q is the basis projection
onto [xn ⊗ yj : n ∈ Fk, k ∈ N]. By Tong’s Theorem the diagonal operator SD
defined by SD(
∑
n anx
′
n) =
∑
n an(x
∗
n ⊗ y∗j (T−1Px′n))xn ⊗ yj is bounded. As in
the proof of Lemma 7.1 choose signs ǫn such that ‖
∑
n∈Fk ǫnw
2/(p−2)
n Txn⊗yj‖2 ≤
(3/2)‖T‖(∑n∈Fk w2p/(p−2)n w2j )1/2.
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Let
z′k =
∑
n∈Fk
ǫnw
2/(p−2)
n x
′
n,
zk =
∑
n∈Fk
ǫnw
2/(p−2)
n xn ⊗ yj ,
and
z∗k = (
∑
n∈Fk
w2p/(p−2)n )
−1 ∑
n∈Fk
ǫnw
2(p−1)/(p−2)
n x
∗
n ⊗ y∗j .
Let Q′ be the usual projection onto [zk]. Then
Q′SDz′k = z
∗
k(SDz
′
k)zk = (
∑
n∈Fk
w2p/(p−2)n )
−1(
∑
n∈Fk
w2p/(p−2)n x
∗
n ⊗ y∗j (T−1Px′n))zk.
Notice that |x∗n ⊗ y∗j (T−1Px′n)| ≥ ǫ for all n. Thus
‖SD‖max{(
K∑
i=1
‖z′i‖pp)1/p, (
K∑
i=1
‖z′i‖22)1/2} ≥ ‖Q′SD(
K∑
i=1
z′i)‖
≥ ‖
K∑
i=1
(ǫ)zk‖
≥ ǫmax{(Kδ)1/p, (Kδ)1/2}.
Because
‖z′i‖2 ≤ (3/2)‖T‖(
∑
n∈Fk
w2p/(p−2)n w
2
j )
1/2,
(
K∑
i=1
‖z′i‖22)1/2 ≤ (3/2)‖T‖K1/2w1/2j .
For K > δ−1, if (3/2)‖T‖K1/2w1/2j > ‖T‖K1/p then we have that
‖SD‖C(3/2)‖T‖K1/2w1/2j ≥ ǫ(Kδ)1/2.
But wj < 4ǫ
2δ/(9‖SD‖2‖T‖2), so we must have (3/2)K1/2w1/2j ≤ K1/p and there-
fore
‖SD‖C‖T‖K1/p ≥ ǫ(Kδ)1/2
or equivalently,
K ≤ (‖SD‖C‖T‖/(ǫδ1/2))2p/(p−2).
Thus the construction can only be made finitely many times and the claimed N0
exists. 
After our detour into the case of unconditional basis, we continue enlarging the
sets of indices for which basis vectors are mapped into a finite number of summands.
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Lemma 7.5. Suppose that (xi,h) and (yj,l) are standard bases of Xp,(wn,k). Let
T be an isomorphism from Xp,(wn,k) ⊗Xp,(wn,k) into (
∑
Yj)p,2,(wn) satisfying (T2)
and let P be a projection onto the range of T . Let PN denote the projection onto
the first N summands of (
∑
Yn)p,2. Let ǫ > 0 and let Mj and Mi be the integers
given by Lemma 7.2 for ρ = 3ǫ/4, δ = 1/2, and ρ1 = ǫ/4. Then for each i, j such
that max{wi, wj} < (100‖T‖‖T−1‖‖P‖)−1, there exist two infinite sets H,L and
an integer N0 such that for all N > N0, if L
′ ⊂ L and |L′| ≥Mj then
|{h : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ ∀l ∈ L′}| <∞,
and if H ′ ⊂ H and |H ′| ≥Mi then
|{l : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ ∀h ∈ H ′}| <∞.
Moreover, for all h ∈ H, l ∈ L,
|x∗i,h ⊗ y∗j,l(T−1P (I − PN0)Txi,h ⊗ yj,l)| < ǫ.
Proof. The proof is by induction. Just to get the induction started let h1 = 1 and
by Lemma 7.3 there is an N1 ∈ N such that for any N ≥ N1, |x∗i,1 ⊗ y∗j,l(T−1P (I −
PN )Txi,1 ⊗ yj,l)| < ǫ for all but Mj many l. For N = N1 there are only finitely
many l such that the inequality above fails, so let L1 be the set of l such that
|x∗i,1 ⊗ y∗j,l(T−1P (I − PN1)Txi,h ⊗ yj,l)| < ǫ.
Consider the following (non-mutually exclusive) possibilities.
(1) For every infinite H ⊂ N and N ≥ N1 there are infinitely many l ∈ L1 and
infinite subsets Hl of H such that for all h ∈ Hl,
|x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ.
or
(2) There is an N ≥ N1, an infinite set H and there are Mj integers l such that
|x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ
for all h ∈ H.
If the second possibility occurs, we can find N ′1 ≥ N1, a subset L′1 of L1 with
cardinality Mj, and an infinite subset H1 of N such that for all h ∈ H1, l ∈ L′1
|x∗i,h ⊗ y∗j,l(T−1P (I − PN ′1)Txi,h ⊗ yj,l)| ≥ ǫ. By applying Lemma 7.3 at most Mj
times we can find an integer N2 > N
′
1 such that for any N ≥ N2 and l ∈ L′1,
|{h : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ/4}| < M ′i .
(We are assuming that the integer M ′i obtained from Lemma 7.3 is not necessarily
the same as that we have obtained from Lemma 7.2.) By eliminating a finite number
of h ∈ H1 we may assume that
|x∗i,h ⊗ y∗j,l(T−1P (I − PN2)Txi,h ⊗ yj,l)| < ǫ/4
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for all h ∈ H1 ∪ {h1}. Let l1 be any element of L′1. Notice that for any h ∈ H1, we
have
|x∗i,h ⊗ y∗j,l(T−1P (PN2 − PN ′1)Txi,h ⊗ yj,l)| ≥ ǫ− ǫ/4 = 3ǫ/4
and thus we have a block as in Lemma 7.2.
If the second possibility does not occur, then we choose l1 ∈ L1 and an infinite
set H1 such that for all h ∈ H1, |x∗i,h ⊗ y∗j,l1(T−1P (I − PN1)Txi,h ⊗ yj,l1)| < ǫ. Let
N2 = N1.
Now we choose h2, by interchanging the roles of l and h in the argument above.
If there is an N ≥ N2, an infinite set L ⊂ L1 and there are Mi integers h such
that |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ for all l ∈ L, then let N ′2 > N2,
H ′2 ⊂ H1 with cardinality Mi, and let L2 be an infinite subset of L1 \L′1 such that
for all l ∈ L2 and h ∈ H ′2, |x∗i,h⊗ y∗j,l(T−1P (I −PN ′1)Txi,h⊗ yj,l)| ≥ ǫ. By applying
Lemma 7.3 at most Mi times we can find an integer N3 > N
′
2 such that for any
N ≥ N3 and h ∈ H ′2,
|{l : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ/4}| < M ′j.
(M ′j is the integer from Lemma 7.3.) By eliminating a finite number of l ∈ L2 we
may assume that |x∗i,h⊗y∗j,l(T−1P (I−PN2)Txi,h⊗yj,l)| < ǫ/4 for all l ∈ L2∪{l1}.
Let h2 be any element of H
′
2. Notice that for any l ∈ L2, we have
|x∗i,h ⊗ y∗j,l(T−1P (PN3 − PN ′2)Txi,h ⊗ yj,l)| ≥ ǫ− ǫ/4 = 3ǫ/4
and thus we again have a block as in Lemma 7.2.
Otherwise choose h2 and and an infinite set L2 ⊂ L1 such that for all l ∈
L2,|x∗i,h2 ⊗ y∗j,l(T−1P (I − PN2)Txi,h2 ⊗ yj,l)| < ǫ. Let N3 = N2.
The remainder of the proof proceeds by alternately choosing elements hk and
lk as above. Notice that the number of integers k for which we find the set H
′
k
of cardinality Mi, L
′
k of cardinality Mj , respectively, is limited by Lemma 7.2.
Therefore, after some finite number of steps, we have that there is an Nk0 , and
infinite sets Lk0 and Hk0 such that for any N ≥ Nk0 and infinite subsets L of Lk0
and H of Hk0 ,
|{l ∈ Lk0 : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ for all h ∈ H}| < Mj
and
|{h ∈ Hk0 : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ for all l ∈ L}| < Mi.
The sets H = {hk : k ≥ k0} and L = {lk : k ≥ k0} and N0 = Nk0 satisfy the
conclusion of the lemma. 
.
The previous lemma gave us an estimate for a row in each factor. Now we move
to a rich set in one factor.
Lemma 7.6. Let (xi,h) and (yj,l) be equivalent to the standard basis of Xp,2,(wn,k).
Suppose that T , PN , and P are as in Lemma 7.1, 0 < ǫ < 1, and j is such that
wj = wj,l < (1 − ǫ)/(3‖SD‖‖T‖). Let (Mi) be the sequence of integers given by
Lemma 7.2 for ρ = 3ǫ/4, δ = 1/2, and ρ1 = ǫ/4. Then there exists an integer
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N0, an infinite subset L of N, and a rich subset K of N × N, such that for all
N ≥ N0, j ∈ N, there is a set L′ ⊂ L, |L′| < Mj and for all l /∈ L′, {h :
(i, h) ∈ K, |x∗i,h⊗ y∗j,l(T−1P (I −PN )Txi,h⊗ yj,l)| < ǫ} is infinite. Moreover, for all
l ∈ L, (i, h) ∈ K, |x∗i,h ⊗ y∗j,l(T−1P (I − PN0)Txi,h ⊗ yj,l)| < ǫ.
Proof. By discarding the first few rows of N × N, i.e., {1, 2, .., k} × N for some k,
and renumbering we may assume that wi = wi,h < (1 − ǫ)/(3‖T−1‖‖T‖) for all
i, h ∈ N. We will inductively construct L and K by using Lemma 7.5 and Lemma
7.2.
First by Lemma 7.5 there exist an integer N1, an infinite subset L1 of N and an
infinite subset H1 of {1} × N such that for all N ≥ N1,
{(h, l) : |x∗1,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ}
does not contain a rectangle A × B with A infinite and cardinality of B greater
than or equal to Mj or with B infinite and cardinality of A greater than or equal
to M1. Also |x∗1,h ⊗ y∗j,l(T−1P (I −PN1)Txi,h ⊗ yj,l)| < ǫ for all l ∈ L1 and h ∈ H1.
Consider
LN = {l ∈ L1 : ∃K rich such that
|x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ ∀(i, h) ∈ K}.
If for some N ′1 ≥ N1, |L1 \LN
′
1 | ≥Mj then let L′1 ⊂ L1 \LN
′
1
1 with cardinality Mj .
If we enumerate the elements of L′1 as (li)
Mj
i=1 we can produce a rich set which is
bad for all li ∈ L′1 inductively as follows.
Because l1 /∈ LN ′1 , there exists a rich set K1 such that
|x∗i,h ⊗ y∗j,l1(T−1P (I − PN ′1)Txi,h ⊗ yj,l1)| < ǫ ∀(i, h) ∈ K1.
Because K1 is a rich set and l2 /∈ LN ′1 , there is a rich subset K2 of K1 such that
|x∗i,h ⊗ y∗j,l2(T−1P (I − PN ′1)Txi,h ⊗ yj,l2)| < ǫ ∀(i, h) ∈ K2.
Similarly there exists a rich subset K3 of K2 such that
|x∗i,h ⊗ y∗j,l3(T−1P (I − PN ′1)Txi,h ⊗ yj,l3)| < ǫ ∀(i, h) ∈ K3.
Continuing in this way we find a decreasing sequence of rich sets (Ki)
Mj
i=1 such that
|x∗i,h ⊗ y∗j,lk(T−1P (I − PN ′1)Txi,h ⊗ yj,lk)| < ǫ ∀(i, h) ∈ Ks, s ≤ k.
Let K ′1 = KMj . By at most Mj applications of Lemma 7.3 there exists an integer
N ′′1 > N ′1 such that for all N ≥ N ′′1 , l ∈ L′1, and i ∈ K1,
|{h : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ/4}| < M ′i ,
whereM ′i is given by Lemma 7.3. Let i2 be the smallest index inK
′
1
1. By Lemma 7.5
there is an integer N2 > N
′′
1 , an infinite subset L2 of L1 \L′1 and an infinite subset
H2 of {h : (i2, h) ∈ K ′1}, such that for any N ≥ N2, {(h, l) : |x∗i,h ⊗ y∗j,l(T−1P (I −
58 DALE ALSPACH
PN )Txi,h ⊗ yj,l)| < ǫ} does not contain a rectangle A × B with A infinite and
cardinality of B greater than or equal to Mj or with B infinite and cardinality of
A greater than or equal to Mi2 . Also |x∗i,h ⊗ y∗j,l(T−1P (I − PN2)Txi,h ⊗ yj,l)| < ǫ
for all l ∈ L2 and h ∈ H2. By discarding at most a finite number of elements from
each row of K ′1 we may assume that for all (i, h) ∈ K ′1 and l ∈ L′1 and for all (1, h)
with h ∈ H1 and l ∈ L2 ∪ L′1,
|x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ.
Observe that for any (i, h) ∈ K1 we have that for each l ∈ L′1,
|x∗i,h ⊗ y∗j,l(T−1P (PN2 − PN1)Txi,h ⊗ yj,l)| > ǫ− ǫ/4 = 3ǫ/4.
Thus we have a block with respect to l as in Lemma 7.2.
If we cannot find the set L′1 of cardinality Mj as above, choose l1 ∈ L1 and let
K1 be a rich subset of L
N1 such that |x∗i,h ⊗ y∗j,l1(T−1P (I − PN1)Txi,h ⊗ yj,l1)| < ǫ
for all (i, h) ∈ K1. Note that we may assume that K1 is maximal and thus that
(1, h) ∈ K1 for all h ∈ H1. Let L′1 = {l1}.
For each i ∈ K11 , N ≥ N1, and infinite set L ⊂ L2 consider the set
H(i, N, L) = {h : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ ∀l ∈ L}.
If the cardinality of H(i, N, L) is at least Mi for some i = i2, L = L
′
1 and N =
N ′1 ≥ N1, let H ′2 be a subset of H(i2, N ′1, L′1) with cardinality Mi. By Lemma 7.5
there is an integer N2 > N
′
1, an infinite subset L2 of L
′
1 and an infinite subset H2
of {h : (i2, h) ∈ K ′1}, such that for any N ≥ N2,
{(h, l) : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ/2}
does not contain a rectangle A×B with A infinite and cardinality of B greater than
or equal to Mj or with B infinite and cardinality of A greater than or equal to Mi2 .
Also |x∗i,h ⊗ y∗j,l(T−1P (I − PN2)Txi,h ⊗ yj,l)| < ǫ/2 for all l ∈ L2 and h ∈ H2. By
passing to infinite subsets of H1 and L2 we may assume that |x∗i,h⊗ y∗j,l(T−1P (I −
PN2)Txi,h ⊗ yj,l)| < ǫ for all l ∈ L2 ∪ {l1} and h ∈ H1.
Observe that for any h ∈ H ′2 we have that for each l ∈ L2,
|x∗i2,h ⊗ y∗j,l(T−1P (PN2 − PN1)Txi2,h ⊗ yj,l)| > ǫ− ǫ/4 = 3ǫ/4.
Thus we have a block with respect to h as in Lemma 7.2.
If neither L′1 of cardinality Mj as in the first case nor H
′
2 of cardinality Mi as in
the second case can be found, then choose an infinite subset L2 of L1 and an infinite
subset H2 of {h : (i, h) ∈ K1} such that |x∗i,h⊗y∗j,l(T−1P (I−PN1)Txi,h⊗yj,l)| < ǫ
for all h ∈ H2 and l ∈ L2. Let N2 = N1. let l1 be any element of L2 and let K2 be
a maximal rich subset of N× N such that
|x∗i,h ⊗ y∗j,l(T−1P (I − PN2)Txi,h ⊗ yj,l)| < ǫ
for all (i, h) ∈ K2.
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This completes the first full step of our construction. Notice that in each case
we have produced an integer N2, infinite sets L2, H1, H2 of N, a set L
′
1 containing
at least one element and a rich set K2 such that
|x∗i,h ⊗ y∗j,l(T−1P (I − PN2)Txi,h ⊗ yj,l)| < ǫ
for all l ∈ L2 ∪ {l1} and (i, h) ∈ {1} × H1 ∪ i2 × H2 and for all (i, h) ∈ K2 and
l ∈ L′1,
|x∗i,h ⊗ y∗j,l(T−1P (I − PN2)Txi,h ⊗ yj,l)| < ǫ.
We will present one more step of the induction.
Consider
LN = {l ∈ L2 : ∃K rich  |x∗i,h⊗y∗j,l(T−1P (I−PN )Txi,h⊗yj,l)| < ǫ ∀(i, h) ∈ K}.
If for some N ′2 ≥ N2, |L2 \LN
′
2 | ≥Mj then let L′2 ⊂ LN
′
2
2 \L with cardinalityMj . If
we enumerate the elements of L′2 as (li)
2Mj
i=Mj+1
we can produce a rich set K ′2 which
is bad for all li,Mj < i ≤ 2Mj inductively as above. By at most Mj applications
of Lemma 7.3 there exists an integer N ′′2 > N
′
2 such that for all N ≥ N ′′2 , l ∈ L′2,
and i ∈ (K ′2)1,
|{h : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ/4}| < M ′i .
Let i3 be the smallest index in (K
′
2)
1. By Lemma 7.5 there is an integer N3 > N
′′
2 ,
an infinite subset L3 of L2 \L′2 and an infinite subset H3 of {h : (i3, h) ∈ K ′2}, such
that for any N ≥ N3, {(h, l) : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ} does
not contain a rectangle A×B with A infinite and cardinality of B greater than or
equal to Mj or with B infinite and cardinality of A greater than or equal to Mi3 .
Also |x∗i,h ⊗ y∗j,l(T−1P (I − PN3)Txi,h ⊗ yj,l)| < ǫ for all l ∈ L3 and h ∈ H3. By
discarding at most a finite number of elements from each row of K ′2 we may assume
that for all (i, h) ∈ K ′2 and l ∈ L′2 and for all (i, h) with h ∈ Hi for i = 1, 2 and
l ∈ L3 ∪ L′2 ∪ L′1,
|x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ.
Observe that for any (i, h) ∈ K2 we have that for each l ∈ L′2,
|x∗i,h ⊗ y∗j,l(T−1P (PN2 − PN1)Txi,h ⊗ yj,l)| > ǫ− ǫ/4 = 3ǫ/4.
Thus we have a new block with respect to l as in Lemma 7.2. (If N2 = N1 this case
cannot occur.)
If we cannot find the set L′2 of cardinality Mj as above, choose l2 ∈ L2 and let
K2 be a rich subset of L
N2 such that |x∗i,h ⊗ y∗j,l2(T−1P (I − PN1)Txi,h ⊗ yj,l2)| < ǫ
for all (i, h) ∈ K2. Note that we may assume that K2 is maximal and thus that
(is, h) ∈ K2 for all h ∈ Hs, s = 1, 2. Let L′2 = {l2}.
For each i ∈ (K2)1, N ≥ N2, and infinite set L ⊂ L2 consider the set
H(i, N, L) = {h : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| ≥ ǫ ∀l ∈ L}.
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If the cardinality of H(i, N, L) is at least Mi for some i = i3, L = L
′
2 and N =
N ′2 ≥ N2, let H ′3 be a subset of H(i3, N ′2, L′2) with cardinality Mi. By Lemma 7.5
there is an integer N3 > N
′
2, an infinite subset L3 of L
′
2 and an infinite subset H3
of {h : (i3, h) ∈ K ′2}, such that for any N ≥ N2,
{(h, l) : |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)| < ǫ/4}
does not contain a rectangle A×B with A infinite and cardinality of B greater than
or equal to Mj or with B infinite and cardinality of A greater than or equal to Mi3 .
Also |x∗i,h ⊗ y∗j,l(T−1P (I − PN3)Txi,h ⊗ yj,l)| < ǫ/4 for all l ∈ L3 and h ∈ H3. By
passing to infinite subsets of H3 and L3 we may assume that |x∗i,h⊗ y∗j,l(T−1P (I −
PN3)Txi,h ⊗ yj,l)| < ǫ for all l ∈ L3 ∪ L′1 ∪ L′2 and h ∈ H1 ∪H2.
Observe that for any h ∈ H ′3 we have that for each l ∈ L3,
|x∗i3,h ⊗ y∗j,l(T−1P (PN2 − PN1)Txi3,h ⊗ yj,l)| > ǫ− ǫ/4 = 3ǫ/4.
Thus we have a new block with respect to h as in Lemma 7.2.
If neither L′2 of cardinality Mj as in the first case nor H
′
3 of cardinality Mi as in
the second case can be found, then choose an infinite subset L3 of L2 and an infinite
subset H3 of {h : (i, h) ∈ K2} such that |x∗i,h⊗y∗j,l(T−1P (I−PN2)Txi,h⊗yj,l)| < ǫ
for all h ∈ H3 and l ∈ L3. Let N3 = N2. let l2 be any element of L3 and let K3 be
a maximal rich subset of N× N such that
|x∗i,h ⊗ y∗j,l(T−1P (I − PN3)Txi,h ⊗ yj,l)| < ǫ
for all (i, h) ∈ K3.
We have now completed a second full step of the induction. Continuing in this
way we produce an increasing sequence of integers (Nk), (ik) and sequences of sets of
integers (L′k), (Hk), (Lk), and rich sets (Kk). The sequence (Nk) must be eventually
constant since each increase in Nk is produced when a new set L
′
k of cardinality
Mj is found or a new set H
′
k of cardinality Mik is found. If Nk1 < · · · < Nks and
for each r, 1 ≤ r ≤ s, we have disjoint sets L′kr , then any (i, h) ∈ Ks+1 will give us
s blocks as in Lemma 7.2. But Lemma 7.2 gives a bound on the number of such
blocks and thus this cannot be the cause of the increase in Nk. Similarly, if we have
disjoint sets H ′kr of cardinalityMir then choosing any l ∈ Ls+1 will give us s blocks
as in Lemma 7.2. Therefore there is an integer k0 such that Nk = Nk0 for all k ≥ k0.
Consequently, we can let N0 = Nk0 , L = {lr : r ≥ k0} and K = ∪r≥k0{ir}×Hr. 
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Xp ⊗ Xp is not in the scale Rαp , α < ω1
In this section we prove our main result and answer a question posed in [BRS].
Before beginning we need a few combinatorial lemmas.
Lemma 8.1. If G ⊂ N×N and there exists an integers M such that if A ⊂ N with
cardinality M and B ⊂ N which is infinite, then A×B∩G 6= ∅ and B×A∩G 6= ∅.
Then there exist infinite subsets of N, H,L such that H × L ⊂ G.
Proof. Observe that the hypothesis implies the following.
Given K ⊂ N with cardinality greater than M − 1 and any infinite subset J of
N then there is an element n of N and an infinite set J ′ ⊂ J. such that (n, j) ∈ G
for all j ∈ J ′.
Indeed, enumerate the elements of N as n1, n2, . . . nM . By hypothesis ∩{j ∈ J :
(nr, j) /∈ G} is finite and
∩ {j ∈ J : (nr, j) /∈ G} = J \ ({j ∈ J : (n1, j) ∈ G} ∪ {j ∈ J : (n1, j) /∈ G,
(n2, j) ∈ G} ∪ · · · ∪ {j ∈ J : (nr, j) /∈ G for r = 1, 2, . . . ,M − 1, (nM , j) ∈ G}.
thus one of the sets
{j ∈ J : (n1, j) /∈ G, (n2, j) ∈ G} ∪ . . . {j ∈ J : (nr, j) /∈ G
for r = 1, 2, . . . , s, (ns+1, j) ∈ G}
is infinite.
To construct the sets H,L we alternately select infinite sets Hk and Lk and
elements hk and lk such that
(1) (Hk) and (Lk) are decreasing,
(2) (hk, l) ∈ G for all l ∈ Lk+1,
(3) (h, lk) ∈ G for all h ∈ Hk,
(4) hk ∈ Hk
(5) lk ∈ Lk
Begin with H0 = N and L1 = N, and use the principle to find l1 ∈ {1, 2, . . .M}
and an infinite set H1 such that (h, l1) ∈ G for all h ∈ H1. Next let H ′1 be a subset
of H1 with cardinality M and let L0 = N \ {l1}. By the principle there exists an
element h1 of H
′
1 and an infinite subset L2 of L1 such that (h1, l) ∈ G for all l ∈ L2.
Next let L′2 be a subset of L2 \ {l1} with cardinality M . By the principle there is
an infinite subset H2 of H1 \ {h1} and l2 ∈ L′2 such that (h, l2) ∈ G for all h ∈ H2.
Clearly this procedure will produce the required sequences. 
Lemma 8.2. Suppose that G ⊂ N × N × N and N ∈ N then one of the following
holds
(1) There exists a rich subset K ⊂ N × N such that for each (j, l) ∈ K, there
are at least N elements n ∈ N such that (n, j, l) /∈ G.
(2) There exist M ⊂ N, M infinite, and a rich subset K ⊂ N×N such that for
each n ∈M and (j, l) ∈ K, (n, j, l) ∈ G.
Proof. We begin by trying to directly satisfy the first alternative. For each j ∈ N
let
Lj = {l : there exists F ⊂ N, |F | ≥ N such that (n, j, l) /∈ G for all n ∈ F}.
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Let J = {j : |Lj| =∞}. If J is infinite, then we define K = {(j, l) : j ∈ J, l ∈ Lj}.
K is clearly rich and satisfies the first criterion.
If J is finite, discard all (n, j, l) such that j ∈ J . Because N \ Lj is infinite for
all j /∈ J , we can without loss of generality assume that J = ∅ and Lj = ∅ for all
j. We need to remove another set of elements before we try to satisfy the second
criterion.
Suppose that there exists some n1 ∈ N such that J1 = {j : |{l : (n1, j, l) /∈ G}| =
∞} is infinite. Then we replace N×N×N by N\{n1}×{(j, l) : j ∈ J1, (n1, j, l) /∈ G}.
If there exists n2 ∈ N\{n1} such that J2 = {j : j ∈ J1, |{l : (ni, j, l) /∈ G, i = 1, 2}| =
∞} we remove n2 and consider only j ∈ J2 and l such that (ni, j, l) /∈ G, i = 1, 2.
Because we have eliminated the pairs of coordinates which appear N or more times,
this process must stop in at most N − 1 steps. Thus there exist some k < N ,
N ′ = N \ {n1, . . . , nk}, an infinite set J ′ = Jk ⊂ N, and for each j ∈ J ′, Lj ⊂ N
infinite such that for each l ∈ Lj , (n, j, l) /∈ G for at most N − 1 elements n ∈ N ′
and for each n ∈ N ′ there are only finitely many j ∈ J ′ such that {l : (n, j, l) /∈ G}
is infinite.
We now want to construct the sets M and K by a procedure like that used
to count the rationals. Choose m1 ∈ N ′. Let J ′1 = {j : |{l : (m1, j, l) /∈ G}| <
∞}. Then by assumption J ′1 contains all but finitely many elements of J ′. Let
Lj,1 = {l : (m1, j, l) ∈ G} for each j ∈ J ′1. Choose j1 ∈ J ′1 and then we can find
an infinite subset L1 of Lj1,1 and a co-finite subset N
′
1 of N
′ such that for each
n ∈ N ′1 (n, j1, l) /∈ G for at most finitely many l ∈ Lj1,1 as follows. If L1 = Lj1,1
and N ′1 = N
′ work, we are done. If not there is some k1 ∈ N ′ such that K1 = {l :
(k1, j1, l) /∈ G} is infinite. If N ′1 = N ′ \ {k1} and L1 = K1 work we are done. If
not there exists, k2 ∈ N ′1, k2 6= k1, such that K2 = {l : (ki, j1, l) /∈ G, i = 1, 2} is
infinite. As in the earlier argument this can continue only at most N − 1 times.
Now choose lj1,1 ∈ L1. Let N ′′1 = {n : n ∈ N ′1, (n, j1, l1) ∈ G}. Again we have lost
at most finitely many elements of N ′1.
Next choose m2 ∈ N ′′1 , let J ′2 = {j : j ∈ J ′1, |{l : (m2, j, l) /∈ G}| < ∞}. Then
by assumption J ′2 contains all but finitely many elements of J
′
1. For j 6= j1 let
Lj,2 = {l : (m2, j, l) ∈ G} for each j ∈ J ′2 and Lj1,2 = {l : l ∈ L1, (m2, j, l) ∈ G}.
Note that lj1,1 ∈ Lj1,2. Next choose j2 ∈ J ′2, j2 6= j1. As above we can find a co-
finite subset N2 of N
′′
1 and find an infinite subset L2 of Lj2,2 such that for each
n ∈ N ′2, (n, j2, l) /∈ G for at most finitely many l ∈ Lj2,1. Now choose lj1,2 ∈ Lj1,2,
lj1,2 6= lj1,1 and lj2,1 ∈ L2. Let N ′′2 = N ′2 \{n : (n, j1, lj1,2) /∈ G or (n, j2, lj2,1) /∈ G}.
This removes at most a finite number of elements from N ′2 but not m1 or m2.
The remainder of the argument consists of inductively choosing as we have
done above new mi’s, new ji’s, and corresponding lji,k, so that in the end M =
{m1, m2, . . . } and K = {(ji, lji,k) : i, k ∈ N} satisfy the second criterion. We leave
the details to the reader. 
We are finally ready to prove our main result.
Theorem 8.3. Suppose that there is a constant D such that for all n Yn is a
subspace of Lp with a D-unconditional basis . If T is an isomorphism from Xp⊗Xp
into (
∑
Yi)p,2,(wn) and P is a projection onto the range of T , then there exists an
integer N and a subspace Z of Xp⊗Xp, isomorphic to Xp⊗Xp such PNT |Z is an
isomorphism and PNT (Z) is complemented.
Proof. We will use the standard basis of Xp,2,(wn,k) where as usual wn,k = wn and
(wn) decreases to 0. Let (xi,h) and (yj,l) be two copies of the basis. By Proposition
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6.3 it is sufficient to find N ∈ N, ǫ > 0, and rich subsets of N× N, M,K, such that
|x∗i,h ⊗ y∗j,l(T−1PPNTxi,h ⊗ yj,l)| > ǫ
for all (i, h) ∈ M, (j, l) ∈ K. In this proof we will take ǫ = 1/4. We proceed by
induction as in the proof of Proposition 6.3. Lemmas 7.2 and 7.4 will be used to
show that a uniform N works. We will use the two player game approach with two
interwoven games as we did in the proof of Proposition 6.3. The proof is essentially
combinatorial so that topological condition in the definition of the games will be
irrelevant. (We could takeX0 to be the weak closure of theXp basis, (xm,n) or (yj,l),
and use constant functions, but we will not define the functions at all.) Lemmas 7.2
and 7.4 require that we use only small wk thus we immediately discard all indices
(i, h), (j, l) for which wi or wj is larger than (32‖T‖‖T−1‖‖P‖)−1. This does not
affect the isomorphic type of the span of the remaining basis vectors. Therefore we
will just assume that the index sets are again N×N. Let (Mm) be the sequence of
integers determined by Lemma 7.2 for ρ = 1/2, ρ1 = 1/4 and δ = 1/2.
To reduce the notation a little define
f(N, i, h, j, l) = |x∗i,h ⊗ y∗j,l(T−1P (I − PN )Txi,h ⊗ yj,l)|
and
g(N, i, h, j, l) = |x∗i,h ⊗ y∗j,l(T−1PPNTxi,h ⊗ yj,l)|
for all i, h, j, l ∈ N.
Let s1 be chosen according the game argument as in the proof of Proposition
5.4 and let S′X,1 be the set in SX . By Lemma 7.4 there is an integer N1 and a set
SY ∈ SY , such that
f(N1, xφ(s), yφ(t)) < 1/4
for all t ∈ SY and s = s1.
Let
G = {(h, j, l) : ∃t ∈ SY , s ∈ S′X,1 , φ(s) = (φ(s1)1, h),
φ(t) = (j, l), g(N1, φ(s), φ(t)) ≥ 1/4}.
We apply Lemma 8.2 to G with N =Mφ(s1)1 and with N×SY in place of N×N×N.
If alternative (2) occurs, let H1 be the infinite subset and S
′
Y be φ
−1(K), where
K is the rich subset. (We assume that K is maximal for H1 and then that H1
is maximal for this maximal K.) Let S′′X,1 = S
′
X,1 \ {(φ(s1)1, h) : h /∈ H1}. Let
N2 = N1. (This is a notational convenience.) Observe that we may assume that
φ(s1)
2 ∈ H1.
If alternative (1) occurs and not (2), let K be the rich subset of φ(SY ). Then by
Lemma 7.6 there is an integer N2, an infinite subset H1 of {h : ∃s ∈ S′X,1  φ(s) =
(φ(s1)
1, h)} and a rich set K ′ ⊂ K, such that for any N ≥ N2, for all j, all but
at most Mφ(s1) indices h ∈ H1, f(N, φ(s1)1, h, j, l) < 1/4 for infinitely many l with
(j, l) ∈ K ′. Moreover, f(N2, φ(s1)1, h, j, l) < 1/4 for all i ∈ H1, (j, l) ∈ K ′. Let
S′Y = φ
−1(K ′) and S′′X,1 = S
′
X,1 \ {(φ(s1)1, h) : h /∈ H1}.
Observe that in both cases we have that for the integer N2, g(N2, xφ(s), yφ(t)) ≥
1/4 for all t ∈ S′Y , and all s ∈ S′′X,1 such that φ(s)1 = φ(s1)1. This means that we can
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allow the second player in X-game to choose any new element s with φ(s)1 = φ(s1)
1
from S′′X,1. Also note that if alternative (2) failed, then for any t ∈ S′Y , there exist
a set of Mφ(s1) indices H
′
1 ⊂ N such that
f(N2, φ(s1)
1, h, φ(t)) < 1/4
and
g(N1, φ(s1)
1, h, φ(t)) < 1/4,
for all h ∈ H ′1. Therefore
|x∗φ(s1)1,h ⊗ y∗φ(t)(T−1P (PN2 − PN1)Txφ(s1)1,h ⊗ yφ(t))| > 1/2,
for all h ∈ H ′1. Thus we have one block for the X-game as in Lemma 7.2.
Now that we have started the construction, we can make further steps a little
more regular.
Let
T0 = {t : t ∈ S′Y and φ({s : s ∈ S′′X,1, g(N2, φ(s), φ(t)) ≥ 1/4}) contains a rich set}.
If φ(T0) contains a rich set, let K be a maximal one and let SY,1 = φ
−1(K). If not,
then S′Y \ T0 contains a rich set, K. Let SY,1 = φ−1(K).
Player 2 in the Y -game chooses t1 ∈ SY,1 and S′Y,1 ∈ SY such that S′Y,1 ⊂ SY,1.
Let
G = {(l, i, h) : ∃t ∈ S′Y,1, s ∈ S′′X,1, φ(t) = (φ(t1)1, l),
φ(s) = (i, h), g(N2, φ(s), φ(t)) ≥ 1/4}.
We apply Lemma 8.2 to G withN = Mφ(t1)1 and with N×S′′X,1 in place of N×N×N.
If alternative (2) occurs, let L1 be the infinite subset and
S′′′X,1 = {s ∈ S′′X,1 : φ(s)1 = φ(s1)1} ∪ φ−1(K),
where K is the (maximal) rich subset. (We know that if s ∈ S′′X,1 and φ(s)1 =
φ(s1)
1, then g(N2, φ(s), φ(t)) ≥ 1/4 and thus (l, φ(s)) ∈ G.) Let S′′Y,1 = S′Y,1 \
{(φ(t1)1, l) : l /∈ L1}. Let N3 = N2. (This is again a notational convenience.)
Observe that we may assume that φ(t1)
2 ∈ L1 by making L1 maximal.
If alternative (1) occurs and not (2), let K be the rich subset of φ(S′′X,1). Then
by Lemma 7.6 there is an integer N3 > N2, an infinite subset L1 of N and a rich
set K ′ ⊂ K, such that for any N ≥ N3, for all i ∈ φ(S′′X,1)1, all but at most Mφ(t1)
indices l ∈ L1, f(N, i, h, φ(t1)1, l) < 1/4 for infinitely many h with (i, h) ∈ K ′.
Moreover, f(N3, i, h, φ(t1)
1, l) < 1/4 for all l ∈ L1, (i, h) ∈ K ′. Let
S′′′X,1 = φ
−1(K ′)
and
S′′Y,1 = S
′
Y,1 \ {(φ(t1)1, l) : l /∈ L1}.
Observe that in both cases we have that for the integer N3, g(N3, φ(s), φ(t)) ≥
1/4 for all s ∈ S′′′X,1, and all t ∈ S′′Y,1 such that φ(t)1 = φ(t1)1. This means that we
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can allow the second player in Y -game to choose any new element t with φ(t)1 =
φ(t1)
1 from S′′Y,1. Also note that if alternative (2) failed, then for any s ∈ S′′′X,1,
there exist a set of Mφ(t1) indices L
′
1 ⊂ N such that
f(N3, φ(s), φ(t1)
1, l) < 1/4
and
g(N2, φ(s), φ(t1)
1, l) < 1/4,
for all l ∈ L′1. Therefore
|x∗φ(s) ⊗ y∗φ(t1)1,l(T−1P (PN3 − PN2)Txφ(s) ⊗ yφ(t1)1,l)| > 1/2,
for all l ∈ L′1. Thus we have one block for the Y -game as in Lemma 7.2.
The idea of the proof is to continue to play the two games as above. Each time
we are forced to take alternative (1) in the application of Lemma 8.2, we produce
a new block as in Lemma 7.2. However Lemma 7.2 tells us that this cannot go on
happening. Thus eventually only alternative (2) occurs in each game and we are free
to construct the required basic sequences. In order to play the games according to
the rules we will fatten the sets SX,r, SY,r, so that they will contain the previously
chosen elements. However in the end we will discard the elements chosen before
the integer Nk has been fixed.
We will do a few more steps of the induction in order to cover a few cases which
have yet to arise.
Let
S0 = {s : s ∈ S′′′X,1 and
φ({t : t ∈ S′′Y,1, f(N3, φ(s), φ(t)) < 3/4}) contains a rich set}.
If φ(S0) contains a rich set, let K be a maximal one and let SX,2 = {s1} ∪ {s : s ∈
S′′X,1, φ(s)
1 = φ(s1)
1} ∪ φ−1(K). If not, then S′′′X,1 \ S0 contains a rich set, K. Let
SX,2 = {s1} ∪ {s : s ∈ S′′X,1, φ(s)1 = φ(s1)1} ∪ φ−1(K).
Player 2 in the X-game chooses s2 ∈ SX,2 and S′X,2 ∈ SX such that S′X,2 ⊂ SX,2.
If it happens that φ(s1)
1 = φ(s2)
1 and N3 = N2, there is nothing to do. Thus
we simply let S′′′Y,2 = S
′′
Y,1. Otherwise, let
G = {(h, j, l) : ∃t ∈ S′′Y,1, s ∈ S′X,2, φ(s) = (φ(s2)1, h),
φ(t) = (j, l), f(N3, φ(s), φ(t)) < 3/4}.
We apply Lemma 8.2 to G with N =Mφ(s2)1 and with (φ(S
′
X,2)∩ ({φ(s2)1}×N))×
S′′Y,1 in place of N× N× N.
If alternative (2) occurs, let H2 be the infinite subset and S
′′′
Y,1 be φ
−1(K),
where K is the maximal rich subset. Let S′′X,2 = S
′
X,2 \ {(φ(s2)1, h) : h /∈ H2}. Let
N4 = N3. Observe that we may assume that φ(s2)
2 ∈ H2.
If alternative (1) occurs and not (2), let K be the rich subset of φ(S′′Y,1). Then
by Lemma 7.6 there is an integer N4 > N3, an infinite subset H2 of N and a rich
set K ′ ⊂ K, such that for any N ≥ N4, for all j, all but at most Mφ(s2) indices
h ∈ H1, f(N, φ(s2)1, h, j, l) < 1/4 for infinitely many l with (j, l) ∈ K ′. Moreover,
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f(N4, φ(s2)
1, h, j, l) < 1/4 for all h ∈ H2, (j, l) ∈ K ′. Let S′′′Y,1 = φ−1(K ′) and
S′′X,2 = S
′
X,2 \ {(φ(s2)1, h) : h /∈ H2}.
Observe that in all three cases we have that for the integer N4,
g(N4, xφ(s), yφ(t)) ≥ 1/4
for all t ∈ S′′′Y,1, and all s ∈ S′′X,2 such that φ(s)1 = φ(s2)1. This means that we can
allow the second player inX-game to choose any new element s with φ(s)1 = φ(sr)
1,
r = 2 (or r = 1, 2 if N4 = N3) from S
′′
X,2. Also note that if alternative (2) failed,
then for any t ∈ S′Y , there exist a set of Mφ(s2) indices H ′2 ⊂ N such that
f(N4, φ(s2)
1, h, φ(t)) < 1/4
and
g(N3, φ(s2)
1, h, φ(t)) < 1/4,
for all h ∈ H ′2. Therefore
|x∗φ(s2)1,h ⊗ y∗φ(t)(T−1P (PN4 − PN3)Txφ(s2)1,h ⊗ yφ(t))| > 1/2,
for all h ∈ H ′2. Thus for any t ∈ S′′′Y,1 ⊂ S′Y , we have one or two blocks (depending
on whether alternative (2) has failed two times in X-game) for the X-game as in
Lemma 7.2.
Let
T0 = {t : t ∈ S′′′Y,1 and
φ({s : s ∈ S′′X,2, g(N4, φ(s), φ(t)) ≥ 1/4}) contains a rich set}.
If φ(T0) contains a rich set, let K be a maximal rich subse and let SY,2 = φ
−1(K)∪
{t1} ∪ {t ∈ S′′′Y,1 : φ(t)1 = φ(t1)1}. If not, then S′′′Y,1 \ T0 contains a rich set, K. Let
SY,2 = φ
−1(K) ∪ {t1} ∪ {t ∈ S′′′Y,1 : φ(t)1 = φ(t1)1}.
Player 2 in the Y -game chooses t2 ∈ SY,2 and S′Y,2 ∈ SY such that S′Y,2 ⊂ SY,2.
If φ(s2)
1 = φ(s1)
1 and N3 = N4, then let S
′′′
X,2 = S
′′
X,2. otherwise let
G = {(i, h, l) : ∃t ∈ S′Y,2, s ∈ S′′X,2, φ(t) = (φ(t2)1, l),
φ(s) = (i, h), g(N4, φ(s), φ(t)) ≥ 1/4}.
We apply Lemma 8.2 to G with N =Mφ(t2)1 and with (φ(S
′
Y,2)∩ ({φ(t2)1}×N))×
S′′X,2 in place of N× N× N.
If alternative (2) occurs, let L2 be the infinite subset and S
′′′
X,2 be φ
−1(K),
where K is the maximal rich subset. Let S′′Y,2 = S
′
Y,2 \ {(φ(t2)1, l) : l /∈ L2}. Let
N5 = N4. (This is again a notational convenience.) Observe that we may assume
that φ(t2)
2 ∈ L2 by making L2 maximal.
If alternative (1) occurs and not (2), let K be the rich subset of φ(S′′X,2). Then
by Lemma 7.6 there is an integer N5, an infinite subset L2 of N and a rich set
K ′ ⊂ K, such that for any N ≥ N5, for all i ∈ φ(S′′X,2)1, all but at most Mφ(t2)
indices l ∈ L2, f(N, i, h, φ(t2)1, l) < 1/4 for infinitely many h with (i, h) ∈ K ′.
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Moreover, f(N5, i, h, φ(t2)
1, l) < 1/4 for all l ∈ L2, (i, h) ∈ K ′. Let S′′′X,2 = φ−1(K ′)
and S′′Y,2 = S
′
Y,2 \ {(φ(t2)1, l) : l /∈ L2}.
Observe that in all three cases we have that for the integerN5, g(N5, φ(s), φ(t)) ≥
1/4 for all s ∈ S′′′X,2, and all t ∈ S′′Y,2 such that φ(t)1 = φ(t2)1. This means that we
can allow the second player in Y -game to choose any new element t with φ(t)1 =
φ(t2)
1 from S′′Y,2. Also note that if alternative (2) failed, then for any s ∈ S′′′X,2,
there exist a set of Mφ(t2) indices L
′
2 ⊂ N such that
f(N5, φ(s), φ(t2)
1, l) < 1/4
and
g(N4, φ(s), φ(t2)
1, l) < 1/4,
for all l ∈ L′1. Therefore
|x∗φ(s) ⊗ y∗φ(t2)1,l(T−1P (PN5 − PN4)Txφ(s) ⊗ yφ(t2)1,l)| > 1/2,
for all l ∈ L′2. Thus for any s ∈ S′′′X,2 ⊂ S′′′X,1, we have one or two blocks (depending
on whether alternative (2) has failed two times in Y -game) for the Y -game as in
Lemma 7.2.
We have now established the pattern of the induction. As we have noted earlier
alternative (2) of Lemma 8.2 can not fail infinitely many times, thus for some
k0, Nk = Nk0 for all k ≥ k0. Also f(Nk0 , φ(sk), φ(tk′)) < 3/4 for all k, k′ ≥ k0.
Therefore g(Nk0 , φ(sk), φ(tk′)) > 1 − 3/4 = 1/4 for all k, k′ ≥ k0. Because the
games must yield a sequence in SX , SY , respectively, and removing finitely many
rows from such a set is still such a set, (xφ(sk))k∈S and (yφ(tk))k∈T , where S =
{sr : φ(sr)1 6= φ(sk)1 ∀k < k0} and T = {tr : φ(tr)1 6= φ(tk)1 ∀k < k0}, are
equivalent to bases of Xp and Proposition 6.3 concludes the proof. 
Corollary 8.4. For all α < ω1, Xp ⊗ Xp is not isomorphic to a complemented
subspace of Rαp .
Proof. We know that for each α < ω1, R
α
p is isomorphic to an (p, 2) sum of spaces
Rαnp where for each n, R
αn
p is not isomorphic to R
α
p . If Xp⊗Xp were isomorphic to
a complemented subspace of some Rγp , γ < ω1, let α be the smallest such ordinal.
Since Rαp is isomorphic to (
∑
Rαnp )p,2, Theorem 8.3 implies that Xp ⊗ Xp is iso-
morphic to a complemented subspace of (
∑N
n=1R
αn
p )p,2, for some N ∈ N. However
this space is isomorphic to Rα
′
p for some α
′ such that α′ + ω ≤ α. This contradicts
the choice of α. 
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9. Final remarks and open problems
In this paper we have answered some of the questions posed in [BRS], but there
are many more questions that are raised by this work.
1. In Section 1 we note that the best projection onto ⊗kXp has norm which grows
with k. Thus it is natural to ask: Is ⊗kXp isomorphic to a well complemented
subspace of Lp? More precisely, is there a constant C and subspaces Yk, k ∈ N
of Lp such that ⊗kXp is isomorphic to Yk and there is a projection Pk of Lp onto
Yk with ‖Pk‖ ≤ C?
2. In [S] Schechtman uses spaces of the form
(
∑
(
∑
. . . (
∑
ℓr1)r2 . . . )rn−1)rn
in order to distinguish the spaces ⊗kXq, k ∈ N. If 2 ≥ r1 > r2 > · · · > r1 > q,
is (
∑
(
∑
. . . (
∑
ℓr1)r2 . . . )rn−1)rn isomorphic to a subspace of R
ωn
q ? For n = 1
this is a result of Rosenthal [R2] and it is not hard to see that for n = 2 and
r1 = 2 or r2 = q that it is true. However we do not know whether there is any
α < ω1, such that for 2 > r1 > r2 > q, (
∑
ℓr1)r2 is isomorphic to a subspace
of Rαq . Notice that were it the case that there is no such α, then Corollary 8.4
would follow.
3. The proof of Theorem 8.3 that we have presented uses the unconditional basis
assumption very sparingly. We had hoped to eliminate it altogether. Is the
assumption that each Yn have a D-unconditional basis necessary? Can the proof
of Theorem 8.3 be simplified substantially if we make more use of the assumption
that the spaces Yn have unconditional bases?
4. In Section 5. we introduce a general framework for gliding hump type arguments,
but we do not carry the work very far. What are good classes S for the natural
bases of spaces such as ⊗kXp, (
∑
(
∑
. . . (
∑
ℓr1)r2 . . . )rn−1)rn , spaces modeled
on trees, etc.?
5. This paper shows that at least for certain questions the spaces Rαp are similar
enough to Xp that the techniques originated by Rosenthal can be adapted for
use with these spaces. J. T. Woo [Wo1], [Wo2], showed that Xp is just one of
a collection of modular sequence spaces with similar properties. Many of the
arguments in this paper are really about multiple norm spaces. Thus it is likely
that much of it would generalize to a class spaces where p and 2 are replaced by
p and r or perhaps by spaces which are defined by families of indices.
6. Suppose that P is a projection on Xp ⊗Xp, is there a complemented subspace
Z of Xp ⊗Xp which is isomorphic to Xp ⊗Xp and is contained in the the range
of P or the range of I − P. Because of Propostions 6.3 and 6.8, we think that
it is very likely that this is true. The main difficulty remaining seems to be a
combinatorial problem. Suppose that G ⊂ N4 and φ is a bijection from N onto
N× N as in Section 5. Are there infinite subsets K,L of N, such that
{(φ(k), φ(l)) : o(k,K) > o(l, L)}
or
{(φ(k), φ(l)) : o(k,K) < o(l, L)}
is contained in G or N4 \G and φ(K) and φ(L) are rich? If these questions have
affirmative answers then it may be possible to show that Xp ⊗Xp is primary.
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