We classify all rational maps H for which trdeg K K(tH) ≤ 2, where K is any field whatsoever. Furthermore, we generalize a theorem of Paul Gordan and Max Nöther, by classifying all such maps for which addition-
Introduction
Throughout this paper, we write x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ). Furthermore, we use K andK to denote an arbitrary field and its algebraic closure respectively, and J H to denote the Jacobian matrix (with respect to x) of H.
In section 2, we give a structure formula for rational maps H ∈ K(x) n , for which trdeg K K(tH) ≤ 2, where t is another indeterminate. The case where K = C and H is a homogeneous polynomial map was proved in [dBvdE, Th. 2 .1], using a theorem for algebraically closed fields which is due to Bertini, namely Theorem 37 of [Sch, §3.3] .
We remove the condition that K is algebraically closed by using a result which is valid for any K, namely theorem 1.1 below. The case where K is algebraically closed of this theorem can also be obtained from Theorem 37 of [Sch, §3.3] . Theorem 1.1. Assume that L ⊇ K is a subfield of K(x), such that trdeg K (L) = 1, Then we can write L = K(p/q), such that p, q ∈ K[x] are relatively prime. Theorem 1.1 is known as Lüroth's theorem, but Lüroth's only proved the case where K = C and n = 1. Lüroth's result was generalized by many others, and Igusa was the first who obtained theorem 1.1 as a whole. See [Sch, for a proof of this theorem and more information about it.
In section 3, we deduce some other results from the tools of section 2 and theorem 1.1. One of these results describes to what extend the generator p/q in Lüroth's theorem is unique. Some other results are about the integrality of p/q or another generator of K(p/q) over K-subalgebras of K(p/q).
In section 4, we apply the above result of section 2 to generalize a theorem of Paul Gordan and Max Nöther in [GN] , see also [dB2, Th. 5.3] , which comes down to the following on account of [dB1] . Suppose that H is a homogeneous polynomial map over C such that trdeg C C(H) = 2. If J H · H = 0, then the primitive partH of H satisfies JH ·H(y) = 0. The primitive part of H is a polynomial map of the form gH whose components are relatively prime, where g ∈ K(x).
We generalize this result to any field K and any rational map H ∈ K(x) n for which trdeg K K(tH) ≤ 2. Furthermore, we prove that J H · J H = tr J H · J H if and only if JH ·H = 0.
2 A structure theorem for homogeneous polynomial maps of transcendence degree 2
We first prove some general statements about the transcendence degree of K(tH) over K.
Proposition 2.1. Assume that H ∈ K(x) n . Then the following holds.
(i) trdeg K K(tH) = trdeg K K(tgH) for every nonzero g ∈ K(x).
(ii) trdeg 
for the homomorphism which sends y i to F i for each i.
(i) By substituting t = gt in tH, we deduce that ker φ tH ⊆ ker φ tgH . By substituting t = g −1 t in tgH, we deduce that ker φ tgH ⊆ ker φ tH . Hence
(ii) By substituting t = 1 in tH, we deduce that ker φ tH ⊆ ker φ H . Hence
(iv) Suppose that the primitive partH of H is homogeneous and that trdeg K K(H) = trdeg K K(tH). On account of (iii), t is algebraically dependent over K of tH, say that R ∈ K[y, y n+1 ] such that R(tH, t) = 0 and R(tH, y n+1 ) = 0. Take any homogeneous partR of R, such that R(tH, y n+1 ) = 0.
If we write R(tH, t) as a polynomial in t over K(x), then we see that R(tH, t) = 0 as well. Take g,g ∈ K[x] relatively prime, such that gH = gH. If we substitute t = tg and y n+1 = y n+1g inR(tH, t) = 0 = R(tH, y n+1 ), and replacegH by gH, then we obtainR(tgH, tg) = 0 = R(tgH, y n+1g ).
Take r as large as possible, such that the coefficient of y r n+1 ofR(tgH, y n+1g ) is nonzero. If g / ∈ K, thenR(tgH, tg) is divisible by g exactly degR−r times, because g andg are relatively prime andR is homogeneous. ButR(tgH, tg) = 0, so g ∈ K.
In particular, gH is homogeneous along withH. SinceR is homogeneous andR(tgH, tg) = 0, it follows thatg is homogeneous of degree gH. Hence H j = gH j /g is a quotient of two homogeneous polynomials of the same degree, for any j such that H j = 0.
As a preparation of the main result of this section, we formulate two lemmas and a corollary.
Lemma 2.2. Let m ∈ N. Then the following statements are equivalent:
m is homogeneous of degree s and f = h(y 1 , 1),
m has degree at most s and h = y s 2 f (y 1 /y 2 ). Furthermore, if any of (1) and (2) is satisfied, then
m is homogeneous of degree s, the equivalence of (1) and (2) follows easily. So assume that any of (1) and (2) is satisfied. Then they are both satisfied.
From f = h(y 1 , 1), we deduce that g is divisible by gcd{h 1 , h 2 , . . . , h m }| y2=1 . From h = y s 2 f (y 1 /y 2 ), it follows that
. . , h m }| y2=1 is divisible by g. The last equality of this theorem can be obtained by counting factors y 2 on both sides, and transforming factorizations of f i = h i (y 1 , 1) and y deg fi 2
homogeneous and p, q ∈ R, such that p and q are relatively prime.
Proof. It is clear that the left hand side of (2.1) is divisible by the right hand side of (2.1). Hence it suffices to show that the left hand side g of (2.1) divides the right hand side of (2.1). Let f i = h i (y 1 , 1) for both i.
Using the extended gcd algorithm on f 1 and f 2 , we see that gcd{f 1 , f 2 }| y1=y1/y2 is a K[y 1 /y 2 ]-linear combination of f 1 (y 1 /y 2 ) and f 2 (y 1 /y 2 ). From lemma 2.2, it follows that there exists an s ∈ N such that y From the above, we deduce that there exists an s ∈ N such that g | q s gcd{h 1 , h 2 }| (y1,y2)=(p,q) and g | p s gcd{h 1 , h 2 }| (y1,y2)=(p,q) . Hence for g * = g/ gcd g, gcd{h 1 , h 2 }| (y1,y2)=(p,q) , we have g * | p s and g * | q s . Since p and q are relatively prime, it follows that g * is a unit in R. So g divides the right hand side of (2.1).
2 is homogeneous and p, q ∈ K[x] are relatively prime, such that h 2 (p, q) is a proper divisor of h 1 (p, q). Then 1 is a K-linear combination of p and q.
Proof. By replacing p and q by linear combinations of each other and adapting h accordingly, we can ensure that deg p ≥ deg q and that the leading homogeneous parts of p and q are linearly independent over K. From lemma 2.3, it follows that there exists a homogeneous polynomial f , such that
Since h is homogeneous and h 1 (p, q)/f (p, q) is not constant, the homogeneous polynomial g := h 2 /f is not constant either, but we know that g(p, q) = h 2 (p, q)/f (p, q) = 1. By looking at the leading homogeneous part of g(p, q), we can deduce that q ∈ K * . So 1 was a K-linear combination of p and q before replacing them by linear combinations of each other.
The following theorem is the main theorem of this section.
n is nonzero, such that trdeg K K(tH) ≤ 2. Takeg ∈ K(x) \ {0}, such thatH :=gH is a polynomial map, from which the components are relatively prime. Then we can writeH = h(p, q), such that the following holds.
n is homogeneous, such that deg h > 0, if and only if trdeg K K(tH) = 2. Furthermore, the components of h are relatively prime. 
where c is the characteristic of K, then p + λq is reducible over K for only finitely many λ ∈ K.
Proof. If trdeg K (tH) = 0, then H = 0, so that we can take h = 0 and impose anything we like on p and q. So assume that H = 0. Then trdeg K (tH) ≥ 1 and we may assume without loss of generality that H 1 = 0.
Notice that the first component of tH
1 H is just t. Hence it follows from (ii) and (iii) of proposition 2.1 that trdeg
1 H and impose anything we like on p and q again. So assume that trdeg
∈ K and that f is not constant. Letf be the primitive part of f . Then the degree s off is positive and f =f
1 H so in order to prove that h(p, q) is the primitive part of H, it suffices to show that the components of h(p, q) are relatively prime. Hence suppose that the components of h(p, q) are not relatively prime. By applying lemma 2.3 n − 1 times, we deduce that the components of h are not relatively prime. From lemma 2.2, it follows that the components off are not relatively prime, because s = degf = deg h. This is a contradiction to the definition off , so h(p, q) is the primitive part of H.
Furthermore, we have shown that the components of h are relatively prime, so (i) has been proved. It remains to prove (ii), (iii) and (iv).
(ii) Recall that we chose p and q relatively prime, and that p/q / ∈ K because L = K.
Suppose that h(p, q) is homogeneous. Assume without loss of generality that deg p ≥ deg q and that the leading homogeneous parts of p and q are linearly independent. By replacing p by a linear combination of p and q, and adapting h accordingly, we can ensure that the trailing homogeneous parts of p and q are linearly independent as well.
By looking at the leading and trailing homogeneous part of h(p, q), in particular how it relates to the leading and trailing homogeneous part of (p, q), we can deduce that p and q are homogeneous of degree deg h(p, q)/ deg h indeed.
Suppose that deg(p, q) is as small as possible.
(iii) We must show three implications, of which the following two are easy. If 1 is linearly dependent over K of p and q, then p and q are algebraically dependent over K. If p and q are algebraically dependent over K, then r = p or r = q is algebraically dependent over K of p/q and r / ∈ K, because p/q is algebraically independent of K.
In order to show the last implication, assume that r ∈ K[x] \ K is algebraically dependent over K of p/q. Then there exists a nonzero homogeneous R ∈ K[z 1 , z 2 , z 3 ], such that R(r, 1, p/q) = 0. Hence R(trq, tq, tp) = 0 as well. So there exists a h * ∈ K[y 1 , y 2 ] which is homogeneous of degree s * , and relative prime p * , q
From corollary 2.4, it follows that 1 is a K-linear combination of p * and q
, q * )), we deduce that h(p, q) can be expressed as a homogeneous polynomial of degree s · s * in p * and q * . From the minimality of deg(p, q), we can deduce that p * and q * are Klinear combinations of p and q, so 1 is linearly dependent over K of p and q.
(iv) Suppose that K =K and that p + λq is reducible over K for infinitely many λ ∈ K. On account of Corollary 3 of [Sch, §3.1] , p + λq is reducible over K for all λ ∈ K such that deg(p + λq) = deg(p, q).
Noticed that p + tq is irreducible over K, and hence over K(t) as well, because p and q are relatively prime. Now assume that p/q / ∈ K(x * c ). From Theorem 37 of [Sch, §3.3] , it follows that p + tq = h *
Just as in the proof of (iii), we can deduce that h(p, q) can be expressed as a homogeneous polynomial of degree s · s * in p * and q * , to conclude that p * and q * are linearly dependent over K of p and q. This contradicts
The proof of the following theorem is similar to that of theorem 2.5, except the claim that K(p * /q * ) is algebraically closed in K(x), which is left as an exercise to the reader. Proof. The case p/q ∈ K is easy, so assume that p/q / ∈ K. To prove the 'if'-part, suppose that Kp * + Kq * = Kp + Kq. Then p * /q * / ∈ K and after a possible interchange of p and q, we obtain that Kp + Kq = Kp * + Kq = Kp * + Kq * . Consequenty,
. Since the conclusion of this theorem is transitive and reflexive in some sense, we may assume that deg(p * , q * ) is minimum. Say that p * /q * = f 1 (p/q)/f 2 (p/q), where f 1 , f 2 ∈ K[y 1 ] are relatively prime. Let s := max{deg f 1 , deg f 2 } and define h = y s 2 f 1 (y 1 /y 2 ), f 2 (y 1 /y 2 ) . Then p * /q * = h 1 (p, q)/h 2 (p, q).
From lemma 2.2, it follows that h is homogeneous of degree s and that h 1 and h 2 are relatively prime. On account of lemma 2.3, h 1 (p, q) and h 2 (p, q) are relatively prime. Since R is also a Schreier domain, it follows that p * and h 1 (p, q) are associates. Hence we may assume that p * = h 1 (p, q) and q * = h 2 (p, q). Since deg(p * , q * ) is minimum and h 1 and h 2 are relatively prime, we can deduce from the homogeneity of h that deg h = 1, which gives Kp * + Kq * = Kp + Kq. Assume next that R is any gcd domain. Since t → p/q defines an isomorphism between K(t) and K(p/q), we can apply the case R = K[t], to conclude that there are p * , q * ∈ K[p/q] such that p * /q * = p * /q * and Kp * + Kq * = Kp/q + K. So p * , q * ∈ Kp/q + K and
Since p * /q * / ∈ K, it follows that ad − bc = 0. Hence gcd{ap + bq, cp + dq} = gcd{p, q} = 1. Since R is also a Schreier domain, it follows that p * and ap + bq are associates. Hence we can choose a, b, c, d such that p * = ap + bq and q * = cp + dq.
Theorem 3.2. Suppose that p, q ∈ K[x] are relatively prime, such that K(p/q)
contains a nonconstant polynomial g. Then 1 is a K-linear combination of p and q, and K(p/q) ∈ {K(p), K(q)}. Furthermore, p and q are integral over
Proof. By multiplying the numerator and the denominator by q s for a sufficiently large s, we see that g = h 1 (p, q)/h 2 (p, q) for a homogeneous h ∈ K[y 1 , y 2 ] of degree s. From corollary 2.4, it follows that 1 is a K-linear combination of p and q. If q ∈ K, then K(p/q) = K(p). Otherwise, 1/q is a K-linear combination of p/q and q/q = 1, so that K(p/q) = K(1/q) = K(q).
Say that K(p/q) = K(p). Using lemma 2.3 with q = 1, we can deduce that
Since q is a linear combination over K of p and 1, q is integral over K[g] as well.
Corollary 3.3. Let K be a field and R ⊇ K be a subalgebra of
Proof. From theorem 1.1, it follows that there exist p, q
Using lemma 2.3 with q = 1, we can deduce that
The assertion that K(p/q) ∈ {K(p), K(q)} in theorem 3.2 is also proved in the proof of Theorem 4 in [Sch, §1.2] , which itself is a little weaker statement.
The idea to prove corollary 3.3 comes from [For, Lm. 2] . Zaks in [Zak] and Eakin in [Eak] prove corollary 3.3 in a different way.
The ring
, according to that R is not equal to its own integral closure, i.e. R is not integrally closed.
∈ K, then the following holds.
and only if either deg f 1 > deg f 2 or f 2 has a root in K from which the multiplicity is larger than that of f 1 .
Proof. Suppose that p/q / ∈ K. Then p/q is transcendent over K.
Then the leading coefficient of f 1 − gf 2 has degree one in g and every other coefficient of f 1 − gf 2 has degree at most one in g.
Let m be the minimum polynomial of p/q over K [g] . Then m | f 1 − gf 2 . Since every coefficient of f 1 − gf 2 has degree at most one in g, we can deduce that either
(ii) From theorem 3.1, it follows that we may assume that either q * = q and p * = p + ǫq, or q * = p − θq and p * = q + ǫ(p − θq), where ǫ, θ ∈ K. Hence (ii) follows from lemma 3.5 below.
If ǫ, θ ∈ K, then the following holds.
⇐⇒ θ is a root of f 2 from which the multiplicity exceeds that of f 1 .
Proof. Suppose that ǫ, θ ∈ K. Since (i) is an easy exercise, we only prove (ii). Hence suppose that q
, it follows that we may assume that ǫ = 0. So q
the first claim of (ii) follows.
To prove the last claim of (ii), take i ∈ {1, 2} arbitrary. Notice that f i (y 1 +θ) and f * i = y + θ) , which is the multiplicity of 0 as a root of f i (y 1 + θ) and of θ as a root of f i . This gives the last claim of (ii).
Proof. The case p/q ∈ K is easy, so assume that p/q / ∈ K. Suppose first that K =K. Take g ∈ R such that g is not constant. Write g = f 1 (p/q)/f 2 (p/q) such that f 1 and f 2 are relatively prime. Since K is algebraically closed, either deg f 1 > deg f 2 or f 2 has a root from which the multiplicity exceeds that of f 1 . From theorem 3.4, it follows that there exists
The case where Q ⊆ K =K of corollary 3.6 appears as Corollary 2.2 in [Bav] .
Notice that the conditions on f 1 and f 2 in theorem 3.4 can be viewed as that f 2 has a root in the projective line K ∪ ∞ over K with larger multiplicity than f 1 has. The formulation of the following lemma was inspired by that idea.
Proof. Take θ ∈ K ∪ ∞ arbitrary. The equality is easy. The inequality follows from the following.
and let G be a subset of K(p/q). Then p/q is integral over K[G] , if and only if there exists a g ∈ G such that p/q is integral over K[g] .
Proof. This follows from (i) of theorem 3.4 and lemma 3.7 with θ = ∞.
One can wonder whether the condition that K is algebraically closed or R contains a nonconstant polynomial is necessary in corollary 3.6. The answer is affirmative, as the following example makes clear. 
The first claim of (ii) follows from (2) ⇒ (1.7) of [dB2, Prop. 1.3] , because the condition that K has characteristic zero is not used in the proof of that. The last claim follows because J H · H is the coefficient of t 1 of H(x + tH) − H, and tr J H = 0 if J H is nilpotent.
In example 4.5 below, we shao that the condtions that K has characteristic zero and that H ∈ K[x] are necessary in (i) and (ii) of proposition 4.2 respectively. Hence it was inevitable to replace the condition that J H · H = 0 of Gordan and Nöther in the following theorem. , such that h(p, q) = gH for some g ∈ K(x) and J (h(p, q)) · h(p, q) = 0.
(4) There exists an f ∈ K[y 1 ], and p, q ∈ K[x], such that f (p/q) = gH for some g ∈ K(x), and
Furthermore, there are at least rk JH independent linear dependences between the components of H if any of (1), (2), (3) and (4) is satisfied.
Proof. The case H = 0 is easy, so assume from now on that H = 0. We prove the equivalence of (1), (2), (3) and (4) by way of five implications.
(2) ⇒ (1) Assume (2). By substituting y = x in (2), we obtain JH ·H = tr JH ·H. Now (1) follows from lemma 4.1.
(1) ⇒ (4) Assume (1). Take h and p, q as in theorem 2.5, and define f = h(y 1 , 1). Then h is homogeneous, say of degree s, and the components of h are relatively prime. Furthermore, we may assume without loss of generality that deg p ≤ deg q. From lemma 2.2, it follows that f (p/q) = q −s h(p, q) and that the components of f are relatively prime.
Define f ′ = J y1 f . Suppose first that f (p/q) and f ′ (p/q) are independent over K(x). From proposition 4.1, it follows that J f (p/q) · f (p/q) = tr J f (p/q) · f (p/q), which is equivalent to Since p and q are relatively prime, we deduce that q | (J p + tJ q) · v i . Hence q | J p · v i and q | J q · v i . By comparing degrees on both sides, we see that J p · v i = J q · v i = 0, which contradicts the definition of i.
The reader may verify that (3) of theorem 4.3 can be replaced by JH ·H = 0 if the characteristic of K is zero. The following example shows that this is not the case for positive characteristic.
Example 4.5. The map H = (1, x 2 /x 1 ) satisfies H(x + tH) = H and hence also J H · H = 0, but J H · H(y) = 0 and J H is not nilpotent. In particular, the condition that H ∈ K [x] n is necessary in (ii) of proposition 4.2. The mapH = (x x 2 , x s 2 ) does not satisfyH(x + tH) =H, but does satisfy JH ·H = 0, provided s is divisible by the characteristic of K. In particular, the condition that K has characteristic zero is necessary in (i) of proposition 4.2.
But just like with H, JH ·H(y) = 0 and JH is not nilpotent. Hence the condition that the degree of h is not divisible by the characteristic of K in (3) of theorem 4.3 is necessary.
