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1. INTRODUCTION
The questions of how perturbation of an operator affects its invariant
subspaces have raised a substantial amount of interest, especially in the
 w x .finite dimensions see, e.g., 5, 10]12 and the references given there . It
turns out that linear perturbation of the operator gives rise to an analytic
perturbation of the projection on its invariant subspace under some
reasonable conditions. Although the question of estimating the norms of
the terms of the Taylor series’ expansion of this projection-valued function
does have some applications in numerical analysis, it seems to be studied
w xless frequently. For instance, in 12 the matrix algebra approach combined
with complex analysis in several variables was used to get existence and
analyticity of the perturbed projection. The terms were obtained as well,
using specially developed formulas for their direct computation. However,
we find it hard to see that these estimates are good enough to ensure the
convergence of this series, let alone to give an estimate of its radius of
convergence.
In this article we propose a different approach to the subject which
achieves the two goals at one stroke and, we believe, with better results.
Namely, we study the problem in terms of operator-valued analytic func-
tions, thus reducing the problem to solving an algebraic Riccati-type
equation. In order to solve it we extend in Sections 2 and 3 somewhat the
usual methods to our case see the comments about the meaning of
.‘‘usual’’ in the last paragraph of the introduction . The main result, given
in Section 4, is the estimates of the radius of convergence and of the terms.
The estimates are clearly good enough to yield an estimated radius of
* This work was supported in part by the Ministry of Science and Technology of Slovenia.
125
0022-247Xr96 $12.00
Copyright Q 1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
MATJAZ OMLADICˇ ˇ126
convergence, thus ensuring analyticity of the solution to the problem as
well.
In our opinion these estimates are therefore better than the ones given
w xin 12 , while our approach has some additional advantages. With no
additional work to speak of, we obtain the validity of these results in a
more general setting which includes infinite dimensions, and the starting
perturbation is assumed not only linear, but arbitrary analytic.
Let us conclude this section with some historical remarks. The methods
that we extend in this paper to solve the Riccati equation are not quite
new, as we have already mentioned. The interested reader may consult one
w xof the review papers on the subject 6 , where a number of older references
are given, while he or she may find some other approaches, extensions, and
w xmore references in 3]5, 7, 10, 11 , to list a few of many contributions to
the problem. However, the method of successive approximations obtained
by solving the according linear equation, sometimes called the Lyapunoff
equation, has mostly been used in the case of Hermitan equation, whether
they were solving it in complex matrices, operators on a complex Hilbert
space, or more abstract objects in complex ) algebras. The reason for that
may lie in a general belief that it is the Hermitian case that is of main, or
w xeven only, importance in the applications. The applications in 12 now
suggest otherwise. There is another belief, maybe less general, that the
idea behind the method of successive approximations is coming from
numerical analysis and that it is nothing but a version of the more general
Newton’s tangent method for solving nonlinear equations. It is therefore
not surprising that this method works in our non-Hermitian case as well.
There are, of course, some other references treating the case of the non-
self-adjoint Riccati equation and its relations to stability of an invariant
subspace. The two references that we point out study the problem in
w xinfinite dimensional Hilbert spaces. In 1 information on stability of an
invariant subspace of a bounded linear operator under small perturbations
is obtained by a characterization of this stability using solutions of the
corresponding Riccati equation. An even more comprehensive study of
w xstable invariant subspaces is given in 2 .
2. RICCATI PERTURBATION OF GENERALIZED
DERIVATION
In this section we solve a Riccati-type equation, i.e., an equation of
quadratic type, but we assume that the quadratic term is small compared
to the linear ones. Thus, a possible view on ‘‘solving this equation’’ may be
that we are trying to obtain an inverse of quadratically somewhat per-
turbed generalized derivation. These results will be used substantially in
the sequel.
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For the sake of simplicity we solve the equation in an arbitrary nontriv-
 .ial complex Banach algebra. This will almost suffice for our application,
although more general treatment might be possible. Thus, let A be a
Banach algebra and choose any A, B, D, E g A. We want to find an
X g A such that
XA q BX s XEX y D. 1 .
We assume that the generalized derivation T: A ª A defined by T: X ¬
XA q BX is invertible. Recall that at least for the case when A is the
Banach algebra of all bounded operators on a Banach space this is true if
w xand only if the spectra of A and yB are disjoint 9 .
 .We intend to show that Eq. 1 has a solution as soon as the norm of E
is small enough and compute the upper bound of the norm of this solution
in terms of the norms of D, E, and T y1. But we cannot expect in general,
of course, the solution to be unique, although it is unique in our applica-
tion. With our aim in mind let us construct inductively a sequence of
elements X by the following rule: X s 0, andn 0
X A y EX q B y X E X s yX EX y D. 2 .  .  .nq1 n n nq1 n n
It is not quite clear in advance that this equation must have a solution
X for any given X . However, let us define T : A ª A by T : X ¬nq1 n n n
 .  . 5 5 5 5 5 5X A y EX q B y X E X and observe that T y T F 2 E X ton n n n
see that for
y1y15 5 5 5 5 5E - 2 T X 3 .n
the operator T is indeed invertible and that the norm of its inverse has ann
upper bound
5 y1 5T
y15 5T F .n y15 5 5 5 5 51 y 2 T E Xn
 .To see this use the well-known C. Neumann series. Assume now that the
 .norm of E is small enough so that the inequality 3 is satisfied for all
indices up to n; then we can compute consecutively X , X , . . . , X from1 2 nq1
 .  .Eq. 2 . Set now the index n in 2 down to n y 1 and rearrange to obtain
X A y EX q B y X E X .  .n n n n
s X EX q X EX y 2 X EX y X EX y D.n ny1 ny1 n n n ny1 ny1
 .Subtract then this equation from 2 to obtain
X y X A y EX q B y X E X y X .  .  .  .nq1 n n n nq1 n
s X y X E X y X . .  .n ny1 n ny1
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Therefore, for any index n s 1, 2, . . . , N we have that
5 y1 5 5 5 5 5 2T E X y Xn ny1
5 5X y X F ,nq1 n y15 5 5 5 5 51 y 2 T E Xn
which can be simplified after introducing
5 y1 5 5 5T E
p sn y15 5 5 5 5 51 y 2 T E Xn
into
5 5 5 5 2X y X F p X y X . 4 .nq1 n n n ny1
5 y1 5 5 5LEMMA 1. Let T be in¨ertible, denote a s T D and b s
5 y1 5 5 5T E , and choose a positi¨ e p such that pa - 1. Furthermore, let the
 .  .norm of E be small enough so that b F p 1 y pa r 1 q pa . Then, it holds
for all n:
 .  .a Eq. 2 has a recursi¨ e solution,
 . 5 5 2 ny 1y1 2 ny 1b X y X F p a ,n ny1
 . 5 5  .c X - ar 1 y pa , andn
 .d p - p.n
 .Proof. We prove this by induction. For n s 1 Eq. 2 becomes X A q1
BX s yD, which gives existence of X by invertibility of T thus proving1 1
 . 5 5 5 y1 5 5 5  .item a . The estimate X F T D s a - ar 1 y pa implies in-1
 .  .equalities b and c . Clearly,
b 1 y pa
p F F p - p ,1 2 21 y 2ab 1 y pa q 2 p a
 .which finishes d .
Assume now that the lemma is valid for all indices up to inclusively a
 .certain index n. To obtain the existence of solution X of Eq. 2 itnq1
 . 5 y1 5 5 5 5 5suffices to show by 3 that 2 T X E - 1, but this is the same asn
5 5 5 5  .2b X - 1. Now, by inductive hypothesis, 2b X - 2 par 1 q pa ,n n
 .  .which is indeed smaller than 1 and a holds. Next, using 4 we see
inductively that
5 5 5 5 2 2
ny1 5 5 2
n 2 ny1 2 nX y X - p X y X - ??? - p X F p anq1 n n ny1 1
  ..observe that this gives inequality b , and, consequently,
5 5 5 5 5 5X F X q ??? q X y Xnq1 1 nq1 n
an n2 2 y1 2- a q pa q ??? qp a - ,
1 y pa
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 .which yields c . Finally, by definition and above,
b p 1 y pa .
p s - s p ,nq1 5 51 y 2b X 1 q pa y 2 panq1
 .and d is valid as well.
 .  .This lemma helps us to solve Eq. 1 . Observe first that by b and
assumption pa - 1 the sequence X is Cauchy and therefore convergent.n
Denote its limit by X. A simple continuity argument shows that X solves
 .  . 5 5  .Eq. 1 . By c we also obtain a bound for this solution X F ar 1 y pa .
Thus, we have proved:
 .THEOREM 2. Under the assumptions of Lemma 1, Eq. 1 has a solution
 .X g A, the sequence X defined by 2 is con¨erging to this solution, andn
5 5  .X F ar 1 y pa .
3. APPLICATION TO ANALYTIC PERTURBATION
In this section we discuss the same equation as in the previous one, only
in a more concrete setting. Let again A be any nontrivial complex Banach
algebra, denote for any r, 0 - r F 1, by D the closed complex disc withr
 .radius r, and by A D the set of all A-valued functions on D which arer r
continuous on the whole disc and analytic in the interior. This is clearly a
Banach space when supplied with pointwise operations and supremum
5 5  .norm to be denoted by ? . Further, we denote by L A the Banachr
space of all bounded linear operators on A, supplied with the uniform
 . .operator norm, while L A D denotes by analogy the set of all continu-r
 .ous L A -valued functions analytic in the interior. Observe that to any
ˆ   ..function T from this set we may assign an operator T g L A D definedr
ˆ .  . .  .  .for any X g A D by T X t s T t X t . It is obvious that the norm ofr
this operator cannot be greater than the norm of the starting function T,
and, using standard tricks, we can obtain easily that the two norms are
ˆactually the same. Thus, the mapping T ¬ T is necessarily a linear
isometry and its image is a closed subalgebra of the operator algebra
  ..  . .L A D and L A D from now on is identified with this subalgebra.r r
To avoid any possible confusion in the sequel, let us show that this
subalgebra is closed under forming inverses, i.e., for any of its elements
which are invertible in the whole algebra the inverse belongs already to the
 . .subalgebra. In order to see this, choose any T g L A D and supposer
  ..that its inverse S exists in L A D . Then, we can assign to each t g Dr r
˜ ˜ .  .  . .  . .an operator S t g L A defined for A g A by S t A s SA t ,
where on the right-hand side of this equation A stands for analytic
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function identically equal to A. It is clear that for any t g D it holds thatr
˜ ˜ .  .  .  .T t S t s I, but, to get S t T t s I, we have a bit more work to do.
 .  .Namely, as T commutes with C D ; A D , the same must be true for S .r r
 . .  . .Thus, for any A g A and fixed s g D , the function TA t y TA s ,r
t g D , where A is the constant function, has a zero at t s s. Therefore,r
˜w . .  . .x .  .  .S TA ? y TA s t s A y S t T s A must have it as well and this
˜implies the wanted identity. Consequently, S is a continuous function and
˜  . .analytic in the interior and therefore S g L A D , which we wanted tor
show.
 . .  . .Any function T g L A D belongs, of course, also to L A D forr s
any s, 0 - s - r ; this is actually true for the appropriate restriction of this
function. Now, if a particular function of this kind is invertible in the
operator algebra corresponding to r, then its inverse is a function again
and its restriction is an inverse of the restriction of the starting function.
We have thus proved:
 .  . .   ..LEMMA 3. a Algebra L A D is a closed subalgebra of L A Dr r
which contains the in¨erse of any of its elements which are in¨ertible in the
whole algebra.
 .  . .   ..b If an element T g L A D is in¨ertible in L A A and 0 -r r
 . . 5 y1 5 5 y1 5s F r, then T is in¨ertible in L A D and T F T .s rs
 .Let us now consider Eq. 1 , where A, B, D, and E are continuous
A-valued functions on a closed disc and analytic in its interior. We can and
do assume with no loss of generality that this starting disc is D s D and1
5 5we denote the supremum norm on it simply by ? . We cannot expect in
general for a solution X of this equation to exist as an analytic function on
 .  .the whole interior of D. However, if function E is of the form E t s tC t ,
 .t g D, where C g A D , then by restricting to smaller and smaller discs we
can make the norm of E as small as we want and we may therefore expect
a solution of this equation to exist as an analytic function on some of these
smaller discs. What we can actually prove is the following:
  ..THEOREM 4. Let T g L A D , defined by T: X ¬ XA q BX, be in¨ert-
ible. Then for
’3 y 2 2
r s 2y15 5 5 5 5 5T D C
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we ha¨e that
 .  .  . .a Eq. 1 has a unique solution X g L A D ;r
 .b this solution satisfies
’2 q 2
y15 5 5 5 5 5X F T D ;r 2
 . kc for the expansion of X into the Taylor series X s S Y t it holdsk k
that
k 2 kq1 kq1 k1 y1’ ’5 5 5 5 5 5 5 5Y F 2 q 2 3 q 2 2 T D C . .  .k 2
Proof. We use the results of the previous section. At first, choose any
g , 0 - g - 1, define
g g
p s F ,y1 y15 5 5 5 5 5 5 5T D T Dr r
and observe that pa F g - 1, which yields the first of the two conditions
of Lemma 1 and Theorem 2. To get the second one, observe first that
5 y1 5 5 5 5 y1 5 5 5b s T E F r T C , which means that it suffices to show thatr r
1 y pa
y15 5 5 5r T C F p .
1 q pa
Now, as
1 y pa g 1 y g
p G ,y15 5 5 51 q pa 1 q gT D
the wanted inequality will be satisfied as soon as we have
1 g 1 y g .
r F .2y1 1 q g5 5 5 5 5 5T D C
Thus, the greatest upper bound for r will be allowed when the function of
g on the right-hand side above achieves its maximum. Using elementary
’calculus, we see that this happens at g s y1 q 2 and setting r to the
so-obtained upper bound leads exactly to the r given in the theorem.
 .  .Existence of the solution of 1 , as claimed in a , now follows from
 .Theorem 2. The estimate, given in b , follows from Theorem 2 as well,
 .  .while the one given in c is implied by b and by the so-called Cauchy
estimates:
5 5X r
5 5Y F .k kr
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To finish the proof it thus remains to show the uniqueness of this
 .solution. Let Y be any solution of 1 and observe that this implies that
Y A y EX q B y X E Y s YEY y YEX y X EY y D. .  .n n n n
 .Subtract Eq. 2 from this one to get
Y y X A y EX q B y X E Y y X .  .  .  .nq1 n n nq1
s Y y X E Y y X , .  .n n
which gives for any s, 0 - s F r, an estimate
5 y1 5 5 5 5 5 2T E Y y Xs s sn
5 5Y y X F .snq1 y15 5 5 5 5 51 y 2 T E Xs s sn
5 5 5 5Use in the numerator of this fraction the fact that E s s C Fs s
5 5  .5 5 5 5 5 5 s C s srr E , estimate ? F ? everywhere else using Lemmar r s r
 ..3 b , and recall then the definition of p from the previous section to get,n
 .applying Lemma 1 d , that
s 25 5 5 5Y y X F p Y y X . 5 .s snq1 nr
Recalling also the definition of X , a short computation gives that1
 .  .Y y X A q B Y y X q YEY and this yields the estimate1 1
s 2y15 5 5 5 5 5 5 5Y y X F T C Y .s r r s1 r
Therefore, by letting s toward 0, we see that the 0th coefficient of the
Taylor expansion of X equals the according term of Y. Assume induc-1
tively that for some n the k th coefficient of X equals the correspondingn
term of Y for any k s 0, 1, . . . , 2 n y 2. Thus, Y y X is divisible by then
 n .  .2 y 1 th power of t, and, consequently, using 5 and letting s again
 nq1 .approach 0, Y y X must be divisible by the 2 y 1 th power of t,nq1
which proves the inductive assumption. As the sequence X convergesn
uniformly on D to the solution X, so does any of the correspondingr
sequences of its terms of the Taylor’s expansion of fixed order. This is why
X must be equal to Y, thus proving uniqueness.
Let us finish this section by two observations which slightly generalize
the above theorem in view of our further applications. At first, we observe
that it is not necessary that T be invertible on the whole of D, but that it
 .suffices that T 0 is invertible. If we only knew that the latter is true, we
 .  .  .would note that S t s T t s T 0 is divisible by t and that, therefore,
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5 5 5 5S F 2 q T . Consequently, by taking q small enough, we may assumeq
5  .y1 5 5 5that T 0 S - 1 and under this condition we obtain invertibility ofq
 . .T in L A D , together with the estimateq
y15 5T 0 .y15 5T F . 6 .q y15 5 5 51 y T 0 S . q
We may then use Theorem 4 on D instead of D.q
 .The second remark is concerned with the setting in which Eq. 1 has
been treated so far. This setting can be slightly extended. Assume that we
have, instead of a nontrivial complex Banach algebra A, four nontrivial
complex Banach spaces A , A , A , A , where A and A are actually11 12 21 22 11 22
Banach algebras, while we have six additional outer multiplications such
that the product of any two elements from A and A in this orderi j jk
belongs to A for all i, j, k s 1, 2. We assume, of course, that all thesei k
multiplications are mutually associative, that any of the additions are
distributive toward any of them, and that the possible identities in the two
algebras are acting as such toward any of the performable multiplying.
This kind of structure is sometime called para-algebra and an example is
 .  .  .  .A s L X , A s L Y , X , A s L X , Y , A s L Y , where X and11 12 21 22
Y are arbitrary nontrivial complex Banach spaces. A para-algebra version
of our problem might be formulated as follows. We are searching for a
 .solution X of Eq. 1 belonging to A , provided that A g A , B g A ,21 11 22
E g A , and D g A . All the results of both sections are clearly valid in12 21
this somewhat more general situation. However, we decided to give the
details of the more specialized case only, because otherwise they would
become much more cumbersome and unnecessarily complicated.
4. ANALYTIC PERTURBATION OF INVARIANT
SUBSPACES
In this section we study perturbations of projective invariant subspaces
 .of an analytic operator-valued function T t . We assume that the function
is defined on a nonvoid open subset of the complex plane and that its
values are bounded operators on a nontrivial Banach space. By projecti¨ e
 .  .invariant subspace we mean an invariant subspace which is an image of
a bounded idempotent, i.e., a projection. Recall that in Hilbert spaces and
.in particular in finite dimensions every subspace is projective and that a
Banach space is Hilbert in an equivalent norm whenever all of its sub-
spaces are projective. Recall as well that the image of a projection P is
 . w xinvariant under an operator A if and only if I y P AP s 0 8 .
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Assuming that T has a projective invariant subspace at a point t thus0
amounts to the same as supposing existence of a projection P such that
 .  .I y P T t P s 0. Assume with no loss of generality that t s 0 and0 0
write the function T broken into blocks corresponding to the direct sum
Im P [ Ker P:
A t C t .  .
T t s . .
tD t yB t .  .
 .  .If we denote X s Im P, Y s Ker P, A s L X , A s L Y , X , A s11 12 21
 .  .L X , Y , A s L Y , and then assume with no loss of generality that T22
is analytic on the whole of D and continuous on its closure, we have that
 .  .  .  .A g A D , B g A D , C g A D , and D g A D .11 22 12 21
We are trying to find a perturbation of the identity
I 0
R t s , . tX t I .
 .where X g A D for some small enough r, 0 - r F 1, such that for21 r
 .  .  .  .y1  .  .S t s R t T t R t it holds that I y P S t P s 0 identically for t g
D . Or, equivalently, we are searching for an analytic projection-valuedr
 .   ..  .  .perturbation F t of P such that I y F t T t F t s 0 for t g D .r
 .  .Observe that, once leaving R t , we can obtain F t by
I 0y1F t s R t PR t s . .  .  . ytX t 0 .
From
A t C t .  .I 0 I 0
S t s , . tX t I ytX t I .  .tD t yB t .  .
we obtain that
<I y P S t P s t X t A t q B t X t q D t y tX t C t X t . .  .  .  .  .  .  .  .  .  .X
 .Thus, the wanted equation will be satisfied if and only if X solves Eq. 1
 .  .   ..  .with E t s tC t . Define T g L A D by T X s XA q BX. Let us12
prove
 .  .  .  .THEOREM 5. If I y P T t P s 0 and if T t is in¨ertible in L A ,0 0 12
 .then there exist an r ) 0 and a projection-¨ alued function F t , analytic for
  ..  .  .t g t q D , such that for e¨ery t g t q D it holds that I y F t T t F t0 r 0 r
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 .s 0. For the r, the norm of F t and of its coefficients of the Taylor series’
 . `  .kexpansion F t s  F t y t , we ha¨e the following estimates:ks0 k 0
’3 y 2 2
r s ,2y15 5 5 5 5 5T D Cq q q
’ 5 5 5 52 y 2 P I y P q
5 5 5 5F F P q ,r y15 5 5 52 T Cq q
and
k 2 ky1 k ky11 y1’ ’5 5 5 5 5 5 5 5 5 5 5 5 5 5F F P q 2 y 2 3 y 2 2 T D C P I y P . .  . q q qk 2
5 5Here, ? denotes the norm on t q D , q is determined so thatq 0 q
5  .y1 5 5  .5 y1T t T y T t - 1, and the norm of T on t q D may beq0 0 0 q
estimated by
y15 5T t .0y15 5T F .q y15 5 5 51 y T t T y T t .  . q0 0
Proof. With no loss of generality set t to zero. Using the remark in the0
last paragraph of Section 3 we restrict our proof to the case X s Y to
avoid unnecessary notational complications. According to the remark in
the second to last paragraph of Section 3, the operator T is defined on D s
for some s ) 0 and is invertible on D for any q - s such thatq
5  .y1 5 5  .5  .T t T y T t - 1, and 6 then gives the last inequality in theq0 0
theorem. To apply Theorem 4 ‘‘change the variable’’ t into t according to
 .t s qt . Equation 1 becomes
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜X t A t q B t X t s qt X t C t X t y D t , .  .  .  .  .  .  .  .
˜ .  .where for any function F g A D we have denoted by F g A D theq
˜ .  .function F t s F qt . Use the results of Theorem 4 on this equation and
denote the obtained estimated radius of convergence by r. Then, the
estimated radius of X as a function of t equals
’ ’3 y 2 2 3 y 2 2
r s q r s q s ,2y12y1 5 5 5 5 5 5T D C˜ ˜ ˜5 5 5 5 5 5 q q qT D qC
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as claimed in the theorem. Now, observe that for any u g Im P [ Ker P
5  . 5 5  . 5 5 .  . 5 5 5 5we have that F t u F PF t u q I y P F t u F Pu q I y
5 5  .5 5 5  .P tX t Pu , and this, together with Theorem 4 b , implies that
˜ ˜5 5 5 5 5 5 5 5 5 5 5 5F s F F P q r X P I y Pr r r
’ 5 5 5 52 y 2 P I y P
25 5F P q q y15 5 5 52 T Cq q
and also that
5 5 5 5 5 5 5 5 5 5F F P q P I y P X ,k ky1
 .which gives by Theorem 4 c the rest of the estimates yet to be shown.
Let us finally give a simple corollary of this theorem for the case of
 .linear perturbation. Assume that T t s T q tT and write0 1
A C A C0 0 1 1T s and T s ;0 10 yB D yB0 1 1
 .  .  .  .then T 0 : L A ª L A becomes T 0 : X ¬ XA q B X and is in-12 12 0 0
 .  . w x 5 y1 5vertible as soon as s A l s yB s B 9 . Denote a s T , b s0 0
5 5 5 5 5 5 5 5A q B , and g s C q q C . With this notation we have:1 1 q 0 1
COROLLARY 6. The condition on q from Theorem 5 is satisfied as soon as
qab - 1 and in this case
a
y15 5T F ,q 1 y qab
2’3 y 2 2 1 y qab . .
r G ,2 5 5a D g1 q
and
k1 ’ ’5 5 5 5F F P q 2 y 2 3 q 2 2 .  .k 2
a 2 ky1 k ky15 5 5 5 5 5= D g P I y P .1 q2 ky11 y qab .
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