ABSTRACT. We study the near diagonal asymptotic expansion of the generalized Bergman kernel of the renormalized Bochner-Laplacian on high tensor powers of a positive line bundle over a compact symplectic manifold. We show how to compute the coefficients of the expansion by recurrence and give a closed formula for the first two of them. As consequence, we calculate the density of states function of the Bochner-Laplacian and establish a symplectic version of the convergence of the induced Fubini-Study metric. We also discuss generalizations of the asymptotic expansion for non-compact or singular manifolds as well as their applications.
INTRODUCTION
The Bergman kernel for complex projective manifolds is the smooth kernel of the orthogonal projection from the space of smooth sections of a positive line bundle L on the space of holomorphic sections of L, or, equivalently, on the kernel of the
It is studied in [38, 33, 42, 16, 6, 26, 41] , in various generalities, establishing the asymptotic expansion for high powers of L. Moreover, the coefficients in the asymptotic expansion encode geometric information about the underlying complex projective manifolds. This asymptotic expansion plays a crucial role in the recent work of Donaldson [23] where the existence of Kähler metrics with constant scalar curvature is shown to be closely related to Chow-Mumford stability.
In [18] , we studied the asymptotic expansion of the Bergman kernel of the spin c Dirac operator associated to a positive line bundle on a compact symplectic manifold, and related it to that of the corresponding heat kernel. As a by product, we gave a new proof of the above results. Our approach is inspired by Local Index Theory, especially by [4, §11] . Another natural generalization of the operator L in symplectic geometry was initiated by Guillemin and Uribe [24] . In this very interesting short paper, they introduce a renormalized Bochner-Laplacian (cf. (0.4)) which is exactly 2 L in the Kähler case. The asymptotic of the spectrum of the renormalized BochnerLaplacian on L p when p → ∞ is studied in various generalities in [9, 15, 24] by applying the analysis of Toeplitz structures of Boutet de Monvel-Guillemin [13] , and in [27] as a direct application of Lichnerowicz formula.
Of course, there exists also a replacement of the ∂-operator and of the notion of holomorphic section based on a construction of Boutet de Monvel-Guillemin [13] of a first order pseudodifferential operator D b which mimic the ∂ b operator on the circle bundle associated to L. However, D b is neither canonically defined nor unique. This point of view was adopted in a series of papers [10, 34, 7] .
In this paper, we will study the asymptotic expansion of the generalized Bergman kernel of the renormalized Bochner-Laplacian, namely the smooth kernel of the projection on its bound states as p → ∞. The advantage of this approach is that the renormalized Bochner-Laplacian has geometric meaning and is canonically defined. Moreover, it does not require the passage to the associated circle bundle as we can work directly on the base manifold. Let's explain our results in detail.
Let (X, ω) be a compact symplectic manifold of real dimension 2n. Assume that there exists a Hermitian line bundle L over X endowed with a Hermitian connection ∇ L with the property that
2 is the curvature of (L, ∇ L ). Let (E, h E ) be a Hermitian vector bundle on X with Hermitian connection ∇ E and curvature R E . Let g T X be a Riemannian metric on X and J : T X −→ T X be the skew-adjoint linear map which satisfies the relation (0.1) ω(u, v) = g T X (Ju, v) for u, v ∈ T X.
Let J be an almost complex structure which is separately compatible with g T X and ω, i.e. g T X (J·, J·) = g T X (·, ·), ω(J·, J·) = ω(·, ·) and ω(·, J·) defines a metric on T X (for example, J(−J 2 ) − 1 2 verifies these conditions). Then J commutes with J. We introduce the Levi-Civita connection ∇ T X on (T X, g T X ) with its curvature R T X and scalar curvature r X . Let ∇ X J ∈ T * X ⊗ End(T X) be the covariant derivative of J induced by ∇ T X . Let ∆ L p ⊗E be the induced Bochner-Laplacian acting on C ∞ (X, L p ⊗ E). We fix a smooth Hermitian section Φ of End(E) on X. Let {e i } i be an orthonormal frame of (T X, g T X ). Set [9, 24, 15, 5] ), there exists C L > 0 (which can be estimated precisely by using the C 0 -norms of R T X , R E , R L , ∇ X J and Φ cf. [27, p.656 -658] ) independent of p such that the spectrum of ∆ p,Φ satisfies (0.5)
Let H p be the eigenspace of ∆ p,Φ with the eigenvalues in [−C L , C L ]. Then for p large enough, again by [27, Cor. 1.2] (also cf. [9, 24] when E is trivial and J = J)
where ch(·), c 1 (·), Td(·) are the Chern character, the first Chern class and the Todd class of the corresponding complex vector bundles (T X is a complex vector bundle with complex structure J).
Let {S p i } dp i=1 be any orthonormal basis of H p with respect to the inner product (1.1) such that ∆ p,Φ S p i = λ i,p S p i . For q ∈ N, we define B q,p ∈ C ∞ (X, End(E)) as follows,
* , (0. 7) here we denote by λ 0 i,p = 1. Clearly, B q,p (x) does not depend on the choice of {S p i }. Let det J be the determinant function of J x ∈ End(T x X). A corollary of Theorem 1.19 is one of our main results:
Theorem 0.1. There exist smooth coefficients b q,r (x) ∈ End(E) x which are polynomials in R T X , R E (and R L , Φ), their derivatives of order 2(r + q) −1 (resp. 2(r + q)), and reciprocals of linear combinations of eigenvalues of J at x, with (0.8)
such that for any k, l ∈ N, there exists C k, l > 0 such that for any x ∈ X, p ∈ N,
Moreover, the expansion is uniform in that for any k, l ∈ N, there is an integer s such that if all data
E , J and Φ) run over a set which is bounded in C s and with g T X bounded below, there exists the constant C k, l independent of g T X ; and the C l -norm in (0.9) includes also the derivatives on the parameters.
By derivatives with respect to the parameters we mean directional derivatives in the spaces of all appropriate g T X , h L , ∇ L , h E , ∇ E , J and Φ.
Theorem 0.2. If J = J, then for q 1,
E (e j , Je j ) , (0.10)
Let us check our formulas with the help of the Atiyah-Singer formula (0.6). Let T (1,0) X = {v ∈ T X ⊗ R C; Jv = √ −1v} be the almost complex tangent bundle on X and let P 1,0 = 1 2
(1 − √ −1J) be the natural projection from T X ⊗ R C onto T (1,0) X. Then ∇ 1,0 = P 1,0 ∇ T X P 1,0 is a Hermitian connection on T (1,0) X, and the Chern-Weil representative of c 1 (T X) is c 1 (T (1,0) X, ∇ 1,0 ) =
Tr |T (1,0) X (∇ 1,0 ) 2 . By (1.92), Therefore, by integrating over X the expansion (0.9) for k = 1 we obtain (0.6), so (0.10) is compatible with (0.6).
Theorem 0.1 for q = 0 and (0.10) generalize the results of [16, 42, 26] and [41] to the symplectic case. Especially, in view of (0.10), we can call the term r X + 1 2 |∇ X J| 2 as the "symplectic" scalar curvature of a symplectic manifold and we believe it will play a role in the future. We can view (0.11) as an extension and refinement of the results of [11] , [24, §5] about the density of states function of ∆ p,Φ (cf. Remark 3.2 for the details).
In [18] , we also focused on the full off-diagonal asymptotic expansion (cf. [18, Theorem 3.18] ) which is needed to study the Bergman kernel on orbifolds, and the only small eigenvalue of the operator is 0 when p → ∞, thus we had the key equation [18, (3.89) ]. In the current situation, we have small eigenvalues (cf. (0.5)) and we are interested to prove Theorem 1.19 , that is, the near diagonal expansion of the generalized Bergman kernels. This result is enough for most of applications. At first, the spectral gap (0.5) and the finite propagation speed of solutions of hyperbolic equations allow to localize the problem. Then we will combine the Sobolev norm estimates as in [18] and a formal power series trick to obtain Theorem 1.19, and in this way, we get a method to compute the coefficients (cf. (1.107), (1.111)) which is new also in the case of [18] .
In a forthcoming paper [29] , we will find the full off-diagonal asymptotic expansion of the generalized Bergman kernels by combining the results here and in [18] , and as a direct application, we will study the Toeplitz operators on symplectic manifolds and Donaldson Theorem [22] for the Kodaira map Φ p (3.14).
Let us provide a short road-map of the paper. In Section 1, we prove Theorem 0.1. In Section 2, we compute the coefficients b q,r , and thus establish Theorem 0.2. In Section 3, we explain some applications of our results. Among others, we give a symplectic version of the convergence of the induced Fubini-Study metric [38] , and we show how to handle the first-order pseudo-differential operator D b of Boutet de Monvel and Guillemin [13] , which was studied extensively by Shiffman and Zelditch [34] , and the operator ∂ + ∂ * when X is Kähler but J = J. We include also generalizations for non-compact or singular manifolds and as a consequence we obtain an unified treatment of the convergence of the induced Fubini-Study metric, the holomorphic Morse inequalities and the characterization of Moishezon spaces. Some results of this paper have been announced in [28] .
GENERALIZED BERGMAN KERNELS
As pointed out in Introduction, we will apply the strategy of the proof in [18] . However, we have small eigenvalues when p → ∞ (cf. (0.5)), thus we cannot use directly the key equation [18, (3.89) ] to get a full off-diagonal asymptotic expansion of the generalized Bergman kernels. After localizing the problem, we will adapt the Sobolev norm estimates developed in [18] to our problem in Section 1.3. To complete the proof of Theorem 0.1, we need to prove the vanishing of the coefficients F q,r (r < 2q) in the expansion (1.76). We will introduce a formal power series trick to overcome this difficulty and give a method to compute the coefficients in (0.9). The ideas used here are inspired by the technique of Local Index Theory, especially by [4, §10, 11] . This Section is organized as follows. In Section 1.1, we explain that the asymptotic expansion of the generalized Bergman kernel P q,p (x, x ′ ) is local on X by using the spectral gap (0.5) and the finite propagation speed of solutions of hyperbolic equations. In Section 1.2, we obtain an asymptotic expansion of ∆ p,Φ in normal coordinates. In Section 1.3, we study the uniform estimate of the generalized Bergman kernels of the renormalized Bochner-Laplacian L t . In Section 1.4, we study the Bergman kernel of the limit operator L 0 . In Section 1.5, we compute some coefficients F q,r (r 2q) in the asymptotic expansion in Theorem 1.13. Finally, in Section 1.6, we prove Theorem 0.1.
Localization of the problem. Let a
X be the injectivity radius of (X, g T X ). We fix ε ∈ (0, a X /4). We denote by B X (x, ε) and B TxX (0, ε) the open balls in X and T x X with center x and radius ε, respectively. Then the map
We denote the corresponding norm with · L 2 . Let ∇ T X be the Levi-Civita connection of the metric g T X and ∇ L p ⊗E be the connection on L p ⊗ E induced by ∇ L and ∇ E . Let {e i } i be an orthonormal frame of T X. Then the Bochner-Laplacian on L p ⊗ E is given by
* over X × X, where π 1 and π 2 are the projections of X × X on the first and second factor. Using the notations of (0.7) we can write
* is canonically isomorphic to C, the restriction of P q,p to the diagonal
Let f : R → [0, 1] be a smooth even function such that f (v) = 1 for |v| ε/2, and f (v) = 0 for |v| ε. Set
Then F (a) is an even function and lies in the Schwartz space S(R) and F (0) = 1. Let F be the holomorphic function on C such that F (a 2 ) = F (a). The restriction of F to R lies in the Schwartz space S(R). Then there exists {c j } ∞ j=1 such that for any k ∈ N, the function
Here the C m norm is induced by ∇ L and ∇ E .
Proof. By (1.4), for any m ∈ N, there exists
By (0.5), for p big enough,
As X is compact, there exist
is a covering of X. We identify B Tx i X (0, ε) with B X (x i , ε) by the exponential map as above. We
(uZ). Let {e i } i be an orthonormal basis of T x i X. Let e i (Z) be the parallel transport of e i with respect to ∇ T X along the above curve. Let Γ E , Γ L be the corresponding connection forms of ∇ E , ∇ L with respect to any fixed frame for E, L which is parallel along the curve γ Z under the trivialization on U i . Denote by ∇ U is the ordinary differentiation operator on T x i X in the direction U. Then
Let ϕ i be a partition function associated to {U i }. We define an Sobolev norm on the l-th Sobolev space
Then by (0.2), (1.2), (1.11), there exists C > 0 such that for p 1,
Let Q be a differential operator of order m ∈ N with scalar principal symbol and with compact support in U i , then by (1.13) and [∆ p,Φ , Q] is a differential operator of order m + 1, we get
This means
Moreover for
so from (1.6), (1.8), we know that for l, m
(1.16)
We deduce from (1.15) and (1.16) that if P, Q are differential operators with compact support in U i , U j respectively, then for any l ∈ N, there exists C > 0 such that for p > 1,
(1.17)
On U i × U j , we use Sobolev inequality, we know for any l ∈ N, there exists C > 0 such that for p > 1,
( 
. This means that the as- 
(uZ). Let {e i } i be an oriented orthonormal basis of T x 0 X, and let {e i } i be its dual basis. For ε > 0 small enough, we will extend the geometric objects from
is the restriction of a renormalized Bochner-Laplacian on R 2n associated to a Hermitian line bundle with positive curvature. In this way, we replace X by R 2n . At first, we denote by L 0 , E 0 the trivial bundles with fiber
) be the metric and complex structure on X 0 . Set
Then we calculate easily that its curvature
Thus R L 0 is positive in the sense of (0.2) for ε small enough, and the corresponding constant µ 0 for R L 0 is bigger than 1 2 µ 0 . From now on, we fix ε as above. If A is any operator, we denote by Spec(A) the spectrum of A. Let ∆ X 0 p,Φ 0 be the renormalized Bochner-Laplacian on X 0 associated to the above data, as in (0.4). Observe that R L 0 is uniformly positive on R 2n , so by the argument in [27, p. 656 -657], we know that (0.5) still holds for ∆
Let S L be an unit vector of L x 0 . Using S L and the above discussion, we get an isom-
(q 0) be the smooth kernels of P 0,q,p = (∆
The following Proposition shows that P q,p and P 0,q,p are asymptotically close in the C ∞ -topology, as p → ∞.
Proof. Using (1.4) and (1.22), we know that for x, x ′ ∈ B Tx 0 X (0, ε),
Thus from (1.7) and (1.24) for k big enough, we infer (1.23) for q = 0; Now from the definition of P 0,q,p and P q,p , we get (1.23) from (1.11) and (1.23) for q = 0.
It suffices therefore to study the kernel P 0,q,p and for this purpose we rescale the operator ∆
. Let dv T X be the Riemannian volume form of (T x 0 X, g Tx 0 X ). Let κ(Z) be the smooth positive function defined by the equation
with κ(0) = 1. Denote by ∇ U the ordinary differentiation operator on T x 0 X in the direction U, and set
The operator L t is the rescaled operator, which we now develop in Taylor series.
Theorem 1.4. There exist polynomials
in Z with the following properties: -their coefficients are polynomials in
and their derivatives at x 0 up to order r − 2 (resp. r − 1, r, r − 1, r) , -A i,j,r is a monomial in Z of degree r, the degree in Z of B i,r (resp. C r ) has the same parity with r − 1 (resp. r) , -if we denote by 
Proof. Set g ij (Z) = g T X (e i , e j )(Z) = e i , e j Z and let (g ij (Z)) be the inverse of the matrix (g ij (Z)). By [1, Proposition 1.28], the Taylor expansion of g ij (Z) with respect to the basis {e i } to order r is a polynomial of the Taylor expansion of R T X to order r − 2, moreover 
(1.31)
Now by (1.2),
so from (1.29) and (1.32) we infer the expression
Let Γ E , Γ L be the connection forms of ∇ E and ∇ L with respect to any fixed frames for E which are parallel along the curve γ Z under our trivializations on B Tx 0 X (0, ε).
18] the Taylor coefficients of Γ
• (e j )(Z) at x 0 to order r are only determined by those of R • to order r − 1, and
Owing to (1.30), (1.35)
Relations (1.30) and (1.33) -(1.36) settle our Theorem.
Uniform estimate of the generalized Bergman kernels.
We shall estimate the Sobolev norm of the resolvent of L t so we introduce the following norms. We denote by · , · 0,L 2 and · 0,L 2 the scalar product and the
We denote by s ′ , s t,0 the inner product on C ∞ (X 0 , E x 0 ) corresponding to · 
the norm of A with respect to the norms · t,m and · t,m ′ .
is self-adjoint with respect to · 0 , thus by (1.25), (1.26), (1.37), L t is a formal self adjoint elliptic operator with respect to 0 , and is a smooth family of operators with the parameter x 0 ∈ X. Thus L 0 and O r are also formal self-adjoint with respect to · 0 . This will simplify the computation of the coefficients b 0,1 in (0.11) (cf. §2.3) and explains why we prefer to conjugate with κ 1/2 comparing to [18, (3.38)].
Theorem 1.6. There exist constants
Proof. Relations (0.4) and (1.2) yield
Thus from (1.26), (1.37) and (1.39) we get
which implies (1.38). Let δ be the counterclockwise oriented circle in C of center 0 and radius µ 0 /4.
−1 exists for λ ∈ δ, and there exists C > 0 such that for t ∈]0, 1], λ ∈ δ, and x 0 ∈ X,
Thus the resolvent (λ − L t ) −1 exists for λ ∈ δ, and we get the first inequality of (1.41). By (
Thus for λ ∈ δ, from (1.43), we get
Changing the last two factors in (1.43) and applying (1.44) we get
The proof of our Theorem is complete.
On the other hand, we obtain from (1.26) and a ij (t, Z), b i (t, Z), c(t, Z) and their derivatives in Z are uniformly bounded for Z ∈ R 2n , t ∈ [0, 1]. Moreover they are polynomials in t.
* is the adjoint of ∇ t,e i with respect to · , · t,0 , (1.37) yields
Thus by (1.48) and (1.49), (1.46) is verified for m = 1.
By recurrence, it transpires that
. .] has the same structure (1.48) as L t , so from (1.49) we get the required assertion.
, we can express
−1 as a linear combination of operators of the type
Let R t be the family of operators
. .] is a linear combination of operators of the form
From Proposition 1.8 we deduce that the norm · 1,−1 t of the operators R j ∈ R t is uniformly bounded by C. By Theorem 1.7 there exists C > 0, such that the norm · 0,1
The next step is to convert the estimates for the resolvent into estimates for the spectral projection P 0,t : (
. Note that L t is a family of differential operators on T x 0 X with coefficients in End(E) x 0 . Let π : T X × X T X → X be the natural projection from the fiberwise product of T X on X. Then we can view P q,t (Z, Z ′ ) as a smooth section of π * (End(E)) over T X × X T X by identifying a section S ∈ C ∞ (T X × X T X, π * End(E)) with the family (S x ) x∈X , where
induces naturally a C m -norm for the parameter x 0 ∈ X.
Proof. By (1.42), for any k ∈ N * , q 0,
Observe that L t is self-adjoint with respect to · t,0 , so after taking the adjoint of (1.55), we have
From (1.54), (1.55) and (1.56), we obtain
and the volume form dv T X (Z) as in (1.37). Let A (σ),m be the operator norm of A with respect to | · | (σ),m . Observe that by (1.34), (1.37), for m > 0, there exists
Now (1.57) and (1.58) together with Sobolev's inequalities imply
Thanks to (1.34) and (1.59) estimate (1.53) holds for r = m ′ = 0. To obtain (1.53) for r 1 and m ′ = 0, note that from (1.54),
Then there exist a k r ∈ R such that
(1.62)
We claim that A k r (λ, t) is well defined and for λ ∈ δ, l ∈ N,
In fact, by (1.33),
∂t r 3 ∇ t,e j ),
∂t r 2 ∇ t,e i ). Now
∂ r 1 ∂t r 1 ∇ t,e i ), for r 1 1, are functions of the type b ′ (tZ)Z β , |β| r 1 (resp. r 1 + 1) and b ′ (Z) and its derivatives with respect to Z are bounded smooth functions. In view (1.50), we get (1.63). By (1.60), (1.62) and the above argument, we get the estimate (1.53) with m ′ = 0. Finally, for any vector U on X,
Now we use a similar formula as (1.62) for ∇
L t is a differential operator on T x 0 X with the same structure as L t . Then by the above argument, we conclude that (1.53) holds for m ′
1.
For k big enough, set
. Certainly, as t → 0, the limit of t,m exists, and we denote it by 0,m . Theorem 1.11. For any r, k > 0, there exists
Proof. Note that by (1.34), (1.37), for t ∈ [0, 1], k 1,
An application of Taylor expansion for (1.33) leads to the following estimate for compactly supported s, s ′ :
Ct s
Thus we get the first inequality of (1.66). Note that
Now from (1.68) and (1.69),
After taking the limit, we know that Theorems 1.7, 1.8 still hold for t = 0. Note
From the discussion after (1.63), formulas (1.41), (1.62) and (1.70), we get (1.66).
Proof. By (1.60), (1.65) and (1.66), there exists C > 0 such that for t ∈]0, 1], 
On the other hand, by (1.73),
(1.75)
By taking ν = t 1/2(2n+1) , we obtain (1.72).
Finally, we obtain the following off-diagonal estimate for the kernel of P q,t .
Now by Theorem 1.10 and (1.65), F q,r has the same estimate as 1 r! ∂ r ∂t r P q,t , in (1.53). Again from (1.65), (1.72), and the Taylor expansion, we have (1.76).
1.4. Bergman kernel of L 0 . The almost complex structure J induces a splitting
X, where T (1,0) X and T (0,1) X are the eigenbundles of J corresponding to the eigenvalues √ −1 and − √ −1 respectively. We denote by det C the determinant function on the complex bundle T (1,0) X. Set
is positive, and J acting on T X is skew-adjoint. For any tensor ψ on X, we denote by ∇ X ψ the covariant derivative of ψ induced by
We also adopt the convention that all tensors will be evaluated at the base point x 0 ∈ X, and most of the time, we will omit the subscript x 0 .
Let
Now we discuss the eigenvalues and eigenfunctions of L 0 in more precise way. We choose {w i } n i=1 an orthonormal basis of T (1,0)
with 0 < a 1 a 2 · · · a n , and let {w j } n j=1 be its dual basis. Then
. . , n forms an orthonormal basis of T x 0 X. We use the coordinates induced by {e i } as in Section 1.2. In what follows we will use the complex coordinates z = (z 1 , · · · , z n ), thus Z = z + z, and
. We will also identify z to i z i
when we consider z and z as vector fields. Remark that (1.81)
It is very useful to rewrite L 0 by using the creation and annihilation operators. Set (1.82)
Then for any polynomial g(z, z) on z and z, Remark 1.14. Let L = C be the trivial holomorphic line bundle on C n with the 
and an orthogonal basis of the eigenspace of 2 n i=1 α i a i is given by
Especially an orthonormal basis of
From (1.87), we recover (1.79):
Recall that the operators O 1 , O 2 were defined in (1.29). Theorem 1.16 below is crucial in proving the vanishing result of F q,r (cf. Theorem 1.18). 
Theorem 1.16. We have the relation
Note that by (1.82), (1.88),
We learn from (1.95) that for any polynomial g(z, z) in z, z we can write g(z, z)P
and relations (1.94) -(1.96) yield the desired relation (1.89).
1.5. Evaluation of F q,r . For s ∈ R, let [s] denote the greatest integer which is less than or equal to s. Let f (λ, t) be a formal power series with values in
By (1.28), consider the equation of formal power series for λ ∈ δ,
Using (1.99) and identifying the powers of t in (1.98), we find that
(1.100)
Proof. By (1.100) we know that Lemma 1.17 is true for r = 0. Assume that Lemma 1.17 is true for r m. Now, by Theorem 1.15, (1.100) and the recurrence assumption, it follows that λ
is holomorphic for |λ| µ 0 /4, and
By our recurrence, λ ]+1 g m+1 (λ) is also holomorphic for |λ| µ 0 /4, and
If m is odd, then by (1.103) and recurrence assumption,
The proof of Lemma 1.17 is complete.
Theorem 1.18.
There exist J q,r (Z, Z ′ ) polynomials in Z, Z ′ with the same parity as r, whose coefficients are polynomials in R T X , R E ( and R L , Φ) and their derivatives of order r − 1 ( resp. r), and reciprocals of linear combinations of eigenvalues of J at x 0 , such that
Moreover,
F q,r = 0, for q > 0, r < 2q , Especially, from Theorem 1.15, (1.100), (1.107), and the residue formula, we get
(1.108)
1.6. Proof of Theorem 0.1.
By (1.23), (1.109), Proposition 1.3, Theorems 1.13 and 1.18, we get the following main technical result of this paper, the near off-diagonal expansion of the generalized Bergman kernels:
+q .
Set now Z = Z ′ = 0 in (1.110). By Theorem 1.18, we obtain (0.9) and
Hence (0.8) follows from (1.79) and (1.111). The statement about the structure of b q,r follows from Theorems 1.15 and 1.18. To prove the uniformity part of Theorem 0.1, we notice that the constants in Theorems 1.10 and 1.12 are uniformly bounded under our conditions; moreover taking derivatives with respect to the parameters we obtain a similar equation as (1.64), where x 0 ∈ X plays now a role of a parameter. Thus the C m ′ -norm in (1.110) can also include the parameters, and we can take C k, l in (0.9) independent of g T X . This achieves the proof of Theorem 0.1.
COMPUTING THE COEFFICIENTS b q,r
In principle, Theorem 1.15, the equations (1.100), (1.107) and the residue formula give us a direct method to calculate b q,r by recurrence. Actually, it is computable for the first few terms b q,r in (0.9) in this way. This Section is organized as follows. In Section 2.1, we will give a simplified formula for O 2 P N without the assumption J = J. In Sections 2.2, 2.3, we will compute b q,0 and b 0,1 under the assumption J = J, thus proving Theorem 0.2.
In this Section, we use the notation in Section 1.4, and all tensors will be evaluated at the base point x 0 ∈ X. Recall that the operators O 1 , O 2 were defined in (1.29).
A formula for O 2 P
N . We will use the following Lemma to evaluate b q,r in (0.9).
Lemma 2.1. The following relation holds:
Proof. Set
From (1.29), (1.78), (1.82), (1.83), (1.91), (2.2), and since J is purely imaginary,
In normal coordinates, (∇ T X e i e j ) x 0 = 0, so from (1.31), at x 0 ,
J )e k , e l − 1 3 R T X (e j , e i )e k + R T X (e j , e k )e i , J e l + 1 3 R T X (e j , e i )e l + R T X (e j , e l )e i , J e k .
(2.4)
(2.5)
From (1.83), (1.88), (2.2) and (2.6), we know that
The definition of ∇ X ∇ X J , R T X and (1.90) imply, for U, V, W, Y ∈ T X,
are skew-adjoint, by (1.80) and (2.8),
9)
Thus by (2.7)-(2.9), (2.10)
Now by (1.83), (2.2) and (2.8),
Finally (1.84), (1.95), (2.3), (2.10) and (2.11), yield (2.1).
From (1.91), (1.94), (1.96), (1.106) and (2.1), follows (2.12) Lemma 2.2.
The coefficients
Proof. By (2.13),
By (1.81), (1.90) and (2.13),
By (2.15) and (2.16),
Now, from (1.92), we get 
From (2.8), (2.17) and (2.20), we deduce
The scalar curvature r X of (X, g T X ) is
In conclusion, relations (2.21) and (2.22) imply (2.14).
From (1.94) and (2.13) we know
Hence by (1.83), (1.95), (2.13) and (2.23), 
Thanks to (1.92), (1.95), (2.13), (2.15) and (2.16) we obtain (2.26)
Taking into account (2.8), (2.19) and [R
From (1.95), (2.15) and (2.27),
Recall that the polynomial J q,2q (Z, Z ′ ) was defined in (1.105). From JJ = 2π √ −1, (1.96), (2.12), (2.21) and (2.23)-(2.28), J 1,2 (Z, Z ′ ) is a polynomial on z, z ′ , and each monomial of J 1,2 has the same degree in z and z ′ ; moreover
Using (1.88), (1.106) and the recurrence, we infer that each monomial of J q,2q has the same degree in z and z ′ , and
In view of (1.88), (1.105), (1.111), (2.29) and (2.30) we obtain (0.11).
2.3.
The coefficient b 0,1 . By (1.111), we need to compute F 0,2 (0, 0). In (1.108) we only need to compute the first two terms, since the last two terms are adjoint of the first two terms by Remark 1.5. By (2.24) we know that O 1 P N (Z, 0) = 0. Thus the first and third terms in (1.108) are zero at (0, 0).
Let h i (z) and f ij (z), (i, j = 1, · · · , n) be arbitrary polynomials in z. By Theorem 1.15, (1.83), (1.88) and (1.95), we have 
and by Theorem 1.15, (2.28) and (2.31),
Observe that by (1.95), for a polynomial g(z) in z, the constant term of
in O 2 consists of the terms whose total degree of b i and z j is same as the degree of z. Hence we only need to consider the contribution from the terms where the degree of z is 2. By (2.6), (2.13), (2.19) , (2.20) and [R T X (z, z), J ]z, 
Thanks to (1.95), (2.21) and (2.31) we have (2.36) 
Formulas (2.14), (2.37) and the discussion at the beginning of Section 2.3 yield finally
The proof of Theorem 0.2 is complete.
APPLICATIONS
In this Section, we discuss various applications of our results. In Section 3.1, we study the density of states function of ∆ p,Φ . In Section 3.2, we explain how to handle the first-order pseudo-differential operator D b of Boutet de Monvel and Guillemin [13] which was studied extensively by Shiffman and Zelditch [34] . In Section 3.3, we prove a symplectic version of the convergence of the Fubini-Study metric of an ample line bundle [38] . In Section 3.4, we show how to handle the operator ∂ + ∂ * when X is Kähler but J = J. Finally, in Sections 3.5, 3.6, we establish some generalizations for non-compact or singular manifolds.
Density of states function. Let
is a pre-quatum line bundle as in Section 0. Assume that E is the trivial bundle C, Φ = 0 and J = J. The latter means, by (0.1), that g T X is the Riemannian metric associated to ω and J. We denote by vol(X) = X ω n n! the Riemannian volume of (X, g T X ). Recall that d p is defined in (0.6).
Our aim is to describe the asymptotic distribution of the energies of the bound states as p tends to infinity. We define the spectrum counting function of ∆ p := ∆ p,0 by N p (λ) = # {i : λ i,p λ} and the spectral density measure on
Theorem 3.1. The weak limit of the sequence {ν p } p 1 is the direct image measure
Proof. By (0.7), we have for
, which yields by integration over X,
On the other hand, (0.6), (0.9) entail for p → ∞,
We infer from (3.4) and (3.5) that (3.3) holds for f (λ) = λ q , q 1. Since this is obviously true for f (λ) ≡ 1, too, we deduce it holds for all polynomials. Upon invoking the Weierstrass approximation theorem, we get Its existence and uniqueness were demonstrated by Guillemin-Uribe [24] . As for the explicit formula of ̺, the paper [11] is dedicated to its computation. Our formula (3.2) is different from [11, Theorem 1.2]. 1 An interesting corollary of (3.2) and (3.3) is the following result which was first stated in [11, Cor. 1.3] .
Corollary 3.3. The spectral density function is identically zero if and only if
Remark 3.4. Theorem 3.1 can be slightly generalized. Assume namely that J = J and E is a Hermitian vector bundle as in Section 0 such that R E = η ⊗ Id E , Φ = ϕ Id E , where η is a 2-form and ϕ a real function on X. Then there exists a spectrum density function satisfying (3.3) given by (3.6)
The proof is similar to the previous one, as
1 In [11, (3.7) ], the leading term of G 0j should be κ 
3.2. Almost-holomorphic Szegö kernels. We use the notations and assumptions from Section 3.1, especially,
Then the smooth sections of L p can be identified to the smooth functions
, then by construction, it commutes with the generator ∂ θ of the circle action, and so it commutes with the horizontal Laplacian
. In [13, Lemma 14.11, Theorem A 5.9], [14] , [24, (3. 13)], they construct a selfadjoint second-order pseudodifferential operator Q on Y such that
is a self-adjoint pseudodifferential operator of order zero on Y , and V, Q commute with the S 1 -action. The orthogonal projection Π onto the kernel of Q is called the Szegö projector associated with the almost CR manifold Y . In fact, the Szegö projector is not unique or canonically defined, but the above construction defines a canonical choice of Π modulo smoothing operators. In the complex case, the construction produces the usual Szegö projector Π.
We denote the operators on
By [24, §4] , there exists µ 1 > 0 such that for p large,
Since the operator V p is uniformly bounded in p, naturally, from (0.5), (0.6), we get
Now we explain how to study the Szegö projector Π p 2 . This can be done from our point of view. Recall F is the function defined after (1.4). Let Π p (x, x ′ ), F (Q p )(x, x ′ ) be the smooth kernels of Π p , F (Q p ) with respect to the volume form dv X (x ′ ). Note that V p is a 0-order pseudodifferential operator on X induced from a 0-order pseudodifferential operator on Y . Thus from (3.9), (3.10), we have the analogue of [18, Proposition 3.1] (cf. Proposition 1.2): for any l, m ∈ N, there exists C l,m > 0 such that for p 1,
By finite propagation speed [37, §4.4], we know that F (Q p )(x, x ′ ) only depends on the restriction of Q p to B X (x, ε), and is zero if d(x, x ′ ) ε. It transpires that the asymptotic of Π p (x, x ′ ) as p → ∞ is localized on a neighborhood of x. Thus we can translate our analysis from X to the manifold R 2n ≃ T x 0 X =: X 0 as in Section 1.2, especially, we extend
outside a compact set. Now, by using a micro-local partition of unity, one can still construct the operator Q X 0 as in [13, Lemma 14.11, Theorem A 5.9], [14] , [24, (3.13) ], such that V X 0 differs from V by a smooth operator in a neighborhood of 0. On X 0 , and Q X 0 still verifies (3.10). Thus we can work on C ∞ (X 0 , C) as in Section 1.3. We rescale then the coordinates as in (1.26) and use the norm (1.37). The V 
The term κ m ′ (X) is the C m ′ -norm for the parameter x 0 ∈ X, and we use the trivializations from Section 1.2. We leave the details to the interested reader.
3.3. Symplectic version of Kodaira Embedding Theorem. Let (X, ω) be a compact symplectic manifold of real dimension 2n and let (L, ∇ L , h L ) be a prequantum line bundle and let g T X be a Riemannian metric on X as in Section 0.
We denote by PH * p the projective space associated to the dual of H p and we identify PH * p with the Grassmannian of hyperplanes in H p . The base locus of H p is the set Bl(H p ) = {x ∈ X : s(x) = 0 for all s ∈ H p }. As in algebraic geometry, we define the Kodaira map
which sends x ∈ X Bl(H p ) to the hyperplane of sections vanishing at x. Note that H p is endowed with the induced L 2 product (1.1) so there is a well-defined Fubini-Study metric g F S on PH * p with the associated form ω F S . Theorem 3.6. Let (L, ∇ L ) be a pre-quantum line bundle over a compact symplectic manifold (X, ω). The following assertions hold true:
(i) For large p, the Kodaira maps
(iii) For large p the Kodaira maps Φ p are embeddings.
Remark 3.7. 1) Assume that X is Kähler and L is a holomorphic bundle. Then ∆ p is the twice the Kodaira-Laplacian and H p coincides with the space H 0 (X, L p ) of holomorphic sections of L p . Then (i) and (iii) are simply the Kodaira embedding theorem. Assertion (ii) is due to Tian [38, Theorem A] as an answer to a conjecture of Yau. In [38] the case l = 2 is considered and the left-hand side of (3.15) is estimated by C l / √ p. Ruan [33] proved the C ∞ convergence and improved the bound to C l /p. Both papers use the peak section method, based on L 2 -estimates for ∂. A proof for l = 0 using the heat kernel appeared in Bouche [12] . Finally, Zelditch deduced (ii) from the asymptotic expansion of the Szegö kernel [42] .
2) Borthwick and Uribe [10, Theorem [13] , [14] .
Proof. Let us first give an alternate description of the map Φ p which relates it to the Bergman kernel. Let {S p i } dp i=1 be any orthonormal basis of H p with respect to the inner product (1.1). Once we have fixed a basis, we obtain an identification H p ∼ = H * p ∼ = C dp and PH * p ∼ = CP dp−1 . Consider the commutative diagram.
under our trivialization of L. By (1.30), Theorem (1.18), and (1.110), we obtain
Using again (1.88), (1.106), we obtain
and the convergence takes place in the C ∞ topology with respect to x 0 ∈ X.
(iii) Since X is compact, we have to prove two things for p sufficiently large: 3.26) and taking derivatives, we obtain f
, which is a contradiction since by assumption Z p = 0. This finishes the proof of (iii). 
uniformly on X, where · is the operator norm.
3.4. Holomorphic case revisited. In this Section, we assume that (X, ω, J) is Kähler and the vector bundles E, L are holomorphic on X, and ∇ E , ∇ L are the holomorphic Hermitian connections on
T X be any Riemannian metric on T X compatible with J. But we assume that J = J in (0.1). Set
Then the 2-form Θ need not to be closed (the convention here is different to [2, (2.1) ] by a factor −1). We denote by T (1,0) X, T (0,1) X the holomorphic and antiholomorphic tangent bundles as in Section 1.4. Let {e i } be an orthonormal frame of (T X, g T X ).
Let ∂ Ep * be the formal adjoint of the Dolbeault operator ∂ Ep on the Dolbeault
Here D p is not a spin c Dirac operator on
is not a renormalized Bochner-Laplacian as in (0.4). Now we explain how to put it in the frame of our work. 
Let S
−B denote the 1-form with values in antisymmetric elements of End(T X) which is such that if U, V, W ∈ T X,
The Bismut connection ∇ −B on T X is defined by
Then by [3, Prop. 2.5] , ∇ −B preserves the metric g T X and the complex structure of T X. Let ∇ det be the holomorphic Hermitian connection on det(T (1,0) X) with its curvature R det . Then these two connections induce naturally an unique connection on Λ(T * (0,1) X), and with the connections
, where ∧ and i denote the exterior and interior product respectively. We define a map c : Λ(T * X) → C(T X), the Clifford bundle of T X, by sending e 
We use now the connection ∇ −B,Ep instead of ∇ Ep in [18, §2] . Then by (3.30), (3.33), everything goes through perfectly well and as in [18, Theorem 3.18 ], so we can directly apply the result in [18] to get the full off-diagonal asymptotic expansion of the Bergman kernel. As the above construction preserves the Z-
3.5. Generalizations to non-compact manifolds. Let (X, Θ) be a Kähler manifold and (L, h L ) be a holomorphic Hermitian line bundle over X. As in Section 3.4, let R L , R det be the curvatures of the holomorphic Hermitian connections
The space of holomorphic sections of L p which are L 2 with respect to the norm given by
For each local holomorphic frame e L we have S 
is also a well defined smooth function. We have the following generalization of Theorem 0.1. 
Proof. By the argument in Section 1.1, if the Kodaira-Laplacian
∆ p,0 acting on sections of L p has a spectral gap as in (0.5), then we can localize the problem, and we get directly (3.36) from Section 1.
In general, on a non-compact manifold, we define a self-adjoint extension of
In the previous formulas ∂ 
Indeed, the estimate holds for u ∈ Ω
is dense in Dom Q p with respect to the graph norm, as the metric is complete.
f . It follows from the definition of the Laplacian and (3.38) that 
(b) the Morse inequalities hold in bidegree (0, 0) :
Proof. Due to (3.36), B p doesn't vanish on any given compact set K for p sufficiently large. Thus, (a) is a consequence of (3.36) and (3.41). Part (b) follows from Fatou's lemma, applied on X with the measure Θ n /n! to the sequence p −n B p which converges pointwise to (det
Remark 3.12. Under the hypothesis (3.35), the inequality (3.42) is [31, Theorem 1.1] of Nadel-Tsuji, where Demailly's holomorphic inequalities on compact sets K ⊂ X were used. The volume estimate is essential in their compactification theorem of complete Kähler manifolds with negative Ricci curvature (a generalization of the fact that arithmetic varieties can be complex-analytically compactified). The Morse inequalities (3.42) were also used by Napier-Ramachandran [32] to show that some quotients of the unit ball in C n (n > 2) having a strongly pseudoconvex end have finite topological type (for the compactification of such quotients see also [30] ).
Another generalization is a version of Theorem 0.1 for covering manifolds. Let X be a paracompact smooth manifold, such that there is a discrete group Γ acting freely on X with a compact quotient X = X/Γ. Let π Γ : X −→ X be the projection. Assume that there exists a Γ-invariant pre-quantum line bundle L on X and a
2 is non-degenerate. We endow X with a Γ-invariant Riemannian metric g T X . Let J be an Γ-invariant almost complex structure on T X which is separately compatible with ω and g T X . Then J, g T X , ω, J , L, E are the pull-back of the corresponding objects in Section 0 by the projection π Γ : X → X. Let Φ be a smooth Hermitian section of End(E), and
which is an essentially self-adjoint operator. It is shown in [27, Corollary 4.7] that
where C L is the same constant as in Section 0 and µ 0 is introduced in (0.3). Let H p be the eigenspace of ∆ p, Φ with the eigenvalues in [−C L , C L ]:
where E( · , ∆ p, Φ ) is the spectral measure of ∆ p, Φ . From [27, Corollary 4.7] , the von Neumann dimension of H p equals d p = dim H p . Finally, we define the generalized Bergman kernel P q,p of ∆ p, Φ as in Definition 1.1. Unlike most of the objects on X, P q,p is not Γ-invariant. By (3.43) and the proof of Proposition 1.2, the analogue of (1.7) still holds on any compact set K ⊂ X. By the finite propagation speed as the end of Section 1.1, we have: Theorem 3.13. We fix 0 < ε 0 < inf x∈X {injectivity radius of x}. For any compact set K ⊂ X and k, l ∈ N, there exists C k, l, K > 0 such that for x, x ′ ∈ K, p ∈ N,
(3.45)
Especially, P q,p (x, x) has the same asymptotic expansion as B q,p (π Γ (x)) in Theorem 0.1 on any compact set K ⊂ X.
Remark 3.14. Theorem 3.13 works well for coverings of non-compact manifolds. Let (X, Θ) be a complete Kähler manifold, (L, h L ) be a holomorphic line bundle on X and let π Γ : X → X be a Galois covering of X = X/Γ. Let Θ and ( L, h L ) be the inverse images of Θ and (L, h L ) through π Γ . If (X, Θ) and (L, h L ) satisfy one of the conditions (3.34) or (3.35), ( X, Θ) and ( L, h L ) have the same properties. We obtain therefore as in (3.42) (by integrating over a fundamental domain):
where dim Γ is the von Neumann dimension of the Γ-module H 0 (2) (X, L p ). Such type of inequalities imply as in [39] weak Lefschetz theoremsà la Nori. R L = ω in the sense of currents. We call (L, h L ) a singular polarization of ω. If we change the metric h L , the curvature of the new metric will be in the same cohomology class as ω. In this case we speak of a polarization of [ω] ∈ H 2 (X, R). Our purpose is to define an appropriate notion of polarized section of L p , possibly by changing the metric of L, and study the associated Bergman kernel.
First recall that a Hermitian metric h L is called singular if it is given in local trivialization by functions e −ϕ with ϕ ∈ L 1 loc . The curvature current R L of h L is well defined and given locally by the currents ∂ ∂ ϕ.
By the approximation theorem of Demailly [20, Theorem 1.1], we can assume that h L is smooth outside a proper analytic set Σ ⊂ X. Let π : X −→ X be a resolution of singularities such that π : X π −1 (Σ) −→ X Σ is biholomorphic and π −1 (Σ) is a divisor with only simple normal crossings. Let g T X 0
be an arbitrary smooth J-invariant metric on X and Θ ′ (·, ·) = g We can construct as in [35, §4] a singular Hermitian line bundle ( L, h L ) on X which is strictly positive and L| X π −1 (Σ) ∼ = π * (L p 0 ), for some p 0 ∈ N. We introduce on L| X Σ the metric (h L ) 1/p 0 whose curvature extends to a strictly positive (1, 1)-
The space H Proof. We first remark that by the localization argument in Section 1.1, Theorem 3.9 has a non-compact version analogous to Theorem 3.10, provided we can prove the existence of the spectral gap of the Kodaira-Laplacian L p . We will show that this is the case for the non-Kähler Hermitian manifold (X Σ, Θ ε 0 ) equipped with where T ε 0 = [i(Θ ε 0 ), ∂Θ ε 0 ] is the torsion operator of Θ ε 0 and |T ε 0 | is its norm with respect to Θ ε 0 . Now ∂Θ ε 0 = ∂Θ ′ by (3.47), so it extends smoothly over X, and thus we get the third relation of (3.49). The first one results for all ε small enough from (3.47), (3.48a) and the fact that the curvature of (h L ) 1/p 0 extends to a strictly positive (1, 1)-current on X (dominating a small positive multiple of Θ ′ on X). We turn now to the second condition of (3.49). We have i tend to zero as we approach Σ so they can be absorbed in Θ ′ and do not contribute to the singularity of Θ ε 0 near Σ . To examine the last term let us localize to a point x 0 ∈ Σ . We choose special coordinates in a neighborhood U of x 0 in which Σ j has the equation z j = 0 for j = 1, . . . , k and Σ j , j > k, do not meet U. Then for 1 ≤ i ≤ k, σ i A brute force calculation of − √ −1 ∂∂γ(z)/γ(z) and comparison to the singularities of Θ ε 0 given by (3.51) show that √ −1 R det > −CΘ ε 0 for some positive constant C . This achieves the proof of (3.49) and of Corollary 3.15.
Remark 3.16. (a) Corollary 3.15 gives an alternative proof of the characterization of Moishezon manifolds given by Ji-Shiffman [25] , Bonavero [8] and Takayama [35] . Indeed, any Moishezon manifold possesses a strictly positive singular polarization (L, h L ). Conversely, suppose X has such a polarization. Then as in (3.42), we have dim H 0 (2) (X Σ, L p ) Cp n for some C > 0 and p large enough.
, it follows that L is big and X is Moishezon.
(b) By [21, Proposition 6.6. (f)], or [40] , any big line bundle L on a projective manifold carries a singular Hermitian metric having strictly positive curvature current with singularities along a proper analytic set.
(c) The results of this section hold also for reduced compact complex spaces X possessing a holomorphic line bundle L with singular Hermitian metric h L having positive curvature current (see [35] for definitions). This is just a matter of desingularizing X. As space of polarized sections we obtain H 0 (2) (X Σ, L p ) where Σ is an analytic set containing the singular set of X.
