Existing reliable multicast protocols are designed to perform well in wired networking environments. However, in mobile networking environments, these reliable mobile multicast protocols are not optimal as they do not take into account the limitations of power (energy), storage capacity, processing power, impairments of wireless communication channels, and the frequent changes of location and the resulting loss of network connectivity. This paper analyses four hybrid reliable multicast schemes, namely NAK-based schemes, ACK-based schemes, ACK-based schemes with FEC (Forward Error Correction), and NAK-based schemes with FEC that are suitable for mobile networking environments and quantifies their performance. These four schemes differ from the generic senderinitiated and receiver-initiated reliable multicast protocols in that they rely on a mixture of multicasting and unicasting for providing reliability. This analysis is used to show that NAK-based schemes with FEC is best suited for reliable multicasting in mobile environments as they provide excellent performance in terms of average wireless channel utilization and average processing time, independently of the number of MHs. key words: reliable multicast, FEC, mobile multicast
Introduction
Multicasting greatly saves bandwidth and sender resources in applications, which need to distribute information to a selected group of end points. Currently, IP multicast provides adequate support for fixed hosts on wired networks. However, this support does not provide sufficient reliability for the mobile nodes on wireless networks. This is becoming increasingly important, with the widespread deployment of 802.11 wireless LANs both in hotspots and office environments, and the all IP networks, as they will be used for mission critical applications such as personalized stock price notifications and software updates.
The importance of reliable multicast has been recognized by the research community and over the past couple of years several proposals for providing reliable multicast services in fixed IP networks have been proposed [1] - [17] . However, since they were aimed at fixed IP networks, none of these works have addressed the requirements of wireless networks supporting mobility. IP multicast in mobile envi- ronments need to addresses several problems that arise as a result of mobile hosts (MHs) having limitations on the availability of power (energy), storage capacity and processing power, the impairment of the wireless channels, and losses in network connectivity due to frequent changes of location.
In this paper, we evaluate the performance of four generic reliability mechanisms in order to gain insights into the performance of reliable mobile multicast protocols. In the evaluation, we use the average wireless channel utilization and average processing time as main performance metrics. This analysis differs from others presented in the literature [26] - [36] in three new ways. Firstly, it concentrates on IEEE 802.11 networks. Secondly, the analysis considers the combined use of multicasting and unicasting, where a multicast sender transmits a multicast packet for a maximum of K times, and then unicasts the packet to each of the receivers, which have not correctly received the packet. Finally, the analysis considers parity-based reliable mobile multicast schemes.
The rest of the paper is structured as follows. In Section 2, we provide an overview of the related work in reliable mobile multicast. Section 3 provides network and system model of our analysis, and the comparative analysis in the case of BSC (Binary Symmetric Channel) is presented in Section 4. Section 5 presents the comparative analysis in case of Gilbert-Elliot channel. The numerical results are presented in Section 6, and finally Section 7 concludes and summarizes the findings.
Related Work
A number of reliable multicast protocols have been proposed in the literature [1] - [17] . These can be classified into 3 main categories, namely sender-initiated protocols [1] - [7] , receiver-initiated protocols [8] - [10] and tree-based protocols [11] - [13] .
Sender-initiated protocols are characterized by positive acknowledgement (ACK) schemes, where receivers return positive ACKs to the sender. The main problem of senderinitiated protocols is scalability, due to ACK or response packet implosion.
The second type is receiver-initiated protocols [8] - [10] . Ramakrishnan and Jain, [8] designed and evaluated, through simulation, a receiver-initiated window-based reliable multicast protocol suitable for a local area network. Floyd et al. [10] have used similar ideas to design a scalable reliable multicast (SRM) protocol. RAMP [9] is a negative Copyright c 2005 The Institute of Electronics, Information and Communication Engineers acknowledgement (NAK) protocol that selectively unicasts or multicasts a retransmission depending on the number of received NAKs. All of these protocols do not support mobility.
To improve scalability, the use of forward error correction (FEC) has been proposed in [11] - [14] . Gemmell [11] proposed Erasure Correction Scalable Reliable Multicast (ECSRM), which is a modification of SRM. Using erasure correction, ECSRM is designed to provide reliable multicast that is scalable to a large receiver set. Rizzo et al. [12] proposed the use FEC in wireless networks and they also proved the possibility of achieving this through a software FEC implementation. They concluded that FEC encoding and decoding could be implemented in software even on resource-limited equipment such as mobile computers and PDA's. Roger [13] proposed scoped hybrid automatic repeat request with forward error correction (SHARQFEC), which selectively added FEC in greater loss regions. Yoon et al. [14] proposed an adaptive reliable multicast, which is based on a hybrid ARQ and adaptive FEC. They used adaptive FEC for improving the number of transmissions, the number of NAK requests and the transmission time. Despite this, again none these protocols supports mobility, and the average number of transmissions and the average number of NAK transmissions are dependent to the number of multicast members, thus their scalability is limited.
The other method of addressing scalability that has been reported in the literature is use of tree structures [15] - [17] . These tree-based schemes organize the receivers into an ACK tree, which is responsible for collecting acknowledgements and sending retransmissions, thereby reducing the number of ACK/NACK messages. Again, none of these protocols supports mobility and the number of transmissions is not independent of the number of multicast members.
Several reliable mobile multicast protocols have also been proposed in the literature [18] - [25] . They are primarily enhancements of multicast schemes that have been proposed for fixed networks and have not been thoroughly analysed. RRBMoM [18] is an ACK-based reliable, hybrid sender-initiated and local server-initiated loss recovery scheme. In contrast to RRBMoM, RMoM [19] utilizes reliable link-layer multicast and a NAK-based protocol for reliability. Like RRBMoM, Reliable Mobile Multicast Protocol (RMMP) [20] , [21] uses ACK-based protocol for reliability and handles mobility by requesting tunnelling from previous FAs to current FA. Multi-Level Reliable Mobile Multicast Scheme (MR MoM) [22] , [23] provides different levels of reliability ranging from no reliability (best-effort) to full reliability. MR MoM is a receiver-based protocol in which the receivers themselves are responsible for loss detection and loss request. In [24] , McKinley et al. implemented a reliable multicast scheme by using proxies to support collaboration among the mobile users. They utilized an adaptive FEC scheme, which adjusts the level of redundancy in response to packet loss rate in the wireless network. Finally, HMoM [25] , uses a hybrid ARQ and adaptive FEC scheme to improve scalability and QoS by providing different reliability levels. All of these schemes again are not scalable as the ACK/NACK transmissions and not independent on the number of MHs.
The attempts at analysing both fixed and mobile reliable multicast are given in [26] - [36] . The first processing requirement analysis of generic reliable multicast protocols was presented by Pingali et al. [26] . They compared a class of sender-initiated protocols and receiver-initiated protocols. Levine et al. [29] extended this analysis to the class of ring-based protocols and tree-based approaches. In [31] , [32] , and [34] protocols with aggregated acknowledgments were considered by using throughput, bandwidth and delay as main metrics. A bandwidth analysis of generic reliable multicast protocols was done by Kasera et al. [28] and Nonnenmacher et al. [30] . Kasera concentrated on global loss recovery while Nonnenmacher provided local recovery analysis. Lacher et al. [33] provided analysis of reliable multicast protocols by comparing centralized and distributed error recovery mechanisms.
Lai and Liao [35] analysed the performance of reliable multicast for host mobility in IP networks. They concentrated on global token rotating and local recovery with tunnelling using buffer size and delay as main metrics. The analysis considers only handover losses and does not consider forward error correction. Sadok et al. [36] provides analysis of their RM2 protocol, which uses a dynamic retransmission strategy to switch between multicast and unicast retransmission modes depending on to the amount of extra load generated both in the wired network and in the wireless interfaces by packet retransmissions. The objective of the analysis was to establish optimum selection between unicast and multicast for re-transmitting multicast packets to improve wireless link utilization. This analysis again does not consider FEC.
System Model
The network model used in the analysis in this paper is derived by partitioning the multicast protocols into ones that takes place solely within a single cell between an FA (Foreign Agent) and a local MH, and those that occur entirely within the static network between FAs and multicast sources. This model has been successfully used for structuring distributed algorithms for mobile hosts in [37] , [38] , [40] and mobile multicasting protocols in particular in [24] , [25] , [29] . Also this analysis could be used to study multicast protocols based on unicast and subnet multicast such as the one proposed in [45] , tree-based reliable multicast protocols for instance RMMP [20] , [21] , RRBMoM [18] or proxy-based reliable mobile multicast protocols such as in [24] . This network model is schematically shown Fig. 1 . For example, if a MH is in a subnet and would like to join multicast group G0, it can get its FA to join G0. At the same time the MH listens to multicast packets from G1. If the FA receives multicast packets from G0, it buffers the packets and then modifies packets as required; such as adding new header or/and packet level FEC encoding [24] , [25] and The reliability between multicast source and static receivers including the FA could utilize any existing reliable multicast protocol. The mechanisms for providing reliability between the FA and MHs under its control are the focus of this paper. In this study, we assume handover losses are very low because multicast routing protocols eliminate those losses. The reliability mechanisms are classified into 4 categories: ACK-based schemes, ACK-based schemes with FEC (Forward Error Correction), NAK-based schemes and NAK-based schemes with FEC. In the following subsections the operation of these schemes according the above system model is described.
Operation of ACK-Based Schemes
In an ACK-based scheme, each FA unicasts or multicasts a multicast packet to the MH receivers and starts a timer. The MHs send ACK packets for successfully received packets. If the timer expires before the FA receives all MHs' ACKs, the FA retransmits the packet and restarts the timer. The retransmissions can be carried out different ways, and give rise to schemes with different characteristics as described below.
In general each multicast packet is transmitted a maximum of K times. After that, if any multicast group member has not successfully received the packet, it is unicast to each of these members until all group members have correctly received the packet. The value of K might be chosen several ways:
1. Set K to 0: Unicast: The FA transmits all packets to each group member separately until all receivers have correctly received the packets. 2. Set K to 1: Then, as proposed in [20] , [21] , the FA multicasts a packet to all group members in its service area and any retransmissions are unicast. 3. Set K using network metric: The FA retransmits a packet to all group members in its cell via multicast or unicast depending on a network metric, such as load, measured at the FA. 4. Set K to infinity: Then, as proposed in [1] , the FA transmits a packet to all group members in its service area via multicast for both the first transmission and subsequent retransmissions.
In our analysis we assume that the MH sends an ACK packet for each received multicast packet and that the retransmission timer does not expire before corresponding ACK packet is received.
Operation of NAK-Based Schemes
The transmission algorithm of NAK-based schemes at each FA is the same as that of the ACK-based schemes. The only difference is that the losses are detected by the MHs using a timing mechanism, gaps in the sequence numbers of packets or special session messages. When a loss is detected, the MH sends a NAK packet to the FA and starts a re-sending timer. When the FA receives a NAK packet, it retransmits the requested packets using one of the four schemes described in subsection 3.1. NAK schemes with K = 1 has been suggested in [22] and [23] , setting K based on the loss rate (i.e. the number of NAKs received) in [10] and [36] , and with an infinite K in [9] . Similarly to the ACK-based scheme, we assume that the MH sends a single NAK packet for reporting a lost packet and also the timer does not expire prior to the FA receiving the retransmission of that packet.
Operation of ACK-Based Schemes with FEC
The ACK-based schemes with FEC are identical to the NAK-based schemes with FEC described in section 3.4 except that each MH reports each received packet using an ACK packet.
Operation of NAK-Based Schemes with FEC
The transmission algorithm and loss detection mechanisms of NAK-based schemes with FEC at each FA are similar to the ACK-based scheme described in section 3.1, except for the first transmission. The first packet transmission either contains the original packet as well as some redundant information such as parity packets or the packet is multicast K times. After that the packet is unicast to group members who have not successfully received until everyone correctly receives the packet.
In the analysis, for parity-based schemes we set K ≥ 1 as setting K = 0 results in significant wastage of bandwidth. We start by analysing the NAK-based scheme where each FA multicasts a block FEC of n packets, comprising of k original packets and (n − k) redundant packets derived using Reed Solomon Erasure Code (RSE) [43] . If x of the n packets are received correctly by a MH, and x is less than k, the MH needs to request the FA to retransmit k − x packets.
In our analysis, the multicast receivers request original packets randomly, although in integrated FEC protocols described in [14] - [17] requests a number of parity packets. Furthermore, it is assumed that the FA retransmits the requested packets without FEC encoding. For example, assume that a FA multicasts packets whose sequence numbers are 1, 2, 3, 4, 5, 6 and 7 of which packets 1, 2, 3 and 4 are original packets and packets 5, 6 and 7 are parity packets. Then if the MH correctly receives packets 1, 4 and 7, it needs to request either 2 or 3 randomly.
The difference between requesting original packets and parity packets results is the probability of needing FEC decoding (see appendix A) and the bandwidth usage. The requesting of original packets results in more bandwidth usage than requesting parity packets because, parity packets can be sent to more than one MH. For example, if MH1 losses packet 1 and MH2 losses packet 2, the FA can resend only one new parity packet for both MHs. However if both MHs request original packets, two packets need to be retransmitted. Obviously, NAK-based schemes with FEC with K = 1 is not affected.
In this work we do not consider requesting new parity packets. This is because FEC encoding for each FA might be different because their operating environments such as loss rates, numbers of affiliated receivers might be different. Therefore if mobile hosts move to a new FA and request a new parity packet, the new FA may send the wrong the parity packet. This can lead to a complex protocol, if receivers request new parity packet after a loss episode. The comparative performance of requesting parity packets and requesting original packets could be found in [47].
Network and Error Model
Our analysis assumes a IEEE 802.11 network. Thus it considers wireless channels (from FAs to MHs), which uses the Distributed Coordination Function (DCF) mode of the IEEE 802.11 MAC, the most widely used wireless access algorithm. DCF is based on CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance). Therefore in order to avoid collisions of packets due to hidden terminals when unicasting, RTS (request-to-send) and CTS (clear-to-send) control packets are exchanged between the sender and the receiver for reserving the medium. Lost unicast packets are re-transmitted a maximum of N − 1 times. For multicasting and broadcasting, RTS and CTS control packets are not used. Furthermore, there are no retransmissions for multicast transmissions.
The value of N is 8 for short packets and 5 for long packets. The packet is considered to be short if its size is less than or equal to the RTS dot11RTSThreshold, [41] . In our analysis, we set the dot11RTSThreshold to 0, which results in N always being equal 5, and RTS and CTS packets being used for every unicast packet transmission. However the analytical results could be easily adapted for the case of no CTS and RTS.
In addition we assume no errors on CTSs, ACKMACs, (MAC Acknowledgement packets) and RTSs. We also assume that the probability of bit error rate of the jth mobile host (MH j ), p b ( j) is mutually independent of other MHs. Finally, similar to analysis presented in [26] - [28] , [36] , we assume that NAK packets and ACK packets are never lost. Under these assumptions, MH j's packet loss rate p( j) is given by p( j)
L , where L is the packet size in bits.
We start by analysing the perceived packet loss rate in the MAC layer, p MAC ( j). The probability of successful transmission of a unicast packet at the MAC layer of MH j, p suc ( j), is given by
Thus p MAC ( j) = p N ( j). We can then obtain the average number of transmissions per unicast packet, E(T MAC ), as the follows:
As a result, the average channel utilization time,
, is given by (3) as we assumed the transmissions of both a CTS and a RTS signal with each unicast transmission.
E[L MAC DAT
where U DAT A is the channel usage time for transmission of a data (original and parity) packet, U CTS is the channel usage time for transmission of a CTS packet, U RT S is the channel usage time for transmission of a RTS packet and U ACK MAC is the channel usage time for transmission of an ACK packet at the MAC level.
Analysis in the Case of Independent Loss Model
4.1 ACK-Based Scheme (A1)
Number of Transmissions
Let T X be the number of transmissions for a packet to be received successfully by all MHs. From [26] , the probability that the number of transmissions via multicast is less than or equal to i, P(T MX ≤ i), is given by
Also from the basic of unicast transmission analysis, we obtain the probability that the number of transmissions via unicast is greater than or equal to K + i, is given by:
where M is the number of MHs under service of a FA. Consequently the average number of transmission attempts is given by:
Wireless Link Utilization Time
The channel utilization analysis does not include Address Resolution Protocol (ARP) messages, mobile IP registration messages and multicast registration messages as they will be the same for all schemes. It also assumes that the size of the ACK packets is fixed. Based on these assumptions, the average wireless utilization time is the sum of average wireless channel utilization time used by each FA and the average wireless channel utilization time used by all of the affiliated MHs.
For each FA, the wireless channel utilization time is given by:
As we assumed that the MH generates an ACK packet per received packet, we obtain:
where E[L MAC ACK ( j)] is the average wireless channel utilization time for transmitting an ACK packet and E[T A1 A ( j)] is the average number of transmissions of ACK packets per original packet which is given by:
is the average received packets per original packet.
Processing Time
Firstly, the processing time at each FA is considered. With extension of the analysis given in [26] , the average processing time requirement at each FA, E[P A1 FA ], can be shown to be:
where E[P T X ] is the average processing time for the transmission of a multicast packet, E[P RA ] is the average processing time of receiving an ACK packet,
A ] is the average number of received ACK packets per multicast packet,
] is the average processing time for the timer interrupt. The average number of timer interrupts for each multicast packet, E[I A1 ], is given by:
This interrupt calculation is similar to the one given in [26] . We focus on the average processing time per multicast packet at a MH. Similar to (11), we have
where E[P RX ] is the average processing time of receiving a multicast packet at each MH,
is the average number of ACK packets generated per multicast packet which is presented in (10), E[P T A ] is the processing time for the transmission of an ACK packet and E[R X ( j)] is the average number of multicast packets received at each MH, which is
4.2 NAK-Based Scheme (N1)
Number of Transmissions
The average number of transmissions used by NAK-based schemes is the same as the average number of transmissions in the ACK-based schemes, given in (6).
Wireless Channel Utilization Time
Similar to the ACK-based scheme, the average wireless channel utilization analysis does not include ARP, registration and multicast registration packets. NAK packet size is also assumed to be constant. Based on these assumptions, the average wireless utilization time is the sum of average wireless channel utilization time used by each FA, E [ 
NAK ] can be defined as:
where E[L MAC NAK ( j)] is the average wireless channel utilization for transmitting a NAK packet which is given by:
where U NAK is the wireless channel time used to transmit a NAK packet.
Processing Time
The processing time at each FA and MH can be found again by extending the analysis provided in [26] . From this analysis the average processing time requirement at each FA is given by
where
N ] is the average number of received NAK packets per multicast packet given by
is the average processing time required for the transmission of a multicast packet, and E[P RN ] is the processing time required for receiving a NAK packet.
We focus next on the average processing time per original packet at MH j. Similar to (17), we have
where E[I N1 ( j) ] is the average number of timer interrupt per multicast packet which is given by:
The variable E[P RX ] is the average processing time for receiving a multicast packet, E[P T N ] is the processing time for the transmission of a NAK packet, E[P I ] is the requirement for the processing of a timer interrupt and E[R X ] is the average number of received packets per multicast packet which is the same given in (10).
NAK-Based Scheme with FEC (N2) 4.3.1 Number of Transmissions
We assume that a NAK packet is sent for every requested packet. Let q be the probability of that an original packet is requested after FEC recovery. Then
Therefore, the average number of transmissions per packet for all affiliated MHs to successfully receive an original packet, E[T FEC ], is given by
Wireless Channel Utilization
Similarly to the average wireless channel utilization of the NAK-based scheme, the average wireless channel utilization of the NAK-based scheme with FEC, E[U FEC ], calculated from the sum of the average wireless channel utilization time by each FA and used by all affiliated MHs. The average wireless channel utilization time used by FA is given by:
As we have assumed that the MH generates a NAK packet per requested packet, we obtain that:
is the average number of NAK packets per multicast packet.
Processing Time
Firstly, we analyse the processing time per multicast packet by considering each FA. By extending the analysis in [26] , the processing time can be shown to be given by: 
where p D ( j) is the probability of needed FEC decoding and E[I N2 ( j) ] is the average number of timer interrupts per multicast packet, given by
and
The 
Analysis of ACK-Based Scheme with FEC (A2)
As described earlier, in this scheme, initially each FA multicasts a block of original packets including redundancy packets, which are encoded by RSE code.
Number of Transmissions
We assume that a NAK packet is sent per each requested original packet. Thus it is identical to the NAK-based scheme with FEC. Therefore, if q be the probability of that an original packet is requested after FEC recovery and the average number of transmissions E[T FEC ] will again be given by (21).
Wireless Channel Utilization
This is again the same as the NAK-based scheme with FEC and the average channel utilization by the FAs, E[U FEC FA ] is given by (22) . As before, we have assumed that MH generates an ACK packet per received packet, without accumulation. Then
Therefore:
is the average number of NAK packets per original packet.
Processing Time
Again extending the analysis from [26] , the processing time can be shown to be given by: 
Similarly to (31), the average processing time of MH j per multicast packet is given by
From (33) and (34) it can be seen that both the average number of transmissions and the average number of NAK transmissions could be controlled to be virtually independent of the number of MHs. This could be achieved by adapting the probability of an original multicast packet that needed to be retransmitted, q( j), to be inversely proportional to the number of MHs. Under these conditions, the average number of NAK transmissions does not depend on the number of MHs. Likewise, if the ratio of parity packets to original data packets, (h/k), is ignored, the average number of transmissions also does not depend on the number of MHs. In the next section we analyse the wireless link utilization for NAK-based scheme to confirm that the average wireless link utilization is virtually independent of the number of MHs if the probability of an original multicast packet needed to be retransmitted, q( j) is inversely proportional to the number of MHs.
Analysis in the Case of Two-State Markov Loss Model
In this section we extend the analysis by modelling the packet loss rates of all MHs using a 2-state Markov approximation of wireless channel [44] . This analysis is based on two wireless channel models, namely a simplified 2-state Gilbert-Elliott channel and a 2-state Gilbert-Elliott channel. The process of the 2-state model for MH j consists of a "good" state and "bad" state. In the "good" state (G), losses occur with low probability p G ( j) while in the "bad" state (B) they occur with a probability, p B ( j). The transition probability from G to B is p GB ( j) and the transition probability from B to G is p BG ( j). The steady state probabilities of being in states G and B are given by
respectively. The average packet loss rate produced by the Gilbert-Elliott channel is
If p G ( j) and p B ( j) are set to be 0 and 1, respectively, the model is referred as the simplified Gilbert-Elliott model.
Wireless Channel Utilization of Pure-NAK-Based Schemes
The average wireless utilization is the sum of average wireless channel utilization by each FA, 
Then the average number of NAK transmissions per original multicast packet, E[T NAK ], is given by
The average wireless link utilization time by a FA and MHs under its control are given by
where U DAT A UNI = (U DAT A + U CT S + U RT S + U ACK MAC ), U DAT A , U CT S , U RT S , U ACK MAC and U NAK are the wireless link utilization times for transmitting a multicast packet, a CTS packet, a RTS packet, an ACKMAC packet and a NAK packet, respectively. The derivation of P(T X ( j) ≥ i), given in appendix B, shows that it depends on wireless channel model, namely 2-state Gilbert-Elliott channel in (A· 4) and simplified 2-state Gilbert-Elliott in (A· 7).
Wireless Channel Utilization of FEC-NAK-Based Schemes
Again, the average wireless channel utilization is the sum of average utilization by each FA, 
The average wireless link utilization by a FA and affiliated MHs are given by
Again the derivation of P(T FEC ( j) ≥ i) is given in appendix A and is dependent on the wireless channel models given by (A· 16) and (A· 24). In summary, for both the BSC and 2-state Markov loss models, in the case of K = 1, the average number of transmissions and the average number of NAK transmissions could be presented in a general form for both independent and correlated losses as follows:
where C( j) is a constant, which depends on the wireless loss model. It only depends on packet loss rate in the case of independent loss as packet losses with probability p( j), does not depend on the sequence of retransmissions. In the case of correlated losses, the value of C( j) depends on both the retransmission algorithm and the channel packet loss parameters. The probability of an original multicast packet needing retransmission after FEC recovery, q M ( j), depends on the loss of multicast packets that occurred when they were first transmitted and FEC parameters. It does not depend on retransmission algorithms and the losses of NAKs, CTSs, RTSs and ACKMACs. Therefore in order to design a reliable multicast protocol, where the wireless link utilization is virtually independent of the number of MHs, the protocol need only ensure that the probability q M ( j) is inversely proportional to the number of MHs by adapting h and/or k.
The retransmission algorithm does not need to be exactly the same as the generic schemes. The changing of retransmission algorithm will only result in a slight change in the value of C( j) in the case of correlated losses. This change leads to different wireless link utilization values. However, despite this, the average wireless link utilization will remain virtually independent of the number of MHs for a given retransmission algorithm.
Numerical Results
We start with presenting numerical parameters in subsection 6.1. Subsection 6.2 presents the results when packet loss is modeled as a homogeneous Binary symmetric channel (BSC). Subsection 6.3 presents the results when packet loss is modeled as a heterogeneous BSC. Subsection 6.4 presents the results when packet loss is modeled as a homogenous Gilbert-Elliot model. Finally subsection 6.5 presents the results when packet loss is modeled as a heterogeneous Gilbert-Elliot model.
Numerical Parameters
For all of the loss models, the numerical results presented used the following parameter values. Data packet size of 2000 bytes, RTS, CTS and ACKMAC packet sizes of 20, 14, and 14 bytes respectively. A combined MAC and IP headers size of 72 bytes. The wireless channel data rate of 2 Mbps. The processing time requirements as per [26] , of E[P RX ] = E[P T X ] = 1000 µs for transmitting or receiving a 2 K data packet, and E[P T N ] and E[P RN ] to be 500 µs for transmitting and receiving a NAK or ACK packet. Finally, values of E[P I ] = 24 µs, and P DEFEC = P ENFEC = 1000 µs as suggested in [27] .
To ensure that the average number of transmissions of the original packet to become virtually independent of number of MHs, the number of redundancy packets (h) and the original packets (k) per FEC block was adapted to follow the packet loss rates and number of MHs. It would have been better to adapt both h and k as it would have provided wider adaptable range. However the adaptation of both h and k leads to more complexity. As a compromise, only the adaptation of the number of redundancy packets was considered. The proposed adaptive redundancy algorithm is shown in Fig. 2 . A FA receives the wireless loss parameters: for the BSC the packet loss rate p( j), and for the Gilbert-Elliot model p GG ( j), p GB ( j), p BB ( j), p BG ( j). The criteria value, C R , is a threshold value which determines the amount of redundancy packets, and is calculated by averaging the probability of packet requested after FEC decoding, q( j), for all MHs, i.e. C R = Another parameter considered is the number of original packets per FEC block (k). Figure 3 shows the value, q, as a function of k and h. It can be seen that for a fixed value of k, the higher the h is, the lower the q. Figure 4 shows the average wireless link utilization time as a function of MHs for different values of k. It shows that the higher the k, the lower the average wireless link utilization time and the lower the ripple of average wireless link utilization time. This is because of that the adaptable resolution is less when the value of k is lower. However the wireless link utilization time becomes virtually independent of the number of MHs for all values of k. In summary, the selection of the value of k is not critical as long as it is high enough. The selection of k also depends on other factors such as memory, FEC encoding and decoding capacity, etc. Therefore, for all of numerical results, presented k set at 30 packets.
Independent and Homogenous BSC Losses
In literature, the adaptive reliable multicast could be classified into 2 main categories: adaptive value of maximum number of multicast (K) and adaptive FEC. The first adaptive mechanism utilizes a dynamic retransmission strategy to adapt K according to the amount of extra load generated by packet retransmissions. This adaptation mechanism has been employed in [9] , [36] . The second adaptation mechanism has been utilized in [11] - [14] and is presented in this paper. Figures 5 and 6 show the average number of transmissions per original packet and average number of received packets per original packet for the case of reliable multicast without FEC. The packet loss rate for all MHs p( j) is 0.2822. As can be seen from Fig. 5 , if the value of K is high, the average number of transmissions is lower. It can be seen from Fig. 6 that for a constant number of MHs, the higher the value of K is, the higher the average number of received packets. This means that there is a tradeoff between the average number of transmissions and the average number of received packets. Moreover, the adaptable range of K is very small. For instance, Fig. 5 , shows that the adap- tation range could be between 1 and 5. This range depends on the packet loss rate and the number of multicast members. Therefore it is impossible to adapt the value of K as suggested in [9] , such that the both average number of transmissions and average number of received packets become virtually independent of the number of MHs. Figures 7 and 8 show the average number of transmissions per original packet and the average number of received packets per original packet for the case of reliable multicast with FEC. As can be seen from the figures, both the average number of transmissions and the average number of received packets are less than those of non FEC-based scheme and virtually independent of number of MHs and K.
In order to compare the performance of the FEC-NAKbased scheme and the FEC-ACK-based scheme, Fig. 9 and Fig. 10 show the average wireless link utilization per original packet. They show that the average wireless link utilization of FEC-NAK-based scheme is less than that of the FEC- ACK-based scheme and it is virtually independent of the number of MHs. The average wireless link utilization time of FEC-ACK-based scheme is proportional to the number of MHs because it was assumed that the FEC-ACK-based scheme sends an ACK packet per received packet. Therefore, the use of cumulative ACKs would reduce the average wireless link utilization. Figure 11 illustrates the average number of transmissions per original packet as a function of the number of MHs and the packet loss rates p in the case of NAK-FECbased scheme. In this figure, p is varied from 0.05 to 0.5. It shows that the average wireless utilization time is virtually independent of the number of MHs for all of the packet loss rates. This illustrates the scalability of reliable multicast. Figures 12 to 15 show the comparative performance of the four generic protocols with different values of K as a function of the number of MHs. These results show that the FEC-NAK-based scheme results in the lowest wireless channel utilization and make the channel utilization to be virtually independent of the number of MHs. In addition, it results in the lowest processing time requirement at each FA and that it is independent of the number of MHs. However, the average processing time requirements at the MH of NAK-based schemes with FEC is higher. This is not a major concern as terminal devices are likely to become more powerful.
In summary, the results presented in Fig. 7 to Fig. 15 , indicate that scalable reliable mobile multicast protocols should use:
• An adaptive forward correction based on the number of MHs and packet loss rate • A NAK-based scheme • Use value of K = 1 because the performance of FEC-NAK-based schemes are insensitive to K and when K = 1, error recovery algorithm could be easily designed using existing unicast protocols.
In order to prove validity of the above observation for all of the loss models, the comparative performance of the four analysed schemes for three other types of loss models was carried out.
Independent and Heterogeneous BSC Losses
For these loss types, the packet loss rate p( j) for MH j was uniform randomly selected to be between 0.2382 and 0.3322. Figure 16 presents the average wireless link utilization time as a function of the number of MHs and K. This again illustrates, the average time is virtually independent of the number of MH and the value of K.
Figures 17 to 20 show comparative performance of the four analyzed schemes with different values of K as a function of the number of MHs. Similar to the case of homogeneous and independent loss model in subsection 4.2, FEC-NAK-based scheme results in the lowest wireless link utilization time and the channel utilization becomes virtually independent of the number of MHs. In addition, the processing time requirement at each FA is the lowest and it is virtually independent of the number of MHs. However, the average processing time requirements at the MH of NAK-based schemes with FEC is higher. Finally, Fig. 21 shows the average wireless link utilization time of FEC-NAK-based mechanism as a function of the number of MHs and p. The average p for all MHs was varied from 0.05 to 0.5. The packet loss rate of MH j, p( j) was uniformly randomly selected from p−0.15p to p+0.15p. Under these conditions, Fig. 21 , show that the average wireless link utilization time is virtually independent of the number of MHs for all of the tested packet loss rates.
Homogeneous and Gilbert Channel Losses
The average number of transmissions of each FA for different number of MHs and K for these types of losses is shown in Fig. 22 . The numerical parameters were set as follows:
2822. The number of MHs was varied from 1 to 40 and K was varied from 1 to 10. From the results same conclusion as in the case of the independent loss model can be drawn, namely that the average number of transmissions for FEC-based scheme is virtually independent of the number of MHs and K. Figure 23 illustrates the comparative performance as a function of MHs with different values of K. It shows that the average number of transmissions for FEC-based scheme is virtually independent of number of MH and it is much less than that of No-FECbased schemes. Figure 24 presents the average number of transmissions as a function of the average packet loss rate p when was varied from 0.05 to 0.3, and the number of MHs. It also shows that the average number of transmissions is virtually independent of the number of MHs for all of the tested packet loss rates. of p( j) was uniformly randomly selected from 0.2382 to 0.3322 and p GG ( j) was calculated from the selected p( j). Again they show similar results to independent loss model, i.e. that the average number of transmissions for FEC-based schemes is virtually independent of the number of MH and much less than that of schemes without FEC-based. Figure 27 presents the average number of transmissions as a function of the packet loss rate, p between 0.03 and 0.3, and the number of MHs. The average packet loss rate of MH j, p( j) was again uniformly randomly selected from p − 0.15p to p + 15p. It again shows that the average number of transmissions is virtually independent of the number of MHs for all tested packet loss rates.
Heterogeneous and Gilbert Channel Losses
In summary, similar to the case of independent loss model, for both Gilbert-Elliott loss models, the number of transmissions at each FA could be controlled to become virtually independent of number of MHs by adapting amount of FEC redundancy according to the number of MHs and the wireless channel loss rates.
Summary and Future Work
In this paper, we have presented a comparative analysis of four generic reliable multicast mechanisms. This was done by classifying reliable multicast schemes into four generic schemes and developing an analytical model for each one. The generic schemes referred to as ACK-based, NAK-based, ACK-based with FEC, and NAK-based with FEC schemes encompass all the reliable multicast schemes that have been proposed to date in the literature. Thus, the comparison provided is uniform and generic.
The comparison of the schemes was done using wireless channel utilization and average processing time as main metrics. The results lead to the following findings:
• NAK-based schemes with FEC consume the least wireless channel utilization, and wireless channel utilization is virtually independent of the number of MHs if the probability of requests is inversely proportional to the number of MHs.
• They minimize the average processing at each FA (or source) and the average processing time is again virtually independent of the number of MHs if the probability of requests is inversely proportional to the number of MHs.
• NAK-based scheme with K = 1 requires the lowest average processing at each MH (or receiver).
• NAK-based schemes with FEC for all values of K requires more average processing than NAK-based schemes with K = 1 and 2 due to the software FEC coding/decoding time.
• NAK-based schemes with FEC for all values of K require lower average processing than that of NAK-based schemes with K greater than 2. However, this is not a major drawback as it is likely that capabilities of MHs are likely to increase faster than transmission bandwidth in future [42] .
In conclusion, the scalable reliable mobile multicast protocols should use a NAK-based scheme with an adaptive forward correction based on the number of MHs and packet loss rate, with Kequal to one. 
Appendix A
In this appendix, we derive the probability that a packet needed to be FEC decoded. If a MH has received k correct original packets, it does not need to decode the FEC. This event occurs with a probability, (1− p) k . Consequently if the MH requests parity packets the probability of needing FEC decoding is given by p D = 1 − (1 − p) k . If the MH requests original packets, the probability of needed FEC decoding is given by Figure A· 1 shows the probability of needing FEC decoding at each MH for a FEC block with different code rates and as a function of packet loss rate. These numerical result shows that the probability of needed FEC decoding of requesting original packets is less than that of requesting parity packets. The reduced probability of the needed FEC decoding also leads to a reduction in power consumption at the MHs.
Appendix B
In this appendix we analyse probability that a FA attempts to transmit a packet more than i times for MH j to correctly receive the packet, P(T X ( j) ≥ i). Three wireless channel loss models: BSC (Binary Symmetric Channel), Gilbert-Elliott Channel and simplified Gilbert-Elliott channel are considered. The analysis starts with a 2-state Gilbert-Elliott (GE) Channel model. The results of the analysis are simplified for simplified 2-state Gilbert-Elliott (SGE) channel model. 
B.1 Analysis of P(T x ( j) ≥ i) without FEC
The probability of a packet to be transmitted by FA more than or equal to i times until MH j correctly receives it, P(T X ( j) ≥ i), in the scheme without FEC.
B.1.1 Gilbert-Elliott Channel Model
In order to simply the analysis, we provide a modified trellis diagram of sequence of transmissions as shown in Figure A· 2 . It consists of four states, (G, C) "good-correct" state, (G, E) "good-loss" state, (B, C) "bad-correct" state, and (B, E) "bad-loss" state.
In the Gilbert model, we will use the convention that state transitions occur at the beginning of a time slot of unit length and a packet is transmitted. This assumption is the same as that used in [46] . Let P S t i (C) be the probability of that a packet is transmitted i times, and correctly received with the channel ending in state S t. P S t i (E) is the probability of that a packet is transmitted i times, and lost with the channel ending in state S t (G or B). The probability P S t i can be recursively calculated as follows.
• 1st transmission
• 2nd transmission if the first transmission was not successful. • ith transmission if the all-previous transmissions were not successful. B.2 Analysis of P(T FEC ( j) ≥ i) with FEC Probability of a packet to be transmitted by a FA more than i times until MH j correctly receives it, P(T FEC ( j) ≥ i), in the scheme with FEC.
B.2.1 Gilbert Elliott Channel Model
The calculation of the probability of x losses in a sequence of y packets, P(x, y), was originally proposed in [46] . Let P G (x, y) be the probability of x losses in y transmissions with the channel ending in state G. Similarly, let P B (x, y) be the probability of x losses in y transmissions with the channel ending in state B. Therefore the reprint of calculation of According to P(x, y) in (A· 11), the probability of a packet requested after FEC decoding, q M ( j), is
where q MG ( j) = (x − h)P B (x, n). Therefore, similarly to schemes without FEC, the P S t i is recursively calculated: • 1st transmission of a requested packet.
• 2nd transmission of a requested packet if the first transmission did not success • ith transmission of a requested packet if the allprevious transmissions did not success (x − h)P B (x, n). Therefore, the value of P S t i is recursively calculated similar to the scheme without FEC.
• 1st transmission of a requested packet. (A· 24)
