In [Linear rank-width of distance-hereditary graphs. WG'14], we presented a characterization of the linear rank-width of distance-hereditary graphs, from which we derived an algorithm to compute it in polynomial time. In this paper, we investigate structural properties of distance-hereditary graphs based on this characterization.
Introduction
Linear rank-width is a linear-type width parameter of graphs motivated by the rank-width of graphs [29] . The vertex-minor relation is a graph containment relation which was introduced by Bouchet [8, 9, 11, 10, 12] on his research of circle graphs and 4-regular Eulerian digraphs. The relation has an important role in the theory of (linear) rank-width [25, 28, 26, 24, 27] as (linear) rank-width cannot increase when taking vertex-minors of a graph.
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; A preliminary version of Section 5 appeared in the proceedings of WG'14 [3] . The full version of the proceeding appeared in [4] .
The first result of the Graph Minor series papers is that for a fixed tree T , every graph of sufficiently large path-width contains a minor isomorphic to T [31] , and this was later used by Blumensath and Courcelle [7] to define a hierarchy of incidence graphs based on monadic second-order transductions. In order to obtain a similar hierarchy for graphs, still based on monadic second-order transductions, Courcelle [15] asked whether for a fixed tree T , every bipartite graph of sufficiently large linear rank-width contains a vertex-minor isomorphic to T . In a more general setting we can ask whether it is true for all graphs.
Question 1. For every fixed tree T , is there an integer f pT q satisfying that every graph of linear rank-width at least f pT q contains a vertex-minor isomorphic to T ?
We prove that Question 1 is true if and only if it is true for prime graphs with respect to split decompositions [17] , i.e., it is true for every class of graphs whose prime induced subgraphs have linear rank-width bounded by some fixed constant. Prime graphs are the graphs having no vertex partition pA, Bq with |A|, |B| ě 2 such that the set of edges joining A and B induces a complete bipartite graph. Since the maximum size of prime induced subgraphs of a distance-hereditary graph is at most 3 [11] , our result implies that Question 1 is true for distance-hereditary graphs.
Theorem 1.1. Let p ě 3 be an integer and let T be a tree. Let G be a graph such that every prime induced subgraph of G has linear rank-width at most p. If G has linear rank-width at least 40pp`2q|V pT q|, then G contains a vertex-minor isomorphic to T .
To prove this theorem, we essentially prove that for a fixed tree T , every graph admitting a split decomposition whose decomposition tree has sufficiently large path-width contains a vertex-minor isomorphic to T . Combined with a relation between the linear rank-width of such graphs and the path-width of their canonical decompositions, we obtain Theorem 4.1. The vertex-minor relation is indeed necessary because there is a cograph (equivalently, a P 4 -free graph) admitting a split decomposition whose decomposition tree has sufficiently large path-width [14, 22] .
In the second part, we investigate the set of forbidden distance-hereditary vertex-minors for graphs of bounded linear rank-width. Robertson and Seymour [30] showed that for every infinite sequence G 1 , G 2 , . . . of graphs, there exist G i and G j with i ă j such that G i is isomorphic to a minor of G j . In other words, graphs are well-quasi-ordered under the minor relation. Interestingly, this property implies that for any class C of graphs closed under taking minors, the set of forbidden minors for C is finite.
Oum [25, 27] partially obtained an analogous result for the vertex-minor relation; for every infinite sequence G 1 , G 2 , . . . of graphs of bounded rank-width, there exist G i and G j with i ă j such that G i is isomorphic to a vertex-minor of G j . We obtain the following as a corollary.
Theorem 1.2 ([25]).
For every class C of graphs with bounded rank-width that are closed under taking vertex-minors, there is a finite list of graphs G 1 , G 2 , . . . , G m such that a graph is in C if and only if it has no vertex-minor isomorphic to G i for some i P t1, 2, . . . , mu. Theorem 1.2 implies that for every integer k, the class of all graphs of (linear) rank-width at most k can be characterized by a finite list of vertex-minor obstructions. However, it does not give any explicit number of necessary vertex-minor obstructions or bound on the size of such graphs. Oum [28] proved that for each k, the size of a vertex-minor obstruction for graphs of rank-width at most k is at most p6 k`1´1 q{5. For linear rank-width, such an upper bound on the size of vertex-minor obstructions remains as an open problem. Jeong, Kwon, and Oum [24] showed that there is a set of at least 2
Ωp3 k q vertex-minor minimal graphs for the class of graphs of linear rank-width at most k, such that there are no two graphs G, H in the set where G has a vertex-minor isomorphic to H and |V pGq| " |V pHq|.
Adler, Farley, and Proskurowski [1] characterized exactly the three vertex-minor obstructions for graphs of linear rank-width at most 1, depicted in Figure 1 , two of which are distance-hereditary. In this paper, we give a set of graphs containing all vertex-minor obstructions that are distance-hereditary using the characterization of the linear rank-width of distance-hereditary graphs given in the companion paper [4] . This is an analogous result of the characterization of acyclic minor obstructions for graphs of path-width at most k, investigated by Takahashi, Ueno and Kajitani [32] , and Ellis, Sudborough and Turner [20] .
We lastly remark that we can obtain simpler proofs of known characterizations of graphs of linear rank-width at most 1 [1, 13] using our characterization of the linear rank-width on distance-hereditary graphs.
Preliminaries
In this paper, graphs are finite, simple and undirected, unless stated otherwise. Our graph terminology is standard, see for instance [19] . Let G be a graph. We denote the vertex set of G by V pGq and the edge set by EpGq. An edge between x and y is written xy (equivalently yx). For X Ď V pGq, we denote by GrXs the subgraph of G induced by X, and let GzX :" GrV pGqzXs. For shortcut we write Gzx for Gztxu. For a vertex x of G, let N G pxq be the set of neighbors of x in G and we call |N G pxq| the degree of x in G. An edge e of G is called a cut-edge if its removal increases the number of connected components of G. A vertex x is a pendant vertex if the degree of x is one. Two vertices x and y are twins if Npxqztyu " Npyqztxu.
A tree is a connected acyclic graph. A leaf of a tree is a vertex of degree one. A sub-cubic tree is a tree such that each vertex has degree at most three. A path is a tree where every vertex has degree at most two. The length of a path is the number of its edges. A star is a tree with a distinguished vertex, called its center, adjacent to all other vertices. A complete graph is a graph with all possible edges. A graph G is called distance-hereditary if for every pair of two vertices x and y of G the distance of x and y in G equals the distance of x and y in any connected induced subgraph containing both x and y [5] . It is well-known that a graph G is distance-hereditary if and only if G can be obtained from a single vertex by creations of pendant vertices and twins [23] .
Path-width and graph minors
A path decomposition of a graph G is a pair pP, Bq, where P is a path and B " pB t q tPV pP q is a family of subsets B t Ď V pGq, satisfying 1. For every v P V pGq there exists a t P V pP q such that v P B t .
2. For every uv P EpGq there exists a t P V pP q such that tu, vu Ď B t .
3. For every v P V pGq the set tt P V pP q | v P B t u is connected in P .
The width of a path decomposition pP, Bq is defined as wpP, Bq :" maxt|B t | | t P V pP qu1 . The path-width of G is defined as pwpGq :" mintwpP, Bq | pP, Bq is a path decomposition of Gu.
Given a graph G and an edge xy of G, the contraction of the edge xy is the graph, denoted by G{xy, with vertex set V pGqztyu and edge set EpGqztyz P EpGqu Y txz R EpGq | yz P EpGqu. A graph H is a minor of a graph G if H is obtained from a subgraph of G by contractions of edges. It is well-known that if H is a minor of G, then pwpHq ď pwpGq [31] . The following is now a well-established result in the Graph Minor series.
Theorem 2.1 ([6]
). For every forest F , every graph with path-width at least |V pF q|´1 has a minor isomorphic to F .
We finally recall the following theorem which characterizes the path-width of trees and were used for computing their path-width in linear time, and also for computing the acyclic minor obstructions for path-width. Theorem 2.2 ( [20, 32] ). Let T be a tree and let k ě 1. The following are equivalent.
1. T has path-width at most k.
For every vertex x of T , at most two of the subtrees of T zx have path-width k and all
other subtrees of T zx have path-width at most k´1.
3.
T has a path P such that for each vertex v of P and a component T 1 of T zv not containing a vertex of P , pwpT 1 q ď k´1.
Linear rank-width and vertex-minors
For sets R and C, an pR, Cq-matrix is a matrix whose rows and columns are indexed by R and C, respectively. For an pR, Cq-matrix M, X Ď R, and Y Ď C, let MrX, Y s be the submatrix of M whose rows and columns are indexed by X and Y , respectively.
Linear rank-width
Let G be a graph. We denote by A G the adjacency matrix of G over the binary field. For a graph G, we let cutrkG :
The cut-rank function of G is the function cutrk G : 2 V pGq Ñ Z where for each X Ď V pGq,
A sequence px 1 , . . . , x n q of the vertex set V pGq is called a linear layout of G. If |V pGq| ě 2, then the width of a linear layout px 1 , . . . , x n q of G is defined as
The linear rank-width of G, denoted by lrwpGq, is defined as the minimum width over all linear layouts of G if |V pGq| ě 2, and otherwise, let lrwpGq :" 0. Caterpillars and complete graphs have linear rank-width at most 1. Ganian [21] gave a characterization of the graphs of linear rank-width at most 1, and call them thread graphs. Adler and Kanté [2] showed that linear rank-width and path-width coincide on forests, and therefore, there is a linear time algorithm to compute the linear rank-width of forests. It is easy to see that the linear rank-width of a graph is the maximum over the linear rank-widths of its connected components. The following is folklore and admits an easy proof. Lemma 2.3. Let G be a graph and let px 1 , . . . , x n q be a linear layout of G of width k ě 1.
If the graph G
1 is obtained from G by creating a twin vertex x to x 1 (resp. to x n ), then px, x 1 , . . . , x n q (resp. px 1 , . . . , x n , xq) is a linear layout of G 1 of width k.
Proof. Assume first that x is a twin vertex of x 1 . Then cutrk G ptxuq ď 1 trivially. Now, for each 1 ď i ď n´1, the row of A G rtx, x 1 , . . . , x i , tx i`1 , . . . , x n us indexed by x is the same as the row indexed by x 1 . Hence,
. . , x n usq ď k for each 1 ď i ď n´1. Now, the case when x is a twin vertex of x n follows from the previous argument because px n , . . . , x 1 q is also a linear layout of G of width k as the function cutrk G is symmetric.
Vertex-minors
For a graph G and a vertex x of G, the local complementation at x of G is an operation to replace the subgraph induced by the neighbors of x with its complement. The resulting graph is denoted by G˚x. If H can be obtained from G by applying a sequence of local complementations, then G and H are called locally equivalent. A graph H is called a vertex-minor of a graph G if H can be obtained from G by applying a sequence of local complementations and deletions of vertices.
Lemma 2.4 ([28]
). Let G be a graph and let x be a vertex of G. Then for every subset X of V pGq, we have cutrk G pXq " cutrk G˚x pXq. Therefore, every vertex-minor H of G satisfies that lrwpHq ď lrwpGq.
For an edge xy of G, let W 1 :" N G pxq X N G pyq, W 2 :" pN G pxqzN G pyqqztyu, and W 3 :" pN G pyqzN G pxqqztxu. The pivoting on xy of G, denoted by G^xy, is the operation to complement the adjacencies between distinct sets W i and W j , and swap the vertices x and y. It is known that G^xy " G˚x˚y˚x " G˚y˚x˚y [28] .
Split decompositions and local complementations
All the materials presented in this section are already discussed in the companion paper [4] and we present here only the necessary definitions for completeness.
Let G be a connected graph. A split in G is a vertex partition pX, Y q of G such that |X|, |Y | ě 2 and rankpA G rX, Y sq " 1. In other words, pX, Y q is a split in G if |X|, |Y | ě 2 and there exist non-empty sets From Theorem 2.5, we can talk about only one canonical decomposition of a connected graph G because all canonical decompositions of G are isomorphic.
Let D be a split decomposition of a connected graph G with bags that are either primes, complete graphs or stars (it is not necessarily a canonical decomposition). The type of a bag of D is either P , K, or S depending on whether it is a prime, a complete graph, or a star. The type of a marked edge uv is AB where A and B are the types of the bags containing u and v respectively. If A " S or B " S, then we can replace S by S p or S c depending on whether the end of the marked edge is a leaf or the center of the star. 
A connected graph is a tree if and only if its canonical decomposition is an S-decomposition.
We now relate the split decompositions of a graph and the ones of its locally equivalent graphs. Let D be a split decomposition of a connected graph. A vertex v of D represents an unmarked vertex x (or is a representative of x) if either v " x or there is a path of even length from v to x in D starting with a marked edge such that marked edges and unmarked edges appear alternately in the path. Two unmarked vertices x and y are linked in D if there is a path from x to y in D such that unmarked edges and marked edges appear alternately in the path. 2. vw P EpGrDsq.
A local complementation at an unmarked vertex x in a split decomposition D, denoted by D˚x, is the operation to replace each bag B containing a representative w of x with B˚w. Observe that D˚x is a split decomposition of GrDs˚x, and MpDq " MpD˚xq. 
For easier arguments in several places, if T D is given for D, then we assume that
T D 1 " T D for every split decomposition D 1 locally equivalent to D
. For a canonical decomposition D and a node v of its decomposition tree, we write b D pvq to denote the bag of D with which it is in correspondence.
Let x and y be linked unmarked vertices in a split decomposition D, and let P be the alternating path in D linking x and y. Observe that each bag contains at most one unmarked edge in P . Notice also that if B is a bag of type S containing an unmarked edge of P , then the center of B is a representative of either x or y. The pivoting on xy of D, denoted by D^xy, is the split decomposition obtained as follows: for each bag B containing an unmarked edge of P , if v, w P V pBq represent respectively x and y in D, then we replace B with B^vw. (It is worth noticing that by Lemma 2.8, we have vw P EpBq, hence B^vw is well-defined.)
Lemma 2.10 ([4]
). Let D be a split decomposition of a connected graph. If xy P EpGrDsq, then D^xy " D˚x˚y˚x.
As a corollary of Lemmas 2.9 and 2.10, we get the following. 
The linear rank-width of distance-hereditary graphs
We present here the characterization of the linear rank-width of distance-hereditary graphs in terms of their canonical decomposition [4] . Let G be a distance-hereditary graphs and let D be its canonical decomposition. For a bag B of D and a component T of DzV pBq, let us denote by ζ b pD, B, T q and ζ t pD, B, T q the adjacent marked vertices of D that are in V pBq and in V pT q respectively. Observe that ζ t pD, B, T q is not incident with any marked edge in T . So, when we take a sub-decomposition T from D, we regard ζ t pD, B, T q as an unmarked vertex of T .
For an unmarked vertex y in D and a bag B of D containing a marked vertex that represents y, let T be the component of DzV pBq containing y, and let v and w be adjacent marked vertices of D where v P V pT q and w P V pBq. We define the limb L :" L D rB, ys with respect to B and y as follows:
. if B is of type S and w is a leaf, then L :" T zv, 3. if B is of type S and w is the center, then L :" T^vyzv.
Since v becomes an unmarked vertex in T , the limb is well-defined and it is a split decomposition. While T is a canonical decomposition, L may not be a canonical decomposition at all, because deleting v may create a bag of size 2. Let us analyze the cases when such a bag appears, and describe how to transform it into a canonical decomposition.
Suppose that a bag B 1 of size 2 appears in L by deleting v. If B 1 has no adjacent bags in L, then B 1 itself is a canonical decomposition. Otherwise we have two cases. For a bag B of D and a component T of DzV pBq, we define f D pB, T q as the linear rankwidth of LG D rB, ys for some unmarked vertex y P V pT q. By Proposition 2.12, f D pB, T q does not depend on the choice of y nor on the decomposition D since we can take any decomposition locally equivalent to D. We can now state the characterization which generalizes Theorem 2.2. 1. G has linear rank-width at most k.
For each bag B of D, D has at most two components
k, and every other component
T D has a path P such that for each node v of P and a component
3 Path-width of decomposition trees
To prove Theorem 4.1, we first observe a relation between the linear rank-width of a graph whose prime induced subgraphs have bounded linear rank-width and the path-width of its decomposition tree. We need the following lemma. Proof. Let L B :" pa, w 1 , . . . , w m , bq be a linear layout of B of width at most p. For each 1 ď j ď m,
1. if w j is an unmarked vertex, then let Lpw j q :" pw j q, and 2. if w j is a marked vertex with a neighbor in the component D j of DzV pBq, then let Lpw j q be a linear layout of GrD j szζ t pD, B, D j q having width at most k.
We define the linear layout L of GrDs as
We claim that L has width at most 2p`k. It is sufficient to prove that for every w P V pGrDsqzta, bu, cutrk GrDs ptv : v ď L wuq ď 2p`k. Let w P V pGrDsqzta, bu and let S w :" tv : v ď L wu and T w :" V pGrDsqzS w . If w is an unmarked vertex in B, then clearly,
Thus, we may assume that w R V pBq, and w is contained in a component D j .
From the assumption we have the following.
p1q cutrkG rDs pS w , T w zV pGrD j sqq
Therefore, we have cutrk GrDs pS w q ď cutrkG rDs pS w , T w zV pGrD j sqq`cutrkG rDs pS w zV pGrD j sq, T w q
We conclude that L is a linear layout of GrDs of width at most 2p`k whose first and last vertices are a and b, respectively.
Proof of Proposition 3.1. We prove it by induction on k :" pwpT D q. If k " 0, then T D consists of one node, and by the assumption, lrwpGq ď p ď 2pp`2q. We may assume that k ě 1. Since pwpT D q " k, by Theorem 2.2, there exists a path P :" v 1¨¨¨vn in T D such that for each node v in P and a component T of T D zv not containing a node of P , pwpT q ď k´1.
If n " 1, then let D 1 :" D, and by adding unmarked vertices on B 1 which are twins of respectively the first vertex and the last vertex in the corresponding optimal linear layout, we may assume that B 1 has unmarked vertices a 1 and b 1 in D, respectively, and the linear rank-width of B 1 is still at most p (see Lemma 2.3). Otherwise, we define D i for each 1 ď i ď n as follows. For each 1 ď i ď n´1, let b i and a i`1 be the marked vertices of B i and B i`1 , respectively, such that b i a i`1 is the marked edge connecting B i and B i`1 . If necessary, by adding unmarked vertices on B 1 and B n which are twins of respectively the first vertex and the last vertex in the corresponding optimal linear layout, we may assume that B 1 and B n have unmarked vertices a 1 and b n in D, respectively, and the linear rank-width of B 1 and B n are still at most p (see Lemma 2.3). We define the following sub-decompositions. Since the rank of any matrix can be increased by at most 1 when we move one element in the column indices (resp. the row indices) to the row indices (resp. the column indices), B i admits a linear layout of width at most p`2 whose first and last vertices are a i and b i , respectively. By induction hypothesis and Lemma 3.2 we have that GrD i s has a linear layout L i of width at most 2pp`2qpk`1q whose first and last vertices are a i and b i , respectively. For each i, let L 1 i be the linear layout obtained from L i by removing unnecessary vertices. Then it is not hard to check that
is a linear layout of G having width at most 2pp`2qpk`1q. We conclude that lrwpGq ď 2pp`2qppwpT D q`1q.
For distance-hereditary graphs, the following establishes a lower bound and the tight upper bound of linear rank-width with respect to the path-width of their canonical decomposition. pwpT D q ď lrwpGq ď pwpT D q`1.
The upper bound part is tight. For instance, every complete graph with at least two vertices has linear rank-width 1 and the path-width of its decomposition tree has path-width 0. Also, for each odd integer k " 2n`1 with n ě 1, every complete binary tree of height k (each path from a leaf to the root has distance k) has linear rank-width rk{2s " n`1, and its decomposition tree has path-width rpk´1q{2s " n. (Note that the linear rank-width and the path-width of a tree are the same [2] .) We will need the following lemmas.
Lemma 3.4 (Folklore). Let G be a graph and let uv P EpGq. Then pwpGq ď pwpG{uvq`1.
Proof. Let pP, Bq be an optimal path-decomposition of G{uv. It is not hard to check that a new path-decomposition obtained by adding u in each bag containing v is a pathdecomposition of G. We conclude that pwpGq ď pwpG{uvq`1. Proof. Let w be the contracted vertex in G{uv 1 {uv 2 , and let pP, Bq be an optimal pathdecomposition of G{uv 1 {uv 2 of width t :" pwpG{uv 1 {uv 2 q. We may assume without loss of generality that not two consecutive bags are equal.
We first obtain a path-decomposition pP, B 1 q from pP, Bq by replacing w with v 1 and v 2 in all bags containing w. Since every two consecutive bags in pP, Bq are not equal, every two consecutive bags in pP, B 1 q are not equal. We first assume that there are two adjacent bags B 1 and B 2 in pP, B 1 q containing both v 1 and v 2 , respectively. We obtain a path-decomposition pP 1 
We are now ready to prove Proposition 3.3.
Proof of Proposition
Since lrwpGq " k ě 2, by Theorem 2.13, there exists a path P :" v 0 v 1¨¨¨vn v n`1 in T D such that for each node v in P and a component C of DzV pb D pvqq such that T C does not contain a node of P , f D pB, Cq ď k´1. Let v be any node of P and let C be a component of DzV pb D pvqq such that T C does not contain a node of P . Let y be an unmarked vertex in C and let L C :" LC D rV pb D pvqq, ys. By induction hypothesis, the decomposition tree T L C of L C has path-width at most 2k´2. We claim that pwpT C q ď 2k´1. By the definition of canonical limbs, T L C is obtained from T C using one of the following operations:
1. Removing a node of degree 1.
2. Removing a node of degree 2 with the neighbors v 1 , v 2 and adding an edge v 1 v 2 .
3. Removing a node of degree 2 with the neighbors v 1 , v 2 and identifying v 1 and v 2 .
The first two cases can be regarded as contracting one edge. So, pwpT C q ď pwpT L C q`1 ď p2k´2q`1 " 2k´1 by Lemma 3.4. The last case corresponds to contracting two incident edges where the middle node has degree 2 and its neighbors are not adjacent. By Lemma 3.5, pwpT C q ď pwpT L C q`1 ď 2k´1.
Therefore, for each node v of P and each component T 1 of T C zv not containing a node of T D we have that pwpT 1 q ď 2k´1. By Theorem 2.2, T D has path-width at most 2k, as required.
(2) We now prove by induction on k :" pwpT D q that lrwpGq ď pwpT D q`1. If k " 0, then T D consists of one node, and lrwpGq " 0 or 1. So, we have lrwpGq ď pwpT D q`1. We assume that k ě 1.
Since pwpT D q " k, by Theorem 2.2, there exists a path P " v 0 v 1¨¨¨vn v n`1 in T D such that for each node v in P and a component T C of T D zv not containing a node of P , pwpT C q ď k´1. Figure 2 : Splitting an edge in Lemma 4.2.
Let v be any node of P and let C be a component of DzV pb D pvqq such that its decomposition tree T C corresponds to a component of T D zv that does not contain a node of P . By induction hypothesis, GrCs has linear rank-width at most pk´1q`1 " k. By the definition of limbs, we can therefore conclude that f D pb D pvq, Cq ď k. By Theorem 2.13, we can conclude that lrwpGq ď k`1.
We could not confirm that the lower bound in Proposition 3.3 is tight. We leave the following as an open question. 
Containing a tree as a vertex-minor
We show that Question 1 is true if it is true for prime graphs. To support this statement, we show the following. We proved in the previous section that for a graph whose prime induced subgraphs have bounded linear rank-width, if G has sufficiently large linear rank-width, then its decomposition tree must have large path-width. In this section, we show that for a fixed tree T , if a graph G admits a canonical decomposition whose decomposition tree has sufficiently large path-width, then G contains a vertex-minor isomorphic to T .
We first prove some lemmas to replace general trees in Theorem 4.1 with subcubic trees. For a tree T , we denote by φpT q the sum of the degrees of vertices of T whose degree is at least 4. Every subcubic tree T satisfies that φpT q " 0.
Lemma 4.2. Let k be a positive integer and let T be a tree with φpT q " k. Then T is a vertex-minor of a tree T 1 with φpT 1 q " k´1 and |V pT 1 q| " |V pT q|`2.
Proof. Since φpT q ě 1, T has a vertex of degree at least 4. Let v P V pT q be a vertex of degree at least 4, and let v 1 , v 2 , . . . , v m be its neighbors. We obtain T 1 from T by replacing the edge vv 1 with the path vp 2 p 1 v 1 , removing the edge vv 2 and adding the edge p 1 v 2 . It is easy to verify that pT 1^p 1 p 2 qzp 1 zp 2 " T . We depict this procedure in Figure 2 . Because p 1 and p 2 are vertices of degree at most 3 in T 1 , and the degree of v in T 1 is one less than the degree of v in T , we have φpT 1 q " k´1.
Lemma 4.3. Let T be a tree. Then T is a vertex-minor of a subcubic tree
Proof. By Lemma 4.2, T is a vertex-minor of a subcubic tree T 1 with |V pT 1 q| ď |V pT q|2 φpT q. Since φpT q ď 2|EpT q| ď 2|V pT q|, we conclude that |V pT 1 q| ď |V pT q|`2φpT q ď 5|V pT q|.
We recall that from Theorem 2.7(2) that a connected graph is a tree if and only if its canonical decomposition is an S-decomposition. The basic strategy to prove Theorem 4.1 is the construction of the canonical decomposition of T from the canonical decomposition of G.
Let us introduce some lemmas which tell how to recursively replace each bag with a star bag whose center is an unmarked vertex, without changing the decomposition tree too much. This will be used in the recursion step of the proof of Theorem 4.1. Proof. Since every prime graph on at least 5 vertices is 2-connected, there is a path from a to b in G of length at least 2. Let P be the shortest path among such paths. We divide into cases depending on whether c P V pP q. Case 1. c P V pP q.
Let P 1 be the subpath of P from a to c and let P 2 be the subpath of P from c to b. By applying local complementations at all internal vertices in P 1 and P 2 , we may create a path acb. If ab is an edge in the resulting graph, then by applying a local complementation at c, we can remove it. We create the required induced path acb without applying local complementations neither at a nor at b.
Case 2. c R V pP q.
By applying local complementations at all internal vertices of P except one, we may assume that G has a path of length 2, say azb, where z ‰ c. We take a minimal path Q " q 1 q 2¨¨¨qm from q 1 " c to the path azb. Since c R ta, b, zu, we have m ě 2. Let G 1 :" GrV pQq Y ta, b, zus. If m ě 4, then by replacing G 1 by pG 1˚q2˚q3˚¨¨¨˚qm´2 qztq 2 , . . . , q m´2 u, we may assume that m " 2 or 3.
First assume that m " 2. By applying a local complementation at z, we may assume that either abc is a triangle or among the possible edges tab, bc, cau, exactly one is present in G 1 . If abc is a triangle, then G 1˚c zz is the induced path acb. If ab P EpG 1 q and bc, ca R EpG 1 q, then G 1˚z zz " acb. If one of bc and ca is an edge of G 1 and two others of tab, bc, cau are not edges of G 1 , then pG 1˚c˚z qzz is the induced path acb. All of these operations create an induced path acb without applying local complementations at a or b, as required. Now suppose that m " 3. In this case, we take pG 1^q2 q 3 qztq 2 , q 3 u. Since a and b are adjacent to z but c is not adjacent to z, we have ac, bc P EppG 1^q2 q 3 qztq 2 , q 3 uq. By applying a local complementation at c if ab is an edge, we can obtain an induced path acb, as required. Proof. If B is a star bag or a complete bag, then it is easy to transform it into a star bag with the center at the unmarked vertex, preserving T R . We may assume that B is a prime bag. Let v :" ζ b pD, B, T R q, v 1 :" ζ b pD, B, T 1 q and choose an unmarked vertex v 2 of B. Let B 1 be the child of B. If B 1 is a star bag whose center is ζ t pD, B, T 1 q, then by pivoting two linked unmarked vertices w 1 P V pBq and w 2 represented by v 2 , we may assume that B 1 is a star bag having ζ t pD, B, T 1 q as a leaf. Since B is prime, by Lemma 4.4, we can modify B into an induced path vv 2 v 1 by only applying local complementations at unmarked vertices in B. Then we remove all the other vertices of B. Note that the marked edges incident with B are still marked edges that cannot be recomposed. In the resulting canonical decomposition, the new bag modified from B is a star bag whose center is an unmarked vertex, as required. Since the decomposition tree of the resulting decomposition is equal to T D we are done. 
2. for each i P t1, 2u, V pF i q " V pT i q or V pF i q " V pT i qzV pB i q, and 3. P is a star bag whose center is an unmarked vertex.
Proof. For each i P t1, 2u, let x i be the center of P i . If B is a star bag or a complete bag and has an unmarked vertex, then it is easy to transform it into a star bag with the center at an unmarked vertex and preserving T R . Then we can remove the two bags P 1 and P 2 after doing a pivoting x 1 x 2 and removing all the unmarked vertices contained in P 1 and P 2 . Thus, we may assume that either B is a prime bag on at least 5 vertices, or B has no unmarked vertex. Let v :" ζ b pD, B, T R q and let w be the corresponding node of B in T D , and for each i P t1, 2u, let v i :" ζ b pD, B, T i q.
Case 1. B is not prime and has no unmarked vertex.
By applying a local complementation in D, we may assume that B is a star and v 1 is its center without changing T R . We can also assume that each of P 1 and P 2 has exactly one unmarked vertex x i by possibly deleting all the other leaf unmarked vertices in P 1 and P 2 . Let w 1 w 2 be the marked edge between P 1 and P 2 with w i P V pP i q. Now we transform D by pivoting x 1 x 2 so that each w i is the center of P i . It does not change T R zpV pP 1 q Y V pP 2 qq. The canonical decomposition D 1 of GrD^x 1 x 2 szV pP 1 q is obtained from D^x 1 x 2 as follows: delete the vertices of V pP 1 q, add the marked edge vw 2 and then recompose the new marked edge vw 2 as it is of type S p S c which is not valid by Theorem 2.6. Notice that w is still in T D 1 and b D 1 pwq is a star on the vertex set tv, v 1 , v 2 , x 2 u with center v 1 . By pivoting x 2 with an unmarked vertex represented by v 1 , the vertex x 2 becomes the center of b D 1 pwq. Now, by construction of D 1 , the components of D 1 zV pb D 1 pwqq are respectively T R zpV pP 1 q Y V pP 2and F 1 and F 2 with V pF i q " V pT i q.
Case 2. B is prime.
Since B is prime, by Lemma 4.4, we can modify B into an induced path vv 1 v 2 by only applying local complementations at unmarked vertices in B and unmarked vertices represented by v 1 . Then we remove all the other vertices of B. Note that the marked edge connecting B and P 1 is still a valid marked edge as P 1 is a star with ζ t pD, B, T R q a leaf. Now, for i P t1, 2u, the marked edge v i´ζt pD, B, T i q may not be valid, then we recompose it. In the resulting canonical decomposition D 1 , the node w is still a node of T D 1 and ζ b pD 1 , b D 1 pwq, T R q is a leaf. We are now reduced to Case 1, from which we can construct the required canonical decomposition. Now we are ready prove the main result of the section. For a tree T , let ηpT q be the tree obtained from T by replacing each edge with a path of length 4. We claim that we can obtain such a decomposition where all bags with three adjacent bags are colored in blue. We construct such a decomposition in a top-down manner. Note that D 1 itself with all bags non-colored satisfies the above conditions because the decomposition tree of D 1 is isomorphic to ηpT 1 q. Now, choose the first non-colored bag B having three adjacent bags such that either all its ascendants bags having three adjacent bags are colored, or it does not have an ascendant bag with three adjacent bags.
From the condition, B has a parent bag P 1 and P 1 has a parent bag P 2 where P 1 and P 2 have two adjacent bags, respectively. Note that P 2 ‰ R in case when B is the closest bag to R as the decomposition tree of D 1 is isomorphic to a subdivision of ηpT 1 q. Let T R , T 1 and T 2 be the components of D 1 zV pBq where T R contains the root bag. For each i P t1, 2u, let B i be the child of B contained in T i . By Lemma 4.5, we can modify P 1 and P 2 into star bags whose centers are unmarked vertices respectively, preserving the decomposition tree and without modifying the component of D 1 zV pP i q containing R. . Then by Lemma 4.6, by possibly applying local complementations at unmarked vertices of D 1 contained in D 1 zV pT R q and possibly deleting some vertices in B and recomposing some marked edges, we can transform D 1 into a canonical decomposition D 2 containing a bag P such that D 2 zV pP q contains exactly three components F R , F 1 , F 2 with
We color P in blue. Note that previously, there are at least 3 bags between two noncolored bags, therefore new decomposition D 2 still satisfies the property that (v) every non-colored bag B 1 has a parent bag P 1 and P 1 has a parent bag P 2 where P 1 and P 2 have two adjacent bags, respectively. By Theorem 2.7, GrD 2 s is a tree, and in fact, it is not hard to observe that GrD 2 s has an induced subgraph isomorphic to T 1 by removing vertices. Since T is a vertex-minor of T 1 , we conclude that G contains a vertex-minor isomorphic to T .
Distance-hereditary vertex-minor obstructions for graphs of bounded linear rank-width
We generalize the constructions of vertex-minor obstructions for graphs of bounded linear rank-width in [24] so that we can generate all vertex-minor obstructions that are distancehereditary graphs. We use the characterization of distance-hereditary graphs described in Section 2.4. For a distance-hereditary graph G, a connected graph 
For each non-negative integer k, we recursively construct the sets Ψ k of canonical decompositions as follows.
We prove the following. We remark that for each positive integer k, starting with the set Ψ k , we can construct a set of vertex-minor minimal graphs O such that 1. every distance-hereditary graph of linear rank-width at least k`1 contains a vertexminor isomorphic to a graph in O, and 2. for G P O, lrwpGq " k`1 and every of its proper vertex-minors has linear rank-width at most k.
Recall that we can compute the linear rank-width of any distance-hereditary graph in polynomial-time [4] . Let us now prove some intermediate lemmas. Proof. If B 1 and B 2 are adjacent bags in D, then we are done. We assume that there exists at least one bag between B 1 and B 2 in D. Let P " p 1 p 2 . . . p ℓ be the shortest path from
Note that ℓ ě 4 as D has at least one bag between B 1 and B 2 .
Let C be a bag in D that contains exactly two vertices p i , p i`1 of P . Then we remove C and all components of DzV pCq which does not contain B 1 or B 2 , and add a marked edge p i´1 p i`2 . Since this operation does not change the parts DrV pT 2 qzV pT 1 qs and DrV pT 1 qzV pT 2 qs, applying this operation consecutively, we may assume that all bags of D between B 1 and B 2 are star bags containing 3 vertices of P .
Suppose there exist two adjacent bags C 1 and C 2 in D such that p i , p i`1 , p i`2 P V pC 1 q and p i`3 , p i`4 , p i`5 P V pC 2 q. Take two unmarked vertices x i`1 and x i`4 of D that are represented by p i`1 , p i`4 , respectively. By pivoting x i`1 x i`4 in D, we can modify two bags C 1 and C 2 so that p i p i`2 p i`3 p i`5 becomes a path. By the definition of the pivoting operation, this pivoting does not affect on the parts DrV pT 2 qzV pT 1 qs and DrV pT 1 qzV pT 2 qs. We remove C 1 and C 2 from D (with all components of DzV pC i q which does not contain B 1 or B 2 ), and add a marked edge p i´1 p i`6 . By the assumption that y 1 is not the center of B 1 we know that the marked edge incident with B 1 is still not recomposable. Therefore, we obtain a canonical decomposition satisfying the condition (1), (2) , (3), and the number of bags containing P is decreased by two. By recursively doing this procedure, at the end, we have either no bags between B 1 and B 2 , or exactly one star bag B with |B| " 3, where the center of B is an unmarked vertex, by removing redundant components.
The next proposition says how we can replace limbs having linear rank-width ě k " 1 into a canonical decomposition in Ψk´1 using Lemma 5.2. Choose an unmarked vertex z of D 3 represented by c 1 . From the construction, we can easily observe that LC D 3 rB s , zs " H. If H " A, then we can regard LC D 3 rB, cs as an onevertex DH-extension of A with the new vertex c. Therefore, we may assume that H is an one-vertex DH-extension of A with a newly added vertex a for some unmarked vertex a of H. Note that since y is not the center of a star bag, either y is a leaf of a star bag or B 2 is a complete bag.
If B 2 is a star whose center is an unmarked vertex in D 3 , then we obtain a new decomposition D 4 by applying a local complementation at c and removing c and recomposing a marked edge incident with B s . Note that D 4 is exactly the decomposition obtained from the disjoint union of the two components of D 3 zV pB s q by adding a marked edge yv, and thus it is canonical. Also, z is represented by v in D 4 , and therefore LC D 4 rB, zs " H. Thus, D 4 is a required decomposition. Now we may assume that at least two unmarked vertices of Proof of Theorem 5.1. We prove it by induction on k. If k " 0, then lrwpGq ě 1 and G has an edge. Therefore, we may assume that k ě 1.
Let D be the canonical decomposition of G. Since G has linear rank-width at least k`1, by Theorem 2.13, there exists a bag B in D with three components T 1 , T 2 , T 3 of DzV pBq such that f D pB, T i q ě k for each 1 ď i ď 3. For each 1 ď i ď 3, let v i :" ζ b pD, B, T i q and w i :" ζ t pD, B, T i q, and z i be an unmarked vertex of D that is represented by v i in D.
By Proposition 2.12, we may assume that B is a star with the center v 3 . We may also assume that B has exactly three vertices. Since v 1 and v 2 are leaves of B, for each i P t1, 2u, L D rB, z i s " T i zw i and by the induction hypothesis, there exists a canonical decomposition , which are contained in Ψk´1. We conclude that G has a vertex-minor isomorphic to GrD 2 s where D 2 P Ψ k , as required.
In order to prove that Ψ k is a minimal set of canonical decompositions of distancehereditary vertex-minor obstructions for linear rank-width at most k, we need to prove that for every D P Ψ k , GrDs has linear rank-width k`1 and all its proper vertex-minors have linear rank-width at most k. However, this property does not hold, for instance, the triangle in Ψ 0 has linear rank-width 1 but all its proper vertex-minors also have linear rank-width 1. We guess that the following set Φ k would form a minimal set of distance-hereditary vertex-minor obstructions, but we leave it as an open problem.
Our intuition is supported by the following. We need the following two lemmas. Proof of Proposition 5.4 . By construction, it is not hard to prove by induction with the help of Theorem 2.13 that lrwpGrDsq " k`1 for every decomposition D P Φ k . For the second statement, by Lemma 5.5 and Lemma 5.6, it is sufficient to show that if D P Φ k and v is an unmarked vertex of D, then GrDszv has linear rank-width at most k. We use induction on k to prove it. We may assume that k ě 1. Let B be the bag of D such that DzV pBq has exactly three limbs whose underlying graphs are contained in Φ k´1 . Clearly there is no other bag having the same property. Since B has no unmarked vertices, v is contained in one of the limbs D 1 , and by induction hypothesis, GrD 1 szv has linear rank-width at most k´1. Therefore, by Theorem 2.13, GrDszv has linear rank-width at most k.
We finish by pointing out that it is proved in [24] that the number of distance-hereditary vertex-minor obstructions for linear rank-width k is at least 2 Ωp3 k q . One can easily check by induction that the number of graphs in Φ k is bounded by 2
Op3 k q . Therefore, we can conclude that the number of distance-hereditary vertex-minor obstructions for linear rank-width k is equal to 2 θp3 k q .
6 Simpler proofs for the characterizations of graphs of linear rank-width at most 1
In this section, we obtain simpler proofs for known characterizations of the graphs of linear rank-width at most 1 using Theorem 2.13. Theorem 6.1 was originally proved by Bui-Xuan, Kanté, and Limouzy [13] . 1. G has linear rank-width at most 1.
G is distance-hereditary and T D is a path.
Proof. Let T D :" u 1´u2´¨¨¨´um be a path. For each 1 ď i ď m, we take any ordering L i of unmarked vertices in b D pu i q. We can easily check that L 1 ' L 2 ' . . . ' L m is a linear layout of G having width at most 1. Suppose G has linear rank-width at most 1. From the known fact that a connected graph has rank-width at most 1 if and only if it is distance-hereditary [28] , G is distance-hereditary. Suppose T D is not a path. Then there exists a bag B of D such that B has at least three adjacent bags in D. Thus, DzV pBq has at least three components T where f D pB, T q ě 1. By Theorem 2.13, G has linear rank-width at least 2, which is a contradiction.
From Theorem 6.1, we have a linear time algorithm to recognize the graphs of linear rank-width at most 1. Theorem 6.2. For a given graph G, we can recognize whether G has linear rank-width at most 1 or not in time Op|V pGq|`|EpGq|q.
Proof. We first compute the canonical decomposition D of each connected component of G using the algorithm from Theorem 2.5. It takes Op|V pGq|`|EpGq|q time. Then we check whether T D is a path, and whether no bag is prime. By Theorem 6.1, if T D is a path and each bag is not prime, then we conclude that G has linear rank-width at most 1, and otherwise, G has linear rank-width at least 2. Because the total number of bags in every canonical decomposition is Op|V pGq|q, it takes Op|V pGq|q time.
The list of induced subgraph obstructions for graphs of linear rank-width at most 1 was characterized by Adler, Farley, and Proskurowski [1] . The obstructions consist of the known obstructions for distance-hereditary graphs [5] , and the set Ω T of the induced subgraph obstructions for graphs of linear rank-width at most 1 that are distance-hereditary. See Figure 3 for the list of obstructions α i , β j , γ k in Ω T where 1 ď i ď 4, 1 ď j ď 6, 1 ď k ď 4. This set Ω T can be obtained from Theorem 6.1 in a much easier way than the previous result. If B is a complete bag, then G has an induced subgraph isomorphic to one of α 1 , α 2 , α 3 , α 4 depending on the types of the marked edges v i w i . If B is a star bag with the center at one of v 1 , v 2 , v 3 , then G has an induced subgraph isomorphic to one of β 1 , β 2 , . . . , β 6 . Finally, if B is a star bag with the center at a vertex of V pBqztv 1 , v 2 , v 3 u, then G has an induced subgraph isomorphic to one of γ 1 , γ 2 , γ 3 , γ 4 . We summarize all the cases in Table 1 .
Conclusion
In this paper we used the characterization of the linear rank-width of distance-hereditary graphs given in [4] to 1. compute the set of distance-hereditary vertex-minor obstructions for linear rank-width k and at the same time give a nearly tight bound on the number of distance-hereditary vertex-minor obstructions.
2. prove that Question 1 is true if and only if it is true in prime graphs.
Computing an upper bound on the size of vertex-minor obstructions for graphs of bounded linear rank-width is a challenging open question. Until now only a bound on obstructions for graphs of bounded rank-width is known [28] . Secondly, resolving Question 1 in all graphs seems to require new techniques as we currently do not have any idea on how to reduce any graph of small rank-width but large linear rank-width into a distance-hereditary graph whose decomposition tree has large path-width. One may be start with graphs of rank-width 2.
