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1 INTRODUC¸ ˜AO GERAL
Grande parte dos sistemas fı´sicos pode ser descrita por equac¸o˜es di-
ferenciais na˜o-lineares, o que explica o grande interesse existente nesta a´rea
de pesquisa (KHALIL, 1996), (SLOTINE; LI, 1991). Ainda, na grande maioria
dos casos, estas equac¸o˜es diferenciais na˜o sa˜o completamente conhecidas,
principalmente no que diz respeito aos seus paraˆmetros. A preocupac¸a˜o com
sistemas incertos deu origem a` Teoria de Controle Robusto (ZHOU; DOYLE;
GLOVER, 1996).
Devido a`s propriedades pra´ticas e disponibilidade de poderosos paco-
tes computacionais para resolver problemas de desigualdades matriciais line-
ares (LMI)1, estas teˆm sido amplamente utilizadas para resolver problemas
de filtragem e controle robusto. No contexto de sistemas incertos lineares,
va´rios resultados importantes esta˜o disponı´veis em (BOYD et al., 1994). En-
tretanto, muito trabalho ainda ha´ para ser realizado no sentido de estender
estes resultados para sistemas na˜o lineares. Nesta a´rea, va´rios me´todos po-
tencialmente interessantes encontrados na literatura possuem dificuldades na
soluc¸a˜o nume´rica (GENESIO; TARTAGLIA; VICINO, 1985).
O uso de LMIs levando a` condic¸o˜es convexas de estabilidade para sis-
temas na˜o lineares e´ recente. As abordagens utilizadas diferem entre si na
forma em que as condic¸o˜es de estabilidade de Lyapunov sa˜o escritas em um
conjunto de LMIs. A te´cnica conhecida como soma de quadrados (SOS)2
utiliza programac¸a˜o semi-definida com a finalidade de decompor as func¸o˜es
de Lyapunov em termos de somas de quadrados, para sistemas polinomiais
(PAPACHRISTODOULOU; PRAJNA, 2004). Em (CHESI et al., 2004), as condic¸o˜es
de estabilidade sa˜o descritas em polinoˆmios homogeˆneos, i.e. compostos por
monoˆmios de mesmo grau. A representac¸a˜o por frac¸o˜es lineares, utilizada
por (EL GHAOUI; SCORLETTI, 1996), decompo˜e o sistema em frac¸o˜es lineares
e utiliza uma func¸a˜o de Lyapunov quadra´tica. A abordagem apresentada em
(TROFINO, 2000) (COUTINHO; FU, 2002) e´ baseada na representac¸a˜o do sis-
tema em termos de equac¸o˜es alge´brico-diferenciais e func¸o˜es de Lyapunov
polinomiais.
A principal vantagem em expressar a dinaˆmica de um sistema em
decomposic¸o˜es na˜o lineares e´ que a estrutura original do sistema e´ man-
tida, permitindo a utilizac¸a˜o da teoria de controle robusto cla´ssica (BOYD
et al., 1994) para controle e filtragem (COUTINHO et al., 2003), (COUTINHO et
al., 2008). Entretanto, as condic¸o˜es de estabilidade baseadas em func¸o˜es
1Do ingleˆs, Linear Matrix Inequality.
2Do ingleˆs, Sum of Squares.
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de Lyapunov polinomiais podem levar a estimativas na˜o ta˜o boas (conser-
vadoras) da regia˜o de atrac¸a˜o se o grau do polinoˆmio na˜o e´ grande o sufici-
ente. Em vista disso, seria interessante investigar o potencial de func¸o˜es de
Lyapunov racionais em problemas de estabilidade de sistemas na˜o lineares.
Em (SEILER et al., 2009) sa˜o mostradas propriedades interessantes das func¸o˜es
de Lyapunov racionais de sistemas lineares incertos.
Neste trabalho sa˜o apresentadas algumas contribuic¸o˜es para superar,
ou ao menos aliviar o impacto de, as va´rias dificuldades decorrentes do men-
cionado anteriormente. Primeira: o conservadorismo das LMIs dependentes
de estado e´ reduzido com o uso de certas matrizes de escalonamento. Co-
nexo˜es com alguns resultados disponı´veis na literatura sa˜o estabelescidas e as
vantagens sa˜o ilustradas atrave´s de exemplos nume´ricos. Segunda: as func¸o˜es
de Lyapunov usadas neste trabalho sa˜o mais gerais que qualquer func¸a˜o de
Lyapunov baseada em polinoˆmios usadas em todas as refereˆncias previamente
mencionadas. Aqui a func¸a˜o de Lyapunov pode ser do tipo racional nos esta-
dos do sistema e dependente de paraˆmetros incertos.
Outras contribuic¸o˜es podem ser citadas, como as da sequeˆncia. Ter-
ceira: para evitar o crescimento exponencial do nu´mero de LMIs, que crescre
em problemas LMI polito´picos, um novo resultado e´ proposto para conver-
ter as LMIs polito´picas em na˜o polito´picas. Isso e´ feito explorando a de-
pendeˆncia afim das LMIs e usando a operac¸a˜o matricial conhecida como
Procedimento-S. Este resultado tambe´m e´ usado para derivar condic¸o˜es LMI
para estabilidade assinto´tica global. Quarta: A regia˜o de atrac¸a˜o estimada
e´ obtida resolvendo problemas de otimizac¸a˜o LMI que consistem em maxi-
mizar a curva de nı´vel da func¸a˜o de Lyapunov com respeito a um conjunto
de condic¸o˜es iniciais dado. este conjunto pode ser escolhido como polito´pico
(convexo) ou uma unia˜o de politopos (na˜o convexa). Esta caracterı´sta permite
obter regio˜es de atrac¸a˜o tambe´m na˜o convexas.
Um outro tipo de sistemas na˜o lineares sa˜o os sistemas chaveados,
que apresentam variac¸a˜o estrutural em func¸a˜o do tempo ou dos estados, se-
gundo alguma lo´gica. Usualmente, as te´cnicas de controle de sistemas cha-
veados na˜o atuam diretamente no controle da posic¸a˜o das chaves, apenas ge-
ram uma refereˆncia de forma de onda (ou de valor me´dio) desejada a` um
elemento que realiza a modulac¸a˜o por largura de pulso (PWM)3. Outro tipo
de controle de sistemas chaveados e´ o que determina diretamente a posic¸a˜o
das chaves atrave´s de uma lei de chaveamento especı´fica. Como exemplo
de te´cnicas de projeto de lei de chaveamento podemos citar as baseadas em
func¸o˜es de Lyapunov (LIBERZON, 2003), como em (BOLZERN; SPINELLI, 2004)
3Do ingleˆs, Pulse-Width Modulation.
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e (TROFINO et al., 2009). As te´cnicas de chaveamento podem ser estruturadas
em forma LMIs, que oferece flexibilidade no tratamento de problemas de
natureza mista e conta com eficientes pacotes computacionais para soluc¸a˜o
nume´rica, como e´ o caso de (TROFINO et al., 2009) e (ASSMANN, 2008).
Como exemplo de sistema chaveado pode-se citar o acionamento de
ma´quinas de induc¸a˜o atrave´s de inversores de frequeˆncia, que sa˜o disposi-
tivos de eletroˆnica de poteˆncia cujo valor da tensa˜o de saı´da e´ resultado do
nı´vel da tensa˜o de entrada e da situac¸a˜o “aberta” ou “fechada” das chaves
que compo˜em sua estrutura. Por isso o conjunto inversor-ma´quina pode ser
denominado como um sistema comutado. Os sistemas comutados (ou chavea-
dos) sa˜o uma classe de sistemas hı´bridos com uma extensa lista de aplicac¸o˜es
em controle (MORSE, 1997). Pode-se encontrar exemplos de sistemas co-
mutados em (LIBERZON, 2003). A ma´quina de induc¸a˜o, tambe´m conhecida
como ma´quina assı´ncrona, e´ um dos tipos de dispositivo que converte energia
ele´trica em energia mecaˆnica (operando como motor), e o vice-versa (ope-
rando como gerador). O crescente uso de motores de induc¸a˜o em aplicac¸o˜es
industriais e de geradores de induc¸a˜o em parques eo´licos nas u´ltimas de´cadas
se deve principalmente ao seu baixo custo, caracterı´sticas de robustez e facili-
dade de manutenc¸a˜o (ASSEU et al., 2008). Entretanto, a utilizac¸a˜o da ma´quina
assı´ncrona so´ passou a crescer com o desenvolvimento das te´cnicas de con-
trole vetoriais por Hasse e Blaschke (BLASCHKE, 1972), na Alemanha da
de´cada de 70 do se´culo passado, e de estrate´gias (e dispositivos) de acio-
namento mais eficientes (TRZYNADLOWSKI, 2000), (LEONHARD, 2001).
As principais varia´veis a serem controladas no motor sa˜o normal-
mente a velocidade do rotor ou o torque de carga, enquanto no gerador sa˜o
as poteˆncias ativa e reativa entregues a` carga, ou a` rede de transmissa˜o no
caso de sistemas de distribuic¸a˜o como em (TARNOWSKI; REGINATTO, 2006),
(DENDOUGA et al., 2007). Como e´ de se esperar, a velocidade dos ventos
nos parques eo´licos e´ varia´vel, e enta˜o essa caracterı´stica deve ser levada em
conta na estrate´gia de controle, como em (TARNOWSKI; REGINATTO, 2007). Na
gerac¸a˜o eo´lica comumente e´ utilizado o gerador de induc¸a˜o de excitac¸a˜o du-
pla (DFIG)4 que permite a gerac¸a˜o de energia tanto pelo estator da ma´quina
quanto pelo rotor (ANAYA-LARA et al., 2009).
Devido a` complexidade do modelo da ma´quina de induc¸a˜o, estrate´gias
se fazem necessa´rias para simplificar o controle, como por exemplo o con-
trole com orientac¸a˜o indireta de campo (IFOC)5, cuja descric¸a˜o pode ser en-
contrada em (LEONHARD, 1998). Como exemplo de aplicac¸a˜o, esta te´cnica
4Do ingleˆs, Double Fed Induction Generator.
5Do ingleˆs, Indirect Field Oriented Control.
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e´ utilizada em (BAZANELLA; REGINATTO, 2001) para regulac¸a˜o robusta de ve-
locidade. Outra estrate´gia e´ a conhecida como controle direto de conjugado
(DTC)6, e sua variante, o controle direto de poteˆncia (DPC)7, cuja aplicac¸a˜o
pode ser vista em (MAHI; SERBAN; SIGUERDIDJANE, 2007). Com aplicac¸a˜o vol-
tada a` geradores, existe a te´cnica de seguimento do ponto de poteˆncia ma´xima
(MPPT)8, que visa a otimizac¸a˜o da poteˆncia gerada (ANAYA-LARA et al., 2009).
Te´cnicas de controle na˜o linear teˆm a vantagem de se poder conside-
rar a estrutura real do sistema, o que permite que a te´cnica funcione para uma
ampla regia˜o do espac¸o de estados, na˜o apenas nas proximidades de um ponto
de linearizac¸a˜o. A aplicac¸a˜o deste tipo de controladores pode ser interessante
para o caso da ma´quina de induc¸a˜o devido ao grande nu´mero de na˜o linearida-
des presentes em seu modelo. Como exemplos de controladores na˜o lineares
e suas aplicac¸o˜es em controle de ma´quinas de induc¸a˜o e´ possı´vel citar: as ba-
seadas em passividade como energy-shaping9 com injec¸a˜o de amortecimento
(ORTEGA; ESPINOSA-Pe´REZ, 2005), linearizac¸a˜o por realimentac¸a˜o exata (AS-
SEU et al., 2008), (DE LUCA; ULIVI, 1989), (CHIASSON, 1993), (KIM; HA; KO,
1990). Entretanto, a primeira te´cnica apresenta grandes dificuldades por ne-
cessitar da soluc¸a˜o de equac¸o˜es diferenciais parciais, mesmo utilizando paco-
tes computacionais dedicados a` isso, e as dificuldades da segunda residem no
fato de que se os paraˆmetros ou o modelo na˜o sa˜o bem conhecidos, o sistema
linear obtido com a te´cnica na˜o corresponde fielmente ao original. Como
exemplo de outras te´cnicas aplicadas a` ma´quinas de induc¸a˜o, podemos citar o
controle adaptativo utilizando um modelo de refereˆncia de estrutura varia´vel
(FURTUNATO; SALAZAR; DE ARAUJO, 1998) e o controle por redes neurais e
lo´gica fuzzy (DENAI; ATTIA, 2002).
Com base no exposto anteriormente, neste trabalho tambe´m e´ apre-
sentada uma proposta de formulac¸a˜o da te´cnica de chaveamento de (TRO-
FINO et al., 2009), (TROFINO; SCHARLAU; COUTINHO, 2010) para aplicac¸a˜o em
ma´quinas de induc¸a˜o, dando continuidade e ampliando os resultados de pes-
quisas anteriores, como a te´cnica de chaveamento proposta em (ASSMANN,
2008) e a formulac¸a˜o para motores de induc¸a˜o apresentada em (COUTINHO,
2006). Devido ao fato de o modelo da ma´quina ser bastante na˜o linear, ha´
a possibilidade de aplicac¸a˜o futura das condic¸o˜es de estabilidade para siste-
mas na˜o lineares racionais e incertos, apresentada aqui, a` sistemas chaveados,
como o caso da ma´quina de induc¸a˜o.
6Do ingleˆs, Direct Torque Control.
7Do ingleˆs, Direct Power Control.
8Do ingleˆs, Maximum Power Point Tracking.
9Moldagem da energia.
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1.1 Objetivos
Esta dissertac¸a˜o tem como objetivo principal a ana´lise da estabilidade
de sistemas na˜o lineares, assim como o estudo de te´cnicas de chaveamento.
Para isso, dois objetivos secunda´rios sa˜o destacados:
∙ a apresentac¸a˜o de uma nova te´cnica para ana´lise de estabilidade de sis-
temas na˜o lineares, que considera sistemas com na˜o linearidades nas
formas racional ou polinomial de qualquer grau e ainda com incerte-
zas parame´tricas. Esta te´cnica tambe´m e´ baseada na determinac¸a˜o, por
LMIs, de func¸o˜es de Lyapunov que tambe´m podem ser consideradas
racionais e incertas, para se determinar a estabilidade assinto´tica local,
regional e global.
∙ o desenvolvimento de uma te´cnica de controle chaveado, com aplicac¸a˜o
em ma´quinas de induc¸a˜o, utilizando LMIs como ferramenta para deter-
minar as func¸o˜es de Lyapunov que caracterizem uma lei de chavea-
mento com estabilidade garantida para o sistema inversor-ma´quina em
malha fechada, levando em conta a possı´vel ocorreˆncia de modos desli-
zantes. Ha´ o intuito de se combinar, no futuro, esta te´cnica de controle
chaveado com a descrita no item anterior.
1.2 Descric¸a˜o dos Capı´tulos
Esta dissertac¸a˜o esta´ organizada nos seguintes capı´tulos:
O Capı´tulo 2 e´ dedicado a` apresentac¸a˜o de um novo me´todo para
determinac¸a˜o da estabilidade de sistemas na˜o lineares racionais e incertos
e inicialmente sa˜o abordados conceitos preliminares sobre estabilidade, desi-
gualdades matriciais lineares e teorias de chaveamento baseada em func¸o˜es
de Lyapunov, fundamentais ao projeto da te´cnica proposta. A te´cnica sugere
uma nova forma de representac¸a˜o para estes tipos de sistema, que permite o
desenvolvimento das condic¸o˜es de estabilidade local, regional e global, apre-
sentadas tambe´m. Para o caso regional, sa˜o propostas maneiras de otimizac¸a˜o
para obtenc¸a˜o da maior regia˜o de atrac¸a˜o possı´vel. Por fim, va´rios exemplos
de aplicac¸a˜o sa˜o mostrados.
No Capı´tulo 3 e´ descrita uma te´cnica de chaveamento cujo objetivo
e´ a estabilidade e o seguimento de refereˆncia de sistemas comutados. Esta
te´cnica e´ baseada em func¸o˜es de Lyapunov quadra´ticas diferentes para cada
modo de operac¸a˜o e as garantias de estabilidade se da˜o pela positividade e
decrescimento da func¸a˜o de Lyapunov comutada (a func¸a˜o do modo ativo
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no instante considerado), inclusive na ocorreˆncia de modos deslizantes entre
va´rios modos na mesma superfı´cie. Por fim, e´ demonstrada a utilizac¸a˜o da
te´cnica na resoluc¸a˜o de um exemplo simples.
O Capı´tulo 4 apresenta os modelos e transformac¸o˜es utilizados na
formulac¸a˜o da te´cnica de chaveamento para motores de induc¸a˜o abordados
nesta dissertac¸a˜o. Sa˜o discutidas a modelagem das partes mecaˆnica e ele´trica
da ma´quina de induc¸a˜o de forma gene´rica e a modelagem da comutac¸a˜o do
inversor de tensa˜o. Por fim, sa˜o mostradas algumas topologias possı´veis para
o sistema inversor-ma´quina. Este capı´tulo tem como objetivo apenas apresen-
tar a base teo´rica e matema´tica para o capı´tulo seguinte, podendo ser ignorado
pelo leitor com experieˆncia em ma´quinas, se desejado.
No Capı´tulo 5 e´ mostrada uma proposta de aplicac¸a˜o da lei de cha-
veamento para um dos tipos de ma´quina apresentados no capı´tulo anterior,
assim como a estrutura de controle e as formas de simulac¸a˜o e os resulta-
dos parciais obtidos. O interesse deste capı´tulo nessa dissertac¸a˜o se da´ pela
possibilidade de unia˜o futura com as te´cnicas de estabilidade de sistemas na˜o
lineares do Capı´tulo 2 de modo a facilitar a busca por soluc¸a˜o para o caso do
chaveamento da ma´quina.
No Apeˆndice A sa˜o fornecidos os dados da ma´quina utilizados, assim
como as demais varia´veis quantificadas necessa´rias a` simulac¸a˜o.
No Apeˆndice B sa˜o mostradas algumas matrizes derivadas da
formulac¸a˜o proposta, cujas estruturas completas sa˜o ocultadas nesta.
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2 CONDIC¸ ˜OES DE ESTABILIDADE DE SISTEMAS N ˜AO LINEA-
RES
2.1 Introduc¸a˜o
Este capı´tulo apresenta te´cnicas de verificac¸a˜o de estabilidade local,
regional e global de sistemas na˜o lineares racionais e incertos. ´E mostrada
uma forma particular de representac¸a˜o do sistema para que este se torne afim
nas varia´veis de estado e paraˆmetros incertos possibilitando a formulac¸a˜o
LMI do problema de uma forma simples. Em seguida sa˜o abordadas as
condic¸o˜es para estabilidade local, que na sequeˆncia sa˜o estendidas para es-
tabilidade regional e global. Na estabilidade regional sa˜o considerados dois
casos: politopo u´nico (convexo) e unia˜o de politopos (na˜o convexa). Na es-
tabilidade global, como um segundo resultado, e´ mostrada uma te´cnica para
evitar a abordagem polito´pica.
Este capı´tulo apresenta as maiores contribuic¸o˜es deste trabalho: uma
forma simples de se encontrar func¸o˜es de Lyapunov ricas em informac¸a˜o,
podendo inclusive ser racionais no estado, a estimac¸a˜o da regia˜o de atrac¸a˜o
pela unia˜o de politopos e a alternativa para evitar o crescimento exponencial
do nu´mero de LMIs da abordagem polito´pica.
Pretende-se, futuramente, a incorporac¸a˜o desta te´cnica de estabilidade
de sistemas na˜o lineares no projeto de leis de chaveamento para ma´quinas de
induc¸a˜o (sistema com grande nu´mero de na˜o linearidades).
2.2 Conceitos Preliminares
Visando facilitar a compreensa˜o das te´cnicas apresentadas posterior-
mente neste capı´tulo e no Capı´tulo 2, esta sec¸a˜o apresenta, de forma sinteti-
zada, diversos conceitos que se fazem necessa´rios.
2.2.1 Estabilidade, Desempenho e Regia˜o de Atrac¸a˜o
A estabilidade desempenha um papel fundamental na teoria de sis-
temas de controle e dentre os seus diferentes tipos no estudo de sistemas
dinaˆmicos. Neste trabalho e´ considerado o conceito de estabilidade de pontos
de equilı´brio, cuja definic¸a˜o dada em (KHALIL, 1996) e´:
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Um ponto de equilı´brio e´ esta´vel se todas as soluc¸o˜es que
partem de pontos pro´ximos, permanecem pro´ximas; em
caso contra´rio, e´ insta´vel. Ale´m disso, quando todas as
soluc¸o˜es partindo de pontos pro´ximos na˜o somente per-
manecem pro´ximas, mas tambe´m convergem ao ponto de
equilı´brio quando o tempo tende ao infinito, este e´ dito as-
sintoticamente esta´vel.
Dentre os diversos me´todos utilizados na ana´lise de estabilidade, um
dos principais foi introduzido no final do se´culo XIX pelo matema´tico e enge-
nheiro russo Lyapunov. A partir da ideia de que a energia do sistema e´ positiva
e deve decrescer com o tempo, Lyapunov mostrou que certas func¸o˜es, na˜o
necessariamente com uma interpretac¸a˜o fı´sica ligada a` energia do sistema,
poderiam ser usadas para determinar condic¸o˜es suficientes para estabilidade
de um ponto de equilı´brio. Para ilustrar a ideia do me´todo, seja D ∈ ℝn um
domı´nio que conte´m a origem e f : D →ℝn, v : D →ℝ duas func¸o˜es com
v ∈ C 1. Enta˜o a derivada temporal de v ao longo das trajeto´rias do sistema
.
x = f (x), denotada por .v (x), e´ dada por:
.
v (x) =
∂v
∂x .
dx
dt =
∂v
∂x
.
x =
∂v
∂x f (x) , (2.1)
e note que na˜o e´ necessa´rio se conhecer a soluc¸a˜o de .x= f (x) para se obter a
expressa˜o da derivada de v(x).
Por convenieˆncia, as expresso˜es e teoremas apresentados neste traba-
lho sa˜o para o caso do ponto de equilı´brio estar na origem do ℝn, i.e., x¯ = 0.
Na˜o ha´ perda de generalidade nisso, pois o ponto de equilı´brio pode ser des-
locado para a origem via uma mudanc¸a de varia´veis. Suponha que x¯ ∕= 0 e
considere a mudanc¸a de varia´veis e = x− x¯. A derivada de e e´ dada por
.
e =
.
x = f (x) = f (e+ x¯)≜ g(e) ,g(0) = 0. (2.2)
Na nova varia´vel e, o sistema tem equilı´brio na origem. A seguir e´ apresen-
tado o teorema de estabilidade de Lyapunov.
Teorema 2.1 (Lyapunov) Seja x = 0 um ponto de equilı´brio do sistema .x =
f (x) e D ⊂ℝn um domı´nio contendo x = 0. Seja v : D →ℝ pertencente ao
C 1 tal que
v(0) = 0 e v(x)> 0 em D−0, (2.3)
.
v (x)≤ 0 em D , (2.4)
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enta˜o, x = 0 e´ esta´vel. Ale´m disso, se
.
v (x)< 0 em D−0, (2.5)
enta˜o x = 0 e´ assintoticamente esta´vel. □
A prova e outras verso˜es deste teorema podem ser encontradas em
(KHALIL, 1996). A ideia central da estabilidade segundo Lyapunov e´ encon-
trar uma func¸a˜o v(x) que seja nula na origem, positiva fora dela e decres-
cente para as trajeto´rias do sistema. Quando isso for possı´vel, tem-se ga-
rantia de que as trajeto´rias convergem para a origem, indicando estabilidade
assinto´tica.
Apenas a estabilidade geralmente na˜o e´ suficiente para caracterizar
um bom sistema de controle, este deve apresentar tambe´m um desempenho
satisfato´rio. O desempenho se faz necessa´rio por diversos fatores, como:
limitac¸a˜o dos atuadores, imprecisa˜o dos medidores (ruı´do), conhecimento
impreciso do sistema a ser controlado (incertezas, caracterı´sticas dos ruı´dos
e perturbac¸o˜es), crite´rios de velocidade de convergeˆncia do sistema, dentre
outros.
Como exemplos de te´cnicas de controle com desempenho obtidos com
o auxı´lio da func¸a˜o de Lyapunov, podemos citar o regulador linear quadra´tico
(LQR)1, o controlador gaussiano linear quadra´tico (LQG)2 e a minimizac¸a˜o
das normas3 H2 e H∞ de sistemas, (BOYD et al., 1994). As te´cnicas LQR
e LQG, por exemplo, visam estabelecer um compromisso entre as ener-
gias de estado e controle (em sistemas lineares) atrave´s da minimizac¸a˜o de
uma func¸a˜o custo dada, pore´m a segunda inclui observador de estados e
minimizac¸a˜o de ruı´dos.
Outro ponto importante na ana´lise de sistemas de controle e´ que a esta-
bilidade de um sistema pode estar restrita a` uma regia˜o do espac¸o de estados,
como e´ o caso de sistemas na˜o lineares. Por isso, torna-se importante deter-
minar a regia˜o de atrac¸a˜o do ponto de equilı´brio assintoticamente esta´vel, ou
ao menos uma estimativa desta. A regia˜o de atrac¸a˜o compreende todos os
pontos do espac¸o de estados que sera˜o levados ao ponto de equilı´brio quando
o tempo tender ao infinito, e por outro lado, se o sistema passar a operar fora
da regia˜o de atrac¸a˜o, instabilizara´. Portanto, podemos concluir que um sis-
tema na˜o necessita possuir estabilidade global desde que toda a sua faixa de
1Do ingleˆs, Linear Quadratic Regulator.
2Do ingleˆs, Linear Quadratic Gaussian Control.
3Estas normas sa˜o uma forma de medir o grau de influeˆncia de perturbac¸o˜es externas sobre
as saı´das de interesse.
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operac¸a˜o esteja contida no interior de uma regia˜o esta´vel do espac¸o de esta-
dos.
A definic¸a˜o formal de regia˜o de atrac¸a˜o e´ como segue, segundo (KHA-
LIL, 1996). Seja a origem x = 0 um ponto de equilı´brio assintoticamente
esta´vel para o sistema na˜o linear
.
x= f (x) , (2.6)
com f : D → ℝn e D ⊂ ℝn um domı´nio contendo a origem. Seja ψ (t,x) a
soluc¸a˜o de (2.6) que parte do estado inicial x no instante t = 0. A regia˜o de
atrac¸a˜o da origem, denotada por RA, e´ definida por
RA = {x ∈D ∣ ψ (t,x) e´ definida para ∀t ≥ 0 e ψ (t,x)→ 0 quando t → ∞} .
(2.7)
A regia˜o de atrac¸a˜o possui as propriedades de ser um conjunto invari-
ante aberto e conectado e seu limite e´ formado por trajeto´rias. Portanto, uma
forma de caracterizar RA e´ determinar as trajeto´rias que passam sobre o seu
limite. Um exemplo de regia˜o de atrac¸a˜o e´ dado a seguir.
Exemplo 2.1 Considere o sistema de segunda ordem da equac¸a˜o de Van der
Pol em tempo reverso, dado por (KHALIL, 1996):[
x˙1
x˙2
]
=
[ −x2
x1− ε(1− x21)x2
]
, ε = 1. (2.8)
A Figura 1 mostra o plano de fase do sistema (2.8). Note que qualquer
trajeto´ria que se inicia no interior do ciclo limite, converge para o ponto de
equilı´brio que e´ a origem. Neste caso, a regia˜o de atrac¸a˜o e´ limitada, pois
qualquer trajeto´ria que parte em um ponto fora do ciclo limite, na˜o consegue
atravessa´-lo para alcancar a origem. □
2.2.2 Desigualdade Matricial Linear - LMI
Uma desigualdade matricial linear (LMI) e´ uma expressa˜o do tipo
F (g) > 0 na qual F (g) : ℝm → ℝq×q e´ sime´trica e afim4 nas varia´veis de
busca representadas pelo vetor g. Por isso uma denominac¸a˜o mais precisa se-
ria “Desigualdade Matricial Afim” (BOYD et al., 1994). Assim, uma LMI pode
4Uma func¸a˜o dita “afim” e´ aquela que na˜o passa pela origem, ou seja, possui parte constante.
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Figura 1: Regia˜o de atrac¸a˜o do sistema (2.8).
ser genericamente representada por
F (g)≜ F0 +
m
∑
i=1
giFi > 0, g =
⎡⎢⎣ g1..
.
gm
⎤⎥⎦ , (2.9)
onde Fi = F ′i ∈ ℝq×q sa˜o matrizes dadas e gi sa˜o varia´veis escalares a se-
rem determinadas de forma a satisfazer a desigualdade (se possı´vel). Quando
existe uma soluc¸a˜o g para F (g) > 0 dizemos que a LMI e´ factı´vel. Neste
caso dizemos que F (g) e´ positiva definida e portanto todos os seus autovalo-
res esta˜o restritos a serem positivos na LMI, i.e., x′F (g)x > 0 para todo x na˜o
nulo ∈ ℝn.
´E importante enfatizar que uma LMI pode ser representada de va´rias
maneiras e nem sempre aparece na forma afim (2.9). Entretanto, quando um
elemento de busca e´ matricial, por exemplo, os pro´prios pacotes computaci-
onais de soluc¸a˜o de LMIs rearranjam o problema para ficar na forma afim
(2.9). Detalhes sobre algoritmos e pacotes computacionais para resoluc¸a˜o de
LMIs podem ser encontrados em (EL GHAOUI; NICULESCU, 2000).
Inu´meros problemas de diferentes a´reas do conhecimento podem ser
reformulados e numericamente resolvidos atrave´s de LMIs (BOYD et al., 1994).
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Nas Sec¸o˜es 2.2.2.1-2.2.2.5, a seguir sa˜o apresentadas algumas propri-
edades e operac¸o˜es de LMIs de interesse para este trabalho.
2.2.2.1 Um conjunto de LMIs e´ uma LMI
Mu´ltiplas LMIs F1 (g) > 0, . . . ,Fn (g) > 0 podem ser expressas como
uma u´nica LMI [F1 (g) , . . . ,Fn (g)]diag > 0. Portanto, neste trabalho, na˜o
sera´ feita distinc¸a˜o entre um conjunto de LMIs e uma u´nica LMI, i.e.,
“a LMI F1 (g) > 0, . . . ,Fn (g) > 0” tera´ o mesmo significado que “a LMI
[F1 (g) , . . . ,Fn (g)]diag > 0”.
Por exemplo, as duas LMIs F (g)> 0, G(g)< 0 podem ser reescritas
na forma de uma u´nica LMI H (g)> 0, onde
H (g) =
[
F (g) 0
0 −G(g)
]
> 0, (2.10)
ou seja, H (g) = H0 +∑mi=1 giHi > 0, com
H0 =
[
F0 0
0 −G0
]
Hi =
[
Fi 0
0 −Gi
]
. (2.11)
2.2.2.2 Convexidade
Uma importante propriedade de LMIs e´ a de que o conjunto de
soluc¸o˜es destas tambe´m e´ um conjunto convexo. A prova e´ como segue:
sejam y e z dois pontos que satisfazem a desigualdade 2.9, ou seja, F (y)> 0 e
F (z)> 0. Seja g = αy+(1−α)z, uma combinac¸a˜o convexa qualquer desses
dois pontos obtida com algum α : 0 ≤ α ≤ 1. Substituindo na definic¸a˜o,
temos
F (g) = F (αy+(1−α)z) = F0 +
m
∑
i=1
giFi
= F0 +
m
∑
i=1
Fi(αyi +(1−α)zi) = F0 +
m
∑
i=1
Fizi +α
m
∑
i=1
Fi (yi− zi)
= (1−α)(F0 +
m
∑
i=1
Fizi)+α(F0 +
m
∑
i=1
Fiyi)
= (1−α)F (z)+αF (y) , (2.12)
assim, g tambe´m e´ soluc¸a˜o da LMI para todo α : 0≤ α ≤ 1 e vice-versa.
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Esta propriedade e´ interessante do ponto de vista nume´rico pois temos
garantia que o problema de encontrar uma soluc¸a˜o qualquer de uma LMI,
consiste na busca de um elemento qualquer num conjunto convexo. Pro-
blema este que pode ser resolvido de forma eficiente, com convergeˆncia glo-
bal e tempo polinomial (COUTINHO, 2006). Mais detalhes sobre convexidade
podem ser encontrados em (HINDI, 2004).
2.2.2.3 Complemento de Schur
Quando as matrizes Fi de (2.9) sa˜o diagonais, a LMI F (g)> 0 e´ apenas
um conjunto de desigualdades lineares. Desigualdades na˜o lineares (conve-
xas) podem ser convertidas para a forma LMI usando uma ferramenta ma-
tema´tica de manipulac¸a˜o matricial conhecida como complemento de Schur.
A ide´ia ba´sica e´ apresentada no Lema 2.1, a seguir.
Lema 2.1 (Complemento de Schur) Seja g ∈ ℝm o espac¸o de varia´veis de
decisa˜o, Q(g), R(g) e S (g) func¸o˜es afim de g com Q(g) e R(g) sime´tricas.
Enta˜o a LMI [ Q(g) S (g)
S (g)′ R(g)
]
> 0 (2.13)
e´ equivalente a`
R(g)> 0, Q(g)−S (g)R(g)−1 S (g)′ > 0. (2.14)
□
Em outras palavras, o conjunto de desigualdades na˜o lineares em
(2.14) pode ser representado como a LMI (2.13).
2.2.2.4 Lema de Finsler
Este lema e´ muito u´til pois permite que restric¸o˜es de igualdade sejam
inseridas em uma u´nica desigualdade que pode ser resolvida via LMI. Uma
de suas verso˜es e´ apresentada a seguir.
Lema 2.2 (Lema de Finsler) Sejam C ∈ℝn×q, M ∈ℝn×n, Q uma base para
o espac¸o nulo de C e F (g) uma func¸a˜o afim em g ∈ℝm com F (g) = F (g)′ ∈
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ℝ
q×q
. As seguintes condic¸o˜es sa˜o equivalentes:
a) ∃g : x′F (g)x < 0 ∀x ∈ ℝq : Cx = 0, x ∕= 0; (2.15)
b) ∃g,L : F (g)+LC+C′L′ < 0; (2.16)
c) ∃g : Q′F (g)Q < 0; (2.17)
d) ∃g,β : F (g)−βC′C < 0 β ∈ ℝ. (2.18)
Ale´m disso, de maneira similar a` equivaleˆncia entre (a) e (d), as seguintes
condic¸o˜es sa˜o equivalentes:
e) ∃g : x′F (g)x < 0 ∀x ∈ ℝq : x′Mx = 0, x ∕= 0; (2.19)
f) ∃g,β : F (g)+βM < 0 β ∈ ℝ. (2.20)
□
Note que no Lema 2.2 as LMIs apresentadas sa˜o negativas definidas,
portanto para aplicar o lema a` uma LMI positiva definida, os sinais da LMI de-
vem ser trocados antes. Algumas das equivaleˆncias apresentadas neste lema
possuem prova na˜o trivial e podem ser encontradas em (DE OLIVEIRA; SKEL-
TON, 2001). Outro fator de interesse para este trabalho e´ que as varia´veis
matriciais apresentadas podem estar definidas para um conjunto polito´pico
W ⊆ ℝq, ou seja, F (g,w), C (w), Q(w) e L(w), e as condic¸o˜es continuam
equivalentes para ∀w ∈ W . A equivaleˆncia entre as condic¸o˜es (e) e (f) pode
ser encontrada em (BOYD et al., 1994).
2.2.2.5 Procedimento-S
Quando uma LMI tem uma ou mais restric¸o˜es de desigualdade, es-
tas podem ser concatenadas em uma u´nica LMI com a te´cnica conhecida
como Procedimento-S se estas restric¸o˜es adve´m de formas quadra´ticas (ou
de func¸o˜es quadra´ticas). Com esta te´cnica geramos uma LMI conservadora5,
mas geralmente uma u´til aproximac¸a˜o das restric¸o˜es. Para diminuir o con-
servadorismo, sa˜o introduzidos multiplicadores como fatores de ponderac¸a˜o
5Significa que pode ser uma condic¸a˜o rı´gida para a soluc¸a˜o nume´rica.
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a serem determinados, tornando o problema mais flexı´vel. O Procedimento-S
para formas quadra´ticas e´ apresentado a seguir, e outras variantes, como para
func¸o˜es quadra´ticas, podem ser encontradas em (BOYD et al., 1994).
Sejam Ti, . . . ,Tp ∈ℝn×n matrizes sime´tricas dadas e F (g)∈ℝn×n uma
func¸a˜o afim em g. Considere o seguinte problema: encontre g, se possı´vel,
tal que
x′F (g)x > 0 ∀x ∕= 0 : x′Tix ≥ 0, i = 1, . . . , p. (2.21)
´E fa´cil perceber que se existem escalares βi ≥ 0, i = 1, . . . , p, e algum g tais
que
F (g)−
p
∑
i=1
βiTi > 0, (2.22)
enta˜o (2.21) esta´ satisfeita. Ale´m disso na˜o e´ trivial, pore´m u´til, mostrar que
as condic¸o˜es (2.21) e (2.22) sa˜o equivalentes para p = 1.
2.2.3 Politopo
Um grande problema ao se trabalhar com sistemas incertos ou com
na˜o linearidades nos estados, e´ como tratar a incerteza ou o estado presente na
formulac¸a˜o LMI final, pois pode-se inserir mais restric¸a˜o na busca de soluc¸a˜o
do problema. Isso porque os valores dos paraˆmetros ou estados em um de-
terminado instante de tempo sa˜o desconhecidos e a LMI pode estar satisfeita
para um dado valor destes, mas o sistema pode (e normalmente ira´) operar
com outro valor, com o qual a soluc¸a˜o encontrada para a LMI pode na˜o ga-
rantir as condic¸o˜es de projeto.
Uma alternativa consiste em considerar estas varia´veis em um poli-
topo6. Por exemplo, suponha que na LMI (2.9) um dos termos Fi, inicial-
mente considerado constante e de valor dado, seja agora uma func¸a˜o afim dos
elementos incertos em δ , ou seja, Fi (δ ), onde
δ ∈Dq = {δi : δ mini ≤ δi ≤ δ maxi , i = 1, . . . ,q} (2.23)
e, neste caso, Dq representa um politopo com 2q ve´rtices, onde q e´ o nu´mero
de incertezas do problema.
Com isso as matrizes Fi podem ser construı´das para cada ve´rtice do
politopo. Por exemplo, tendo-se duas incertezas, δ1 e δ2, o politopo pode ser
6Politopo e´ um conjunto convexo fechado, que pode ser representado pela combinac¸a˜o con-
vexa dos ve´rtices, ou por desigualdades matriciais.
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representado como na Figura 2, e neste caso a LMI inicial com incertezas
pode ser substituı´da por 4 LMIs, uma para cada ve´rtice, e em cada um Fi e´
constante como desejado.
Figura 2: Representac¸a˜o de um politopo.
Uma caracterı´stica importante deste tipo de abordagem para descre-
ver as incertezas e´ a convexidade do conjunto resultante, isto e´, tem-se pela
propriedade de convexidade que se as condic¸o˜es esta˜o satisfeitas nos ve´rtices
enta˜o garante-se que todas as condic¸o˜es tambe´m estara˜o satisfeitas no interior
desta regia˜o. Entretanto, surge o problema do crescimento exponencial das
condic¸o˜es a serem testadas, pois para testarmos, por exemplo, as condic¸o˜es
para um sistema com 3 elementos incertos, teremos que verificar 23 ve´rtices,
ou seja, tem-se que testar as condic¸o˜es 8 vezes.
´E importante salientar que em problemas de controle, o tratamento
polito´pico de paraˆmetros incertos confere robustez ao sistema com projeto
via LMIs. As LMIs dependentes do estado podem ser tratadas da mesma
maneira, desde que este aparec¸a de forma afim nas desigualdades.
2.2.4 Anuladores e LMIs dependentes dos estados
Problemas LMI dependentes do estado possuem conservadorismo adi-
cional no sentido de que e´ utilizada uma das representac¸o˜es possı´veis do sis-
tema e desconsideradas as demais. Uma ferramenta que pode auxiliar na
reduc¸a˜o do conservadorismo, como sera´ visto na sequeˆncia, e´ definida a se-
guir.
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Definic¸a˜o 2.1 (Anulador Linear) Dada uma func¸a˜o vetorial f (.) :ℝq 7→ℝs,
uma func¸a˜o matricial ℵ f (.) : ℝq 7→ ℝr×s sera´ chamada de um Anulador Li-
near de f se este satisfaz as duas seguintes condic¸o˜es (i) ℵ f (.) e´ linear e (ii)
ℵ f (ξ ) f (ξ ) = 0 , ∀ξ ∈ ℝq de interesse. □
Observe que a representac¸a˜o matricial do Anulador Linear na˜o e´ u´nica.
Suponha que ξ = [ ξ1 . . . ξq ]′ ∈ ℝq. Um representac¸a˜o simples de
ℵξ (ξ ) ∈ ℝq−1×q e´ mostrada abaixo.
ℵξ (ξ )=
⎡⎢⎢⎢⎣
ξ2 −ξ1 0 0 . . . 0 0 0
0 ξ3 −ξ2 0 . . . 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 0 . . . 0 ξq −ξq−1
⎤⎥⎥⎥⎦ , ℵξ (ξ )ξ = 0.
(2.24)
Levando em conta todos os possı´veis pares ξi,ξ j para i ∕= j sem
repetic¸a˜o, i.e. para ∀i, j ∈ {1 . . .q} com j > i, obtemos um anulador onde o
nu´mero de linhas e´ r =
q−1
∑
j=1
j, e que e´ dado pela seguinte fo´rmula:
ℵξ (ξ ) =
⎡⎢⎣ φ1(ξ ) Y1(ξ )..
.
.
.
.
φ(q−1)(ξ ) Y(q−1)(ξ )
⎤⎥⎦ , (2.25)
com
Yi(ξ ) =−ξi I(q−i) , i ∈ {1 . . .q−1}
φ1(ξ ) = [ ξ2 . . . ξq ]′
φi(ξ ) =
⎡⎢⎣ 0(q−i)×(i−1) ξ(i+1)..
.
ξq
⎤⎥⎦ , i ∈ {2 . . .q−1}.
O conservadorismo de LMIs dependentes dos estados pode ser redu-
zido combinando o anulador a` LMI com o Lema de Finsler. Para ilustrar este
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problema, considere A(.) : ℝ3 7→ ℝ3×3 definido como
A(ξ ) =
⎡⎣ −1+ξ2 +ξ3 1−ξ2 ξ2−ξ3−1−ξ1 −1+ξ3 +ξ1 1
−ξ2−ξ1 −ξ2−1 −1+ξ1
⎤⎦ , ξ =
⎡⎣ ξ1ξ2
ξ3
⎤⎦ .
(2.26)
Considere agora dois sistemas obtidos de A(.) como se segue. O pri-
meiro e´ o sistema linear incerto
.
x= A(δ )x , δ ∈D = {δ : ∣δi∣ ≤ α, i ∈ {1 . . .3}}, (2.27)
onde A(.) e´ a func¸a˜o em (2.26), x ∈ ℝ3 e´ o estado, δ = [ δ1 δ2 δ3 ]′ ∈
D ⊆ ℝ3 e´ o vetor de paraˆmetros incertos cuja magnitude e´ limitada por um
dado escalar α .
Considere tambe´m o sistema na˜o linear
.
x= A(x)x , x ∈X = {x : ∣xi∣ ≤ γ , i ∈ {1 . . .3}}, (2.28)
onde A(.) e´ a func¸a˜o em (2.26), x = [ x1 x2 x3 ]′ e´ o vetor de estados e
X e´ uma dada vizinhanc¸a ao redor da origem cujo tamanho pode ser ajustado
atrave´s do escalar γ .
As condic¸o˜es de estabilidade quadra´tica para os sistemas (2.28), (2.27)
sa˜o obtidas considerando uma func¸a˜o de Lyapunov quadra´tica v(x) = x′Px >
0 , P > 0 da qual obtemos
.
v= x′(A(δ )′P+PA(δ ))x < 0 , ∀x ∕= 0 , ∀δ ∈D , (2.29)
para (2.27) e para (2.28) e´ indicada abaixo.
.
v= x′(A(x)′P+PA(x))x < 0 , ∀x ∈X −{0}. (2.30)
Resultados padro˜es da teoria LMI mostram que (2.29) e´ equivalente a`
LMI polito´pica dependente de paraˆmetro
A(δ )′P+PA(δ )< 0 , ∀δ ∈ ϑ(D), (2.31)
que pode ser facilmente resolvida e o maior valor de α que leva o sistema a
ser quadraticamente esta´vel e´ α = 0.4160.
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Para obter uma condic¸a˜o LMI de (2.30), considere que ℵx(x) seja um
anulador linear de x. Como ℵx(x)x = 0 podemos reescrever (2.30) como
x′(A(x)′P+PA(x))x < 0 , ∀x ∕= 0 :
{
x ∈X and
ℵx(x)x = 0
, (2.32)
e do Lema de Finsler obtemos o seguinte problema LMI dependente do estado
A(x)′P+PA(x)+Lℵx(x)+ℵx(x)′L′ < 0 , ∀x ∈ ϑ(X ), (2.33)
onde L e´ uma varia´vel de escalonamento a ser determinada de modo a reduzir
o conservadorismo do resultado. O problema LMI polito´pico dependente
do estado em (2.33) pode ser facilmente resolvido e o maior valor de γ de
(2.28), correspondendo a` maior vizinhanc¸a X para a qual (2.33) e´ satisfeita,
e´ indicada abaixo, juntamente com o anulador ℵx(x).[
x2 −x1 0
0 x3 −x2
]
γ = 0.9296
(a)
[
x2 −x1 0
x3 0 −x1
]
γ = 0.9999
(b)[
0 x3 −x2
x3 0 −x1
]
γ = 0.7141
(c)
⎡⎣ x2 −x1 0x3 0 −x1
0 x3 −x2
⎤⎦
γ = ∞
(d)
.
(2.34)
Como esperado, as maiores dimenso˜es do anulador no caso (d), obtidos de
(2.25), levaram a um resultado menos conservador grac¸as ao maior nu´mero de
varia´veis de escalonamento que podem ser usados quando aplicado o Lema
de Finsler. No caso (d) obtemos γ = ∞, portanto (2.33) e´ satisfeita ∀x ∈ ℝ3.
De fato, escolhendo
L =
⎡⎣ −1 −1 01 0 −1
0 1 0
⎤⎦ , P = I3, (2.35)
obtemos
A(x)′P+PA(x)+Lℵx(x)+ℵx(x)′L′ =−2I3. (2.36)
Enta˜o o sistema (2.28) e´ globalmente quadraticamente esta´vel e v(x) = x′x e´ a
func¸a˜o de Lyapunov que prova isso. Grac¸as ao anulador linear e ao Lema de
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Finsler foi possı´vel reduzir significativamente o conservadorismo das LMIs
dependentes do estado. Ale´m do mais, note que a LMI dependentes do estado
(2.33) se torna identica a` LMI dependente de paraˆmetro (2.31) com a esco-
lha L = 0 e neste caso obtemos γ = α = 0.4164 que e´ um resultado muito
conservador.
Resultados preliminares enfatizando as vantagens de usar o Lema de
Finsler e anuladores do tipo (2.24) podem ser encontrados em (TROFINO,
2000), (COUTINHO; DE SOUZA; TROFINO, 2008). A partir do exemplo visto
anteriormente, pode-se concluir que regio˜es de atrac¸a˜o menos conservadoras
podem ser obtidas usando uma versa˜o mais geral do anulador, como indicado
na Equac¸a˜o (2.25).
2.3 Representac¸a˜o do sistema
Considere o sistema
x˙ = f (x,δ ) , x0 ∈X , δ ∈D , ˙δ ∈ ˇD , (2.37)
onde x ∈ ℝn e´ o estado, δ ∈ ℝd e´ um vetor de paraˆmetros incertos, f (x,δ ) e´
uma func¸a˜o vetorial contı´nua com f (0,δ ) = 0. X e´ um dado politopo, na˜o
necessariamente sime´trico nem invariante, que conte´m a origem e representa
um conjunto desejado de estados iniciais a serem considerados na ana´lise
de estabilidade. D , ˇD ⊂ ℝd sa˜o politopos dados representando os limites de
magnitude do paraˆmetro δ e sua taxa de variac¸a˜o ( ˙δ ). A notac¸a˜o (x,δ , ˙δ ) ∈
X ×D× ˇD significa que x ∈X , δ ∈D e ˙δ ∈ ˇD .
´E de interesse determinar uma func¸a˜o de Lyapunov v(x,δ ) adequada
que satisfac¸a as seguintes condic¸o˜es para o sistema (2.37) ∀ (x,δ , ˙δ ) ∈X ×
D× ˇD .
φ3(∥x∥)≤ v(x,δ ) := x′P(x,δ )x ≤ φ1(∥x∥)
v˙(x,δ ) = x′ ˙P(x,δ )x+ f (x,δ )′P(x,δ )x+ x′P(x,δ ) f (x,δ )≤−φ2(∥x∥)
,
(2.38)
onde φ1(.), φ2(.), φ3(.) sa˜o func¸o˜es de classe K 7 e P(.) e´ sime´trica. Tais
condic¸o˜es implicam em estabilidade assinto´tica local da origem (KHALIL,
1996).
A complexidade de P(x,δ ) e´ um aspecto importante da func¸a˜o de
7Uma func¸a˜o φ : [0,a) 7−→ ℝ+ e´ dita ser de classe K se φ (0) = 0 e φ (.) e´ contı´nua e
estritamente crescente no intervalo de definic¸a˜o.
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Lyapunov. Se por um lado o esforc¸o computacional para resolver numeri-
camente o problema de estabilidade cresc¸a com a complexidade da func¸a˜o de
Lyapunov, por outro resultados menos conservadores sa˜o esperados. Aqui e´
considerada uma func¸a˜o de Lyapunov que pode ser uma func¸a˜o racional dos
estados e paraˆmetros incertos. Va´rias classes importantes de func¸o˜es, como
polinoˆmios de qualquer tipo, podem ser representados desta forma.
Suponha que o sistema (2.37) possa ser representado como indicado
abaixo.
x˙ = f (x,δ ) = A0 x+A1 pi x0 ∈X
0 = G(x,δ )x+F(x,δ )pi δ ∈D , ˙δ ∈ ˇD . (2.39)
∙ A0, A1 sa˜o matrizes constantes da estrutura.
∙ pi ∈ ℝp e´ um vetor de func¸o˜es na˜o lineares. A dependeˆncia de pi com
respeito a` (x,δ ) sera´ omitida para simplificar a notac¸a˜o.
∙ G(x,δ ) ∈ ℝp×n e F(x,δ ) ∈ ℝp×p sa˜o func¸o˜es matriciais afim de (δ ,x).
As seguintes considerac¸o˜es sa˜o feitas:
Suposic¸a˜o 2.1 : f (x,δ ) e´ uma func¸a˜o contı´nua de (x,δ ), ∀(x,δ ) ∈ X ×
D com f (0,δ ) = 0 para todo δ de interesse. Este pressuposto se refere a`
existeˆncia e unicidade das soluc¸o˜es da equac¸a˜o diferencial na vizinhanc¸a X
do ponto de equilı´brio x = 0.
Suposic¸a˜o 2.2 : A matriz F(x,δ ) e´ inversı´vel para todos os valores de
(x,δ ) ∈ X ×D . Sob esta suposic¸a˜o de regularidade, a decomposic¸a˜o
(2.39) de f (x,δ ) em termos da func¸a˜o na˜o linear pi e´ bem posta,
f (x,δ ) = (A0−A1F(x,δ )−1G(x,δ ))x.
Para ilustrar as ideias por tra´s da decomposic¸a˜o na representac¸a˜o do
sistema (2.39), considere o sistema polinomial escalar x˙ = a1x+a2x2 +a3x3.
Defina pi = [x2 x3]′. Enta˜o, obte´m-se x˙ = A0x + A1pi com A0 = a1 e
A1 = [a2 a3]. Ale´m do mais, os elementos de pi sa˜o tais que pi1 = x2 e
pi2 = x pi1 levando a` G(x)x+F(x)pi = 0 com
G(x) =
[ −x
0
]
, F(x) =
[
1 0
−x 1
]
.
Considere agora o sistema racional escalar
x˙ = a1x+a2x
2 +a3x
3 + z(x) , z(x) =
a4x
b0 +b1x
,
onde b0 + b1x ∕= 0 e´ uma condic¸a˜o de regularidade necessa´ria para a func¸a˜o
racional z(x). Esta condic¸a˜o de regularidade nos permite redefinir a func¸a˜o
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racional como uma equac¸a˜o polinomial aumentada z(b0 +b1x)−a4x = 0 nas
varia´veis z,x. Definindo a func¸a˜o na˜o linear pi = [x2 x3 z zx]′, o sistema raci-
onal pode ser decomposto como x˙ = A0x+A1pi com A0 = a1, A1 = [a2 a3 1 0]
e
G(x) =
⎡⎢⎢⎣
−x
0
−a4
0
⎤⎥⎥⎦ , F(x) =
⎡⎢⎢⎣
1 0 0 0
−x 1 0 0
0 0 b0 b1
0 0 −x 1
⎤⎥⎥⎦ .
Observe a condic¸a˜o det(F(x)) = b0 + b1x ∕= 0, que vem da Suposic¸a˜o 2.2, e´
correspondente a` condic¸a˜o de regularidade da representac¸a˜o original do sis-
tema.
A classe de sistema incerto na˜o linear (2.39) e´ geral o suficiente para
incluir a Representac¸a˜o Fracional Linear (LFR)8 de (EL GHAOUI; SCORLETTI,
1996). A LFR tem a forma f (x,δ ) = M1x+M2(I +M3)−1M4x, onde as ma-
trizes M1, M4 sa˜o fixas e M2, M3 sa˜o func¸o˜es afim de (x,δ ) e I +M3 deve
ser inversı´vel para todos os valores de (x,δ ) de interesse. Com as func¸o˜es
auxiliares pi1 = (I+M3)−1M4x e pi2 = M2pi1 pode-se representar a LFR como
em (2.39) com f (x,δ ) = M1x+pi2 e a restric¸a˜o
0 =
[ −M4
0
]
x+
[
I +M3 0
−M2 I
][
pi1
pi2
]
.
Observe que o modelo (2.39) tem a forma de um sistema descritor no
qual as equac¸o˜es diferenciais e alge´bricas sa˜o desacopladas (VERGHESE; L ´EVI;
KAILATH, 1981), (COUTINHO; DE SOUZA; TROFINO, 2008). Veja tambe´m (ITO,
1999), cujos resultados de estabilidade para uma classe de sistemas racionais
incertos e´ relacionada com uma func¸a˜o de Lyapunov racional dependente de
paraˆmetro.
Finalmente, observe que a decomposic¸a˜o de f (x,δ ) em termos de
A0, A1, G(x,δ ), F(x,δ ) na˜o e´ u´nica, em geral. Enta˜o, e´ natural se perguntar
qual seria o impacto de usar uma dada representac¸a˜o particular do sistema nos
resultados de estabilidade apresentados nas pro´ximas sec¸o˜es. Alguns elemen-
tos de resposta podem ser encontrados na Sec¸a˜o 2.2.4 onde a importaˆncia de
combinar o Lema de Finsler com os Anuladores Lineares e´ enfatizada. Este
ponto sera´ abordado com mais profundidade na pro´xima sec¸a˜o.
8Do ingleˆs, Linear Fractional Representation.
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2.4 Condic¸o˜es para estabilidade local
Nesta sec¸a˜o sa˜o apresentadas as condic¸o˜es LMI para estabilidade lo-
cal da origem do sistema (2.39). Supo˜e-se que os politopos X ,D e ˇD sa˜o
dados. O problema a ser resolvido e´ encontrar, se possı´vel, uma func¸a˜o de
Lyapunov v(x,δ ) = x′P(x,δ )x que satisfac¸a as condic¸o˜es (2.38) ponto a ponto
para ∀(x,δ , ˙δ ) ∈X ×D× ˇD .
Considere o sistema (2.39) sob as Suposic¸o˜es 2.1,2.2 e a func¸a˜o de
Lyapunov candidata
v(x,δ ) := pi ′bPpib = x′P(x,δ )x pib :=
[
x
pi
]
P = P′, (2.40)
onde G(x,δ )x +F(x,δ )pi = 0 e´ como em (2.39), P ∈ ℝ(n+p)×(n+p) e´ uma
matriz sime´trica a ser determinada e
P(x,δ ) =
[
In
−F(x,δ )−1G(x,δ )
]′
P
[
In
−F(x,δ )−1G(x,δ )
]
. (2.41)
Com a escolha apropriada do vetor de func¸o˜es na˜o lineares pi , pode-
se considerar qualquer tipo de func¸a˜o de Lyapunov racional. Por exemplo,
a bem conhecida func¸a˜o de Lyapunov quadra´tica v(x) = x′P0x, com P0 > 0,
corresponde a` escolha
P =
[
In 0n×p
]′P0 [ In 0n×p ] . (2.42)
Func¸o˜es de Lyapunov polinomiais do tipo SOS sa˜o obtidas com a restric¸a˜o
P > 0.
Seja a matriz Cb definida como
Cb(x,δ ) =
[
G(x,δ ) F(x,δ )
]
, (2.43)
e observe de (2.39) que Cb(x,δ ) e´ afim com respeito a` (x,δ ) e satisfaz
Cb(x,δ )pib = 0 , pib := [x,pi]col . (2.44)
Observe da Suposic¸a˜o 2.2, que o vetor pi e´ unicamente determinado
de (x,δ ) atrave´s da relac¸a˜o pi = −F(x,δ )−1G(x,δ )x. Pore´m, como menci-
onado anteriormente, existem va´rios pares de matrizes F(x,δ ), G(x,δ ) que
poderiam ser usados para caracterizar a mesma func¸a˜o pi . Neste contexto,
os anuladores lineares ℵx(x),ℵpi(x,δ ) desempenham um papel importante.
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Como
ℵx(x)x = 0, ∀x ∈X ℵpi(x,δ )pi = 0, ∀(x,δ ) ∈X ×D , (2.45)
pode-se definir
Γb(x,δ ) := Mbℵpib(x,δ )+ℵpib(x,δ )′M′b (2.46)
ℵpib(x,δ ) := [ℵx(x),ℵpi(x,δ )]diag ∈ ℝ(sb)×(n+p), (2.47)
onde Mb ∈ℝ(n+p)×(sb) e´ uma matriz de escalonamento livre a ser determinada
e note que pi ′bΓb(x,δ )pib = 0 onde pib = [x,pi]col .
Dos resultados da Sec¸a˜o 2.2.4, e das propriedades de convexidade das
LMIs, e´ possı´vel verificar que a existeˆncia de P = P′ ∈ ℝ(n+p)×(n+p), Lb ∈
ℝ
(n+p)×(p)
, Mb ∈ ℝ(n+p)×(sb) satisfazendo a LMI
P+LbCb(x,δ )+Cb(x,δ )′L′b +Γb(x,δ )> 0 ∀(x,δ ) ∈ ϑ(X ×D)
(2.48)
e´ uma condic¸a˜o suficiente para a positividade de v(x,δ ) de (2.40) ∀(x,δ ) ∈
X ×D .
Observac¸a˜o 2.4.1 Observe que ambos Cb(x,δ ), ℵpib(x,δ ) podem ser vis-
tos como anuladores lineares de pib, pois Cb(x,δ )pib = 0 e ℵpib(x,δ )pib =
0. Contudo, estas matrizes desempenham pape´is diferentes na condic¸a˜o
(2.48). Enquanto a primeira e´ associada com o par particular de matrizes
F(x,δ ), G(x,δ ) usados para caracterizar a func¸a˜o pi , o segundo introduz
graus de liberdade adicionais, representados pela matriz de escalonamento
Mb, para aliviar o impacto da na˜o unicidade de F(x,δ ), G(x,δ ). □
Na sequeˆncia, a derivada temporal de v(x,δ ) leva a`
v˙(x,δ ) = 2
[
x
pi
]′
P
[
A0x+A1pi
p˙i
]
, (2.49)
onde p˙i e´ um vetor que satisfaz a seguinte relac¸a˜o
˙F(x,δ )pi +F(x,δ )p˙i + ˙G(x,δ )x+G(x,δ )(A0x+A1pi) = 0. (2.50)
Sabendo que as matrizes F(x,δ ), G(x,δ ) sa˜o func¸o˜es afim de (x,δ ), como
indicado em (2.39), obte´m-se
˙F(x,δ ) = ¯F(x˙)+ ˜F( ˙δ ) ˙G(x,δ ) = ¯G(x˙)+ ˜G( ˙δ ). (2.51)
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Agora observe que o termo ¯F(x˙)pi que aparece em (2.50), pode ser reescrito
como
¯F(x˙)pi =
n
∑
j=1
¯Fj x˙ jpi =−
n
∑
j=1
¯Fj x˙ jF(x,δ )−1G(x,δ )x =
n
∑
j=1
¯FjF(x,δ )−1G(x,δ )µ j, (2.52)
onde
µ j =−xx˙ j =−xE j x˙ =−xE j(A0x+A1pi), E j := lin j(In). (2.53)
E introduzindo uma outra mudanc¸a de varia´veis
η j := F(x,δ )−1G(x,δ )µ j, (2.54)
obte´m-se
¯F(x˙)pi =
n
∑
j=1
¯Fjη j = ¯Faη , η = [ηi]ncol , ¯Fa = [ ¯Fi]nlin. (2.55)
O termo ¯G(x˙)x que aparece em (2.50), pode ser reescrito como
¯G(x˙)x =
n
∑
j=1
¯G j x˙ j x =
n
∑
j=1
¯G jxE j x˙ = ¯Ga(x)x˙ = ¯Ga(x)(A0x+A1pi) ,
¯Ga(x) :=
n
∑
j=1
¯G jxE j. (2.56)
Com as expresso˜es anteriores pode-se reescrever (2.50) como
¯Faη + ˜F( ˙δ )pi +F(x,δ )p˙i +( ¯Ga(x)+G(x,δ ))(A0x+A1pi)+ ˜G( ˙δ )x = 0,
(2.57)
onde F(x,δ ), G(x,δ ) tem a estrutura proveniente da decomposic¸a˜o (2.39) e
µ = [µi]ncol =−Eb(x)(A0x+A1pi)
Eb(x) := [xEi]ncol , Ei := lini(In)
Fb(x,δ )η = Gb(x,δ )µ
Fb(x,δ ) := [F(x,δ )]ndiag
Gb(x,δ ) := [G(x,δ )]ndiag
¯Ga(x) := ∑ni=1 ¯GixEi , ¯Fa := [ ¯Fi]nlin
.
(2.58)
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A derivada temporal de v(x,δ ) indicada em (2.49) pode ser reescrita como
v˙(x,δ ) = pi ′a(Pa +P′a)pia, (2.59)
onde
pia = [x,pi, p˙i,µ ,η ]col (2.60)
Pa :=
[
PAa
0(p+n2+np)×(n+2p+n2+np)
]
(2.61)
Aa :=
[
A0 A1 0n×p 0n×(n2+np)
0p×n 0p×p Ip 0p×(n2+np)
]
. (2.62)
Observe que n, p sa˜o as dimenso˜es de x,pi respectivamente. Para re-
presentar o sistema e a func¸a˜o de Lyapunov foram usados os vetores x, pi .
Todavia, a derivada temporal de v(x,δ ) apresenta um crescimento de com-
plexidade e mudanc¸as de varia´vel extras se fazem necessa´rias, chamadas de
p˙i, µ , η , com dimenso˜es p, n2, np respectivamente, de modo a tornar as
expresso˜es afim em x, δ , ˙δ .
Rearranjando em uma u´nica expressa˜o todas as relac¸o˜es entre os veto-
res x,pi, p˙i,µ ,η obte´m-se Ca(x,δ , ˙δ )pia = 0 onde
Ca(x,δ , ˙δ ) :=
⎡⎢⎢⎣
G(x,δ ) F(x,δ ) 0p×p 0p×n2 0p×np
W1(x,δ , ˙δ ) W2(x,δ , ˙δ ) F(x,δ ) 0p×n2 ¯Fa
W3(x) W4(x) 0n2×p In2 0n2×np
0np×n 0np×p 0np×p −Gb(x,δ ) Fb(x,δ )
⎤⎥⎥⎦
W1(x,δ , ˙δ ) = ¯Ga(x)A0 + ˜G( ˙δ )+G(x,δ )A0
W2(x,δ , ˙δ ) = ¯Ga(x)A1 + ˜F( ˙δ )+G(x,δ )A1
W3(x) = Eb(x)A0
W4(x) = Eb(x)A1
(2.63)
Para aliviar o impacto da na˜o unicidade da representac¸a˜o (2.58)
na caracterizac¸a˜o de pia em (2.60), observe que de (2.47) obte´m-se que
pi ′aΓa(x,δ )pia = 0 onde
Γa(x,δ ) := Maℵpia(x,δ )+ℵpia(x,δ )′M′a (2.64)
ℵpia(x,δ ) :=
[
ℵpib(x,δ ) 0sb×p+n2+np
]
, (2.65)
onde ℵpia(x,δ ) ∈ ℝsb×(n+2p+n
2+np) e´ o anulador linear de pia em (2.60) e Ma
e´ uma matriz de escalonamento livre a ser determinada de modo a reduzir
o conservadorismo associado a` na˜o unicidade da representac¸a˜o (2.39). As
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matrizes Ca(x,δ , ˙δ ), ℵpia(x,δ ) podem ser vistas como anulares de pia, mas,
como na Observac¸a˜o 2.4.1, elas desempenham pape´is diferentes no problema.
Como Ca(x,δ , ˙δ )pia = 0 e pi ′aΓa(x,δ )pia = 0, de (2.59) e do Lema de
Finsler obte´m-se a seguinte condic¸a˜o LMI suficiente para a negatividade de
v˙(x,δ ):
Pa +P′a +Ca(x,δ , ˙δ )′L′a +LaCa(x,δ , ˙δ )+Γa(x,δ )< 0
∀(x,δ , ˙δ ) ∈ ϑ(X ×D× ˇD), (2.66)
onde La, Ma sa˜o matrizes de escalonamento livres com as mesmas dimenso˜es
de C′a, ℵ′pia e devem ser determinadas juntamente com P que caracteriza Pa
em (2.62). Se a LMI (2.66) e´ satisfeita para algum La, Ma, P, enta˜o a func¸a˜o
v˙(x,δ ) satisfaz a condic¸a˜o (2.38).
Com os resultados acima pode-se estabelecer o teorema a seguir.
Teorema 2.2 Considere o sistema na˜o linear incerto (2.39) com as
Suposic¸o˜es 2.1,2.2 e admita que os politopos X , D , ˇD sa˜o dados. Suponha
que existam matrizes P, La, Ma, Lb, Mb que satisfac¸am as LMIs (2.48),
(2.66) para (x,δ , ˙δ ) nos ve´rtices do politopo X ×D × ˇD . Enta˜o a origem
do sistema (2.39) e´ localmente assintoticamente esta´vel e v(x,δ ) = x′P(x,δ )x
com a estrutura (2.41) e´ uma func¸a˜o de Lyapunov que prova a estabilidade
local.
Prova: Suponha agora que as condic¸o˜es do Teorema 2.2 esta˜o satis-
feitas. Enta˜o, por convexidade, elas esta˜o tambe´m satisfeitas para ∀(x,δ , ˙δ )∈
X ×D× ˇD . Defina as seguintes constantes positivas
ε1 = max
x∈X ,δ∈D
λ (P+LbCb(x,δ )+Cb(x,δ )′L′b +Γb(x,δ ))
ε3 = min
x∈X ,δ∈D
λ (P+LbCb(x,δ )+Cb(x,δ )′L′b +Γb(x,δ ))
ε2 = max
x∈X ,δ∈D
λ (M′M), M := F(x,δ )−1G(x,δ ), (2.67)
onde λ (.), λ (.) denotam o ma´ximo e mı´nimo autovalores de (.).
Como P + LbCb + C′bL′b + Γb > 0, vamos multiplicar esta desi-
gualdade por pib := [x,pi]col pela direita e pela seu transposta pela es-
querda. Sabendo que Cbpib = 0, pi ′bΓbpib = 0 e pi ′bPpib = x′P(x,δ )x, como
pi =−F(x,δ )−1G(x,δ )x obte´m-se
ε3∥pib∥2 ≤ v(x,δ ) = x′P(x,δ )x ≤ ε1∥pib∥2 ∀(x,δ ) ∈X ×D . (2.68)
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Por outro lado,
∥x∥2 ≤ ∥pib∥2 ≤ (ε2 +1)∥x∥2, ∀(x,δ ) ∈X ×D . (2.69)
Portanto v(x,δ ) = x′P(x,δ )x satisfaz os limites em (2.38) ∀(x,δ ) ∈ X ×D
com
φ3 = ε3 ∥x∥2 , φ1 = ε1 (ε2 +1)∥x∥2 . (2.70)
Argumentos similares sa˜o usados para mostrar os limites em v˙(x,δ ).
Defina a constante positiva ε4 como
ε4 = min
x∈X ,δ∈D , ˙δ∈ ˇD
λ (−N) ,
N := Pa +P′a +Ca(x,δ , ˙δ )′L′a +LaCa(x,δ , ˙δ )+Γa(x,δ ). (2.71)
Lembrando de (2.60), (2.63), (2.64) que Capia = 0, pi ′aΓapia = 0. Enta˜o de
(2.59), (2.66), (2.71) obte´m-se
v˙(x,δ ) = pi ′aNpia ≤−ε4∥pia∥2. (2.72)
Como ∥pia∥2 = ∥x∥2 + ∥pi∥2 + ∥p˙i∥2 + ∥µ∥2 + ∥η∥2 concluı´mos que
∥pia∥2 > ∥x∥2 sempre que ∥x∥ ∕= 0, o que por sua vez implica em
v˙(x,δ )<−ε4∥x∥2, (2.73)
e pode-se concluir que v˙(x,δ ) satisfaz os limites em (2.38) ∀(x,δ , ˙δ ) ∈X ×
D× ˇD com
φ2 = ε4 ∥x∥2 , (2.74)
o que completa a prova. □
Corola´rio 2.1 O sistema na˜o linear incerto (2.39) e´ localmente exponencial-
mente esta´vel sempre que as condic¸o˜es LMI do Teorema 2.2 sa˜o estritamente
satisfeitas e os conjuntos X de condic¸o˜es iniciais e D de paraˆmetros incertos
sa˜o limitados.
Prova: O resultado segue diretamente de (2.70), (2.67) e da limitac¸a˜o
de X , D . Neste caso ε1, ε2 sa˜o constantes limitadas. A positividade de
constantes pequenas ε3, ε4 sa˜o sempre garantidas, pois as LMIs sa˜o estritas.
A prova e´ completada de (KHALIL, 1996). □
Para problemas de estabilidade global, o Corola´rio 2.1 na˜o pode ser
usado porque X = ℝn na˜o e´ limitado. Entretanto, o Teorema 2.2 pode ser
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adaptado para lidar com este problema, como mostrado na Sec¸a˜o 2.6.
Observac¸a˜o 2.4.2 Tendo em vista o Corola´rio 2.1, segue que as condic¸o˜es
LMI do Teorema 2.2 nunca sera˜o satisfeitas para sistemas que sa˜o localmente
assintoticamente esta´veis mas na˜o localmente exponencialmente esta´veis.
Esta limitac¸a˜o aparece porque a LMI (2.66) deve ser satisfeita estritamente.
Se a estritividade de (2.66) e´ removida, i.e. (2.66) e´ substituı´da pela condic¸a˜o
LMI na˜o estrita
Pa +P′a +Ca(x,δ , ˙δ )′L′a +LaCa(x,δ , ˙δ )+Γa(x,δ )≤ 0
∀(x,δ , ˙δ ) ∈ ϑ(X ×D× ˇD), (2.75)
e obte´m-se uma versa˜o mais geral do Teorema 2.2, em que os problemas
de estabilidade local na˜o sa˜o tratados como problemas de estabilidade ex-
ponencial. Observe neste caso que as condic¸o˜es do Corola´rio 2.1 na˜o sa˜o
satisfeitas. Em particular, obte´m-se ε4 = 0 que permite ao me´todo explorar
os graus de liberdade em (2.75) de modo a obter uma func¸a˜o φ2(∥x∥) em
(2.38) que na˜o e´ proporcional a` ∥x∥2 pro´ximo da origem. Observe de (2.70)
que φ3(∥x∥) e φ1(∥x∥) sa˜o proporcionais a` ∥x∥2 pro´ximo da origem. Os re-
sultados de estabilidade assinto´tica do Teorema 2.2 com (2.66) substituı´do
por (2.75) ainda se mante´m, assim como v˙(x,δ )< 0 de (2.73). Esses pontos
sa˜o ilustrados no Exemplo 2.5. □
Observac¸a˜o 2.4.3 Observe que na estabilidade local o conjunto de
condic¸o˜es iniciais X pode ser assumido como uma pequena vizinhanc¸a
arbitra´ria do ponto de equilı´brio (aqui assumido como sendo a origem).
Lembrando que as LMIs do Teorema 2.2 sa˜o estritas, enta˜o pequenas
perturbac¸o˜es sa˜o sempre possı´veis, enta˜o a partir das propriedades de
convexidade tem-se que as LMIs do Teorema 2.2 sa˜o satisfeitas para uma
pequena vizinhanc¸a arbitra´ria X se e apenas se elas sa˜o satisfeitas para
X = {0}. Para o caso em que (2.66) e´ substituı´do por (2.75), como discu-
tido na observac¸a˜o anterior, e´ necessa´rio que a LMI dependente do estado
(2.75) seja negativa semi-definida para x = 0. Caso contra´rio, a estabilidade
exponencial local segue de uma vizinhanc¸a suficientemente pequena de
x = 0. Quando X = {0}, o nu´mero de ve´rtices do politopo X ×D × ˇD
e´ reduzido para um de D × ˇD e por consequeˆncia o nu´mero de LMIs e
varia´veis de decisa˜o do teorema sa˜o reduzidos. Ale´m do mais, o Teorema
2.2 com X = {0} leva ao caso onde F(x,δ ), G(x,δ ) sa˜o independentes
de x. Isso implica que os u´nicos elementos na˜o nulos de pi sa˜o aqueles que
dependem de δ mas lineares em x como pi = −F(0,δ )−1G(0,δ )x. Portanto
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a func¸a˜o de Lyapunov (2.40) assume a forma de uma func¸a˜o de Lyapunov
dependente de paraˆmetro, v(x,δ ) = x′P(δ )x, que e´ uma forma quadra´tica
em x e P(δ ) e´ uma func¸a˜o matricial racional de δ . Func¸o˜es de Lyapunov
dependentes de paraˆmetro similares sa˜o utilizadas em (TROFINO; DE SOUZA,
1999) onde P(δ ) e´ quadra´tica em δ e (CHESI et al., 2004) onde P(δ ) e´ uma
func¸a˜o polinomial de δ . □
Observac¸a˜o 2.4.4 Um ponto importante e´ que o Teorema 2.2 e´ baseado na
abordagem polito´pica. A vantagem desta abordagem e´ que ela na˜o traz con-
servadorismo adicional ao problema, mas e´ obtida ao custo de aumentar
exponencialmente o nu´mero de LMIs com o nu´mero de elementos de (x,δ , ˙δ ),
mais precisamente 2n+p para (2.48) e 2n+2p (pior caso) para (2.66).
□
2.5 Condic¸o˜es e regia˜o de atrac¸a˜o para estabilidade regional
Nesta sec¸a˜o e´ tratado o problema de determinar uma estimativa da
regia˜o de atrac¸a˜o. A ideia ba´sica e´ usar os resultados de estabilidade do Te-
orema 2.2 e determinar uma func¸a˜o de Lyapunov tal que sua maior curva
de nı´vel dentro de um dado conjunto de condic¸o˜es iniciais X e´ maximi-
zado de alguma forma. Primeiramente, e´ considerado na Sec¸a˜o 2.5.1 o caso
onde X e´ um politopo. Como a func¸a˜o de Lyapunov permite a dependeˆncia
paraˆmetros incertos do sistema, a curva de nı´vel de v(x,δ ) e´ tambe´m depen-
dente de paraˆmetro. Na Sec¸a˜o 2.5.2 e´ mostrado como obter estimativas que
sa˜o independentes dos paraˆmetros incertos. O caso onde X e´ uma unia˜o de
politopos e´ tratado na Sec¸a˜o 2.5.3.
2.5.1 Conjunto convexo X de estados iniciais
Considerando que X e´ um politopo que pode ser descrito como o
envolto´rio convexo de seus ve´rtices ou, equivalentemente, como a intersec¸a˜o
de semi-espac¸os (ou semi-planos quando em apenas duas dimenso˜es) como a
seguir:
X = Co{vi, i ∈ {1 . . .h}}=
{
x : a′k x ≤ 1 , k ∈ {1 . . .g}
}
, (2.76)
onde h e´ o nu´mero de ve´rtices vi ∈ ℝn do politopo X e ak ∈ ℝn sa˜o vetores
dados associados a`s g faces Fk do politopo definidas como
Fk =
{
x ∈X : a′k x = 1
}
, k ∈ {1 . . .g}. (2.77)
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X
Figura 3: Ve´rtices vi e vetores ak das faces do politopo X para x = [x1 x2]′.
Com a notac¸a˜o em (2.40), (2.41) considere a regia˜o (GENESIO; TARTA-
GLIA; VICINO, 1985)
E =
{
x : v(x,δ ) = x′P(x,δ )x ≤ 1 ∀δ ∈D } , (2.78)
e note que a superfı´cie de E e´ caracterizada pela func¸a˜o racional dos estados
parametrizados em termos de δ . O problema a ser resolvido e´ enta˜o determi-
nar a maior E possı´vel que se encontra dentro do politopo X . Como X e´
fechado e conte´m a origem, a condic¸a˜o de inclusa˜o e´ satisfeita se (e somente
se) a curva de nı´vel de v(x,δ ) e´ maior que a unidade para todos os pontos na
superfı´cie de X , i.e.
v(x,δ ) = x′P(x,δ )x > 1 , ∀x ∈Fk , ∀k ∈ {1 . . .g} . (2.79)
Com (2.48), pib de (2.44) e ℵpib(x,δ ) de (2.47), considere a notac¸a˜o
pic =
[
pib
1
]
, Ck =
[
a′kC0 −1
]
, C0 = [In 0n×p],
Pck(x,δ ) =
[
P+LbkCb(x,δ )+Cb(x,δ )′L′bk ★
01×n+p −1
] , (2.80)
Γck(x,δ ) =
[
Mbk ℵpib(x,δ )+ℵpib(x,δ )′M′bk ★
01×n+p 0
]
+
Nck
[
C0 −x
]
+
[
C0 −x
]′N′ck ,
onde Mbk ∈ ℝ(n+p)×sb , Nck ∈ ℝ(n+p+1)×n, Lbk ∈ ℝ(n+p)×p, para k ∈ {1 . . .g}
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sa˜o matrizes a serem determinadas juntamente com P. Observe que
ℵpib(x,δ )pib = 0 e C0pib = x o que por sua vez implica em pi ′cΓck(x,δ )pic =
0, ∀x,k.
Usando a notac¸a˜o anterior e tendo em mente que x′P(x,δ )x = pi ′bPpib
de (2.40), (2.41) e pi ′cΓck(x,δ )pic = 0, pode-se reescrever a condic¸a˜o (2.79)
como
pi ′c(Pck(x,δ )+Γck(x,δ ))pic > 0 ∀pic : Ckpic = 0, ∀k ∈ {1 . . .g} . (2.81)
Com o Lema de Finsler obte´m-se a condic¸a˜o LMI a seguir para a inclusa˜o
desejada E ⊆X .
Q′k(Pck(x,δ )+Γck(x,δ ))Qk > 0 ∀x ∈ ϑ(Fk) , ∀δ ∈ ϑ(D) , ∀k ∈ {1 . . .g},
(2.82)
onde Qk e´ a base ortonormal para o espac¸o nulo de Ck. Observe que, para
qualquer k dado, os valores de x de interesse para a LMI (2.82) sa˜o aqueles
pertencendo a` k-e´sima face do politopo. A notac¸a˜o ϑ(Fk) denota o con-
junto dos ve´rtices de X na face Fk. Para reduzir o nu´mero de varia´veis de
decisa˜o no problema, ao custo de conservadorismo adicional, e´ possı´vel res-
tringir Pck(x,δ ) a ser a mesma para todas as faces. Mesmo que seja possı´vel
a restric¸a˜o de Γck(x,δ ) ser a mesma para todas as faces, graus de liberdade
importantes seriam perdidos. Veja a Observac¸a˜o 2.4.1 para mais detalhes.
Para aumentar a regia˜o de atrac¸a˜o estimada E , observe de (2.78)
que o problema consiste em aproximar, o quanto for possı´vel, a curva de
nı´vel unita´ria de v(x,δ ) a`s faces do politopo. Como v(x,δ ) > 1 nas faces,
o problema de interesse e´ minimizar a curva de nı´vel de v(x,δ ) em cada
face, i.e. minimizando τk tal que v(x,δ ) < τk, ∀x ∈ Fk, δ ∈ D e para
todo k ∈ {1 . . .g}. Procedendo como em (2.80)-(2.82), pode-se reescrever
v(x,δ )< τk, ∀x ∈Fk, δ ∈D como
Q′k( ˜Pck(x,δ )+ ˜Γck(x,δ ))Qk > 0 ∀x ∈ ϑ(Fk) , ∀δ ∈ ϑ(D) , ∀k ∈ {1 . . .g},
(2.83)
onde
˜Pck(x,δ ) =
[ −P+ ˜LbkCb(x,δ )+Cb(x,δ )′ ˜L′bk ★
01×n+p τk
]
,
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˜Γck(x,δ ) =
[
˜Mbk ℵpib(x,δ )+ℵpib(x,δ )′ ˜M′bk ★
01×n+p 0
]
+
˜Nck
[
C0 −x
]
+
[
C0 −x
]′
˜N′ck ,
onde ˜Mbk ∈ ℝ(n+p)×sb , ˜Nck ∈ ℝ(n+p+1)×n, ˜Lbk ∈ ℝ(n+p)×p, para k ∈ {1 . . .g}
sa˜o matrizes a serem determinadas como em (2.82).
De modo a minimizar a soma das ponderac¸o˜es de τk, obte´m-se o pro-
blema de otimizac¸a˜o
minτk,Pck ,Γck , ˜Pck , ˜Γck ∑
g
k=1 τk wk
sujeito a` (2.82), (2.48), (2.66), (2.83)
, (2.84)
onde wk sa˜o constantes de ponderac¸a˜o dadas expressando a prioridade no
problema de minimizac¸a˜o.
Observac¸a˜o 2.5.1 Como a regia˜o de atrac¸a˜o estimada E esta´ contida no
politopo X , a melhor regia˜o que o me´todo pode estimar sera´ o mais pro´ximo
possı´vel de X , ou pelo menos, pro´xima tanto quanto possı´vel de alguma face
desejada de X que sa˜o especificadas pelo projetista atrave´s da escolha dos
fatores de ponderac¸a˜o wk. Observe que τk e´ a ma´xima curva de nı´vel de
v(x,δ ) na face Fk e enta˜o a estimativa sera´ melhorada com respeito a` face
F j se a correspondente ponderac¸a˜o w j e´ escolhida suficientemente maior
quando comparada a` outras ponderac¸o˜es wk. Ale´m do mais, se o valor de
τ j obtido e´ pro´ximo de um, para algum j ∈ {1 . . .g}, uma boa estimativa
com respeito a` face F j deve ser esperada. Esta informac¸a˜o pode ser usada
para remodelar o politopo movendo a face F j um pouco mais distante da
origem e recalcular a estimativa resolvendo (2.84) para o novo politopo X .
O ponto inicial e´ tipicamente um hipercubo pequeno definido como X =
{x : ∥x∥∞ ≤ α} onde α e´ um fator escalar a ser ajustado de modo a obter
uma soluc¸a˜o factı´vel. □
Observac¸a˜o 2.5.2 No problema de otimizac¸a˜o (2.84) novas varia´veis de
folga sa˜o introduzidas associadas a`s faces de X . Para reduzir o nu´mero de
varia´veis de folga, uma maneira alternativa de minimizar as curvas de nı´vel
de v(x,δ ) consiste em minimizar a soma ponderada de v(x,δ ) para pontos
x,δ estrategicamente escolhidos dentro do politopo, tipicamente pro´ximos a`s
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faces. Neste caso, o problema de otimizac¸a˜o pode ser escrito como
minPck ,Γck ∑
m
k=1 pib(ξk)′P pibk(ξk)wk
sujeito a` (2.82), (2.48), (2.66)
, (2.85)
onde {ξ1 . . .ξm} denota o conjunto particular de valores de (x,δ ) a ser con-
siderado na otimizac¸a˜o, pib(ξk) sa˜o os valores de pib(x,δ ) nestes pontos e wk
sa˜o os fatores de ponderac¸a˜o definindo a prioridade associada aos pontos.
Observe que apenas os pontos sa˜o considerados e na˜o a combinac¸a˜o convexa
destes. □
2.5.2 Regia˜o de atrac¸a˜o robusta
Uma caracterı´stica interessante da estimativa em (2.78) e´ que esta e´
baseada em uma func¸a˜o de Lyapunov dependente de paraˆmetro. Isso permite
parametrizar a estimativa da regia˜o de atrac¸a˜o em termos de um conjunto de
paraˆmetros. Entretanto, para sistemas incertos, os limites da estimativa (2.78)
na˜o podem ser calculados porque depende daqueles paraˆmetros incertos. Na
sequeˆncia e´ tratado o problema de determinar uma estimativa da regia˜o de
atrac¸a˜o que na˜o dependa destes paraˆmetros incertos.
A primeira abordagem para este problema consiste em usar uma
func¸a˜o de Lyapunov que na˜o dependa dos paraˆmetros incertos. Isso e´ feito
introduzindo a restric¸a˜o P = U ′PuU , para P em (2.40), onde Pu e´ agora a
nova matriz a ser determinada, U e´ uma matriz dada escolhida de forma
que piu = Upib e´ o vetor de func¸o˜es na˜o lineares obtidos de pib = [x,pi]col
removendo os elementos de pi dependentes de δ . O aspecto negativo desta
abordagem e´ que as condic¸o˜es de estabilidade sa˜o independentes da taxa de
variac¸a˜o dos paraˆmetros porque a func¸a˜o de Lyapunov na˜o e´ mais dependente
de paraˆmetro. Como resultado o me´todo pode lidar com limites na magnitude
do paraˆmetro δ , mas o paraˆmetro pode variar arbitrariamente ra´pido como
em problemas de estabilidade quadra´tica. Este meto´do e´ potencialmente
conservador (TROFINO; DE SOUZA, 1999).
Uma segunda abordagem consiste em usar a func¸a˜o de Lyapunov ori-
ginal dependente de paraˆmetros v(x,δ ) como em (2.40) para caracterizar a
estabilidade e determinar a estimativa da regia˜o de atrac¸a˜o de uma func¸a˜o au-
xiliar ω(x), na˜o dependente de δ , com ω(x) ta˜o pro´ximo quanto possı´vel de
v(x,δ ), e satisfazendo a condic¸a˜o ω(x) ≥ v(x,δ ), ∀(x,δ , ˙δ ) ∈ X ×D × ˇD .
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Isso implica que a regia˜o
Eω = {x : ω(x)≤ 1} (2.86)
satisfaz a inclusa˜o Eω ⊆ E ∀(δ , ˙δ ) ∈ D . Portanto, do Teorema 2.2, tem-se
que todas as trajeto´rias iniciando em Eω sa˜o esta´veis e na˜o deixam o conjunto
invariante E ∀(δ , ˙δ ) ∈ D . Nesse sentido, ambas Eω e E sa˜o estimativas da
regia˜o de atrac¸a˜o. E e´ menos conservador mas sua superfı´cie depende do
paraˆmetro incerto δ . Por outro lado, Eω e´ um subconjunto de E , que na˜o e´
invariante para as trajeto´rias do sistema, mas sua superfı´cie na˜o depende de
δ .
De modo a determinar a estimativa Eω , considere a notac¸a˜o
ω(x) := pi ′bU ′PuUpib (2.87)
com as matrizes U, Pu definidas como no inı´cio desta sec¸a˜o. O problema de
interesse pode ser formulado como segue: encontrar as matrizes P de (2.40) e
Pu de (2.87) tais que as condic¸o˜es do Teorema 2.2 sa˜o satisfeitas para P e em
adic¸a˜o pi ′b(U ′PuU −P)pib ≥ 0. Esta u´ltima condic¸a˜o pode ser expressa pelas
LMIs a seguir, seguindo o mesmo procedimento da Sec¸a˜o 2.4.
U ′PuU −P−LbCb(x,δ )−Cb(x,δ )′L′b−Γb(x,δ )≥ 0
∀x ∈ ϑ(X ) , ∀δ ∈ ϑ(D), (2.88)
onde P, Lb, Γb(x,δ ) sa˜o matrizes a ser determinadas como em (2.48) junta-
mente com Pu.
De maneira similar a` (2.84), o tamanho da estimativa Eω e´ aumentado
resolvendo
minτk,Pck ,Γck , ˜Pck , ˜Γck ∑
g
k=1 τk wk
sujeito a` (2.82), (2.48), (2.66), (2.83), (2.88)
, (2.89)
onde ˜Pck(x,δ ) em (2.83) e´ substituı´do por
˜Pck(x,δ ) =
[ −U ′PuU + ˜LbkCb(x,δ )+Cb(x,δ )′ ˜L′bk ★
01×n+p τk
]
.
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2.5.3 Conjunto na˜o convexo X de estados iniciais
Considere agora que a regia˜o X de estados iniciais e´ definida como a
unia˜o de politopos Xi dados.
X =
r∪
i=1
Xi, (2.90)
onde r e´ o nu´mero de politopos. Observe que, em geral, X na˜o e´ convexo,
como ilustrado na Figura 4. Nesta figura, os politopos sa˜o X1 = Co{v1 j, j ∈
{1 . . .4}} e X2 = Co{v2 j, j ∈ {1 . . .4}}. O estado do sistema e´ x = [x1 x2]′ e
observe que X = X1
∪
X2 ⊆ Co{X1,X2}.
X = X1
∪
X2X1
X2
Figura 4: Representac¸a˜o da unia˜o na˜o convexa de dois politopos convexos e
seus ve´rtices.
Suponha que cada regia˜o Xi e´ descrita como um envolto´rio convexo
de seus ve´rtices ou, equivalentemente, como a intersec¸a˜o de semi-espac¸os
como se segue.
Xi = Co{vi j , j ∈ {1 . . .hi}} , i ∈ {1 . . .r} (2.91)
=
{
x : a′ik x ≤ 1 , ∀k ∈ {1 . . .gi}
}
, i ∈ {1 . . .r}, (2.92)
onde hi, gi sa˜o o nu´mero de ve´rtices e de faces do politopo Xi, vi j ∈ ℝn sa˜o
os ve´rtices, aik ∈ℝn sa˜o os vetores definindo as faces Fik do politopo Xi. As
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faces sa˜o dadas por
Fik =
{
x ∈Xi : a′ik x = 1
}
, k ∈ {1 . . .gi}, i ∈ {1 . . .r}. (2.93)
Procedendo como na Sec¸a˜o 2.4 e levando em conta a regia˜o (2.90),
segue que v(x,δ ) e´ estritamente positiva em Xi se
P+LbiCb(x,δ )+Cb(x,δ )′L′bi +Γbi(x,δ )> 0∀(x,δ ) ∈ ϑ(Xi×D) , i ∈ {1 . . .r} ,
Γbi(x,δ ) := Mbi ℵpib(x,δ )+ℵpib(x,δ )′M′bi ,
(2.94)
onde Mbi ∈ ℝ(n+p)×sb e Lbi ∈ ℝ(n+p)×p sa˜o matrizes de escalonamento a se-
rem determinadas juntamente com P e ℵpib(x,δ ) e´ o anulador em (2.47).
Ale´m disso, v˙(x,δ ) e´ estritamente negativa em Xi, e zero na origem, se a
seguinte LMI e´ satisfeita:
Pa +P′a +Ca(x,δ , ˙δ )′L′ai +LaiCa(x,δ , ˙δ )+Γai(x,δ )< 0
∀(x,δ , ˙δ ) ∈ ϑ(Xi×D× ˇD) , i ∈ {1 . . .r} ,
Γai(x,δ ) := Maiℵpia(x,δ )+ℵpia(x,δ )′M′ai ,
(2.95)
onde Mai tem as mesmas dimenso˜es de ℵpia(x,δ )′ em (2.64), Pa, Ca(x,δ , ˙δ )
sa˜o as mesmas de (2.66) e Mai , Lai sa˜o matrizes de escalonamento a serem
determinadas juntamente com P.
Observac¸a˜o 2.5.3 ´E importante notar que cada regia˜o Xi esta´ associada
com diferentes escalonamentos Lai , Lbi , Mai , Mbi a serem determinados.
Se os mesmos escalonamentos sa˜o usados para todas as faces, as propri-
edades de convexidade das LMIs permitem concluir que as condic¸o˜es sa˜o
satisfeitas para um conjunto de condic¸o˜es iniciais maior correspondendo a`
˜X = Co{Xi, i ∈ {1 . . .q}}. Observe que X ⊆ ˜X e, portanto, e´ obtido um
resultado mais conservador. Ao custo de algum conservadorismo, e´ possı´vel
reduzir o nu´mero de varia´veis de decisa˜o mantendo Lai , Lbi os mesmos ∀i,
mas Mai , Mbi devem ser diferentes para evitar resultados excessivamente con-
servadores. Veja a Observac¸a˜o 2.4.1 para mais detalhes. □
O problema que resta a ser resolvido e´ determinar o maior E possı´vel
em (2.78) que se encontra dentro da regia˜o X em (2.90). Como X e´ fe-
chado e conte´m a origem, a condic¸a˜o de inclusa˜o e´ satisfeita se (e somente
se) a curva de nı´vel de v(x,δ ) e´ maior que a unidade em qualquer ponto da
superfı´cie de X .
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Tendo em mente que X e´ a unia˜o de politopos, a superfı´cie de X e´
tambe´m a unia˜o das regio˜es que sa˜o partes das faces Fik. Vamos particionar
estas partes de faces em ce´lulas polito´picas e denotar por {Gik j, j∈{1 . . .sik}}
o conjunto de todas as ce´lulas polito´picas de Fik na superfı´cie de X . Enta˜o
pode-se representar a superfı´cie de X , denotada por ∂X , como
∂X =
r∪
i=1
gi∪
k=1
sik∪
j=1
Gik j. (2.96)
Para ilustrar as ideias, considere a Figura 4 e defina como face 1 de X1 a
face associada aos ve´rtices v11, v12, i.e. F11 = Co{v11,v12}. As regio˜es
polito´picas G111 = Co{v11,ρ1} e G112 = Co{ρ2,v12} sa˜o partes de F11 que
pertencem a` superfı´cie de X .
Procedendo como em (2.82) segue que E ⊆X se a seguinte condic¸a˜o
e´ satisfeita.
Q′ik(Pcik j(x,δ )+Γcik j(x,δ ))Qik > 0
∀(x,δ ) ∈ ϑ(Gik j×D) , ∀i ∈ {1 . . .r} , ∀k ∈ {1 . . .gi} , ∀ j ∈ {1 . . .sik} ,
(2.97)
onde Qik e´ a base ortonormal para o espac¸o nulo de Cik e
pic =
[
pib
1
]
, Cik =
[
a′ikC0 −1
]
, C0 = [In 0n×p]
Pcik j(x,δ ) =
[
P+Lbik jCb(x,δ )+Cb(x,δ )′L′bik j ★
01×n+p −1
] , (2.98)
Γcik j(x,δ ) =
[
Mbik j ℵpib(x,δ )+ℵpib(x,δ )′M′bik j ★
01×n+p 0
]
+
Ncik j
[
C0 −x
]
+
[
C0 −x
]′N′cik j ,
onde Mbik j ∈ ℝ(n+p)×sb , Ncik j ∈ ℝ(n+p+1)×n, Lbik j ∈ ℝ(n+p)×p, para
i ∈ {1 . . .r} , k ∈ {1 . . .gi} , j ∈ {1 . . .sik}, sa˜o matrizes a ser determi-
nadas juntamente com P.
Procedendo como em (2.80)-(2.82) pode-se reescrever v(x,δ ) <
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τik j, ∀(x,δ ) ∈ Gik j×D como
Q′ik( ˜Pcik j(x,δ )+ ˜Γcik j(x,δ ))Qik > 0
∀(x,δ ) ∈ ϑ(Gik j×D) ∀i ∈ {1 . . .r} , ∀k ∈ {1 . . .gi} , ∀ j ∈ {1 . . .sik} ,
(2.99)
onde
˜Pcik j(x,δ ) =
[ −P+ ˜Lbik jCb(x,δ )+Cb(x,δ )′ ˜L′bik j ★
01×n+p τik j
]
, (2.100)
˜Γcik j(x,δ ) =
[
˜Mbik j ℵpib(x,δ )+ℵpib(x,δ )′ ˜M′bik j ★
01×n+p 0
]
+
˜Ncik j
[
C0 −x
]
+
[
C0 −x
]′
˜N′cik j ,
onde ˜Mbik j ∈ ℝ(n+p)×sb , ˜Ncik j ∈ ℝ(n+p+1)×n, ˜Lbik j ∈ ℝ(n+p)×p sa˜o matrizes a
ser determinadas como em (2.82).
Como efetuado anteriormente, para aumentar o tamanho da regia˜o de
atrac¸a˜o estimada E , foi determinada a func¸a˜o de Lyapunov resolvendo o se-
guinte problema de otimizac¸a˜o:
minτik j ,Pcik j ,Γcik j , ˜Pcik j , ˜Γcik j ∑
r
i=1 ∑gik=1 ∑sikj=1 τik j wik j
sujeito a` (2.99), (2.97), (2.95), (2.94)
, (2.101)
onde wik j sa˜o fatores de ponderac¸a˜o dados definindo a prioridade no problema
de otimizac¸a˜o.
2.6 Condic¸o˜es para estabilidade global
Esta sec¸a˜o e´ dedicada ao estudo de problemas de estabilidade global,
i.e. o conjunto de condic¸o˜es iniciais X e´ todo o espac¸o de estados. A ideia
e´ encontrar condic¸o˜es adicionais sob as quais os resultados da Sec¸a˜o 2.4, de-
senvolvidos para estabilidade local, possam ser extendidos para estabilidade
global.
Acontece a partir do Teorema 2.2 que a estabilidade global do sistema
(2.39) e´ garantida se as LMIs (2.48), (2.66) sa˜o satisfeitas para X = ℝn.
Assim, o problema de interesse e´ encontrar sob quais condic¸o˜es adicionais
estas LMIs dependentes do estado podem ser satisfeitas ∀x ∈ ℝn.
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Vamos comec¸ar com o resultado a seguir.
Lema 2.3 Considere o problema LMI Ψ(W,z)> 0 onde z∈ℝnz e´ um vetor de
paraˆmetros e W a varia´vel de decisa˜o a ser ajustada. Suponha que Ψ(W,z) e´
uma func¸a˜o matricial afim do vetor z, i.e. Ψ(W,z) pode ser decomposta como
Ψ(W,z) = Ψ0(W )+
nz
∑
i=1
Ψi(W )zi, (2.102)
onde zi sa˜o as componentes de z e Ψi(W ) sa˜o func¸o˜es afim de W.
Enta˜o Ψ(W,z) > 0 e´ satisfeita para algum W e ∀z ∈ ℝnz se e apenas
se Ψ0(W )> 0 e Ψi(W ) = 0 , ∀i ∈ {1 . . .nz}.
Prova: A suficieˆncia e´ de fa´cil verificac¸a˜o e a necessidade segue por
contradic¸a˜o. Suponha que Ψ(W,z) > 0 e´ satisfeito ∀z ∈ ℝnz e Ψi(W ) ∕= 0
para algum i ∈ {1 . . .nz}. Como zi, i ∈ {1 . . .nz} sa˜o paraˆmetros indepen-
dentes, considere a situac¸a˜o onde z j = 0, ∀ j ∕= i e zi ∈ {−∞,∞}. Enta˜o,
se Ψ(W,z) = Ψ0(W ) + ziΨi(W ) > 0 e´ satisfeito para zi → ∞, concluı´mos
que esta condic¸a˜o na˜o pode ser satisfeita para zi → −∞. Isso mostra que
Ψi(W ) = 0 , ∀i ∈ {1 . . .nz} sa˜o condic¸o˜es necessa´rias. Ale´m do mais,
Ψ0(W ) > 0 tambe´m e´ necessa´rio para obter Ψ(W,z) > 0 satisfeita quando
z = 0, o que completa a prova. □
Tendo em vista o Lema 2.3 pode-se diretamente derivar condic¸o˜es para
estabilidade global. Como exemplo, considere a LMI (2.33) e a notac¸a˜o
Ψ(W,x) := A(x)′P+PA(x)+Lℵx(x)+ℵx(x)′L′ W := [P,L]diag.
(2.103)
A decomposic¸a˜o afim (2.102), para a func¸a˜o particular (2.103), pode ser dire-
tamente obtida avaliando Ψ(W,x) em valores particulares de x como se segue
Ψ0(W ) = Ψ(W,x) , para x = 0 e
Ψi(W ) = Ψ(W,x)−Ψ0(W ) , para x = coli(In) . (2.104)
Foi mostrado na Sec¸a˜o 2.2.4 que o sistema x˙ = A(x)x em (2.28) e´
globalmente quadraticamente esta´vel se a LMI dependente do estado (2.33)
e´ satisfeita para algumas matrizes P > 0, L e ∀x ∈ ℝ3. Do Lema 2.3 e da
notac¸a˜o (2.103), (2.104) o problema a ser resolvido e´ encontrar W = [P,L]diag
tal que Ψ0(W ) < 0 e Ψi(W ) = 0 , i ∈ {1 . . .3}. Este e´ um problema LMI
convexo que pode ser facilmente resolvido. Em particular, e´ possı´vel verificar
que com o ℵx(x) dado em (2.34,d) e as matrizes P, L de (2.35) a condic¸a˜o de
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igualdade Ψi(W ) = 0 , i ∈ {1 . . .3} e Ψ0(W ) =−2I3 sa˜o satisfeitas e enta˜o o
sistema e´ globalmente quadraticamente esta´vel.
De modo a generalizar as condic¸o˜es de estabilidade local do Teorema
2.2 para estabilidade global, pode-se representar as varia´veis de decisa˜o das
LMIs (2.48), (2.66) atrave´s da notac¸a˜o W := [P,Ma,La,Mb,Lb]diag e conside-
rar a decomposic¸a˜o afim das LMIs (2.48), (2.66) em termos do estado x como
segue.
Ψ(W,x,δ ) := P+LbCb(x,δ )+Cb(x,δ )′L′b +Γb(x,δ ) =
Ψ0(W,δ )+
n
∑
i=1
Ψi(W )xi, (2.105)
Φ(W,x,δ , ˙δ ) = P′a +Pa +LaCa(x,δ , ˙δ )+Ca(x,δ , ˙δ )′L′a +Γa(x,δ ) =
Φ0(W,δ , ˙δ )+
n
∑
i=1
Φi(W )xi. (2.106)
As matrizes Ψi(.), Φi(.), i ∈ {1 . . .n} sa˜o obtidas como em (2.104).
Corola´rio 2.2 Considere o sistema (2.39) com as Suposic¸o˜es 2.1,2.2, sejam
D , ˇD dados e X = ℝn. Considere a decomposic¸a˜o afim (2.106), (2.105)
onde W := [P,Ma,La,Mb,Lb]diag e as matrizes Ψi(.), Φi(.) sa˜o obtidas como
em (2.104). Suponha que exista um W que seja soluc¸a˜o do seguinte problema
LMI convexo
Ψ0(W,δ )> 0, Φ0(W,δ , ˙δ )< 0, ∀(δ , ˙δ ) ∈ ϑ(D× ˇD)
Ψi(W ) = 0 , Φi(W ) = 0 , ∀i ∈ {1 . . .n} . (2.107)
Enta˜o a origem do sistema (2.39) e´ globalmente assintoticamente esta´vel
e v(x,δ ) = x′P(x,δ )x com a estrutura (2.41) demonstra a estabilidade as-
sinto´tica ∀(δ , ˙δ ) ∈D× ˇD e ∀x ∈ ℝn. □
Prova. Primeiramente, observe que as condic¸o˜es (2.107) implicam que
Ψ(W,x,δ ) > 0 de (2.105) e Φ(W,x,δ , ˙δ ) < 0 de (2.106) sa˜o satisfei-
tas ∀(δ , ˙δ ) ∈ D × ˇD e ∀x ∈ ℝn. Ale´m do mais, ambas Ψ(W,x,δ )
e Φ(W,x,δ , ˙δ ) sa˜o independentes de x, i.e. Ψ(W,x,δ ) = Ψ0(W,δ ) e
Φ(W,x,δ , ˙δ ) = Φ0(W,δ , ˙δ ). Isto implica que as constantes positivas
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ε4, ε3, ε1 de (2.71), (2.67) sa˜o limitadas e dadas por
ε4 = min
x∈X ,δ∈D , ˙δ∈ ˇD
λ (−Φ(W,x,δ , ˙δ )) = min
δ∈D , ˙δ∈ ˇD
λ (−Φ0(W,δ , ˙δ ))
ε1 = max
x∈X ,δ∈D
λ (Ψ(W,x,δ )) = max
δ∈D
λ (Ψ0(W,δ ))
ε3 = min
x∈X ,δ∈D
λ (Ψ(W,x,δ )) = min
δ∈D
λ (Ψ0(W,δ )).
Entretanto, na˜o e´ possı´vel mostrar, em geral, a limitac¸a˜o de ε2 de (2.67)
quando X = ℝn. Neste caso as condic¸o˜es (2.38) sa˜o satisfeitas com
φ3 = ε3 ∥x∥2 , φ1 = ε1 (ε2(x)+1)∥x∥2 , φ2 = ε4 ∥x∥2, (2.108)
ε2(x) = max
δ∈D
λ (M′M), M := F(x,δ )−1G(x,δ ).
Observe que ε2(x) e´ positivo definido e limitado para ∥x∥ limitado. A esta-
bilidade assinto´tica global segue do Teorema 2.2 e (KHALIL, 1996).
□
Observac¸a˜o 2.6.1 O Lema 2.3 tambe´m pode ser usado para resolver proble-
mas de estabilidade onde os paraˆmetros incertos possuem taxas de variac¸a˜o
arbitra´rias, i.e. ˇD = ℝd . Neste caso e´ suficiente considerar a decomposic¸a˜o
afim de Φ(W,x,δ , ˙δ ) em termos de ˙δi e aplicar o Lema 2.3. Esta situac¸a˜o
levara´ a` uma func¸a˜o de Lyapunov que na˜o e´ dependente de paraˆmetros como
discutido na Sec¸a˜o 2.5.2. □
Seguindo a linha do u´ltimo resultado obte´m-se uma nova condic¸a˜o de
estabilidade, indicada abaixo.
Corola´rio 2.3 Considere o sistema (2.39) sob as Suposic¸o˜es 2.1,2.2, com
X :=
⎧⎨⎩
x =
[
x1 . . . xn
]′
tal que
xi irrestrito para i ∈ ℑirr
xi ≥ 0 para i ∈ ℑpos
xi ≤ 0 para i ∈ ℑneg
ℑirr +ℑpos +ℑneg = {1 . . .n}
⎫⎬⎭ , (2.109)
e sejam D , ˇD politopos dados. Considere as matrizes Ψi(.), Φi(.) dadas
pela decomposic¸a˜o afim em (2.106), (2.105). Suponha que o problema LMI a
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seguir e´ factı´vel para algum W := [P,Ma,La,Mb,Lb]diag.
Ψ0(W,δ )> 0, Φ0(W,δ , ˙δ )< 0, ∀(δ , ˙δ ) ∈ ϑ(D× ˇD)
Ψi(W ) = 0 , Φi(W ) = 0 , ∀i ∈ ℑirr
Ψi(W )≥ 0 , Φi(W )≤ 0 , ∀i ∈ ℑpos
Ψi(W )≤ 0 , Φi(W )≥ 0 , ∀i ∈ ℑneg
. (2.110)
Enta˜o a origem do sistema (2.39) e´ assintoticamente esta´vel e a func¸a˜o
v(x,δ ) = x′P(x,δ )x com a estrutura (2.41), satisfaz as condic¸o˜es de esta-
bilidade (2.38) ∀(δ , ˙δ ) ∈D× ˇD e ∀x ∈X em (2.109). □
As condic¸o˜es do Lema 2.3 sa˜o u´teis em problemas de estabilidade glo-
bal. O pro´ximo resultado apresenta uma versa˜o modificada deste lema tal que
problemas LMI dependentes de paraˆmetro possam ser resolvidos sem usar a
abordagem polito´pica. Sabe-se que o nu´mero de LMIs cresce exponencial-
mente com o nu´mero de paraˆmetros na abordagem polito´pica.
Corola´rio 2.4 Considere o problema LMI polito´pico Ψ(W,z) > 0 onde
Ψ(W,z) ∈ ℝm×m e´ uma func¸a˜o matricial afim de z tendo a estrutura (2.102),
m e´ a dimensa˜o da LMI e W o conjunto de varia´veis de decisa˜o a serem
determinadas. Suponha que as componentes de z sa˜o limitadas como
Z := {z = [zi]nzcol : zi ≥ zi ≥ zi , ∀i ∈ {1 . . .nz} }, (2.111)
onde zi, zi sa˜o constantes dadas expressando os limites superior e inferior de
zi.
Enta˜o, Ψ(W,z) > 0 esta´ satisfeita para algum W e qualquer zi no
conjunto (2.111) se existe W e matrizes Si ∈ ℝm×m, i ∈ {1 . . .nz} tais que o
seguinte conjunto de 2nz +1 LMIs esta˜o satisfeitas.
Ψ0(W )+∑nzi=1(Ψi(W )+Si)zi−Sizi > 0,
Ψi(W )+Si > 0 , Si > 0
, ∀i ∈ {1 . . .nz}. (2.112)
Prova. Para quaisquer matrizes positivas semi-definidas sime´tricas Ri, Si ∈
ℝ
m×m tem-se que
Ri(zi− zi)≥ 0 , Si(zi− zi)≥ 0 , ∀i ∈ {1 . . .nz}. (2.113)
Aplicando o Procedimento− S a` condic¸a˜o Ψ(W,z) > 0, com a estrutura
(2.102), sujeita a`s restric¸o˜es (2.113) concluı´mos que Ψ(W,z) > 0 sera´ satis-
feita para algum W e para os limites (2.111) se Ω(Y,z)> 0, indicada abaixo,
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e´ satisfeita para algum Y := [W, [Ri]ndiag, [Si]ndiag]diag e ∀zi ∈ ℝ (zi irrestrito).
Ω(Y,z) := Ψ0(W )+
nz
∑
i=1
Ψi(W )zi−R > 0 R =
nz
∑
i=1
Ri(zi− zi)+Si(zi− zi).
(2.114)
As 2n matrizes de escalonamento Ri, Si ∈ℝm×m sa˜o graus de liberdade adici-
onais, introduzidas pelo Procedimento−S, a serem determinadas de modo a
reduzir o conservadorismo que aparece no problema quando zi pode ser irres-
trito na LMI (2.114). Reescrevendo as expresso˜es dadas em (2.114) em uma
notac¸a˜o mais conveniente tem-se:
Ω(Y,z) := Ω0(Y )+
nz
∑
i=1
Ωi(Y )zi > 0 Y := [W, [Ri]ndiag, [Si]ndiag]diag, (2.115)
onde
Ω0(Y ) := Ψ0(W )+
nz
∑
i=1
Rizi−Sizi Ωi(Y ) := Ψi(W )−Ri +Si.
Com o auxı´lio do Corola´rio 2.2, segue que o problema LMI (2.115) para zi
irrestritas tem soluc¸a˜o se e apenas se existe Y tal que
Ω0(Y ) := Ψ0(W )+
nz
∑
i=1
Rizi−Sizi > 0, (2.116)
Ωi(Y ) := Ψi(W )−Ri +Si = 0. (2.117)
Tendo em mente que qualquer matriz sime´trica pode ser decomposta como a
diferenc¸a de duas matrizes positivas definidas, a restric¸a˜o (2.117) pode sem-
pre ser satisfeita e e´ possı´vel eliminar as matrizes Ri das expresso˜es intro-
duzindo as restric¸o˜es Ψi(W )+ Si > 0 com Si > 0. Neste caso a matriz Ri e´
definida como Ri = Ψi(W )+ Si. Sob estas restric¸o˜es as condic¸o˜es (2.116),
(2.117) sa˜o equivalentes a` (2.112), completando a prova. □
O interesse no Corola´rio 2.4 e´ que este pode ser usado para evitar
crescimento exponencial do nu´mero de LMIs que ocorre quando e´ aplicada
a abordagem polito´pica para resolver LMIs do tipo Ψ(W,z) > 0. Observe
que o nu´mero de LMIs em (2.112) e´ igual a` 2nz +1 enquanto na abordagem
polito´pica e´ 2nz . Por outro lado, a condic¸a˜o (2.112) tem mais varia´veis de
decisa˜o para ajustar, i.e. as matrizes Si ∈ ℝm×m, ∀i ∈ {1 . . .nz}. Exemplos
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nume´ricos mostram que o grau de conservadorismo da condic¸a˜o (2.112) e´
tipicamente pequeno se comparado a` abordagem polito´pica. Por exemplo,
se usarmos o Corola´rio 2.4 para recalcular os limites de γ correspondente
ao problema LMI em (2.34), obte´m-se praticamente os mesmos valores de
γ previamente obtidos com a abordagem polito´pica. Os novos limites sa˜o
0.8376 ; 0.9899 ; 0.7032 ; 1.9898× 109 correspondendo a` valores de γ nos
casos (a), (b), (c), (d). Finalmente, observe que o Corola´rio 2.4 pode ser
usado para resolver as LMIs nas sec¸o˜es precedentes onde o problema de es-
tabilidade local e´ estudado.
2.7 Exemplos
Esta sec¸a˜o tem como objetivo ilustrar os resultados apresentados neste
capı´tulo atrave´s de exemplos nume´ricos9.
Exemplo 2.2 Considere o problema de estimar a regia˜o de atrac¸a˜o do sis-
tema a seguir, emprestado de (KHALIL, 1996).[
x˙1
x˙2
]
=
[ −x2
x1− ε
(
1− x21
)
x2
]
. (2.118)
A origem e´ um ponto de equilı´brio esta´vel e o sistema tem um ciclo limite que
e´ a fronteira da verdadeira10 regia˜o de atrac¸a˜o deste ponto de equilı´brio. O
ciclo limite para ε = 1 e´ a curva mais externa (tracejada) indicada na Figura
5.
Como o sistema possui grau 3, sera´ considerado o conjunto de func¸o˜es
na˜o lineares com todos os elementos possı´veis de ate´ grau 3, dado abaixo
x =
[
x1 x2
]′
, pi =
[
x21 x1x2 x
2
2 x
3
1 x
2
1x2 x1x
2
2 x
3
2
]′
, (2.119)
e com isso, pode-se representar o sistema (2.118) como em (2.39) com as
9Todos os resultados nume´ricos e figuras foram obtidos utilizando os pacotes computacionais
SeDuMi ou SDPT3 para soluc¸a˜o das LMIs e o parser YALMIP (L ¨OFBERG, 2008).
10Todas as verdadeiras regio˜es de atrac¸a˜o apresentadas nesta dissertac¸a˜o foram obtidas rea-
lizando integrac¸o˜es em tempo direto e/ou reverso para pontos crı´ticos dos sistemas, como em
(GENESIO; TARTAGLIA; VICINO, 1985).
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seguintes matrizes
A0 =
[
0 −1
1 −ε
]
, A1 =
[
0 0 0 0 0 0 0
0 0 0 0 ε 0 0
]
, (2.120)
G(x,δ ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−x1 0
0 −x1
0 −x2
0 0
0 0
0 0
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, F (x,δ ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
−x1 0 0 1 0 0 0
0 −x1 0 0 1 0 0
0 0 −x1 0 0 1 0
0 0 −x2 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(2.121)
Observe que F e´ inversı´vel ∀x. Estamos procurando por uma func¸a˜o
de Lyapunov do tipo (2.41) onde G(x) , F (x) sa˜o os indicados anteriormente.
Inicialmente sa˜o testadas as condic¸o˜es com respeito a` uma vizinhanc¸a da
origem definida pelo politopo11 X
X = Co
{
α 0 −α 0
0 α 0 −α
}
,
onde α e´ um escalar a ser determinado. Para α = 0 as condic¸o˜es do Teorema
2.2 sa˜o satisfeitas. Este resultado confirma que a origem e´ localmente expo-
nencialmente esta´vel. Para estimar a regia˜o de atrac¸a˜o da origem atrave´s de
(2.84), primeiramente considere a condic¸a˜o usual de estabilidade quadra´tica,
considerando ℵx (x) = 0, e a func¸a˜o de Lyapunov em (2.41) e´ uma forma
quadra´tica usual, i.e. P tem a estrutura dada em (2.42) onde P0 e´ uma matriz
a ser determinada.
Aumentando α a partir de zero, obte´m-se a estimativa E0 apresentada
na Figura 5 pela curva mais interna e correspondendo a α = 1.9.
Uma estimativa melhor pode ser obtida usando o anulador
ℵpib =
⎡⎢⎢⎢⎢⎢⎢⎣
x2 −x1 0 0 0 0 0 0 0
0 0 x2 −x1 0 0 0 0 0
0 0 0 x2 −x1 0 0 0 0
0 0 0 0 0 x2 −x1 0 0
0 0 0 0 0 0 x2 −x1 0
0 0 0 0 0 0 0 x2 −x1
⎤⎥⎥⎥⎥⎥⎥⎦ , (2.122)
11A rotina convhulln do Matlab foi usada para organizar as faces dos politopos.
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Figura 5: Regio˜es de atrac¸a˜o estimadas para o sistema (2.118) com ε=1.
e uma func¸a˜o de Lyapunov mais complexa onde P = P′ e´ uma matriz livre a
ser determinada. Nesta situac¸a˜o obte´m-se α = 3.1. A fronteira da estimativa
toca o politopo e esta informac¸a˜o e´ usada para redefinir seus ve´rtices. A
estimativa indicada por E na Figura 5 foi obtida com o politopo
X = Co
{
2.1 1.3 −2.1 −1.3
−0.21 3.3 0.21 −3.3
}
.
O sistema considerado neste exemplo ja´ foi amplamente estudado na
literatura. A estimativa E0 mostrada na Figura 5 e´ muito pro´xima para a
obtida em (EL GHAOUI; SCORLETTI, 1996) maximizando a soma dos quadrados
dos semi-eixos do elipsoide. A estimativa E e´ consideravelmente melhor que
a encontrada em (DAVISON; KURAK, 1971) maximizando o volume do elipsoide.
Em ambas as refereˆncias sa˜o usadas func¸o˜es de Lyapunov quadra´ticas. A
estimativa encontrada em (TROFINO, 2000) com uma func¸a˜o de Lyapunov si-
milar e um politopo de 8 ve´rtices e´ menor que E . A estimativa obtida em
(COUTINHO; DE SOUZA; TROFINO, 2008) com uma func¸a˜o de Lyapunov mais
complexa e´ muito parecida com E . □
Exemplo 2.3 Considere agora o problema de estimar a regia˜o de atrac¸a˜o do
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sistema incerto a seguir, retirado de (CHESI, 2004).[
x˙1
x˙2
]
=
[
x2
−δx1− x2 +δx31
]
. (2.123)
Neste caso, δ e´ um paraˆmetro incerto invariante no tempo cujos valores ad-
missı´veis sa˜o representados por D = {δ : δ ∈ [1,3]}. O sistema (2.123)
pode ser representado como em (2.39) com A0, A1, G(x,δ ) e F (x,δ ) respec-
tivamente indicados a seguir:[
0 1
0 −1
]
,
[
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 1
]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−x1 0
0 −x1
0 −x2
0 0
0 0
0 0
0 0
−δ 0
0 0
0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
−x1 0 0 1 0 0 0 0 0 0
0 −x1 0 0 1 0 0 0 0 0
0 0 −x1 0 0 1 0 0 0 0
0 0 −x2 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 −x1 1 0
0 0 0 0 0 0 0 0 −x1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x =
[
x1 x2
]′
pi =
[
x21 x1x2 x
2
2 x
3
1 x
2
1x2 x1x
2
2 x
3
2 δx1 δx21 δx31
]′
.
O anulador ℵpib (x) considerado neste caso e´ definido em (2.122).
Sera˜o consideradas 3 situac¸o˜es na estimac¸a˜o da regia˜o de atrac¸a˜o. O pri-
meiro caso e´ quando tanto a func¸a˜o de Lyapunov quanto a regia˜o de atrac¸a˜o
sa˜o dependentes do paraˆmetro incerto. O segundo caso e´ quando ambas, a
func¸a˜o de Lyapunov e a regia˜o de atrac¸a˜o, na˜o dependem do paraˆmetro in-
certo. A terceira situac¸a˜o e´ quando a func¸a˜o de Lyapunov depende, mas a
regia˜o de atrac¸a˜o na˜o depende do paraˆmetro incerto. No primeiro e no ter-
ceiro caso, as condic¸o˜es levam em conta a suposic¸a˜o de que δ e´ invariante no
tempo. No segundo caso as condic¸o˜es permitem que δ seja arbitrariamente
variante no tempo.
Para o segundo e terceiro casos, deve-se escolher U como
U =
[
I(n+p−3)×(n+p−3) 0(n+p−3)×3
]
,
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e ajustar Pu com as dimenso˜es apropriadas. O politopo usado e´ do tipo
X = Co
{ −1.8 0.1 1.8 −0.1
1.8 1.8 −1.8 −1.8
}
.
Os resultados sa˜o indicados na Figura 6. As curvas tracejadas repre-
sentam a fronteira da regia˜o de atrac¸a˜o verdadeira para alguns valores de
δ ∈ [1,3] e as curvas so´lidas sa˜o as estimativas para cada um destes valo-
res de δ obtidas para o primeiro caso, exceto pelas curvas mais interiores,
Eυ e Eω , que sa˜o as regio˜es de atrac¸a˜o obtidas para o segundo e terceiro
caso, respectivamente. Neste caso, Eω e´ uma estimativa robusta da regia˜o de
atrac¸a˜o.
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Figura 6: Regio˜es de atrac¸a˜o estimadas para o sistema (2.123).
Em comparac¸a˜o aos resultados mostrados em (CHESI, 2004), aqui fo-
ram encontradas regio˜es de atrac¸a˜o dependentes de paraˆmetros maiores que
seu caso (a) e tambe´m uma maior regia˜o de atrac¸a˜o robusta que no seu caso
(b). Os resultados poderiam ser aperfeic¸oados considerando um vetor pi com
mais elementos na˜o lineares incertos ou aumentando o nu´mero de ve´rtices do
politopo. □
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Exemplo 2.4 Considere o sistema racional
x˙1 = ζ (x)+ x2
x˙2 =−x2− x1 + ε2x21
, ζ (x) = ε1 x1
x22 +1
, x =
[
x1
x2
]
, (2.124)
onde ε1, ε2 sa˜o paraˆmetros do sistema. O sistema linearizado tem a matriz
Jacobiana dada por
A =
[
ε1 1
−1 −1
]
(2.125)
e, enta˜o, segue que o sistema e´ localmente exponencialmente esta´vel desde
que ε1 < 1. Definindo a func¸a˜o na˜o linear
pi(x) :=
[
x21 x1x2 x
2
2 ζ ζ x1 ζ x2 ζ x21 ζ x1x2 ζ x22
]′ (2.126)
e observando as seguintes relac¸o˜es entre as componentes pii de pi:
pi1 = x
2
1
pi2 = x1x2
pi3 = x
2
2
pi4 = ε1x1−pi9
pi5 = x1pi4
pi6 = x2pi4
pi7 = x1pi5
pi8 = x1pi6
pi9 = x2pi6
(2.127)
A relac¸a˜o pi4+pi9−ε1x1 = 0 e´ obtida da expressa˜o da func¸a˜o racional
ζ (x) reescrita como ζ (x)(x22+1)= ε1x1 e da mudanc¸a de varia´veis ζ (x)= pi4
e pi9 = x22pi4. Usando as relac¸o˜es dadas em (2.127) obte´m-se a representac¸a˜o
(2.39) com as matrizes a seguir.
A0 =
[
0 1
−1 −1
]
, A1 =
[
0 0 0 1 0 0 0 0 0
ε2 0 0 0 0 0 0 0 0
]
, (2.128)
G(x) =
⎡⎢⎢⎢⎢⎣
−x1 0
0 −x1
0 −x2
−ε1 0
05×1 05×1
⎤⎥⎥⎥⎥⎦ , F(x) =
[
I3 03×6
06×3 F22
]
, (2.129)
onde
F22 =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 1
−x1 1 0 0 0 0
−x2 0 1 0 0 0
0 −x1 0 1 0 0
0 0 −x1 0 1 0
0 0 −x2 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ ,
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e os anuladores utilizados neste caso foram:
ℵpib (x) =
⎡⎢⎢⎢⎢⎢⎢⎣
x2 −x1 0 0 0 0 0 0 0 0 0
0 0 x2 −x1 0 0 0 0 0 0 0
0 0 0 x2 −x1 0 0 0 0 0 0
0 0 0 0 0 0 x2 −x1 0 0 0
0 0 0 0 0 0 0 0 x2 −x1 0
0 0 0 0 0 0 0 0 0 x2 −x1
⎤⎥⎥⎥⎥⎥⎥⎦ .
(2.130)
´E possı´vel verificar que det(F(x)) = x22 +1 e, enta˜o, a Suposic¸a˜o 2.2,
de que F(x) e´ inversı´vel, e´ assegurada globalmente. Observe que x22 +1 ∕= 0
aparece naturalmente como uma exigeˆncia bem posta na func¸a˜o racional
ζ (x) do sistema original (2.124).
Na representac¸a˜o do sistema dada por (2.128) e (2.129), a func¸a˜o
matricial G(x) e´ afim com respeito a` x, ε1. Isto nos permite considerar este
paraˆmetro como incerto, se deseja´vel. Veja o Exemplo 2.3 para detalhes na
representac¸a˜o de sistemas incertos.
Lembrando que este sistema e´ localmente exponencialmente esta´vel
quando ε1 < 1, a regia˜o de atrac¸a˜o estimada indicada por E r na Figura 7
corresponde ao caso onde ε1 = 0.5, ε2 = 0.5 e v(x) e´ uma func¸a˜o racional
como em (2.40). O politopo usado e´ indicado na Figura 7 atrave´s de suas
faces Fk com k ∈ {1, . . . ,5} e a verdadeira regia˜o de atrac¸a˜o corresponde a`
curva tracejada.
O me´todo de otimizac¸a˜o utilizado neste exemplo foi baseado na
minimizac¸a˜o de alguns valores de v(x) dentro do politopo, pro´ximos das
faces, como sugerido na Observac¸a˜o 2.5.2. Os pontos considerados na
otimizac¸a˜o sa˜o indicados na Figura 7 por +. Esta estimativa foi obtida
aumentando os fatores de ponderac¸a˜o para os pontos pro´ximos da face F1,
onde a estimativa era pobre, e diminuindo-os para os pontos pro´ximos a` face
F2, onde a estimac¸a˜o era melhor.
Apenas para fins comparativos, a Figura 7 tambe´m mostra as estima-
tivas E o para uma func¸a˜o de Lyapunov quadra´tica com a estrutura (2.42), e
E n para uma func¸a˜o de Lyapunov independente dos termos racionais com a
estrutura P =U ′PnU em que
U =
[
I(n+p−6)×(n+p−6) 0(n+p−6)×6
]
,
e Pn tem as dimenso˜es apropriadas. Os politopos usados para ambas as
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Figura 7: Regio˜es de atrac¸a˜o estimadas para o sistema (2.124) com
ε1=ε2=0.5.
estimativas sa˜o respectivamente indicados abaixo.
Xo = Co
{
1.2 −0.1 −1.2 0
−0.9 −1 1 0.8
}
,
Xn = Co
{
1.5 −0.9 −1.1 −0.2 0.5
−1.3 −0.7 1.1 1 −1.5
}
.
Vamos analisar agora o caso onde ε1 = −1 e ε2 = 0. Nesta situac¸a˜o
o sistema e´ globalmente exponecialmente esta´vel e a func¸a˜o de Lyapunov
v(x) = x′x prova isto. Impondo a estrutura (2.42) na func¸a˜o de Lyapunov e
usando o Corola´rio 2.2 obte´m-se
P0 =
[
560.1586 241.1826
241.1826 406.5339
]
,
que confirma a estabilidade assintotica global atrave´s da func¸a˜o de Lyapunov
x′P0x. O Corola´rio 2.2 tambe´m e´ factı´vel com P0 = I2. □
Exemplo 2.5 Considere o sistema na˜o linear escalar x˙ = −x3 que pode ser
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representado como em (2.39) com A0 = 0, A1 = [0 −1] e
G(x) =
[ −x
0
]
, F (x) =
[
1 0
−x 1
]
, pi =
[
x2
x3
]
.
Este sistema na˜o e´ localmente exponencialmente esta´vel, enta˜o as condic¸o˜es
do Teorema 2.2 falham porque a LMI (2.66) e´ estrita. Veja as Observac¸o˜es
2.4.2 e 2.4.3 para mais detalhes. Usando a versa˜o geral deste teorema onde
(2.66) e´ substituı´da (2.75), pode-se provar a estabilidade local assinto´tica da
origem com a func¸a˜o de Lyapunov (2.40) com a P indicada abaixo.
P =
⎡⎣ 883.242 5.6406−15 0.60075.6406−15 41.197 7.2013−6
0.6007 7.2013−6 41.1472
⎤⎦ .
Ale´m disso, pode-se provar estabilidade assinto´tica global do sistema usando
o Corola´rio 2.2 com a func¸a˜o de Lyapunov (2.40) e a P indicada a seguir.
P =
⎡⎣ 6.587 −7.06x10−11 0.7772−7.06x10−11 3.8766 −1.38x10−9
0.7772 −1.38x10−9 14.403
⎤⎦ .
□
Exemplo 2.6 Considere agora o sistema a seguir estudado em (COUTINHO;
DE SOUZA; TROFINO, 2008).[
x˙1
x˙2
]
=
[ −x1 + x1x22
x1− x2 + x21x2− x1x22
]
. (2.131)
Como este sistema tem na˜o linearidades com monoˆmios de ate´ grau 3,
pode-se introduzir o mesmo conjunto de func¸o˜es na˜o lineares pi usadas no
Exemplo 2.2 e, consequentemente, as matrizes da representac¸a˜o do sistema
G(x) , F (x) e os anuladores ℵpib (x) tambe´m sa˜o os mesmos. Podemos com-
pletar a representac¸a˜o do sistema (2.131) como em (2.39) com as matrizes
A0, A1, respectivamente, indicadas a seguir.[ −1 0
1 −1
]
,
[
0 0 0 0 0 1 0
0 0 0 0 1 −1 0
]
.
Para estimar a regia˜o de atrac¸a˜o para este sistema, que tem a verda-
deira regia˜o de atrac¸a˜o representada pelo interior das curvas tracejadas na
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Figura 8, e´ usado um politopo X definido por
X = Co
{
α1 −α1 α2 −α2
−α2 α2 α1 −α1
}
,
onde α1 e α2 sa˜o varia´veis escalares a serem determinadas.
De modo a comparar os resultados com (COUTINHO; DE SOUZA; TRO-
FINO, 2008), sera´ iniciado com α2 = 0 e aumentar α1, usando uma func¸a˜o
de Lyapunov quadra´tica com a estrutura (2.42). Aumentando α1 a partir de
zero, obte´m-se a estimativa E0 representada na Figura 8 pela curva mais in-
terna e correspondendo a` α1 = 1.7. Para este valor de α1 o politopo toca
na verdadeira regia˜o de atrac¸a˜o, e a estimativa correspondente e´ similar a`
encontrada em (COUTINHO; DE SOUZA; TROFINO, 2008) com uma func¸a˜o de
Lyapunov tambe´m quadra´tica. A estimativa encontrada em (COUTINHO; DE
SOUZA; TROFINO, 2008) com uma func¸a˜o de Lyapunov de grau 6 e´ apenas um
pouco maior que E0.
Uma melhor estimativa pode ser obtida usando uma func¸a˜o de
Lyapunov mais complexa, onde P = P′ e´ uma matriz livre a ser determinada.
Com isso, e baseado no conhecimento do formato da verdadeira regia˜o de
atrac¸a˜o, foi possı´vel redefinir o politopo e obter α1 = 1.9 e α2 = 0.35. A
fronteira da estimativa obtida neste caso toca as faces do politopo quase
inteiramente e e´ indicada por E na Figura 8.
A estimativa pode ser melhorada ainda mais usando os resultados da
Sec¸a˜o 2.5.3, onde o conjunto de condic¸o˜es iniciais e´ uma unia˜o de politopos.
Os politopos X1 e X2, mostrados na Figura 9, sa˜o definidos como
X1 = Co
{ −0.4 0.4 0.1 1.9
1.35 −1.35 2.3 −0.4
}
,
X2 = Co
{ −0.4 0.4 −0.1 −1.9
1.35 −1.35 −2.3 0.4
}
.
A unia˜o destes politopos forma uma regia˜o na˜o convexa, como em
(2.90), e apenas suas faces externas sa˜o consideradas na condic¸a˜o de in-
clusa˜o (2.97). Usando a otimizac¸a˜o (2.84), obte´m-se a estimativa mostrada
na Figura 9 denotada pela curva E . Essa estimativa e´ maior que as apre-
sentadas na Figura 8 e e´ uma regia˜o na˜o convexa, quase tocando a unia˜o
na˜o convexa dos politopos X1 e X2. Uma estimativa ainda melhor pode ser
obtida aumentando-se o nu´mero de ve´rtices. □
Exemplo 2.7 Considere agora o problema de estimar a regia˜o de atrac¸˜
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Figura 8: Regio˜es de atrac¸a˜o estimadas para o sistema (2.131).
da origem do seguinte sistema, emprestado de (GENESIO; TARTAGLIA; VICINO,
1985): [
x˙1
x˙2
]
=
[ −x1 +2x21x2
−x2
]
. (2.132)
Este sistema tem na˜o linearidades de grau 3, e por esta raza˜o e´ usado
o mesmo conjunto de func¸o˜es na˜o lineares pi ja´ usados no Exemplo 2.2.
Portanto G(x) , F (x) e o anulador ℵpib (x) sa˜o os mesmos tambe´m. A
representac¸a˜o do sistema (2.132) e´ completada como em (2.39) como as ma-
trizes A0, A1, respectivamente, indicadas abaixo.[ −1 0
0 −1
]
,
[
0 0 0 0 2 0 0
0 0 0 0 0 0 0
]
.
Usando os resultados da Sec¸a˜o 2.5.3, sa˜o considerados os politopos
X1 = Co
{ −0.9 0.9 −3.2 0.1 −3
−0.9 0.9 0 2.8 1
}
,
X2 = Co
{ −0.9 0.9 3.2 −0.1 3
−0.9 0.9 0 −2.8 −1
}
.
O me´todo de otimizac¸a˜o utilizado e´ o de minimizar os valores de v(x)
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Figura 9: Regia˜o de atrac¸a˜o estimada para o sistema (2.131) considerando a
unia˜o dos politopos X1 e X2.
pro´ximos das faces do politopo na˜o convexo, da mesma forma que no Exem-
plo 2.4, apresentado na Observac¸a˜o 2.5.2. Com isso, obte´m-se a estimativa
E mostrada na Figura 10.
De modo a obter uma melhor estimativa, pode-se aumentar o grau da
func¸a˜o de Lyapunov de 6 para 8. A nova representac¸a˜o do sistema e´ indicada
a seguir.
pie =
[
pi ′ x41 x
3
1x2 x
2
1x
2
2 x1x
3
2 x
4
2
]′
,
A0e = A0 , A1e =
[
A1 02×5
]
, Ge (x) =
[
G(x)′ 02×5
]
,
Fe (x)=
[
F(x) 07×5
Fe21(x) I5
]
, Fe21 (x)=
⎡⎢⎢⎢⎢⎣
−x1 0 0 0
0 −x1 0 0
05×3 0 0 −x1 0
0 0 0 −x1
0 0 0 −x2
⎤⎥⎥⎥⎥⎦ ,
ℵpie (x) =
[
ℵpib 06×5
04×9 ℵpie22 (x)
]
,
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Figura 10: Regio˜es de atrac¸a˜o estimadas para o sistema (2.132).
onde
ℵpie22 (x) =
⎡⎢⎢⎣
x2 −x1 0 0 0
0 x2 −x1 0 0
0 0 x2 −x1 0
0 0 0 x2 −x1
⎤⎥⎥⎦ .
Neste caso, e´ usada uma unia˜o na˜o convexa maior, composta pelos
seguintes dois politopos convexos:
X1e = Co
{ −0.9 0.9 4.5 0
−0.9 0.9 0 −4.5
}
,
X2e = Co
{ −0.9 0.9 −4.5 0
−0.9 0.9 0 4.5
}
.
A nova estimativa e´ denotada por E e na Figura 10. Esta poderia ainda ser
melhorada reajustando os politopos. □
2.8 Considerac¸o˜es Finais do Capı´tulo
Neste capı´tulo foram detalhadas as principais contribuic¸o˜es apre-
sentadas nesta dissertac¸a˜o, que consistem em uma te´cnica LMI para testar
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as condic¸o˜es de estabilidade assinto´tica de sistemas racionais usando uma
func¸a˜o de Lyapunov tambe´m racional. Foram propostas soluc¸o˜es para os
problemas de estabilidade local, regional e global.
Nos problemas de estabilidade regional foram consideradas as
situac¸o˜es em que o conjunto de estados iniciais X e´ convexo (um u´nico poli-
topo) e que o conjunto na˜o e´ convexo (e´ uma unia˜o entre politopos convexos).
Atrave´s dos exemplos pode-se observar que considerando a segunda situac¸a˜o
e´ possı´vel ate´ mesmo obter regio˜es de atrac¸a˜o (curva de nı´vel de v(x) = 1)
na˜o convexas. Ainda com relac¸a˜o aos exemplos nume´ricos apresentados,
poˆde-se visualizar o procedimento de aplicac¸a˜o desta abordagem e suas
vantagens em comparac¸a˜o a` outros casos.
Como um segundo resultado da estabilidade global pode ser formu-
lado o Corola´rio 2.4 que se trata de um novo me´todo para evitar crescimento
exponencial das LMIs com o nu´mero de paraˆmetros e estados, que possibi-
lita checar a factibilidade das LMIs sem necessitar considerar um politopo.
Como visto no final da Sec¸a˜o 2.6, o conservadorismo deste me´todo e´ tipica-
mente desprezı´vel se comparado a` abordagem polito´pica.
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3 PROJETO DE LEI DE CHAVEAMENTO
3.1 Introduc¸a˜o
Este capı´tulo tem como objetivo a apresentac¸a˜o de uma te´cnica de cha-
veamento para aplicac¸a˜o em controle de sistemas comutados utilizando uma
abordagem LMI. Para isso, primeiramente sa˜o apresentadas as condic¸o˜es que
garantem que o sistema comutado seja esta´vel, inclusive durante a possı´vel
ocorreˆncia de modos deslizantes. Isso e´ feito baseado na teoria de estabili-
dade de Lyapunov, utilizando mu´ltiplas func¸o˜es de Lyapunov, uma para cada
modo do sistema, que compo˜em uma func¸a˜o de Lyapunov comutada (a do
modo ativo no respectivo instante).
Os resultados apresentados neste capı´tulo da˜o continuidade a pesqui-
sas anteriores. Em (ASSMANN, 2008) e´ apresentada a te´cnica de chaveamento,
mas ainda sem considerar a possibilidade de existeˆncia de modos deslizantes.
Aqui sera´ tratado apenas o caso de medic¸a˜o total dos estados. O caso de
realimentac¸a˜o de saı´da pode ser encontrado em (TROFINO et al., 2009).
Ao final do capı´tulo, e´ apresentado um exemplo simples de aplicac¸a˜o
da te´cnica em um sistema comutado particular da eletroˆnica de poteˆncia: o
conversor abaixador de tensa˜o (Buck).
3.2 Condic¸o˜es de Projeto da Lei de Chaveamento
Nesta sec¸a˜o e´ explicado projeto de uma lei de chaveamento que esta-
bilize um sistema afim no estado por meio da comutac¸a˜o entre os possı´veis
modos dinaˆmicos do sistema. Existem diferentes tipos de chaveamento, como
por exemplo, chaveamento dependente do tempo (como feito por PWM, dado
um ciclo de trabalho desejado) e chaveamento dependente do estado do sis-
tema (LIBERZON, 2003). Neste trabalho estamos interessados no segundo
caso, mais especificamente com o chaveamento baseado em uma func¸a˜o de
Lyapunov dependente dos estados.
Considere um sistema dinaˆmico cuja estrutura varia durante a
operac¸a˜o. Suponha que as dinaˆmicas durante cada modo de operac¸a˜o
possam ser representadas por um campo vetorial afim como a seguir:
.
x (t) = Aix(t)+bi, y(t) =Cx(t) , i ∈M := {1, . . . ,m} , (3.1)
onde x ∈ ℝnx e´ o estado do sistema, y ∈ ℝny e´ o vetor de medidas, m e´ o
nu´mero de modos de operac¸a˜o, e Ai ∈ ℝnx×nx , bi ∈ ℝnx e C ∈ ℝny×nx sa˜o as
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matrizes dadas da estrutura.
Vamos supor que as mudanc¸as entre os m modos de operac¸a˜o de (3.1)
ocorrem de acordo com a lei de chaveamento representada pelo sinal
σ (y(t)) : ℝny →M , (3.2)
que pode ser visto como um mapeamento do vetor de medidas, a cada instante
de tempo t, para o ı´ndice σ (y(t)) ∈M do modo de operac¸a˜o atual (ativo).
O problema de interesse consiste em projetar uma lei de chaveamento
que assintoticamente leva o estado do sistema para o ponto de equilı´brio de-
sejado x¯ do sistema chaveado (em malha fechada). Enta˜o, x¯ deve ser glo-
balmente assintoticamente esta´vel. A Equac¸a˜o (3.3) a seguir apresenta a
dinaˆmica do sistema comutado, que corresponde ao sistema do modo que
estiver ativo a cada instante de tempo, i.e. i = σ .
.
x (t) = Aσ x(t)+bσ , y(t) =Cx(t) , σ (y(t)) : ℝny →M . (3.3)
Dado o ponto de equilı´brio desejado x¯ e o modelo do sistema (3.3), o
sistema do erro de seguimento e´
.
e (t) = Aσ e(t)+ kσ , kσ = bσ +Aσ x¯, e(t) := x(t)+ x¯. (3.4)
Grac¸as ao sistema do erro definido na equac¸a˜o anterior, o problema de inte-
resse pode ser redefinido como o de projetar uma lei de chaveamento que
assintoticamente leva o estado de erro para a origem. Para este fim, va-
mos considerar o sinal chaveado σ (y(t)) e a func¸a˜o de Lyapunov candidata
v(e(t) ,σ) dados por
σ (y(t)) := arg max
i∈M
{vi (e(t))} , (3.5)
v(e(t) ,σ) := vσ (e(t)) := max
i∈M
{vi (e(t))} , (3.6)
onde vi (e(t)) , i ∈ M sa˜o func¸o˜es auxiliares associadas com os modos de
operac¸a˜o do sistema e satisfazem vσ (0) = 0, ∀σ ∈M .
As func¸o˜es vi (e(t)) , i ∈M devem ser determinadas de modo a obter
uma func¸a˜o de Lyapunov exponecialmente decrescente vσ (e(t)) durante cada
modo de operac¸a˜o do sistema em malha fechada (TROFINO et al., 2009). Essa
exigeˆncia de performance pode ser expressa pela condic¸a˜o
.
vσ (e(t))+ασ vσ (e(t))< 0, vσ (e(t))> 0 ∀σ ∈M , e(t) ∕= 0, (3.7)
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onde αi, i ∈ M sa˜o constantes positivas determinadas, representando a
taxa de decaimento exponencial desejada para vσ (e(t)) em cada modo
de operac¸a˜o σ (y(t)) ∈ M e vσ (0) = 0. Sera´ considerado apenas o caso
de medic¸a˜o completa dos estados, portanto C = Inx e ny = nx. O caso de
realimentac¸a˜o de saı´da (medic¸a˜o parcial dos estados) pode ser encontrado
em (TROFINO et al., 2009).
3.2.1 Inclusa˜o de condic¸o˜es para modos deslizantes esta´veis
Apenas as condic¸o˜es apresentadas na sec¸a˜o anterior na˜o sa˜o suficien-
tes para garantir a estabilidade do sistema chaveado na ocorreˆncia de modos
deslizantes1 (TROFINO; SCHARLAU; COUTINHO, 2010), neste caso, deve ser in-
cluı´da uma condic¸a˜o que garanta isso.
Suponha que um modo deslizante ocorra na superfı´cie de deslizamento
S definida entre os ms modos de Ms, onde Ms ⊆ M explicita o conjunto
dos modos considerados na superfı´cie e ms ≤ m, i.e.
S :=
{
e(t) : vi (e(t)) = v j (e(t)) , ∀i, j ∈Ms, i ∕= j
}
=
{e(t) : φs (e(t)) = 0} . (3.8)
onde φs e´ a combinac¸a˜o convexa das func¸o˜es de Lyapunov dos modos em
modo deslizante, definida como
φs (e(t)) = ∑
i∈Ms
(θi)vi (e(t)) = ∑
i∈Ms
(
θi− ¯θi
)
vi (e(t)) (3.9)
em que a inclusa˜o do termo ¯θi, possı´vel devido a` sua combinac¸a˜o con-
vexa tambe´m ser nula no equilı´brio, tem como objetivo apenas facilitar a
representac¸a˜o das condic¸o˜es mostradas no decorrer desta sec¸a˜o.
Na superfı´cie de deslizamento descrita em (3.8) sa˜o assumidas as
func¸o˜es auxiliares vi (e(t)) , i ∈M , com a seguinte estrutura, como em (TRO-
FINO et al., 2009):
vi (e(t)) = e(t)
′Pie(t)+2e(t)′ Si, Pi = P′i , (3.10)
onde Pi, Si sa˜o matrizes a serem determinadas.
De acordo com os resultados de Fillipov, a dinaˆmica do sistema sob
1Do ingleˆs, sliding modes.
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modos deslizantes pode ser descrita por
.
e (t) = As (Θ(t))e(t)+ ks (Θ(t)) , e(t) ∈S , Θ(t) ∈ ∆,
As (Θ(t)) := ∑
i∈Ms
Aiθi (t) ,
ks (Θ(t)) := ∑
i∈Ms
kiθi (t) .
. (3.11)
onde Θ = [θi]mscol , i ∈Ms, e ∆ e´ o simplex2 que indica os limites de Θ,
definido como
∆ :=
{
θi ∈ [0,1] : ∑
i∈Ms
θi = 1
}
. (3.12)
Como o equilı´brio desejado e´ a origem, observe de (3.11) que no
equilı´brio devemos ter limt→∞e(t) = 0, limt→∞Θ(t) = ¯Θ com ks
(
¯Θ
)
= 0,
(TROFINO; SCHARLAU; COUTINHO, 2010). Para mais detalhes neste ponto veja
tambe´m (BOLZERN; SPINELLI, 2004). Observe portanto que ¯Θ pode ser deter-
minado sabendo-se que este deve satisfazer a expressa˜o
ks
(
¯Θ
)
= 0. (3.13)
Uma das condic¸o˜es de projeto e´ a positividade da func¸a˜o de Lyapunov
vσ , inclusive em modo deslizante. Para isso, observe as seguintes relac¸o˜es:
vσ (e(t)) = max
i∈M
{vi (e(t))}
≥ max
i∈Ms
{vi (e(t))} ≥ ∑
i∈Ms
vi (e(t)) ˜θi
= e(t)′
(
∑
i∈Ms
Pi ˜θi
)
e(t)+
(
∑
i∈Ms
Si ˜θi
)
e(t) , (3.14)
onde σ (e(t)) e´ o sinal de chaveamento dado definido como
σ (e(t)) = arg max
i∈M
{vi (e(t))} , (3.15)
A partir de (3.14), vσ (e(t)) > 0 e´ garantida se as seguintes restric¸o˜es
2 ´E a denominac¸a˜o dada a` um politopo de dimensa˜o ms−1 em um espac¸o ℝms . Ao contra´rio
de um politopo comum, cujo nu´mero de ve´rtices (2ms ) cresce exponencialmente com o aumento
de ms, o nu´mero de ve´rtices do simplex cresce linearmente e e´ o pro´prio valor de ms.
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sa˜o satisfeitas:
∑
i∈Ms
Pi ˜θi > 0, (3.16)
∑
i∈Ms
Si ˜θi = 0. (3.17)
O vetor de constantes ˜Θ :=
[
˜θi
]ms
col e´ um paraˆmetro de projeto. Como ¯Θ re-
presenta o ciclo de trabalho no equilı´brio desejado, uma escolha natural e´
˜Θ = ¯Θ.
Tendo em mente que vs (e(t)) se situa na superfı´cie de chaveamento
(3.8), a condic¸a˜o (3.14) implica em
vσ (e(t)) = e(t)
′ ∑
i∈Ms
Pi ˜θie(t)> 0, ∀ e(t) ∈S −{0} , (3.18)
e observe de (3.14) que vσ (e(t)) e´ continua, positiva definida e radialmente
ilimitada.
Segundo (TROFINO; SCHARLAU; COUTINHO, 2010), ks (Θ(t)) pode ser
visto como uma perturbac¸a˜o L2 ao sistema (3.11) e estamos interessados em
atenuar, o ma´ximo possı´vel, os efeitos desta entrada de perturbac¸a˜o em uma
saı´da de performance especificada como ys (t) =Cse(t), onde Cs e´ uma matriz
dada. Este e´ um problema de controle comum que pode ser expresso pelas
seguintes condic¸o˜es
.
vs (e(t))+ ys (t)′ ys (t)/γ− γks (Θ(t))′ ks (θ (t))< 0,
vs (e(t)) = e(t)
′∑i∈Ms Pi ˜θie(t)> 0,
∀ e(t) ∈S −{0} ,
(3.19)
onde Qs e´ uma matriz positiva definida a ser determinada, que vamos assumir
que tenha a seguinte estrutura particular, obtida de (3.16):
Qs := ∑
i∈Ms
Pi ˜θi > 0, (3.20)
e γ e´ um limite para o pior caso do ganho de perturbac¸a˜o, descrito em (TRO-
FINO; SCHARLAU; COUTINHO, 2010) como
sup
∥ks(Θ(t))∥∕=0
∥ys (t)∥
∥ks (Θ(t))∥ < γ , Θ(t) ∈ ∆. (3.21)
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3.2.2 Condic¸o˜es LMI do projeto
Nesta sec¸a˜o sa˜o apresentadas as condic¸o˜es LMI necessa´rias para o
projeto de leis de chaveamento do tipo (3.5) que garantam estabilidade as-
sinto´tica global para a dinaˆmica de erro em (3.4), dados os requisitos das
sec¸o˜es anteriores. ´E usada a notac¸a˜o σ (e(t)) para enfatizar que o sinal de
chaveamento depende do erro de seguimento e(t) = x(t)+ x¯ que e´ computado
a cada instante de tempo a partir do estado x(t) e do ponto de equilı´brio dese-
jado x¯ (conhecido a priori). Da Equac¸a˜o (3.10), Pi = P′i ∈ ℝnx×nx e Si ∈ ℝnx
sa˜o as matrizes determinadas atrave´s do teorema a seguir (TROFINO; SCHAR-
LAU; COUTINHO, 2010).
Teorema 3.1 Seja ¯Θ uma constante positiva caracterizando o ponto de
equilı´brio chaveado do sistema do erro, como indicado em (3.13) e (3.11).
Considere a func¸a˜o de Lyapunov candidata vσ (e(t)) definida em (3.14) e
(3.10). Seja αi, i ∈ M constantes positivas dadas especificando a taxa de
decaimento exponencial desejada de vσ (e(t)) em cada modo de operac¸a˜o
σ (e(t)) ∈ M . Em adic¸a˜o, sejam β , ˜Θ constantes dadas e defina Qs como
em (3.20).
Suponha que existam matrizes Pi, Si, i ∈M , e um escalar positivo γ
que resolva o seguinte problema de otimizac¸a˜o:
min
Pi,Si,γ
γ sujeito a` (3.16), (3.17) e
[
PiAi +A′iPi Piki +A′iSi
k′iPi +S′iAi 2S′iki
]
+αi
[
Pi Si
S′i 0
]
< 0, Pi = P′i , ∀ i ∈M (3.22)
⎡⎣ QsAsΘ+AsΘ′Qs +βsPs (Θ− ¯Θ) QsHs +βs Ss +L1Cl C′s(QsHs +βs Ss +L1Cl)′ −γH ′s Hs +L2Cl +C′lL′2 01×ns
Cs 0ns×1 −γ Ins
⎤⎦
< 0, Θ ∈ ∆, (3.23)
onde ns e´ o nu´mero de linhas de Cs, Cl = [1...1]∈ℝms , L1 e L2, com dimenso˜es
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apropriadas, sa˜o varia´veis a serem determinadas e3
As = [Ai]mslin , i ∈Ms,
Hs = [ki]mslin , i ∈Ms,
Ps = [Pi]mslin , i ∈Ms,
Ss = [Si]mslin , i ∈Ms.
Enta˜o o sistema do erro de seguimento (3.4) e´ globalmente assintoticamente
esta´vel com a estrate´gia de chaveamento dada por (3.15) e vσ (e(t)) e´ uma
func¸a˜o de Lyapunov que prova isto. Ale´m do mais, vσ (e(t)) satisfaz (3.7)
em qualquer modo de operac¸a˜o, e sob modos deslizantes a condic¸a˜o de
atenuac¸a˜o de perturbac¸a˜o (3.19) e´ satisfeita com vs (e(t)) = vσ (e(t)).
Prova: Primeiramente, note que vσ (e(t)) e´ contı´nua, positiva definida
e radialmente ilimitada de (3.14). Multiplicando (3.22) por ζ ′ := [e(t)′ 1] a`
esquerda e sua tranposta a` direita, obte´m-se a condic¸a˜o (3.7).
Em seguida, e´ analisado o comportamento do sistema sob modo des-
lizante. Levando em conta o sistema (3.11), podemos reescrever (3.19) como
e(t)′
(QsAs (Θ)+As (Θ)′Qs)e(t)+2e(t)′Qsks (Θ)+
ys (t)′ ys (t)
γ − γks (Θ)
′ ks (Θ)< 0 (3.24)
∀ e(t) ∈S −{0} , (3.25)
Sabendo que Hs = [ki]mslin i ∈Ms e usando a seguinte notac¸a˜o
ζ =
[
e(t)
Θ(t)
]
, Ψ =
⎡⎣ QsAs (Θ)+As (Θ)′Qs + C′sCsγ QsHs
H ′sQs −γH ′sHs
⎤⎦ ,
(3.26)
podemos reescrever (3.24) como ζ ′Ψζ < 0, ∀ζ ∕= ¯ζ , e(t) ∈ S , onde ¯ζ =[
0 ¯Θ′
]′
e´ o valor de ζ no equilı´brio do sistema. Observe para e(t) = 0
e Θ(t) = ¯Θ que obte´m-se Ψ ¯ζ = 0 como ks ( ¯Θ) = 0 e´ assegurada de (3.13).
Enta˜o a seguinte identidade e´ verdadeira:
ζ ′Ψζ = (ζ − ¯ζ)′Ψ(ζ − ¯ζ) , (ζ − ¯ζ)= [ e(t)Θ(t)− ¯Θ
]
. (3.27)
3Ver “Notac¸a˜o”nos elementos pre´-textuais para mais detalhes quanto a` notac¸a˜o adotada.
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Veja agora que, a combinac¸a˜o convexa que define a superfı´cie de des-
lizamento, dada em (3.9), pode ser reescrita como
φs (e(t)) = ∑
i∈Ms
e′Pie
(
θi− ¯θi
)
+2e′Si
(
θi− ¯θi
)
, (3.28)
e considerando Ps = [Pi]mslin , i ∈Ms, Ss = [Si]mslin , i ∈ Ms, pode-se reescrever
(3.28) como
φs (ζ ) =
[
e(t)
Θ(t)− ¯Θ
]′ [ Ps (Θ− ¯Θ) Ss
S′s 0
]
︸ ︷︷ ︸
Gs
[
e(t)
Θ(t)− ¯Θ
]
= 0. (3.29)
Observe ainda que a condic¸a˜o ∑i∈Ms θi − ¯θi = 0 pode ser descrita
como: [
0 Cl
][ e(t)
Θ(t)− ¯Θ
]
= 0, (3.30)
onde Cl e´ um vetor linha de dimensa˜o ms com todos os elementos iguais a` 1.
As restric¸o˜es (3.29) e (3.30) podem ser incluı´das em (3.27) atrave´s do
Lema de Finsler, resultando na condic¸a˜o[
e(t)
Θ(t)− ¯Θ
]′(
Ψ+βsGs +
[
0 L1Cl
(L1Cl)′ L2Cl +C′lL′2
])[
e(t)
Θ(t)− ¯Θ
]
< 0.
(3.31)
e que finalmente, aplicando o Complemento de Schur para retirar a varia´vel
γ do denominador, resulta na LMI (3.23), que garante estabilidade sob modo
deslizante entre ms modos, finalizando a prova. □
Uma prova mais detalhada para as LMIs (3.22) do Teorema 3.1 pode
ser encontrada em (TROFINO et al., 2009), assim como o projeto da lei de chave-
amento para sistemas com medic¸a˜o parcial dos estados e com a considerac¸a˜o
de ponto de equilı´brio incerto utilizando filtros washout (HASSOUNEH; LEE;
ABED, 2004) e um exemplo nu´merico. No caso abordado em (TROFINO et al.,
2009), o filtro washout acrescenta um estado ao sistema cuja saı´da e´ nula
quando o estado filtrado (o estado cujo equilı´brio e´ desconhecido) atinge seu
equilı´brio (BORGES; PAGANO, 2002).
Observac¸a˜o 3.2.1 Conforme visto em (TROFINO et al., 2009) e (ASSMANN,
2008), as constantes α1, ...,αm que representam a taxa de decrescimento
em cada modo de operac¸a˜o podem ser escolhidas de fomra que o valor de
−αi/2 esteja no intervalo entre a parte real do menor autovalor esta´vel de
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Ai e zero. □
Observac¸a˜o 3.2.2 ´E possı´vel considerar que as matrizes do sistema, Ai e
ki, presentes nas LMIs do teorema 3.1, dependam de forma afim em um
paraˆmetro incerto δ , i.e. Ai (δ ) e ki (δ ) apenas para o caso em que ms = 2,
desde que a diferenc¸a A12 = A1 (δ )− A2 (δ ) anule os elementos incertos.
Neste caso o teorema continua va´lido e o resultado e´ considerado robusto
para uma faixa de valores de δ considerados em um politopo. Para mostrar
isso, note que quando ms = 2 tem-se θ2 = 1−θ1, portanto podemos reescre-
ver As como
As (Θ,δ ) = θ1A1 (δ )+θ2A2 (δ ) =
θ1 (A1 (δ )−A2 (δ ))+A2 (δ ) =
θ1 (A12)+A2 (δ ) . (3.32)
portanto, na˜o ha´ multiplicac¸a˜o entre os elementos em politopo Θ e δ e a
convexidade e´ mantida. A deduc¸a˜o e´ a mesma para ks (Θ,δ ). Para o caso
em que ms > 2, o problema precisa ser reformulado para que a considerac¸a˜o
das incertezas na˜o torne a LMI (3.23) na˜o convexa. □
Observac¸a˜o 3.2.3 O Teorema 3.1 foi desenvolvido para garantir estabili-
dade considerando apenas uma superfı´cie de modos deslizantes. Este pode
ser facilmente generalizado para o caso em que mu´ltiplas superfı´cies de mo-
dos deslizantes sa˜o possı´veis. Para isso, observe que as condic¸o˜es (3.16),
(3.17) e (3.23) devem ser satisfeitas para cada uma das nk superfı´cies consi-
deradas, onde cada superfı´cie tem um subconjunto de modos em modo des-
lizante diferente, i.e. Msk, k ∈ {1, ...,nk}. A Sec¸a˜o 5.7 ilustra este ponto.
□
3.3 Exemplo de Aplicac¸a˜o: Conversor Buck
Nesta sec¸a˜o e´ apresentado de maneira sucinta o modelo do conversor
CC/CC abaixador de tensa˜o (Buck) e enta˜o a aplicac¸a˜o da te´cnica de chave-
amento apresentada neste capı´tulo. Maiores detalhes sobre a modelagem e
aplicac¸a˜o deste circuito podem ser vistos nos livros (RASHID, 1999) e (BARBI;
MARTINS, 2008). A Figura 11 apresenta o diagrama do circuito de um conver-
sor Buck. Nesta topologia a tensa˜o me´dia na saı´da Eout e´ sempre menor que a
tensa˜o de entrada Ein. Em aplicac¸o˜es pra´ticas a chave S pode ser implemen-
tada atrave´s de transistores de poteˆncia ou tiristores. O resistor RL e o indutor
LL compo˜em a carga do conversor.
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Figura 11: Conversor abaixador de tensa˜o (Buck).
A operac¸a˜o do circuito pode ser dividida em dois modos. O modo
1 corresponde a` chave S ligada. Neste modo a corrente de entrada circula
atrave´s do indutor de filtro LC, do capacitor de filtro CC e da carga. Quando
a chave S esta´ desligada o circuito opera no modo 2. Considerando que LC e
CC possuam energia armazenada, o diodo de comutac¸a˜o D ira´ conduzir neste
modo. Caso a chave permanec¸a desligada no modo 2, o valor da corrente
vai diminuir ate´ a dissipac¸a˜o completa da energia armazenada em LC e CC.
Dependendo da frequeˆncia de chaveamento, da indutaˆncia e capacitaˆncia de
filtro, a corrente no indutor pode ser descontı´nua (RASHID, 1999), (BARBI;
MARTINS, 2008).
O modelo matema´tico deste conversor pode ser descrito atrave´s da
representac¸a˜o em espac¸o de estados de um sistema chaveado linear, em um
formato semelhante a` equac¸a˜o (3.1):
.
x= Aix+bi, i ∈M := {1,2} , (3.33)
onde x ∈ ℝ3 e
A1 = A2 =
⎡⎢⎣ 0
1
CC −
1
CC
− 1LC 0 0
1
LL 0 −
RL
LL
⎤⎥⎦ , b1 =
⎡⎣ 0Ein
LC
0
⎤⎦ , b2 = 03×1. (3.34)
Os estados do sistema sa˜o a tensa˜o no capacitor CC (x1), a corrente
no indutor LC (x2) e a corrente na carga (x3). Nesta modelagem assume-
se que as comutac¸o˜es da chave S e do diodo D sa˜o ideais (instantaˆneas) e
que o conversor opera em modo de conduc¸a˜o contı´nua, ou seja, durante o
chaveamento a corrente no indutor na˜o atinge o valor nulo no tempo em que
o circuito opera no modo 2.
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A relac¸a˜o entre o valor me´dio da func¸a˜o de chaveamento que aciona
S com o perı´odo de comutac¸a˜o e´ denominada de raza˜o cı´clica ou ciclo de
trabalho (duty cicle). O valor da raza˜o cı´clica ( ¯θ ) varia de zero (quando a
chave S esta´ permanentemente aberta e o sistema opera no modo 2) a um, que
corresponde a` chave permanentemente fechada (modo 1). Idealmente, para
o caso do conversor Buck seria possı´vel regular a tensa˜o me´dia da saı´da para
valores entre zero ate´ o valor da tensa˜o de entrada atrave´s da variac¸a˜o de ¯θ .
A expressa˜o que relaciona a tensa˜o me´dia na saı´da com a tensa˜o da entrada e
a raza˜o cı´clica nos conversores Buck e´ vista a seguir:
¯θ = Eout
Ein
. (3.35)
Para exemplificar a te´cnica de chaveamento, sere´ considerado o caso
de realimentac¸a˜o total dos estados do conversor Buck com a topologia vista
na Figura 11. O conjunto de paraˆmetros utilizado na resoluc¸a˜o nume´rica e´
mostrado na Tabela 1. Desta forma, os autovalores das matrizes Ai sera˜o
{−262441;−18779± j28114}. Sera´ considerada uma refereˆncia para a
tensa˜o de saı´da Eout = 9V. Os valores α1 = α2 = 5000 foram escolhidos de
acordo com a Observac¸a˜o 3.2.1.
Paraˆmetro Valor
Ein 15V
LC 10−3H
CC 10−6F
LL 10−4H
RL 30Ω
Tabela 1: Paraˆmetros utilizados na simulac¸a˜o do conversor Buck.
O ponto de equilı´brio desejado x¯ e as constantes ki sa˜o descritas a
seguir:
x¯ =
⎡⎣ EoutEoutRLEout
RL
⎤⎦ , k1 =
⎡⎣ 0Eout
LC
0
⎤⎦ , k2 =
⎡⎣ 0Eout
LC
0
⎤⎦ . (3.36)
Para a soluc¸a˜o das LMIs do Teorema 3.1 foram utilizados βs = 10−3 e
Cs = [1 0 0]. Foi considerada ainda que ˜θ = ¯θ , sendo ¯θ = 0.6 numericamente
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determinado atrave´s dos paraˆmetros do sistema e da equac¸a˜o 3.35. Tendo em
vista que As = A1 = A2 independente do valor de Θ := [θ1 θ2]′, e´ necessa´rio
considerar 3.23 somente em um dos dois ve´rtices do politopo Θ∈∆. Note que
para este sistema em particular, o sistema seria esta´vel, mesmo sem considerar
a LMI de modo deslizante esta´vel e fazendo P1 = P2, pois o sistema e´ esta´vel
nos dois modos e, portanto, a sua combinac¸a˜o convexa tambe´m.
Para a situac¸a˜o descrita anteriormente, foi possı´vel obter soluc¸a˜o para
o problema. A Figura 12 apresenta os resultados obtidos com a simulac¸a˜o da
aplicac¸a˜o da estrate´gia de controle com realimentac¸a˜o de estados, utilizando
a lei de chaveamento σ (e(t)) indicada em (3.5), com os valores das matrizes
Pi e Si calculados pela soluc¸a˜o das LMIs conforme citado anteriormente.
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Figura 12: Resultados de simulac¸a˜o do conversor Buck com a lei de chavea-
mento projetada.
Analisando os resultados obtidos em simulac¸a˜o, verifica-se que o re-
quisito de erro nulo em regime foi atingido quando o sistema opera com o
valor nominal de RL dado. Esta configurac¸a˜o ainda na˜o apresenta robustez
pois o sistema na˜o conseguiu atingir o valor de refereˆncia desejado apo´s a
aplicac¸a˜o da carga. Mesmo tratando RL como um paraˆmetro incerto, ainda
tem-se o problema de que o equilı´brio se torna incerto, por ser dependente
de RL. Neste caso, uma soluc¸a˜o e´ utilizar filtros washout, como mostrado em
(TROFINO et al., 2009).
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3.4 Considerac¸o˜es Finais do Capı´tulo
Neste capı´tulo foi apresentada uma te´cnica de chaveamento cujo ob-
jetivo e´ a estabilidade de sistemas comutados. Esta te´cnica pode ser aplicada
para o caso de seguimento de refereˆncia e possui garantias de desempenho.
Primeiramente, foram mostradas as condic¸o˜es ba´sicas para a estabilidade de
um sistema comutado utilizando uma func¸a˜o de Lyapunov comutada, prove-
niente de mu´ltiplas func¸o˜es de Lyapunov (uma em cada modo de operac¸a˜o do
sistema). No caso, estas condic¸o˜es sa˜o a positividade da func¸a˜o de Lyapunov
comutada e a negatividade de sua derivada.
Na sequeˆncia foi comentado o comportamento do sistema no caso
deste entrar em modos deslizantes, em que apenas as condic¸o˜es anteriores
na˜o bastam. Por isso, foram apresentadas condic¸o˜es para garantir a estabili-
dade do sistema comutado em modos deslizantes. Estas condic¸o˜es foram de-
finidas de forma geral o suficiente para considerar a ocorreˆncia de superfı´cies
de deslizamento entre va´rios modos simultaneamente. No fim, a aplicac¸a˜o
da te´cnica foi exemplificada em um sistema comutado simples: o conversor
Buck.
A estrutura considerada das func¸o˜es de Lyapunov possui uma forma
apenas quadra´tica dos erros do sistema, o que pode ser conservador. Isso
leva a concluir que a futura combinac¸a˜o das te´cnicas aqui apresentadas com
as do Capı´tulo 2 pode levar a` reduc¸a˜o do conservadorismo ao se permitir o
uso de uma func¸a˜o de Lyapunov muito mais rica, dependente de tantas na˜o
linearidades quanto se queira.
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4 MODELAGEM DE SISTEMAS INVERSOR-M ´AQUINA
4.1 Introduc¸a˜o
Este capı´tulo apresenta de maneira sucinta a modelagem de ma´quinas
de induc¸a˜o trifa´sicas, ressaltando as diferenc¸as para o caso de rotor bobinado
(acessı´vel atrave´s de escovas) e rotor em gaiola (inacessı´vel). Sa˜o apresenta-
das tambe´m as transformac¸o˜es entre sistemas de coordenadas utilizadas para
obtenc¸a˜o de um modelo mais conveniente para o uso na formulac¸a˜o proposta
neste trabalho. Em seguida, e´ apresentado o acionamento da ma´quina atrave´s
de inversor de frequeˆncia e seu modelo de comutac¸a˜o.
O principal objetivo deste capı´tulo e´ fornecer a base teo´rica e ma-
tema´tica sobre ma´quinas de induc¸a˜o necessa´ria para a aplicac¸a˜o da te´cnica
de chaveamento apresentada no Capı´tulo 3 em ma´quinas de induc¸a˜o, o que
sera´ mostrado no Capı´tulo 5. Embora o modelo da ma´quina seja bastante
complexo devido a`s suas caracterı´sticas construtivas e de acionamento, na
literatura pode-se encontrar va´rias formas de modelagem e mais detalhes so-
bre este assunto podem ser encontrados em (BARBI, 1985), (LEI et al., 2006)
e (ANAYA-LARA et al., 2009). Por este capı´tulo se tratar de uma revisa˜o bibli-
ogra´fica do tema, sem contribuic¸o˜es, o leitor com experieˆncia nesta a´rea pode
ir diretamente ao pro´ximo capı´tulo, da aplicac¸a˜o da te´cnica de chaveamento
na ma´quina, se desejar.
O modelo apresentado aqui e´ gene´rico e serve tanto para o caso da
ma´quina de induc¸a˜o operar como motor quanto gerador. Entretanto, no se-
gundo caso e´ comum a conexa˜o do gerador a` um sistema de transmissa˜o de
energia ele´trica para fins de distribuic¸a˜o, como em (TARNOWSKI; REGINATTO,
2006), e por isso costuma-se considerar as varia´veis no sistema por unidade
(pu) e convencionar como positivas as poteˆncias que fluem da ma´quina para a
rede e negativas da rede para a ma´quina. Estas considerac¸o˜es na˜o sera˜o trata-
das aqui, mas podem ser vistas em (ANAYA-LARA et al., 2009) e sua utilizac¸a˜o
em (TARNOWSKI; REGINATTO, 2007).
4.2 Modelagem Trifa´sica da Ma´quina de Induc¸a˜o
A modelagem matema´tica da ma´quina de induc¸a˜o e´ feita a partir do co-
nhecimento das dinaˆmicas ele´tricas e mecaˆnicas presentes nesta. As equac¸o˜es
que descrevem as ma´quinas com rotor em gaiola e com rotor bobinado sa˜o
ideˆnticas, exceto pelo fato de que no primeiro caso as tenso˜es do rotor sa˜o
nulas, enquanto no segundo na˜o sa˜o.
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4.2.1 Dinaˆmica ele´trica
Considere uma ma´quina de induc¸a˜o trifa´sica simples de 2 polos com
conexa˜o estrela, cujo rotor esta´ girando com uma frequeˆncia angular ωr. Uma
vista axial representativa desta ma´quina pode ser vista na Figura 13. Na Fi-
gura 13, os eixos as, bs e cs esta˜o fixos ao estator e indicam os sentidos
positivos dos fluxos magne´ticos criados pelos enrolamentos das fases a, b e
c do estator, respectivamente. Da mesma maneira, os eixos ar, br e cr esta˜o
fixos ao rotor e indicam os sentidos positivos dos fluxos magne´ticos criados
pelos enrolamentos das fases a, b e c do rotor, respectivamente.
Figura 13: Vista axial representativa de uma ma´quina de induc¸a˜o.
A forma construtiva de um rotor em gaiola na˜o determina um sistema
de enrolamentos trifa´sicos. Mesmo assim, o efeito eletromagne´tico que este
tipo de rotor produz pode ser representado por um sistema trifa´sico equiva-
lente, devido ao fato de que o fluxo magne´tico criado pelas correntes no rotor
possui as mesmas caracterı´sticas que um fluxo criado por um sistema de en-
rolamentos trifa´sicos.
Na determinac¸a˜o das equac¸o˜es que modelam a ma´quina, sa˜o feitas as
seguintes considerac¸o˜es (BARBI, 1985), (FERREIRA, 2004):
∙ simetria ele´trica e espacial entre as treˆs fases, tanto no estator como no
rotor;
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∙ distribuic¸a˜o senoidal do fluxo magne´tico no entreferro, considerado
constante;
∙ circuito magne´tico linear (ideal), desprezando os efeitos de saturac¸a˜o;
∙ perdas magne´ticas e mecaˆnicas inexistentes;
∙ fluxo de poteˆncia ele´trica entrando na ma´quina.
Considerando as restric¸o˜es acima e sabendo que somato´rio das tenso˜es
de uma malha e´ nulo, as equac¸o˜es das tenso˜es das fases abc, do estator e do
rotor, respectivamente expressas em func¸a˜o das outras varia´veis de ma´quina,
sa˜o:
.φ abcs=−RsI3iabcs +Vabcs (4.1)
.φ abcr=−RrI3iabcr +Vabcr, (4.2)
onde Vabc = [Va Vb Vc]′ e´ o vetor das tenso˜es de fase, iabc = [ia ib ic]′ e´ o vetor
das correntes de fase, φabc = [φa φb φc]′ e´ o vetor dos fluxos resultantes de
cada fase, e Rs e Rr sa˜o resisteˆncias constantes do estator e do rotor, respecti-
vamente. Os sub-ı´ndices s e r indicam, respectivamente, varia´veis do estator
e do rotor.
As grandezas da Equac¸a˜o (4.2) esta˜o referenciadas ao circuito do es-
tator, atrave´s da relac¸a˜o de transformac¸a˜o ksr dada por:
ksr =
Ns
Nr
∼=
˜Vs
˜Vr
, (4.3)
onde Ns e Nr sa˜o o nu´mero de espiras equivalentes do estator e do rotor, res-
pectivamente, enquanto que ˜Vs e ˜Vr sa˜o os valores me´dios quadra´ticos (RMS)1
das tenso˜es por fase do estator e do rotor, respectivamente.
As grandezas do circuito do rotor (sub-ı´ndice rr), referenciadas ao
circuito do estator, esta˜o dadas por:
iabcr =
1
ksr
iabcrr (4.4)
Vabcr = ksrVabcrr (4.5)
φabcr = ksrφabcrr (4.6)
Rr = k2srRrr, (4.7)
1Do ingleˆs, Root Mean Square.
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As varia´veis da Equac¸a˜o (4.1) esta˜o referenciadas a um sistema de
coordenadas fixo ao estator, denominado sistema estaciona´rio, sendo sua ve-
locidade de rotac¸a˜o nula. As varia´veis da Equac¸a˜o (4.2) esta˜o referenciadas a
um sistema de coordenadas fixo ao rotor, cuja velocidade de rotac¸a˜o corres-
ponde a` velocidade ele´trica ωr do rotor.
4.2.2 Dinaˆmica mecaˆnica
Para completar o modelo, e´ necessa´rio representar a dinaˆmica do mo-
vimento do rotor da ma´quina de induc¸a˜o, que e´ dada pelo balanc¸o entre as
poteˆncias ele´trica e mecaˆnica, apresentada a seguir:
Jm
.
ωm +Bmωm + τc = τe, (4.8)
onde:
τe - conjugado2 eletromagne´tico;
τc - conjugado de carga;
Jm - momento de ine´rcia do sistema (motor e carga);
Bm - coeficiente de atrito viscoso;
ωm - velocidade angular mecaˆnica do rotor;
e a relac¸a˜o entre a velocidade ele´trica ωr e a velocidade mecaˆnica ωm, que
depende do nu´mero de pares de polos p da ma´quina, e´ dada por:
ωr = p ωm. (4.9)
O torque eletromagne´tico e´ obtido a partir da energia armazenada no
campo magne´tico das bobinas equivalentes do estator e do rotor, e pode ser
escrito como (HAFFNER, 1998):
τe =−p Lm (iabcs× iabcr) , (4.10)
e aplicando a definic¸a˜o de produto vetorial entre iabcs e iabcr, podemos repre-
sentar (4.10) como
τe =−p Lm i′abcs
⎡⎢⎣ senϕr sen
(
ϕr + 2pi3
)
sen
(
ϕr + 4pi3
)
sen
(
ϕr + 4pi3
)
senϕr sen
(
ϕr + 2pi3
)
sen
(
ϕr + 2pi3
)
sen
(
ϕr + 4pi3
)
senϕr
⎤⎥⎦ iabcr,
(4.11)
2Tambe´m conhecido como torque.
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onde ϕr representa a posic¸a˜o angular de uma fase do rotor em relac¸a˜o a`
mesma fase do estator e e´ mostrado na Figura 13.
4.3 Sistemas de Coordenadas - Transformac¸a˜o αβ0
O equacionamento do motor pode ser escrito diretamente com base
em um sistema de coordenadas trifa´sico, como em (4.1) e (4.2). Entretanto,
de forma a simplificar o modelo, a representac¸a˜o e´ normalmente feita em
coordenadas bifa´sicas.
Para viabilizar as conexo˜es entre os blocos motor e inversor, sa˜o
necessa´rias transformac¸o˜es de coordenadas que realizam a conversa˜o de
bifa´sico para trifa´sico, e vice-versa, adaptando o equacionamento do motor
(bifa´sico) ao modelo do inversor, que emprega um sistema de coordenadas
trifa´sico (BARBI, 1985).
As transformac¸o˜es tradicionalmente usadas para realizar essa
mudanc¸a de coordenadas sa˜o a transformac¸a˜o de Clarke ou a transformac¸a˜o
αβ0. Neste trabalho sera´ utilizada e detalhada apenas a transformac¸a˜o αβ0
e esta escolha se deve apenas a` coincideˆncia nos sentidos dos eixos de coor-
denadas com relac¸a˜o a` transformac¸a˜o de Park que sera´ apresentada na Sec¸a˜o
4.4.1. A transformac¸a˜o de Clarke e´ apenas uma representac¸a˜o alternativa
da transformac¸a˜o αβ0, diferindo desta apenas na orientac¸a˜o de seus eixos
cartesianos, e pode ser encontrada em (BARBI, 1985) e (FERREIRA, 2004).
A transformac¸a˜o αβ0 realiza uma mudanc¸a do sistema de coorde-
nadas trifa´sico para bifa´sico, caracterizando-se por preservar a amplitude, a
frequ¨eˆncia e o nu´mero de po´los. A expressa˜o matema´tica do conjugado da
ma´quina, entretanto, necessita ser corrigida devido a diminuic¸a˜o do nu´mero
de fases.
Definindo-se: fabc, como a grandeza vetorial f , representada no sis-
tema de coordenadas trifa´sico, referenciado ao sistema do estator ou do rotor,
e fαβ0, como a mesma grandeza vetorial f , representada no sistema de coor-
denadas bifa´sico αβ0, no mesmo sistema referencial3, dadas por:
fabc =
[ fa fb fc ]′ (4.12)
fαβ0 =
[ fα fβ f0 ]′ . (4.13)
O efeito espacial da transformac¸a˜o pode ser observado na Figura 14.
3Note que com esta transformac¸a˜o as varia´veis do estator e do rotor ainda na˜o ficam referen-
ciadas ao mesmo sistema de coordenadas. Isto e´ feito na Sec¸a˜o 4.4.
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Pode-se notar ainda que esse sistema se caracteriza por possuir o eixo β adi-
antado em relac¸a˜o ao eixo α (BARBI, 1985).
Figura 14: Transformac¸a˜o αβ0.
A matriz Kαβ0, que realiza a transformac¸a˜o de coordenadas trifa´sicas
para coordenadas αβ0, e´ dada pela Equac¸a˜o (4.14).
fαβ0 = Kαβ0 fabc, (4.14)
onde
Kαβ0 =
2
3
⎡⎢⎢⎣
1 − 12 − 12
0
√
3
2 −
√
3
2
1
2
1
2
1
2
⎤⎥⎥⎦ . (4.15)
A Equac¸a˜o (4.16) corresponde a` transformac¸a˜o inversa de αβ0, reali-
zando a mudanc¸a do sistema de coordenadas bifa´sico para trifa´sico.
fabc = K−1αβ0 fαβ0, (4.16)
onde
K−1αβ0 =
⎡⎢⎢⎣
1 0 1
− 12
√
3
2 1
− 12 −
√
3
2 1
⎤⎥⎥⎦ . (4.17)
A coordenada f0 e´ chamada de sequ¨eˆncia zero e e´ nula em
alimentac¸o˜es trifa´sicas balanceadas, como sera´ considerado neste traba-
lho, portanto, por convenieˆncia, as grandezas podem ser representadas
apenas como fαβ , ou seja, sem essa componente.
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As duas primeiras linhas da matriz Kαβ0 em (4.15) sa˜o obtidas dire-
tamente a partir da transformac¸a˜o planar de sistema trifa´sico para bifa´sico.
A terceira linha e´ inserida de forma a possibilitar a inversa˜o da matriz Kαβ0,
necessa´ria ao equacionamento do motor. O termo constante 2/3 em (4.15)
e´ definido de forma a assegurar uma transformac¸a˜o de amplitude constante
(HAFFNER, 1998).
4.4 Sistemas de Refereˆncia
O equacionamento do motor de induc¸a˜o pode ser escrito tomando-se
por base treˆs referenciais inerciais diferentes, que sa˜o denominados (HAFF-
NER, 1998):
∙ sistema de refereˆncia estaciona´rio (todas as grandezas referenciadas ao
eixo fixo do estator);
∙ sistema de refereˆncia mo´vel (todas as grandezas referenciadas ao eixo
mo´vel do rotor);
∙ sistema de refereˆncia sı´ncrono (todas as grandezas referenciadas ao
campo girante do estator).
A mudanc¸a entre os sistemas de refereˆncia e´ realizada por interme´dio
da transformac¸a˜o de Park (BARBI, 1985). A transformac¸a˜o e´ composta por
matrizes de mudanc¸a de base especı´ficas para o estator e para o rotor.
4.4.1 Transformac¸a˜o generalizada de Park
Sejam f xdq0s e f xdq0r, genericamente, as varia´veis do estator e do rotor,
em um sistema de refereˆncia arbitra´rio “x”, como por exemplo a corrente do
estator, ixdq0s.
Como pode ser observado na Figura 15, ϕx e´ o aˆngulo formado entre
as varia´veis do estator, f dq0s , e a representac¸a˜o das mesmas no sistema de
coordenadas “x”, dada por f xdq0s. A diferenc¸a (ϕx−ϕr) e´ o aˆngulo formado
entre as varia´veis do rotor, fdq0r, e sua representac¸a˜o f xdq0r.
Na Figura 15, sa˜o representados o eixo de coordenadas arbitra´rio “x”,
o eixo do estator “s” e o eixo do rotor “r”, que se move com velocidade ωr
em relac¸a˜o ao eixo do estator.
A transformac¸a˜o de Park e´ realizada no estator e no rotor, conforme
as Equac¸o˜es (4.18) e (4.19), respectivamente, atrave´s das matrizes (4.20) e
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Figura 15: Transformac¸a˜o de Park para um sistema de refereˆncia arbitra´rio
“x” aplicadas a`s varia´veis do estator e do rotor.
(4.21).
f xdq0s = T xs fαβ0s (4.18)
f xdq0r = T xr fαβ0r (4.19)
T xs =
⎡⎣ cos(ϕx) −sen(ϕx) 0sen(ϕx) cos(ϕx) 0
0 0 1
⎤⎦ (4.20)
T xr =
⎡⎣ cos(ϕx−ϕr) −sen(ϕx−ϕr) 0sen(ϕx−ϕr) cos(ϕx−ϕr) 0
0 0 1
⎤⎦ . (4.21)
4.4.2 Sistema de refereˆncia estaciona´rio
O sistema de refereˆncia estaciona´rio emprega o eixo do estator como
refereˆncia. Os aˆngulos ϕx e (ϕx−ϕr) podem ser identificados atrave´s de
comparac¸a˜o com a Figura 15, onde agora o eixo “x” se sobrepo˜e ao eixo “s”,
e portanto,
ϕx = 0. (4.22)
Utilizando (4.22) em (4.20) e (4.21), particularizamos a transformada
de Park para este caso como:
f edq0s = T es fαβ0s (4.23)
f edq0r = T er fαβ0r. (4.24)
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As matrizes T es e T er realizam a mudanc¸a de referencial das varia´veis
do estator e do rotor, respectivamente, para o sistema de refereˆncia esta-
ciona´rio. Como a transformada αβ0 colocava fαβ0s ja´ referenciada ao es-
tator, enta˜o T es e´ uma matriz identidade e f edq0s e´ igual a` fαβ0s, como pode ser
facilmente verificado atrave´s das Equac¸o˜es (4.18) e (4.20).
4.4.3 Sistema de refereˆncia mo´vel
Neste caso, o sistema e´ referenciado ao rotor e ϕx e´ dado por:
ϕx = ϕr. (4.25)
Utilizando (4.25) em (4.20) e (4.21), particularizamos a transformada
de Park para este caso como:
f rdq0s = T rs fαβ0s (4.26)
f rdq0r = T rr fαβ0r. (4.27)
As matrizes T rs e T rr realizam a mudanc¸a de referencial das varia´veis
do estator e do rotor, respectivamente, para o sistema de refereˆncia mo´vel.
Como a transformada αβ0 colocava fαβ0r ja´ referenciada ao rotor, enta˜o T rr
e´ uma matriz identidade e f rdq0r = fαβ0r, como pode ser facilmente verificado
atrave´s das Equac¸o˜es (4.19) e (4.21).
4.4.4 Sistema de refereˆncia sı´ncrono
O sistema sı´ncrono possui como refereˆncia a velocidade sı´ncrona do
campo girante do estator, representada por ωs. A posic¸a˜o instantaˆnea (ϕs) e´
obtida atrave´s da integrac¸a˜o de ωs, ou seja,
ϕs =
∫
ωs dt. (4.28)
Desta forma, observando-se a Figura 15, necessita-se fazer:
ϕx = ϕs. (4.29)
Utilizando (4.29) em (4.20) e (4.21), particularizamos a transformada
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de Park para este caso como:
f sdq0s = T ss fαβ0s (4.30)
f sdq0r = T sr fαβ0r. (4.31)
As matrizes T ss e T sr realizam a mudanc¸a de referencial das varia´veis
do estator e do rotor, respectivamente, para o sistema de refereˆncia sı´ncrono.
4.5 Modelo da Ma´quina em Coordenadas Bifa´sicas
Nesta sec¸a˜o sa˜o apresentados os modelos da ma´quina de induc¸a˜o em
coordenadas bifa´sicas para um sistema de refereˆncia gene´rico e para todos
os tipos de sistemas de refereˆncia mostrados na Sec¸a˜o 4.4. A ma´quina e´
considerada um sistema trifa´sico equilibrado e, portanto, a componente 0 e´
ignorada.
Fisicamente, a ma´quina sime´trica trifa´sica pode ser transformada em
uma ma´quina sime´trica bifa´sica equivalente com enrolamentos estato´ricos fi-
xos e enrolamentos roto´ricos pseudo-estaciona´rios. Esta ma´quina bifa´sica
possui mesma poteˆncia mecaˆnica, mesmo torque, mesma velocidade e mesmo
nu´meros de po´los, que a ma´quina trifa´sica (KRAUSE; WASYNCZUK; SUDHOFF,
2002). Uma das maiores vantagens da representac¸a˜o bifa´sica e´ a diminuic¸a˜o
do nu´mero de equac¸o˜es diferenciais do modelo.
4.5.1 Dinaˆmica ele´trica
Primeiramente, podemos definir, por simplicidade
κ = 1− L
2
m
LsLr
, (4.32)
onde Ls e´ a indutaˆncia do estator por fase, Lr e´ a indutaˆncia do rotor por fase
e Lm e´ a indutaˆncia de magnetizac¸a˜o por fase. aplicando a transformac¸a˜o
(4.16) e as tranformac¸o˜es (4.18) e (4.19) em todas as varia´veis de fluxo e
tensa˜o das equac¸o˜es (4.1) e (4.2), obtemos o modelo do motor de induc¸a˜o em
coordenadas bifa´sicas e no referencial gene´rico x apresentado nas Equac¸o˜es
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(4.33-4.36):
.φ xds = −
Rs
κLs
φ xds +ωxφ xqs +
RsLm
κLsLr
φ xdr +V xds (4.33)
.φ xqs = −
Rs
κLs
φ xqs−ωxφ xds +
RsLm
κLsLr
φ xqr +V xqs (4.34)
.φ xdr = −
Rr
κLr
φ xdr +
RrLm
κLsLr
φ xds +(ωx−ωr)φ xqr +V xdr (4.35)
.φ xqr = −
Rr
κLr
φ xqr +
RrLm
κLsLr
φ xqs− (ωx−ωr)φ xdr +V xqr. (4.36)
A diferenc¸a entre as diversas possibilidades de eixos coordenados de re-
fereˆncia esta´ caracterizada no termo ωx, que varia para cada um dos sistemas
de refereˆncia (FERREIRA, 2004).
O modelo da ma´quina de induc¸a˜o pode se apresentar como varia´veis
de estado os fluxos ou correntes ou uma mistura de ambos (denominado mo-
delo corrente-fluxo) e a escolha de qual utilizar e´ normalmente baseada na
sua finalidade (FERREIRA, 2004). O modelo de fluxos e´ usualmente aplicado
para a estimac¸a˜o de varia´veis necessa´rias ao controle, como o pro´prio fluxo
e o conjugado (FERREIRA; HAFFNER; PEREIRA, 2000), enquanto o modelo de
corrente-fluxo e´ comumente usado na simulac¸a˜o da ma´quina propriamente
dita.
As correntes do estator podem ser obtidas a partir dos fluxos do rotor
utilizando as seguintes expresso˜es:
ixds =
1
κLs
(
φ xds−
Lm
Lr
φ xdr
)
(4.37)
ixqs =
1
κLs
(
φ xqs−
Lm
Lr
φ xqr
)
. (4.38)
De forma semelhante, para determinar o valor das correntes do rotor,
podem ser empregadas as seguintes equac¸o˜es:
ixdr =
1
Lr
(φ xdr−Lmixds) (4.39)
ixqr =
1
Lr
(φ xqr−Lmixqs) . (4.40)
Substituindo (4.37) e (4.38) nas equac¸o˜es de estado (4.33-4.36), obte-
mos o modelo corrente-fluxo mostrado nas Equac¸o˜es (4.41-4.44), que sera´ o
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modelo utilizado a partir deste ponto.
.
i
x
ds =−
1
κLs
(
L2mRr
L2r
+Rs
)
ixds +ωxi
x
qs +
LmRr
κLsL2r
φ xdr +
Lm
κLsLr
ωrφ xqr +
1
κLs
V xds
(4.41)
.
i
x
qs =−
1
κLs
(
L2mRr
L2r
+Rs
)
ixqs−ωxixds +
LmRr
κLsL2r
φ xqr−
Lm
κLsLr
ωrφ xdr +
1
κLs
V xqs
(4.42)
.φ xdr =
LmRr
Lr
ixds−
Rr
Lr
φ xdr +(ωx−ωr)φ xqr +V xdr (4.43)
.φ xqr =
LmRr
Lr
ixqs−
Rr
Lr
φ xqr− (ωx−ωr)φ xdr +V xqr .
(4.44)
4.5.2 Dinaˆmica mecaˆnica
A dinaˆmica do movimento do rotor em coordenadas bifa´sicas possui
diferenc¸a do caso trifa´sico apenas na definic¸a˜o do conjugado ele´trico. Entre-
tanto, como na definic¸a˜o apresentada para a dinaˆmica ele´trica na Sec¸a˜o 4.5.1
e´ utilizada a velocidade ele´trica ωr ao inve´s da velocidade mecaˆnica ωr, e´
possı´vel apresentar a dinaˆmica mecaˆnica em func¸a˜o de ωr substituindo (4.9)
em (4.8). Assim,
.
ωr=−BmJm ωr +
p
Jm
(τe− τc) , (4.45)
onde
τe =
3
2
p
Lm
Lr
(φ xdrixqs−φ xqrixds) . (4.46)
4.5.3 Modelo em sistema de coordenadas estaciona´rio
Este modelo tem as varia´veis de estado senoidais em regime perma-
nente e pode ser obtido fazendo-se ωx = 0 nas Equac¸o˜es (4.41-4.44). Com
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isso o modelo em coordenadas estaciona´rias pode ser escrito como
.
i
e
ds =−
1
κLs
(
L2mRr
L2r
+Rs
)
ieds + i
e
qs +
LmRr
κLsL2r
φ edr +
Lm
κLsLr
ωrφ eqr +
1
κLs
V eds
(4.47)
.
i
e
qs =−
1
κLs
(
L2mRr
L2r
+Rs
)
ieqs− ieds +
LmRr
κLsL2r
φ eqr−
Lm
κLsLr
ωrφ edr +
1
κLs
V eqs
(4.48)
.φ edr =
LmRr
Lr
ieds−
Rr
Lr
φ edr−ωrφ eqr +V edr (4.49)
.φ eqr =
LmRr
Lr
ieqs−
Rr
Lr
φ eqr +ωrφ edr +V eqr (4.50)
.
ωr =−BmJm ωr +
3
2
p2
Lm
JmLr
(φ edrieqs−φ eqrieds)− pJm τc .
(4.51)
4.5.4 Modelo em sistema de coordenadas mo´vel
O modelo da ma´quina no sistema de coordenadas fixo ao rotor tem
varia´veis de estado senoidais em regime permanente, exceto quando o rotor
possuir velocidade angular igual a` velocidade do campo girante da ma´quina,
e pode ser escrito substituindo-se ωx = ωr nas Equac¸o˜es (4.41-4.44), como
.
i
r
ds =−
1
κLs
(
L2mRr
L2r
+Rs
)
irds +ωri
r
qs +
LmRr
κLsL2r
φ rdr +
Lm
κLsLr
ωrφ rqr +
1
κLs
V rds
(4.52)
.
i
r
qs =−
1
κLs
(
L2mRr
L2r
+Rs
)
irqs−ωrirds +
LmRr
κLsL2r
φ rqr−
Lm
κLsLr
ωrφ rdr +
1
κLs
V rqs
(4.53)
.φ rdr =
LmRr
Lr
irds−
Rr
Lr
φ rdr +V rdr (4.54)
.φ rqr =
LmRr
Lr
irqs−
Rr
Lr
φ rqr +V rqr (4.55)
.
ωr =−BmJm ωr +
3
2
p2
Lm
JmLr
(φ rdrirqs−φ rqrirds)− pJm τc .
(4.56)
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4.5.5 Modelo em sistema de coordenadas sı´ncrono
O modelo representado em coordenadas sı´ncronas tem as varia´veis de
estado constantes em regime permanente, pois o sistema de coordenadas gira
com a velocidade angular igual a do campo girante do estator (ωs). Devido
a` essa caracterı´stica, este sera´ o modelo utilizado na formulac¸a˜o da te´cnica
de chaveamento proposta no Capı´tulo 3 e nas simulac¸o˜es. Portanto, fazendo
ωx = ωs nas Equac¸o˜es (4.41-4.44), obtemos o modelo sı´ncrono:
.
i
s
ds =−
1
κLs
(
L2mRr
L2r
+Rs
)
isds +ωsi
s
qs +
LmRr
κLsL2r
φ sdr +
Lm
κLsLr
ωrφ sqr +
1
κLs
V sds
(4.57)
.
i
s
qs =−
1
κLs
(
L2mRr
L2r
+Rs
)
isqs−ωsisds +
LmRr
κLsL2r
φ sqr−
Lm
κLsLr
ωrφ sdr +
1
κLs
V sqs
(4.58)
.φ sdr =
LmRr
Lr
isds−
Rr
Lr
φ sdr +(ωs−ωr)φ sqr +V sdr (4.59)
.φ sqr =
LmRr
Lr
isqs−
Rr
Lr
φ sqr− (ωs−ωr)φ sdr +V sqr (4.60)
.
ωr =−BmJm ωr +
3
2
p2
Lm
JmLr
(φ sdrisqs−φ sqrisds)− pJm τc .
(4.61)
4.6 Acionamento
As ma´quinas de induc¸a˜o trifa´sicas, como e´ o caso do sistema em es-
tudo, podem ser conectados a` rede conforme a tensa˜o de linha (ligac¸a˜o em
triaˆngulo) ou a tensa˜o de fase da rede (ligac¸a˜o em estrela). Entretanto, com o
propo´sito de controle, o acionamento pode ser realizado atrave´s de inversores
com fonte de corrente (CSI)4 ou de tensa˜o (VSI)5. Atualmente, o componente
mais utilizado como chave e´ o transistor bipolar de porta isolada (IGBT)6.
Uma representac¸a˜o esquema´tica do inversor de tensa˜o, que esta´ sendo
considerado no decorrer deste trabalho, com carga conectada em estrela, e´
apresentada na Figura 18. A tensa˜o em corrente contı´nua (CC), represen-
tada por Vcc, comumente prove´m de uma malha de retificac¸a˜o da tensa˜o em
4Do ingleˆs Current Source Inverter.
5Do ingleˆs, Voltage Source Inverter.
6Do ingleˆs, Insulated Gate Bipolar Transistor.
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corrente alternada (CA) da rede ele´trica externa.
Figura 16: Diagrama esquema´tico do inversor de tensa˜o trifa´sico.
No caso de uma carga com neutro (n) conectado ao ponto central do
link CC (ponto o), as tenso˜es de fase da carga Van, Vbn, e Vcn, sa˜o as pro´prias
tenso˜es Vao, Vbo, e Vco, de saı´da do inversor. Entretanto, quando a carga e´ uma
ma´quina de induc¸a˜o, usualmente na˜o e´ possı´vel a conexa˜o do terminal neutro
(BOSE, 2002), enta˜o podemos escrever as seguintes relac¸o˜es:
Vao =Van +Von (4.62)
Vbo =Vbn +Von (4.63)
Vco =Vcn +Von. (4.64)
Levando em considerac¸a˜o que as tenso˜es de carga sa˜o balanceadas, ou
seja, Van +Vbn +Vcn = 0, adicionando estas treˆs equac¸o˜es obte´m-se
Von =
1
3 (Vao +Vbo +Vco) . (4.65)
Ale´m do mais, substituindo (4.65) em (4.62), (4.63), e (4.64), respec-
tivamente, obte´m-se a seguinte representac¸a˜o matricial da relac¸a˜o entre as
tenso˜es de fase da carga e as tenso˜es de saı´da do inversor⎡⎣ VanVbn
Vcn
⎤⎦= 13
⎡⎣ 2 −1 −1−1 2 −1
−1 −1 2
⎤⎦⎡⎣ VaoVbo
Vco
⎤⎦ . (4.66)
Existem va´rias estrate´gias de chaveamento para o inversor de tensa˜o.
A Sec¸a˜o 4.6.1 a seguir apresenta resumidamente a operac¸a˜o utilizando PWM
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baseado em portadora (CB-PWM)7, apenas com o objetivo de ilustrac¸a˜o do
funcionamento do inversor. Mais detalhes sobre a operac¸a˜o do inversor po-
dem ser encontrados em (BARBI; MARTINS, 2005), (ANAYA-LARA et al., 2009) e
(HOLTZ, 1992).
4.6.1 Inversor de tensa˜o com PWM baseado em portadora
Figura 17: Formas de onda do inversor de tensa˜o com CB-PWM.
Este e´ o PWM cla´ssico onde um sinal de refereˆncia, V re f , que varia
senoidalmente, e´ comparado com uma onda portadora de forma triangular
com frequeˆncia fixa, Vtri, para criar o padra˜o de chaveamento (posic¸a˜o das
7Do ingleˆs, Carrier-Based PWM.
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chaves S1, . . . ,S7). Considerando o inversor trifa´sico da Figura 18 com as
formas de onda de refereˆncia para cada fase, V re fa , V re fb e V
re f
c , mostradas na
Figura 17, enta˜o S1 tem estado “fechado” quando V re fa >Vtri. S4 tem estado
“fechado” quando V re fa <Vtri. Em geral:
S1 =
{
1 V re fa >Vtri
0 V re fa <Vtri
(4.67)
S4 =
{
1 V re fa <Vtri
0 V re fa >Vtri
, (4.68)
onde “1” denota a chave no estado “fechado” e “0” no estado “aberto”.
Nas fases b e c, as chaves S2 e S3 seguem a mesma lo´gica que S1, e
as chaves S5 e S6 seguem a mesma lo´gica que S4. Podemos notar em (4.67),
que S1 e S4 sa˜o complementares, assim como S2 com S5 e S3 com S6.
Sempre que uma chave comandada do grupo positivo (S1, S2 e S3)
estiver em conduc¸a˜o, a tensa˜o de saı´da da fase correspondente a` essa chave
sera´ +Vcc/2 em relac¸a˜o a` refereˆncia o. E sempre que uma chave comandada
do grupo negativo (S4, S5 e S6) estiver em conduc¸a˜o, a tensa˜o de saı´da da
fase correspondente a` essa chave sera´ −Vcc/2 em relac¸a˜o a` refereˆncia o.
Na Figura 17, Vao, Vbo e Vco sa˜o os valores das saı´das do inversor e
Van e´ a tensa˜o de fase aplicada em uma carga trifa´sica balanceada conec-
tada em estrela com neutro na˜o conectado e e´ obtida a partir de (4.66). Por
convenieˆncia, as formas de onda de Vbn e Vcn foram omitidas, mas possuem
formato semelhante com defasagem de 120∘ e 240∘, respectivamente.
4.7 Modelo da Comutac¸a˜o
O modelo do motor de induc¸a˜o apresentado anteriormente possui
como entrada as tenso˜es no estator e/ou do rotor. Essas tenso˜es possuem
valores constantes para cada uma das sequ¨eˆncias de operac¸a˜o do inversor.
Assim podemos dizer que, para cada configurac¸a˜o das chaves do inversor,
existe um modelo para o sistema.
Recordando que as chaves S1, . . . ,S6 de um mesmo ramo da Figura
18 sa˜o complementares, o modelo comutado do inversor de tensa˜o pode ser
simplificado de forma que exista somente uma chave por ramo, como repre-
sentado na Figura 18.
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Figura 18: Modelo da comutac¸a˜o do inversor.
No modelo simplificado do inversor a relac¸a˜o entre as tenso˜es8 de fase
da ma´quina Va, Vb, Vc e as tenso˜es de saı´da do inversor U j, provenientes de
cada chave s j, e´ expressa por:⎡⎣ VaVb
Vc
⎤⎦
i
=
1
3
⎡⎣ 2 −1 −1−1 2 −1
−1 −1 2
⎤⎦⎡⎣ U1U2
U3
⎤⎦
i
, (4.69)
onde o sub-ı´ndice i denota a dependeˆncia dos vetores com relac¸a˜o ao modo
de operac¸a˜o, e
U j = Vccu j ( j = 1,2,3) (4.70)
u j =
{
1
0
chave s j na posic¸a˜o 1
chave s j na posic¸a˜o 2
. (4.71)
Note que as chaves s1, s2 e s3, da Figura 18, comutam entre duas
posic¸o˜es diferentes cada (na˜o mais as posic¸o˜es “aberta” e “fechada” como
em S1, . . . ,S6), e com isso tem-se 23 modos possı´veis. Todos os modos de
operac¸a˜o esta˜o relacionados na Tabela 2.
Calculando as tenso˜es de fase em (4.69) para os modos 7 e 8, tambe´m
conhecidos por modos de operac¸a˜o “roda livre”, obte´m-se Va = Vb = Vc = 0
e pode-se concluir que estes modos sa˜o redundantes entre si.
8Estas tenso˜es sa˜o entre a fase e o neutro n, como visto na Figura 18. Por convenieˆncia, o
sub-ı´ndice n sera´ omitido a partir deste ponto.
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Modo i u1 u2 u3
1 1 0 0
2 1 1 0
3 0 1 0
4 0 1 1
5 0 0 1
6 1 0 1
7 1 1 1
8 0 0 0
Tabela 2: Definic¸a˜o da posic¸a˜o das chaves do inversor em todos os modos
possı´veis.
4.8 Topologias Usuais do Sistema Inversor-Ma´quina
Esta sec¸a˜o tem como objetivo ilustrar algumas das diversas topologias
de conexa˜o dos elementos do sistema inversor-ma´quina tanto para operac¸a˜o
desta como motor quanto gerador.
A topologia mais usual de conexa˜o utilizada no acionamento e con-
trole do motor de induc¸a˜o com rotor e´ mostrada na Figura 19.
Figura 19: Configurac¸a˜o comum para motores de induc¸a˜o com rotor em gai-
ola.
Esta topologia e´ utilizada para motor de induc¸a˜o com rotor em gai-
ola. Este tipo de rotor possui as vantagens de na˜o necessitar de ane´is cole-
tores (componentes caros e sensı´veis), o que o permite operar em ambientes
mais agressivos, e tambe´m sua construc¸a˜o e´ muito mais simples e ra´pida. A
diferenc¸a principal para o motor com rotor bobinado e´ que neste o rotor e´ usu-
almente conectado a` um reostato de partida (COTRIM, 1992). Este e´ inserido
para aumentar a resisteˆncia roto´rica e assim aumentar o torque de partida, re-
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sultado em uma partida mais suave. Dada a partida, retiram-se as resisteˆncias
e se coloca o rotor em curto-circuito.
As principais configurac¸o˜es de conexa˜o para os geradores de induc¸a˜o
e inversores utilizadas em turbinas de vento tambe´m podem ser divididas nos
dois tipos: com rotor em gaiola e rotor bobinado. Topologias de outros ti-
pos de ma´quinas utilizadas na gerac¸a˜o eo´lica, ale´m da ma´quina de induc¸a˜o,
podem ser encontradas com mais detalhes em (MARQUES et al., 2003).
Figura 20: Configurac¸a˜o comum para o DFIG usual.
O sistema de gerac¸a˜o eo´lica mostrado na Figura 20 consiste de um
gerador de induc¸a˜o de dupla excitac¸a˜o (DFIG), onde o estator e´ diretamente
conectado a` rede e o rotor e´ conectado a` rede atrave´s de um conversor back-
to-back, composto de dois VSIs. Normalmente, o VSI do lado do rotor regula
o torque eletromagne´tico e fornece parte da poteˆncia reativa para manter a
magnetizac¸a˜o da ma´quina. Por outro lado, o VSI do lado da rede ele´trica
regula a tensa˜o do link CC (MARQUES et al., 2003).
O sistema da Figura 21 mostra um DFIG totalmente controlado, com
a transmissa˜o feita a partir do link CC. Este tipo de sistema permite o controle
das tenso˜es e frequeˆncias do rotor e do estator, disponibilizando uma flexibi-
lidade no controle maior que o DFIG convencional da Figura 20. Ale´m disso,
com a transmissa˜o em CC, e´ considerado melhor para grandes distaˆncias,
como na instalac¸a˜o de turbinas em mar aberto com ligac¸a˜o a` terra firme por
meio de cabos submarinos (HOFMANN; OKAFOR, 2001). Como desvantagem,
sua estrutura de conversor e´ mais complexa e sua tecnologia e´ recente, e por-
tanto menos amadurecida.
O outro tipo de sistema, chamado de gerador de induc¸a˜o com rotor em
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Figura 21: Configurac¸a˜o comum para o DFIG totalmente controlado.
Figura 22: Configurac¸a˜o comum para o SCIG.
gaiola (SCIG)9, e´ mostrado na Figura 22. Neste esquema, o estator e´ conec-
tado a` rede atrave´s de dois VSIs interconectados por um link CC. O sistema
de controle do VSI do lado do estator regula o torque eletromagne´tico e supre
a poteˆncia reativa para manter a ma´quina magnetizada, enquanto o do outro
lado regula as poteˆncias ativas e reativas entregues a` rede e regulam a tensa˜o
do link CC. Suas principais vantagens sa˜o as mesmas apresentadas para o
caso do motor com rotor em gaiola. Como desvantagens, podem ser citadas
a maior complexidade da te´cnica de controle, cuja performance depende do
bom conhecimento dos paraˆmetros da ma´quina que variam de acordo com a
temperatura e frequeˆncia, e do dimensionamento de um conversor back-to-
9Do ingleˆs, Squirrel Cage Induction Generator
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back que suporte uma maior poteˆncia, pois este, ale´m de servir de caminho
para a poteˆncia gerada, deve suprir a magnetizac¸a˜o da ma´quina (MARQUES et
al., 2003).
4.9 Considerac¸o˜es Finais do Capı´tulo
Este capı´tulo apresentou a modelagem trifa´sica da ma´quina de induc¸a˜o
de forma gene´rica, com rotor bobinado ou rotor em gaiola, e em seguida fo-
ram apresentados modelos bifa´sicos e as respectivas transformac¸o˜es de coor-
denadas envolvidas. Dentre os modelos bifa´sicos, o mais interessante para a
formulac¸a˜o que sera´ apresentada no Capı´tulo 3 e´ o sı´ncrono, pois este pos-
sui as varia´veis de estado constantes em regime permanente, o que facilita a
caracterizac¸a˜o de pontos de equilı´brio do sistema.
Foi apresentado tambe´m a modelagem matema´tica do inversor de
tensa˜o, e como este tem varia´veis trifa´sicas, percebe-se a importaˆncia de se
conhecer as transformac¸o˜es entre coordenadas trifa´sicas e bifa´sicas, ale´m do
fato de estas simplificarem o conjunto de equac¸o˜es da ma´quina. Isso porque
o sistema completo a ser controlado e´ dado pelo conjunto inversor-ma´quina
(trifa´sico-bifa´sico, respectivamente).
No fim do capı´tulo foram apresentadas algumas topologias possı´veis
para o sistema inversor-ma´quina. Com isso, e´ possı´vel perceber uma dificul-
dade adicional para a formulac¸a˜o de leis de chaveamento para a ma´quina de
induc¸a˜o operando como gerador. Isso se deve principalmente ao fato de se-
rem utilizados normalmente dois inversores de tensa˜o e ter conexa˜o a` rede que
tambe´m precisa ser modelada. A modelagem da rede pode ser simplificada
aproximando-a como uma impedaˆncia altamente indutiva em se´rie com uma
fonte trifa´sica ideal, como e´ feito em (TARNOWSKI, 2006).Outra diferenc¸a e´
a necessidade de modelagem da turbina eo´lica, que pode ser encontrada em
(TARNOWSKI; REGINATTO, 2007) e (LEI et al., 2006), e a dificuldade de que algu-
mas varia´veis controladas no caso do gerador apresentam relac¸o˜es intrı´nsecas
entre sı´.
Outro ponto a ser observado no modelo do sistema e´ o grande nu´mero
de na˜o linearidades. Mesmo para a ma´quina em coordenadas bifa´sicas
sı´ncronas das Equac¸o˜es (4.57-4.61), percebe-se va´rias bilinearidades, como
a multiplicac¸a˜o entre varia´veis de estado e entre estas e a varia´vel ωs, que por
sua vez pode ser dependente dos estados tambe´m, de acordo com a te´cnica de
controle utilizada, como e´ o caso da formulac¸a˜o que sera´ vista no Capı´tulo 5.
Ale´m do mais, a utilizac¸a˜o do inversor acrescenta a caracterı´stica de variac¸a˜o
estrutural ao modelo, o que pode ser visto como outro tipo de na˜o linearidade.
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5 PROPOSTA DE FORMULAC¸ ˜AO DE CHAVEAMENTO PARA
SISTEMAS INVERSOR-M ´AQUINA
5.1 Introduc¸a˜o
Este capı´tulo apresenta uma proposta de formulac¸a˜o da te´cnica de
chaveamento descrita no Capı´tulo 3 para aplicac¸a˜o nos sistemas inversor-
ma´quina, mostrados no Capı´tulo 4. Um caso particular de ma´quina e´ tra-
tado: o motor de induc¸a˜o com rotor em gaiola com modelo em coordenadas
bifa´sicas sı´ncronas.
Primeiramente e´ apresentada uma maneira particular de se representar
todas as dinaˆmicas existentes no sistema. Com o objetivo de seguimento de
refereˆncias, o erro do sistema e´ considerado. Por fim sa˜o apresentadas as
LMIs de chaveamento, incluindo condic¸o˜es de modos deslizantes esta´veis, a
maneira de resoluc¸a˜o das LMIs e a estrutura de controle.
Vale ressaltar desde ja´ que para este caso ainda na˜o foi encontrada
uma soluc¸a˜o para o problema e, portanto, mais estudos a partir do que sera´
apresentado sa˜o necessa´rios.
5.2 Modelo utilizado do sistema
A formulac¸a˜o da te´cnica de chaveamento para a ma´quina de induc¸a˜o
sera´ baseada no modelo bifa´sico em coordenadas sı´ncronas, apresentado na
Sec¸a˜o 4.5.5. Esta escolha e´ motivada pelo fato de este modelo possuir
as varia´veis de estado constantes em regime permanente, o que viabiliza a
formulac¸a˜o em LMI que sera´ apresentada na sequeˆncia. Como o projeto sera´
feito para uma ma´quina com rotor em gaiola, as tenso˜es do rotor sera˜o des-
consideradas, pois neste caso V sdr =V sqr = 0.
Para simplificar a apresentac¸a˜o, podemos redefinir o vetor de varia´veis
de estado da ma´quina como
x =
[
x1 x2 x3 x4 x5
]′
≜
[
isds i
s
qs φ sdr φ sqr ωr
]′
, (5.1)
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e as seguintes constantes1 da ma´quina:
a0 =
1
κLs
, a1 = a0
(
L2mRr
L2r
+Rs
)
, a2 = a0
LmRr
L2r
,
a3 = a0
Lm
Lr
, a4 =
Rr
Lr
, a5 =
LmRr
Lr
, (5.2)
a6 =
Bm
Jm
, a7 =
p
Jm
, a8 = a7
3
2
p
Lm
Lr
.
Com isso, podemos escrever o modelo da ma´quina apresentado nas
Equac¸o˜es (4.57-4.61), como
.
x1 = −a1x1 +ωsx2 +a2x3 +a3x5x4 +a0V sds
.
x2 = −ωsx1 −a1x2 −a3x5x3 +a2x4 +a0V sqs
.
x3 = a5x1 −a4x3 +(ωs− x5)x4
.
x4 = a5x2 − (ωs− x5)x3 −a4x4
.
x5 = a8x2x3 −a8x1x4 −a6x5 −a7τc, (5.3)
que pode ser reescrito na representac¸a˜o de espac¸os de estados, evitando deixar
os fluxos (x3 e x4, normalmente na˜o mensura´veis para este tipo de ma´quina)
na matriz de dinaˆmica para na˜o necessitar de considera´-los em um politopo,
como:
.
x= A(x,ωs)x+B V sdqs +Tc, (5.4)
onde
A(x,ωs) =
⎡⎢⎢⎢⎢⎣
−a1 ωs a2 a3x5 0
−ωs −a1 −a3x5 a2 0
a5 0 −a4 ωs− x5 0
0 a5 −(ωs− x5) −a4 0
0 0 a8x2 −a8x1 −a6
⎤⎥⎥⎥⎥⎦ ,
1Supostas constantes aqui, entretanto podem variar em func¸a˜o do desgaste, da saturac¸a˜o, da
temperatura e da frequeˆncia de operac¸a˜o da ma´quina (TOLIYAT; LEVI; RAINA, 2003).
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B =
⎡⎢⎢⎢⎢⎣
a0 0
0 a0
0 0
0 0
0 0
⎤⎥⎥⎥⎥⎦ , V sdqs =
[
V sds
V sqs
]
, Tc =
⎡⎢⎢⎢⎢⎣
0
0
0
0
−a7τc
⎤⎥⎥⎥⎥⎦ .
5.3 Transformac¸o˜es entre inversor e ma´quina
A partir do modelo definido na Sec¸a˜o 5.2, temos que as tenso˜es de
entrada da ma´quina esta˜o representadas no sistema bifa´sico com referencial
sı´ncrono e na Sec¸a˜o 4.7 e´ apresentado o modelo comutado do inversor, que
tem a tensa˜o de saı´da trifa´sica. Por isso, e´ necessa´rio incluir na formulac¸a˜o as
transformac¸o˜es αβ0 e de Park para referencial sı´ncrono, como indicado na
Figura 23.
Figura 23: Transformac¸o˜es requeridas para as tenso˜es de fase entre inversor
e ma´quina.
As tenso˜es de alimentac¸a˜o da ma´quina (ou de saı´da do inversor) po-
dem ser expressas em coordenadas αβ0 aplicando (4.14). Como a ma´quina
esta´ sendo considerada um sistema trifa´sico equilibrado, a componente 0 e´
ignorada, resultando em
[
Vαsi
Vβ si
]
=
2
3
[
0 −
√
3
2
√
3
2
1 − 12 − 12
]⎡⎣ VasVbs
Vcs
⎤⎦
i
, (5.5)
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que pode ser reescrita em func¸a˜o das posic¸o˜es das chaves, como mostrado na
Sec¸a˜o 4.7, substituindo (4.69) em (5.5):
[
Vαsi
Vβ si
]
=
2
3Vcc
[
0 −
√
3
2
√
3
2
1 − 12 − 12
]⎡⎣ u1u2
u3
⎤⎦
i
. (5.6)
A transformac¸a˜o de Park e´ dada por (4.30), com a seguinte matriz de
transformac¸a˜o T ss (desconsiderando a componente 0):
T ss =
[
cos(ϕs) −sen(ϕs)
sen(ϕs) cos(ϕs)
]
. (5.7)
Por conta das propriedades de convexidade necessa´rias a` formulac¸a˜o
LMI do problema, definimos as varia´veis auxiliares
z1 = sen(ϕs) (5.8)
z2 = cos(ϕs) , (5.9)
e enta˜o o bloco da transformac¸a˜o de Park da Figura 23 pode ser descrito, a
partir de (4.30), como[
V sdsi
V sqsi
]
=
[
z2 z1
−z1 z2
][
Vαsi
Vβ si
]
, (5.10)
e, apo´s algumas manipulac¸o˜es alge´bricas, e´ possı´vel reescrever (5.10) como
(5.11), de modo a isolar z1 e z2 no vetor z, colocando Vαsi e Vβ si na matriz Vi.[
V sdsi
V sqsi
]
︸ ︷︷ ︸
V sdqsi
=
[
Vβ si Vαsi
−Vαsi Vβ si
]
︸ ︷︷ ︸
Vi
[
z1
z2
]
︸ ︷︷ ︸
z
. (5.11)
Deste ponto em diante, Vi, i ∈ M concentra toda a informac¸a˜o que
difere para cada modo.
Notando-se ainda que
.
sen (ϕs) =
.ϕs cos(ϕs) (5.12)
.
cos (ϕs) = − .ϕs sen(ϕs) , (5.13)
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a dinaˆmica do vetor z e´ dada por
.
z =W (ωs)z, (5.14)
onde
W (ωs) =
[
0 ωs
−ωs 0
]
. (5.15)
Um u´ltimo ponto importante a` respeito das varia´veis em z e´ que, de-
vido a` sua definic¸a˜o de estrutura em (5.8), a seguinte restric¸a˜o ba´sica da geo-
metria sempre e´ satisfeita
z21 + z
2
2 = 1 ∀ϕs. (5.16)
5.4 Determinac¸a˜o da frequeˆncia sı´ncrona
As formas de onda das tenso˜es de entrada requeridas ao controle pos-
suem duas propriedades fundamentais: amplitude e frequeˆncia. A gerac¸a˜o da
amplitude e´ dada pelo chaveamento do inversor, como apresentado na Sec¸a˜o
5.3 e a frequeˆncia dessas tenso˜es e´ incorporada atrave´s da transformac¸a˜o de
Park, como visto na Figura 23. Como o modelo considerado esta´ no referen-
cial sı´ncrono, e´ necessa´rio determinar o valor da frequeˆncia sı´ncrona ωs.
Baseado na te´cnica de controle escalar usual com escorregamento con-
trolado (FITZGERALD C. KINGSLEY, 2006), a frequeˆncia sı´ncrona ωs sera´ deter-
minada a partir da adic¸a˜o entre a velocidade ele´trica do rotor x5 e a frequeˆncia
de escorregamento estimada ωˆsl , ou seja,
ωs = x5 + ωˆsl , (5.17)
e a raza˜o desta escolha e´ que qualquer variac¸a˜o na carga τc introduzira´ um
erro em ωr. Quando ωr (x5) e´ adicionada a` ωˆsl (que ficou com seu valor
incorreto apo´s a variac¸a˜o) para a obtenc¸a˜o da velocidade do campo girante,
seus erros se anulam e obte´m-se o valor correto de ωs (JACOBINA et al., 2003).
A diferenc¸a com o trabalho apresentado em (JACOBINA et al., 2003)
esta´ na frequeˆncia de escorregamento, que sera´ estimada neste caso a partir
de uma dinaˆmica Proporcional-Integral (PI) para o erro de velocidade, forma
comumente encontrada na literatura e na˜o baseada em controle adaptativo
como em (JACOBINA et al., 2003). Sera´ considerada aqui uma dinaˆmica integral
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com ganho ajusta´vel gI , escrita como:
.
ωˆsl= gI (x¯5− x5) , (5.18)
onde x¯5 representa a refereˆncia desejada para a velocidade no equilı´brio.
5.5 Erro do sistema aumentado para equilı´brios conhecidos
Nas Sec¸o˜es 5.2, 5.3 e 5.4, foram apresentadas as dinaˆmicas refe-
rentes ao motor de induc¸a˜o, a`s transformac¸o˜es de coordenadas envolvidas
e a` gerac¸a˜o da frequeˆncia sı´ncrona. Juntas, essas dinaˆmicas formam a
representac¸a˜o completa do conjunto acionamento-sistema, enta˜o podemos
escrever o estado aumentado completo como:
xa =
⎡⎣ xz
ωˆsl
⎤⎦ . (5.19)
Devido a` escolha das varia´veis de estado x como em (5.1), pode ser
visto que o ponto de equilı´brio x igual a 0 representa a ma´quina parada. Por
este motivo, a formulac¸a˜o apresentada nesta sec¸a˜o tem como objetivo o segui-
mento de refereˆncia dos estados com relac¸a˜o a` um valor constante desejado,
considerado conhecido2, x¯a. Este equilı´brio de refereˆncia e´ dado por
x¯a =
⎡⎣ x¯z¯
ω¯sl
⎤⎦ , (5.20)
onde x¯ sa˜o valores de equilı´brio desejados (escolhidos) para os estados do
motor, e ω¯sl e´ consequeˆncia dos valores de equilı´brio de x5 e ωs na Equac¸a˜o
(5.17).
O termo z¯ pode ser encontrado substituindo os valores de equilı´brio
das tenso˜es V sdqsi na Equac¸a˜o (5.11), como mostrado na Equac¸a˜o (5.21) a se-
guir. Como em equilı´brio os valores de V sdqsi sa˜o constantes, mesmo havendo
chaveamento, o ı´ndice i pode ser ignorado.
z¯ =V−1i ¯V
s
dqs. (5.21)
Portanto, o vetor de erro de seguimento de refereˆncia para o sistema
2Essa suposic¸a˜o e´ va´lida enquanto τc tiver valor fixo.
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aumentado pode ser escrito como
ea = xa− x¯a, (5.22)
onde
ea =
⎡⎣ exez
ew
⎤⎦ , (5.23)
e enta˜o, a partir das Equac¸o˜es (5.19) e (5.20), os erros de cada subsistema sa˜o
ex = x− x¯ (5.24)
ez = z−V−1i ¯V sdqs (5.25)
ew = ωˆsl − ω¯sl . (5.26)
Note que z sa˜o senoidais. Em regime permanente, e´ esperado que o chavea-
mento do termo (V−1i ¯V sdqs) aproxime-se de uma forma senoidal.
A dinaˆmica do erro aumentado e´ dada pelas dinaˆmicas (5.4), (5.14) e
(5.18), de cada subsistema, ou seja,
.
ea=
⎡⎢⎣
.
x
.
z
.
ωˆsl
⎤⎥⎦=
⎡⎣ A(x,ωs)x+B V sdqsi +TcW (ωs)z
gI (x¯5− x5)
⎤⎦ . (5.27)
O termo V sdqsi agora esta´ representado com o ı´ndice i, pois da Sec¸a˜o 5.3 sa-
bemos que a tensa˜o de entrada sera´ proveniente de um elemento chaveado, e
pode ser reescrito usando a Equac¸a˜o (5.11). Enta˜o,
.
ea=
⎡⎣ A(x,ωs)x+B Viz+TcW (ωs)z
gI (x¯5− x5)
⎤⎦ . (5.28)
Como os estados considerados agora sa˜o os do vetor ea, o sistema deve
ser todo reescrito em func¸a˜o destes. Considere, enta˜o, as matrizes auxiliares
C j, tais que
C jx = x j j ∈ {1, . . . ,5}. (5.29)
Com isso, podemos reescrever .ea substituindo os elementos de xa por
ea usando a Equac¸a˜o (5.24), e para o caso de ωs usando tambe´m a Equac¸a˜o
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(5.17). Portanto,
.
ea=
⎡⎣ A(ex,ew) .(ex + x¯)+B Viez +B ¯V sdqs +TcW (ex,ew)ez +W (ex,ew)V−1i ¯V sdqs
−gIC5ex
⎤⎦ , (5.30)
onde
A(ex,ew) = A(x,ωs)
∣∣∣∣
x=ex+x¯ , ωs=C5ex+C5 x¯+ew+ω¯sl
(5.31)
W (ex,ew) = W (ωs)
∣∣∣∣
ωs=C5ex+C5x¯+ew+ω¯sl
. (5.32)
Observando que A(ex,ew) e W (ex,ew) sa˜o afins no erro, podemos se-
parar as componentes3 usando a seguinte notac¸a˜o:
A(ex,ew) = ˜A1ex + ˜A2ew + ¯A (5.33)
W (ex,ew) = ˜W1ex + ˜W2ew + ¯W . (5.34)
A partir disso podemos reescrever .ea separando os termos lineares (e bilinea-
res4) da parte constante, da seguinte forma:
.
ea= Fi (ex,ew)ea +Hi (x¯a,τ) , (5.35)
onde
Fi (ex,ew)=
⎡⎣ ˜A1ex + ˜A2ew + ¯A+ ˜A1x¯ B Vi ˜A2x¯˜W1 V−1i ¯V sdqs ˜W1ex + ˜W2ew + ¯W ˜W2 V−1i ¯V sdqs
−gIC5 01×2 0
⎤⎦ ,
i ∈ {1, ...,6} (5.36)
Hi (x¯a,τ) =
⎡⎣ ¯A x¯+B ¯V sdqs +Tc¯W V−1i ¯V sdqs
0
⎤⎦ , i ∈ {1, ...,6} . (5.37)
Como Fi e Hi dependem de V−1i , torna-se u´til calcular esta matriz para
3As matrizes apresentadas nas Equac¸o˜es (5.33-5.34) podem ser encontradas no Apeˆndice B.
4O termo Fi (ex,ew)ea possui elementos bilineares, pore´m a matriz Fi (ex,ew) isolada e´ afim
em ex e ew.
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cada modo e avaliar se e´ inversı´vel. A partir da definic¸a˜o em (5.11), Vi e´ dado
por
V−1i =
1
V 2αi +V 2β i
[
Vβ i −Vαi
Vαi Vβ i
]
, (5.38)
e o valor de cada termo presente na Equac¸a˜o (5.38) e´ mostrado na Tabela 3.
Modo i u1 u2 u3 Vαi Vβ i V 2αi +V 2β i
1 1 0 0 0 23Vcc
( 2
3Vcc
)2
2 1 1 0 −
√
3
3 Vcc
1
3Vcc
( 2
3Vcc
)2
3 0 1 0 −
√
3
3 Vcc − 13Vcc
( 2
3Vcc
)2
4 0 1 1 0 − 23Vcc
( 2
3Vcc
)2
5 0 0 1
√
3
3 Vcc − 13Vcc
( 2
3Vcc
)2
6 1 0 1
√
3
3 Vcc
1
3Vcc
( 2
3Vcc
)2
7 1 1 1 0 0 0
8 0 0 0 0 0 0
Tabela 3: Valores dos termos de V−1i para os modos i ∈ {1, . . . ,8}
A partir deste ponto o modo 8 sera´ desconsiderado, por ser equivalente
ao 7, como visto na Tabela 3, com isso temos que o conjunto dos modos a ser
considerado nesta formulac¸a˜o e´ um subconjunto do total de modos possı´veis
e e´ dado por M = {1, . . . ,m} com m = 7.
Na Tabela 3, pode-se notar que V 2αi+V 2β i =
( 2
3Vcc
)2
, ∀i ∕= {7,8}. Para
os modos 7 e 8 este termo e´ nulo, o que torna V−1i na˜o inversı´vel, portanto as
matrizes Fi (ex,ew) e Hi (x¯a,τ) indicadas em (5.36) e (5.37) na˜o podem existir
nestes modos, pois o termo V−1i aparece na dinaˆmica de ez. O que ocorre
e´ que nos modos em roda-livre a tensa˜o aplicada a` ma´quina e´ zero (valor
constante), e como a dinaˆmica de z caracteriza o comportamento senoidal da
tensa˜o de entrada, a dinaˆmica de ez na˜o causa influencia alguma na entrada,
qualquer que seja, ou seja, a z¯ neste modo e´ arbitra´rio (livre).
Partindo da premissa anterior, pode-se escolher z¯ = z, e portanto ez =
0. Consequentemente, .ez= 0, enta˜o a segunda linha das matrizes Fi (ex,ew)
e Hi (x¯a,τ) para o modo 7 sa˜o anuladas, eliminando o problema da na˜o
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existeˆncia de V−17 , o que resulta nas seguintes matrizes para este modo:
F7 (ex,ew) =
⎡⎣ ˜A1ex + ˜A2ew + ¯A+ ˜A1x¯ 05×2 ˜A2x¯02×5 02×2 02×1
−gIC5 01×2 0
⎤⎦ (5.39)
H7 (x¯a,τ) =
⎡⎣ ¯A x¯+B ¯V sdqs +Tc02×1
0
⎤⎦ . (5.40)
5.6 Projeto da lei de chaveamento
Para o projeto da lei de chaveamento sera´ considerada inicialmente
a medic¸a˜o completa do estados e uma func¸a˜o de Lyapunov dependente do
erro e diferente para cada modo, com a estrutura a seguir, como proposto em
(TROFINO et al., 2009) e discutido na Sec¸a˜o 3.2:
vi (ea (t)) = e
′
aPiea +2S′iea. (5.41)
O termo 2S′iea acrescenta graus de liberdade a` func¸a˜o de Lyapunov, o
que pode facilitar a busca de soluc¸a˜o, e a Equac¸a˜o (5.41) pode ser reescrita
de forma matricial como:
vi =
[
ea
1
]′ [ Pi Si
S′i 0
][
ea
1
]
. (5.42)
A derivada temporal da func¸a˜o de Lyapunov e´
.
vi (ea (t)) = 2e′aPi
.
ea +2S′i
.
ea, (5.43)
e, utilizando a Equac¸a˜o (5.35) e considerando que Pi e Si sa˜o matrizes cons-
tantes em cada modo, esta pode ser reescrita como
.
vi=
[
ea
1
]′ [ F ′i Pi +PiFi PiHi +S′iFi
(PiHi +S′iFi)
′ 2S′iHi
][
ea
1
]
. (5.44)
Para completar as definic¸o˜es necessa´rias, lembre-se que existe um aco-
plamento entre as varia´veis z1 e z2, o que restringe seus valores possı´veis
simulataneamente e e´ dado por (5.16). Note que podemos reescrever esta
restric¸a˜o em func¸a˜o da varia´vel ez usando (5.25), e em seguida em func¸a˜o do
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vetor [ea,1]col , quadraticamente, da seguinte forma:[
ea
1
]′
Cvi
[
ea
1
]
= 0, (5.45)
onde
Cvi =
⎡⎢⎢⎢⎣
05×5 05×2 05×1 05×1
02×5 I2 02×1 V−1i ¯V sdqs
01×5 01×2 0 0
01×5
(
V−1i ¯V sdqs
)′
0 ¯V sdqs
′
¯V sdqs−1
⎤⎥⎥⎥⎦ . (5.46)
A partir das definic¸o˜es apresentadas, as LMIs da condic¸a˜o de decai-
mento exponencial da Equac¸a˜o (3.22), como no Teorema 3.1, para o caso do
motor ficam dadas por[
F ′i Pi +PiFi PiHi +F ′i Si
(PiHi +F ′i Si)
′ 2S′iHi
]
+αi
[
Pi Si
S′i 0
]
+LaiNa +N′aL′ai +βiCvi < 0
∀xa ∈Xa i = 1, . . . ,6, (5.47)
[
F ′7P7 +P7F7 P7H7 +F
′
7S7
(P7H7 +F ′7S7)
′ 2S′7H7
]
+α7
[
P7 S7
S′7 0
]
+La7Na +N′aL′a7 +LzCz +C′zL′z < 0
∀xa ∈Xa, (5.48)
onde Xa e´ o politopo considerado e Na define5 os anuladores para as na˜o
linearidades ex e ew presentes em Fi (ex,ew), isto e´
Na (ex,ew)
[
ea
1
]
= 0, (5.49)
e sua inserc¸a˜o na condic¸a˜o (3.22), utilizando o Lema de Finsler mostrado na
Sec¸a˜o 2.2.2.4, proporciona graus de liberdade a mais na busca de soluc¸a˜o para
a LMI (5.47). A inserc¸a˜o da restric¸a˜o (5.45) sobre z tambe´m foi feita usando
o Lema de Finsler com β podendo ser diferente para cada modo, por isso a
5A estrutura de Na e´ dada no Apeˆndice B.
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denominac¸a˜o βi, e para cada ve´rtice.
Por fim, na LMI exclusiva do modo 7 em (5.47), na˜o ha´ a necessi-
dade de se inserir a restric¸a˜o (5.45), pois z esta´ sendo desconsiderado, mas e´
possı´vel a adic¸a˜o de graus de liberdade, tambe´m pelo Lema de Finsler, con-
siderando a restric¸a˜o
Cz
[
ea
1
]
= 0,
Cz =
[
02×5 I2×2 02×1 02×1
] (5.50)
Observac¸a˜o 5.6.1 Pode-se observar que, como as LMIs em (5.47) de cada
modo sa˜o independentes entre si, podemos fazer com que as varia´veis de
escalonamento de Finsler, Lai e Lbi, sejam diferentes em cada modo. Obvia-
mente isso e´ menos conservador do que se essas varia´veis fossem fixas (iguais
em todos os modos). □
5.7 Condic¸o˜es de modos deslizantes para o motor
Como visto na Sec¸a˜o 3.2.1, para equilı´brio chaveado deve existir uma
combinac¸a˜o convexa de Hi tal que ∑mi=1 Hi ¯θi = 0. Isto implica em
¯Ax¯+B ¯V sdqs +Tc = 0 (na˜o depende dos modos), (5.51)
6
∑
i=1
˜Hi ¯θi + ˜H7 ¯θ7 = 0 (depende dos modos), (5.52)
onde ˜Hi = ¯WV−1i ¯V sdqs, i = {1, ...,6}, de (5.36) e (5.37), e ˜H7 = 0 da definic¸a˜o
(5.39). Enta˜o, e´ esperado que (5.51) se anule com os estados atingindo seu
devido equilı´brio. Entretanto, desenvolvendo (5.52) temos que
¯W
(
6
∑
i=1
V−1i ¯θi
)
¯V sdqs = 0. (5.53)
Na Equac¸a˜o (5.53), pode-se notar que para que o equilı´brio seja
atingido e independa das pro´prias condic¸o˜es de equilı´brio do sistema,(
¯W e ¯V sdqs
)
, devemos ter
6
∑
i=1
V−1i ¯θi = 0, (5.54)
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que depende da combinac¸a˜o dos valores de V−1i entre dois ou mais modos.
Podemos observar pela Tabela 3 que a condic¸a˜o
∑
i∈Φk
[
Vβ i −Vαi
Vαi Vβ i
]
= 0, (5.55)
e´ atendida para as seguintes combinac¸o˜es dos modos de operac¸a˜o: {1,4},
{2,5} e {3,6}. Neste caso, sera´ considerado que o problema apresente treˆs
superfı´cies (nk = 3) nas quais o modo deslizante ocorrera´ entre treˆs modos
(ms = 3):
Φ1 = {1,4,7} (5.56)
Φ2 = {2,5,7} (5.57)
Φ3 = {3,6,7} (5.58)
onde Φk, k = 1, ...,3, define cada uma das treˆs superfı´cies em que ocorre
modo deslizante. Pode-se ter a condic¸a˜o (5.54) satisfeita em equilı´brio para
cada um desses subconjuntos de modos em modo deslizante bastando fazer
com que o valor de ¯θi seja o mesmo para os treˆs modos. Como deve-se ter
satisfeita a condic¸a˜o ∑i∈Φk θi = 1, tem-se
¯θi =
1
3 , ∀i ∈Φk, k = 1, ...,3. (5.59)
Portanto,
∑
i∈Φk
θiV−1i =
(
2
3Vcc
)−2
∑
i∈Φk
[
Vβ i −Vαi
Vαi Vβ i
]
θi = 02. (5.60)
Como feito na Sec¸a˜o 3.2.1, analise a seguinte relac¸a˜o:
vσ (ea) := max
i∈M
{vi} ≥ max
i∈Φk
{vi} ≥ vs (ea) , (5.61)
sendo:
vs (ea) := ∑
i∈Φk
˜θivi = e′aQskea, (5.62)
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onde, portanto,
Qsk = ∑
i∈Φk
Pi ˜θi,
0 = ∑
i∈Φk
Si ˜θi.
(5.63)
Considerando este caso particular com ˜θi = ¯θi = 1/3, e com o exposto
em (5.60), as condic¸o˜es para a positividade da func¸a˜o de Lyapunov (vσ > 0)
sa˜o feitas como em (3.14), e enta˜o ficam
vσ = max
i∈M
{vi} ≥ max
i∈Φ1
{vi} ≥ ˜θ1v1 + ˜θ4v4 + ˜θ7v7
= e′a
(
P1 +P4 +P7
3
)
ea, (5.64)
vσ = max
i∈M
{vi} ≥ max
i∈Φ2
{vi} ≥ ˜θ2v2 + ˜θ5v5 + ˜θ7v7
= e′a
(
P2 +P5 +P7
3
)
ea, (5.65)
vσ = max
i∈M
{vi} ≥ max
i∈Φ3
{vi} ≥ ˜θ3v3 + ˜θ6v6 + ˜θ7v7
= e′a
(
P3 +P6 +P7
3
)
ea, (5.66)
e as Equac¸o˜es (5.64-5.66) resultam nas seguintes LMIs, respectivamente:
Φ1 :
{
P1 +P4 +P7 > 0
S1 +S4 +S7 = 0
, (5.67)
Φ2 :
{
P2 +P5 +P7 > 0
S2 +S5 +S7 = 0
, (5.68)
Φ3 :
{
P3 +P6 +P7 > 0
S3 +S6 +S7 = 0
. (5.69)
De acordo com o Teorema 3.1, apresentado na Sec¸a˜o 3.2.1, em mo-
dos deslizantes deve ser satisfeita a condic¸a˜o dada pelo seguinte problema de
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otimizac¸a˜o:
min γ :
Ψk (Θ)+ℵs < 0, i ∈Φk, k = 1,2,3, Θ ∈ ∆, (5.70)
onde Ψk representa a condic¸a˜o (3.23) reescrita de forma generalizada para
mu´ltiplas superfı´cies de deslizamento, de acordo com a Observac¸a˜o 3.2.3,
como:
Ψk=
⎡⎣ QskAskΘk +AskΘ′kQsk +βkPs (Θk− ¯Θ) QskHsk +βs Ssk +L1Cl C′s(QskHsk +βs Ssk +L1Cl)′ −γH ′sk Hsk +L2Cl +C′lL′2 01×ns
Cs 0ns×1 −γ Ins
⎤⎦
(5.71)
e
ℵs =
⎡⎣ MiNb +N′bM′i N′bN′i 0NiNb 0 0
0 0 0
⎤⎦ , (5.72)
onde Mi, Ni, i ∈Φk sa˜o matrizes de escalonamento a serem determinadas,
Ask = [Fi]mslin , i ∈Φk,
Hsk = [Hi]
ms
lin , i ∈Φk,
Psk = [Pi]
ms
lin , i ∈Φk,
Ssk = [Si]mslin , i ∈Φk,
Θk = [θi]mslin , i ∈Φk,
e Nb e´ o anulador definido por6
Nb (ex,ew)ea = 0. (5.73)
Note que o politopo de Θ e´ definido pelo simplex ∆. Para este caso do motor onde sa˜o
considerados ms = 3 modos em cada superfı´cie de deslizamento e portanto Θ ∈ ℝ3,
o simplex tem apenas 3 ve´rtices (e na˜o 23 como em um politopo usual), como repre-
sentado pelo triaˆngulo na Figura 24 e pode ser descrito como o envolto´rio convexo de
seus ve´rtices da seguinte forma:
∆ = Co
⎧⎨⎩
1
0
0
0
1
0
0
0
1
⎫⎬⎭ .
6A estrutura de Nb e´ dada no Apeˆndice B.
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Figura 24: Representac¸a˜o gra´fica do simplex ∆ para o caso onde ms = 3.
5.8 Resoluc¸a˜o das LMIs
Atualmente existem diversos pacotes computacionais disponı´veis para a
soluc¸a˜o de problemas LMI, entretanto a maior parte e´ de cara´ter comercial. Na
soluc¸a˜o dos problemas LMI deste trabalho foram utilizados dois pacotes compu-
tacionais: SeDuMi (STURM, 2001) e/ou SDPT3 (TOH; TODD; T ¨UT ¨UNC ¨U, 1996),
ambos freeware. Foi utilizado tambe´m o parser YALMIP (L ¨OFBERG, 2008), que
e´ um toolbox distribuı´do gratuitamente para MatLab R⃝ e permite ao usua´rio a
soluc¸a˜o e modelagem dos problemas de modo intuitivo, possibilitando um
ra´pido desenvolvimento e uso em conjunto com a maioria dos solucionadores
existentes.
Com relac¸a˜o a` resoluc¸a˜o7 das LMIs, podemos observar alguns pontos
importantes. Resolver essas LMIs para ∀xa ∈Xa significa resolver simultane-
amente essa LMI nos ve´rtices de Xa, conforme foi explicado na Sec¸a˜o 2.2.3.
Como o sistema aumentado possui 8 varia´veis de estado, mas a formulac¸a˜o
foi feita de tal forma a evitar que os fluxos do rotor (x3 e x4) e as varia´veis
da transformac¸a˜o de Park (z1 e z2) precisassem ser considerados no politopo,
restam 4 estados em Xa, portanto este possui 24 ve´rtices. O politopo Xa
foi escolhido atrave´s de uma simulac¸a˜o do motor do induc¸a˜o sendo acionado
por inversor de tensa˜o com a modulac¸a˜o PWM apresentada na Sec¸a˜o 4.6.1.
Dessa simulac¸a˜o foram extraı´dos os valores mı´nimos e ma´ximos das varia´veis
de estado do motor, com os quais se formam os vertices de Xa.
A soluc¸a˜o das LMIs e´ uma questa˜o de factibilidade e esta´ relacionada
principalmente ao nu´mero de restric¸o˜es impostas ao problema e aos graus de
liberdade acrescentados (utilizando os anuladores, por exemplo). Portanto,
7Os dados nominais da ma´quina e o politopo considerado podem ser encontrados no
Apeˆndice A.
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um aspecto relevante na busca de soluc¸a˜o das LMIs diz respeito a` dimensa˜o
da LMI final, que e´ obtida ao se resolver todas as LMIs simultaneamente para
todo i = 1, . . . ,6 em todos os ve´rtices de Xa e para todo θi ∈ [0,1] : ∑msi∈Φk θi.
Para quantificar esse fato, podemos obter o nu´mero de LMIs que devem ser
resolvidas: 1 LMI para cada um dos 7 modos e dos 16 ve´rtices de Xa em
(5.47), mais as 6 LMIs presentes em (5.67-5.69), e ainda a LMI (5.70) nos 3
conjuntos de modos Φk, k = 1...3, em modos deslizantes, nos 16 ve´rtices de
Xa e nos 3 ve´rtices de Θ do simplex ∆. Isso resulta em um total de 262 LMIs
a serem resolvidas. Caso deseje-se testar as condic¸o˜es localmente na origem,
antes de expandir o politopo, tem-se 22 LMIs.
De fato, a dificuldade em se encontrar soluc¸a˜o nume´rica para as LMIs
na˜o esta´ diretamente relacionada ao nu´mero de LMIs, mas sim ao nı´vel de
restritividade e conservadorismo impostos por elas. Para exemplificar, supo-
nha as LMIs
P−a < 0 (5.74)
P−b < 0 (5.75)
P− c > 0 (5.76)
onde P e´ uma varia´vel de busca e a, b e c sa˜o constantes positivas. Suponha
que a < b e note que, neste caso, a LMI (5.75) na˜o faz diferenc¸a no problema,
pois estara´ satisfeita sempre que (5.74) estiver satisfeita. Agora veja a partir
das LMIs (5.74) e (5.76) que a soluc¸a˜o P esta´ compreendida no intervalo
c < P < a, enta˜o quanto mais pro´ximos um do outro estiverem os valores
de a e c, menor o intervalo possı´vel de soluc¸o˜es, i.e. o problema e´ muito
restritivo. Para concluir, e´ fa´cil perceber que se c > a, ja´ na˜o existe soluc¸a˜o
com apenas estas duas LMIs. Entretanto, as LMIs do motor sa˜o de difı´cil
ana´lise e portanto na˜o podemos tirar concluso˜es quanto a` restritividade, e com
o grande nu´mero de LMIs a probabilidade de o problema ser mais restritivo e´
maior.
5.9 Estrutura do Sistema de Controle
Na Figura 25 e´ mostrada a representac¸a˜o em diagrama de blocos da
estrutura de controle via chaveamento aplicada ao motor de induc¸a˜o, como
descrito no decorrer deste capı´tulo. Nesta figura, a regia˜o tracejada delimita
o sistema fı´sico a ser controlado e o exterior desta regia˜o e´ composto pela
lo´gica de comutac¸a˜o empregada e outras definic¸o˜es necessa´rias.
Partindo do bloco do sistema, tem-se as saı´das que sa˜o as correntes do
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Figura 25: Estrutura do controle chaveado aplicado ao motor de induc¸a˜o com
inversor trifa´sico.
estator, fluxos do rotor e velocidade do rotor, e como as duas primeiras sa˜o
trifa´sicas, precisam ser transformadas para o referencial sı´ncrono, e com isso
obte´m-se os estados, x. As varia´veis de saı´da da ma´quina podem ser medidas
ou estimadas, o que e´ usual para os fluxos em ma´quinas com rotor em gai-
ola. Estimadores de fluxo podem ser encontrados em (SALMASI; NAJAFABADI;
MARALANI, 2010), (HAFFNER, 1998).
A partir dos estados x, sa˜o gerados os valores instantaˆneos das demais
varia´veis de estado: z e ωˆsl . Isto e´ feito utilizando-se as dinaˆmicas dadas
pelas Equac¸o˜es (5.14) e (5.18), respectivamente. Enta˜o, obte´m-se o vetor de
estados aumentados xa, que por sua vez e´ comparado a`s refereˆncias desejadas
x¯a, produzindo os valores instantaˆneos do vetor de erros ea.
Um requisito para o funcionamento desta estrutura de controle e´ en-
contrar soluc¸a˜o para as LMIs de projeto do chaveamento. A soluc¸a˜o das LMIs
e´ feita em modo offline, ou seja, a` parte da estrutura de controle, e os coefici-
entes Pi e Si da func¸a˜o de Lyapunov (5.41) sa˜o armazenados e enta˜o utilizados
para o ca´lculo de vi para todos os modos i = 1, . . . ,7 no sistema de controle
apresentado. Os valores de vi sa˜o comparados, e o ı´ndice do modo da func¸a˜o
de maior valor determina o modo atual, σ . Caso σ seja o mesmo da iterac¸a˜o
anterior, na˜o ocorre chaveamento. Conhecido σ , e´ utilizada a Tabela 2 para
determinar o vetor de comando das posic¸o˜es das chaves do inversor u, que e´
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definido como
u =
⎡⎣ u1u2
u3
⎤⎦ (5.77)
e e´ aplicado ao inversor, chaveando-o, se necessa´rio. A partir do chavea-
mento, e´ gerada uma tensa˜o trifa´sica Vabcσ para o modo atual e esta e´ aplicada
ao motor de induc¸a˜o, reiniciando o ciclo.
5.10 Considerac¸o˜es Finais do Capı´tulo
Neste capı´tulo foi apresentada uma proposta de formulac¸a˜o para o pro-
blema de controle da ma´quina de induc¸a˜o com seguimento de refereˆncia uti-
lizando LMIs, iniciando-se pelos conceitos necessa´rios para a formulac¸a˜o do
mesmo. No caso, a ma´quina considerada opera como motor e tem rotor em
gaiola. Formulac¸o˜es semelhantes poderiam ser desenvolvidas para o caso do
gerador e de ma´quina com rotor bobinado.
Para os casos na˜o formulados, citados acima, as mudanc¸as fundamen-
tais seriam: a diferenc¸a entre o modelo com rotor bobinado e o rotor em
gaiola, as diferenc¸as entre as topologias de posicionamento do(s) inversor(es)
no sistema, a dinaˆmica escolhida para gerac¸a˜o de ωs e o objetivo de controle
(regulac¸a˜o de velocidade ou maximizac¸a˜o da poteˆncia gerada, como exem-
plos).
Com relac¸a˜o aos resultados da resoluc¸a˜o das LMIs, foi encontrada
soluc¸a˜o quando consideradas as LMIs (5.67-5.69), de positividade de vσ (x),
e (5.47), de negatividade de .vσ . Entretanto, foi constatado que apenas isso
na˜o e´ o suficiente para a operac¸a˜o desejada do sistema, o que pode indicar que
realmente existe a necessidade de considerar a estabilizac¸a˜o das dinaˆmicas em
modo deslizante. Entretanto, quando acrescentada a LMI de modo deslizante
esta´vel, proposta em (5.70), ao conjunto de LMIs a ser testado, o problema
deixa de ser factı´vel, mesmo quando as condic¸o˜es sa˜o testadas localmente na
origem.
Ainda quanto ao modo deslizante, a forma com que este deve ser con-
siderado nas LMIs permanece uma questa˜o em aberto. Ale´m da hipo´tese
apresentada na Sec¸a˜o 5.7, pode existir a necessidade de se considerar to-
dos os seis modos em modo deslizante simultaneamente ou entre cada modo
i ∈ {1, ...,6} e o modo 7, por exemplo. Na˜o e´ trivial concluir qual caso seria
mais geral ou ate´ mesmo menos restritivo.
Uma outra formulac¸a˜o buscando o controle chaveado de motores de
induc¸a˜o por LMIs, pode ser encontrada em (COUTINHO, 2006), onde o sistema
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considerado estava em coordenadas αβ0, a func¸a˜o de Lyapunov era u´nica, i.e.
a mesma para todos os modos, e eram tratadas apenas as condic¸o˜es de posi-
tividade desta e negatividade de sua derivada. Na˜o haviam ainda condic¸o˜es
de estabilidade em modos deslizantes, os pacotes computacionais existen-
tes eram menos eficientes, e na˜o foi encontrada soluc¸a˜o em politopo para
aquela formulac¸a˜o proposta. Vale mencionar que na presente dissertac¸a˜o, a
formulac¸a˜o tem va´rias das caracterı´sticas indicadas como trabalhos futuros
em (COUTINHO, 2006).
Como o problema formulado para o motor de induc¸a˜o neste capı´tulo
na˜o apresentou soluc¸a˜o, uma possibilidade e´ a reduc¸a˜o do conservadorismo
utilizando as ideias apresentadas no Capı´tulo 2. Como principais vantagens,
a representac¸a˜o do sistema na˜o linear da ma´quina pela forma (2.39), para
explorar o potencial de se utilizar func¸o˜es de Lyapunov mais complexas do
que a definida em (3.10), e a possibilidade de reduc¸a˜o do nu´mero de LMIs
com o Corola´rio 2.4.
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6 CONCLUS ˜OES E PERSPECTIVAS
Neste trabalho foram apresentadas condic¸o˜es para estabilidade de sis-
temas na˜o lineares racionais e incertos e uma proposta de formulac¸a˜o de uma
te´cnica de chaveamento aplicada a`s ma´quinas de induc¸a˜o.
No Capı´tulo 2 foram apresentadas condic¸o˜es para estabilidade as-
sinto´tica de sistemas na˜o lineares racionais e incertos e conte´m as principais
contribuic¸o˜es deste trabalho. A te´cnica e´ baseada em uma representac¸a˜o al-
ternativa diferencial-alge´brica para o sistema que permite reescrever va´rios
tipos de problemas na˜o lineares em uma forma afim que pode ser tratada por
LMIs. Com isso, pode ser considerada uma func¸a˜o de Lyapunov racional e
dependente de paraˆmetros incertos. Foram apresentadas as condic¸o˜es de es-
tabilidade local (na origem) e em seguida esta foi estendida para considerar
uma regia˜o do espac¸o de estados e tambe´m para estabilidade global. Com
relac¸a˜o a` estabilidade regional polito´pica foram considerados dois casos: um
conjunto convexo e um conjunto na˜o convexo (unia˜o de politopos) de esta-
dos iniciais. Foi proposta tambe´m uma maneira de se evitar a abordagem
polito´pica. Finalmente, a efetividade da te´cnica foi ilustrada atrave´s de exem-
plos nume´ricos diversos, demonstrando o potencial para futura aplicac¸a˜o em
controle chaveado de sistemas na˜o lineares, como a ma´quina de induc¸a˜o.
No Capı´tulo 3 foi descrita uma te´cnica de chaveamento cujo objetivo
e´ a estabilidade e o seguimento de refereˆncia de sistemas comutados. Esta
te´cnica e´ baseada em func¸o˜es de Lyapunov quadra´ticas diferentes para cada
modo de operac¸a˜o e as garantias de estabilidade se da˜o pela positividade e
decrescimento da func¸a˜o de Lyapunov comutada (a func¸a˜o do modo ativo
no instante considerado), inclusive na ocorreˆncia de modos deslizantes. As
condic¸o˜es de modos deslizantes esta´veis foram definidas de forma geral o
suficiente para considerar a ocorreˆncia de superfı´cies de deslizamento entre
va´rios modos simultaneamente. Ao final, foi demonstrada a utilizac¸a˜o da
te´cnica pela resoluc¸a˜o de um exemplo simples: o controle chaveado do con-
versor Buck.
O Capı´tulo 4 tratou de discutir o primeiro passo para a criac¸a˜o de uma
te´cnica de controle para ma´quinas de induc¸a˜o: a determinac¸a˜o dos modelos
que representam este sistema. Devido ao fato de a ma´quina ser trifa´sica, fo-
ram apresentadas as transformac¸o˜es que possibilitam a representac¸a˜o desta
em uma forma bifa´sica equivalente, cujo sistema de coordenadas gira com
uma frequeˆncia arbitra´ria em relac¸a˜o ao modelo trifa´sico. Outro ponto im-
portante apresentado e´ que, ale´m do modelo da ma´quina, e´ necessa´ria a mo-
delagem de toda a topologia do sistema de acionamento da ma´quina. Esta
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topologia e´ basicamente a configurac¸a˜o das ligac¸o˜es inversor-ma´quina e a
carga (ou a turbina e a rede de distribuic¸a˜o, se for o caso).
O Capı´tulo 5 foi dedicado a` formulac¸a˜o LMI de uma te´cnica de cha-
veamento com aplicac¸a˜o a` um caso especı´fico de ma´quina: motor de induc¸a˜o
com rotor em gaiola com sistema de coordenadas sı´ncrono. As formulac¸o˜es
para os demais casos tendem a ser mais complicadas por causa de suas to-
pologias como visto na Sec¸a˜o 4.8, portanto e´ interessante buscar a soluc¸a˜o
do caso mais simples antes de confrontar os demais. A te´cnica apresentada
e´ baseada em func¸o˜es de Lyapunov, diferentes para cada modo de operac¸a˜o,
e busca levar em conta a ocorreˆncia de modos deslizantes entre modos es-
pecı´ficos. Com essa considerac¸a˜o na˜o foi possı´vel encontrar soluc¸a˜o factı´vel
para o problema. Desta forma, ate´ o momento na˜o e´ possı´vel estabelecer uma
conclusa˜o sobre a aplicabilidade do me´todo em motores de induc¸a˜o.
Uma das ideias principais deste trabalho era a aplicac¸a˜o da te´cnica
de chaveamento do Capı´tulo 3 nas ma´quinas de induc¸a˜o. A ideia e´ determi-
nar uma func¸a˜o de Lyapunov, com uma dada estrutura para cada modo de
operac¸a˜o do sistema, em que se baseia uma lei de chaveamento com o ob-
jetivo de levar o sistema para um ponto de refereˆncia dado mesmo com a
ocorreˆncia de modos deslizantes. ´E nota´vel a dificuldade de formulac¸a˜o LMI
de uma te´cnica de chaveamento para a ma´quina de induc¸a˜o, devido ao seu
grande nu´mero de na˜o linearidades e de paraˆmetros incertos e, ale´m disso, a
necessidade de se encontrar uma soluc¸a˜o que satisfac¸a a maior regia˜o possı´vel
do espac¸o de estados, ou no mı´nimo a faixa de operac¸a˜o da ma´quina.
Pelos motivos comentados acima foram apresentados os estudos que
resultaram na teoria mostrada no Capı´tulo 2, que lida com todos estes proble-
mas, preparando o caminho para aplicac¸a˜o futura desta no caso da ma´quina.
Ale´m do mais, esta teoria de estabilidade de sistemas na˜o lineares permite
considerar uma func¸a˜o de Lyapunov muito mais complexa do que a utilizada
na formulac¸a˜o do Capı´tulo 3, aumentando portanto as chances de se encon-
trar uma soluc¸a˜o factı´vel. O problema do grande nu´mero de LMIs no projeto
do motor tambe´m pode ser reduzido se evitar a abordagem polito´pica, como
proposto no Capı´tulo 2.
O conteu´do do Capı´tulo 2 desta dissertac¸a˜o tambe´m resultou no docu-
mento (TROFINO; DEZUO, ), atualmente em fase de submissa˜o ao Internatio-
nal Journal of Robust and Nonlinear Control. Durante o curso de mestrado
tambe´m realizei estudos, baseados em LMIs, dedicados a` evitar chaveamento
de frequeˆncia infinita, a` evitar modos deslizantes e projetar te´cnicas de con-
trole por comutac¸a˜o entre dinaˆmicas de controle diferentes aplicado a` sis-
temas que podem ser comutados ou na˜o. Pretendo continuar estes e outros
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trabalhos durante o curso de doutorado.
Como perspectivas de trabalhos futuros, podem ser indicadas:
∙ criar estrate´gias de controle utilizando as condic¸o˜es de estabilidade de
sistemas na˜o lineares apresentadas no Capı´tulo 2;
∙ expandir as te´cnicas de controle do item anterior para sistemas comu-
tados e aplicar a` ma´quina de induc¸a˜o;
∙ tratar paraˆmetros da ma´quina como incertos, os estados x3 e x4 (flu-
xos do rotor) como na˜o mensura´veis utilizando observadores e os
equilı´brios incertos e desconhecidos utilizando filtros washout;
∙ investigar e resolver o problema dos modos deslizantes na ma´quina;
∙ criar formulac¸o˜es para as outras topologias do sistema inversor-
ma´quina.
∙ incluir condic¸o˜es para restringir a frequeˆncia de chaveamento ma´xima.
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AP ˆENDICE A – DADOS DE SIMULAC¸ ˜AO
Os paraˆmetros e valores nominais do motor, adotados nos estudos de
simulac¸a˜o, foram extraı´dos de (SPILLER; HAFFNER; PEREIRA, 2002) e se en-
contram listados abaixo, juntamente com valores de refereˆncia e dos limites
do politopo dos estados:
Poteˆncia de entrada
Resisteˆncia do estator (Rs)
Resisteˆncia do rotor (Rr)
Indutaˆncia pro´pria do estator (Ls)
Indutaˆncia pro´pria do rotor (Lr)
Indutaˆncia mu´tua estator-rotor (Lm)
Momento de ine´rcia (Jm)
Coeficiente de atrito (Bm)
Nu´mero de pares de po´los (p)
Tensa˜o DC do inversor (V cc)
Ganho do integral do PI (gI)
Conjugado de carga (τc)
Refereˆncias de seguimento
Politopo (Xa)
0.375 kW
14.5 Ω
15.6 Ω
0.7199 H
0.7199 H
0.6738 H
7.6×10−4 kg.m2
10−5 N.m.s/rad
2
300 V
0.001
0⎧⎨⎩
x¯1 = 0.55 A
x¯2 = 0.03 A
x¯3 = 0.37 Wb
x¯4 = 0.02 Wb
x¯5 = 377 rad/s
¯V sds = 37 V
¯V sqs = 144.5 V
ω¯sl = 3.77 rad/s
⎧⎨⎩
x min1 = 0, x max1 = 1
x min2 = 0, x max2 = 1
x min5 = 0, x max5 = 400
ωˆ minsl = 3.77, ωˆ maxsl = 18.85
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AP ˆENDICE B – MATRIZES UTILIZADAS NA FORMULAC¸ ˜AO
PROPOSTA PARA O MOTOR
Abaixo se encontram as matrizes ocultadas na formulac¸a˜o por na˜o ha-
ver necessidade de seu conhecimento para entendimento desta. Lembrando
que C jx = x j, j ∈ {1, . . . ,5}, as matrizes sa˜o:
˜A1 =
⎡⎢⎢⎢⎢⎣
0 C5 0 a3C5 0
−C5 0 −a3C5 0 0
0 0 0 0 0
0 0 0 0 0
0 0 a8C2 −a8C1 0
⎤⎥⎥⎥⎥⎦
˜A2 =
⎡⎢⎢⎢⎢⎣
0 1 0 0 0
−1 0 0 0 0
0 0 0 1 0
0 0 −1 0 0
0 0 0 0 0
⎤⎥⎥⎥⎥⎦
¯A =
⎡⎢⎢⎢⎢⎣
−a1 C5x¯+ ω¯sl a2 a3C5x¯ 0
−C5x¯− ω¯sl −a1 −a3C5x¯ a2 0
a5 0 −a4 ω¯sl 0
0 a5 −ω¯sl −a4 0
0 0 a8C2x¯ −a8C1x¯ −a6
⎤⎥⎥⎥⎥⎦
˜W1 =
[
0 C5
−C5 0
]
˜W2 =
[
0 1
−1 0
]
¯W =
[
0 C5x¯+ ω¯sl
−C5x¯− ω¯sl 0
]
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Na (ex,ew) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
ewC1 01×2 −C1ex 0
ewC2 01×2 −C2ex 0
ewC5 01×2 −C5ex 0
C1 01×2 0 −C1ex
C2 01×2 0 −C2ex
C5 01×2 0 −C5ex
01×5 01×2 1 −ew
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Nb (ex,ew) =
⎡⎣ ewC1 01×2 −C1exewC2 01×2 −C2ex
ewC5 01×2 −C5ex
⎤⎦
