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a b s t r a c t
Let G be a connected and simple graph, and let i(G) denote the number of stable sets in G.
In this letter, we have presented a sharp upper bound for the i(G)-value among the set of
graphs with k cut edges for all possible values of k, and characterized the corresponding
extremal graphs as well.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V (G), E(G)) be a graph whose sets of vertices and edges are V (G) and E(G), respectively. In this work, we only
consider simple and connected graphs.
For any v ∈ V (G), we use NG(v) to denote the set of neighbors of v, and let NG[v] = {v} ∪ NG(v). If S ⊆ V (G) and the
subgraph of G induced by S contains no edges, then S is said to be a stable set of G. A vertex v in a graph is called a pendant
if v has exactly one neighbor in this graph. If e is one edge in G incident with one pendant, we call e a pendant edge. Denote,
as usual, by Pn, Sn and Cn the path, star and cycle on n vertices, respectively. We usemG to denotem copies of a graph G. As
usual, we let K1 be an isolated vertex. Let G and G′ be two graphs. If G′ is a subgraph of G, we use GG
′
to denote the graph
obtained by deleting G′ from G. In particular, if G′ = {v}, then GG′ = Gv . If uv is one edge of G, we let Guv be the graph
obtained from G by deleting uv. If e (resp. v) is one edge (resp. vertex) in G such that Ge (resp. Gv) is no longer connected,
then e is called a cut edge (resp. vertex) in G. A connected graph without cut edges is also called 2-edge-connected graph. A
path starting from the vertex v1 and ending at the vertex vn is called a v1–vn path. If G is a connected graph having k cut
edges, then 0 ≤ k ≤ n− 1 and k 6= n− 2.
Let i(G) denote the number of stable sets in G, including the empty set. Because, for the n-vertex path Pn, i(Pn) is
exactly equal to the Fibonacci number fib(n + 1), some researchers also call i(G) the Fibonacci number (see [1–3]). When
it comes to molecular graphs, i(G) is also termed the Merrifield–Simmons index, as introduced in [1]. This concept was
discussed later in [2]. The Merrifield–Simmons index for a molecular graph was extensively investigated in [4], where
its chemical applications were demonstrated. In [5], Li et al. gave its other properties and applications. Later, the term
Merrifield–Simmons index was usually used even when dealing with the (bounds for) i(G)-values of some special graph
families (not restricted to those composed of molecular graphs). During the past few decades, a remarkably number of
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Fig. 1.
research papers on this subject have been put forward, for instance, see [6–8,3,9–19] and the references quoted therein.
Recently, the present author [18] characterized the cactus having maximum i(G)-value among the set of cacti of n vertices
and k pendants.
In this work, we are concerned with the maximum number of stable sets in graphs with given cut edges. We first
determine the graphs with the maximum i(G)-value among the set of graphs without cut edges. As an application of the
above result, we then determine the graphs with the maximum i(G)-values among the set of graphs with k (1 ≤ k ≤ n−4)
cut edges. Using the above two results, we finally solve this problem for all possible values of k.
2. Some preliminary results
In this section, we shall give some lemmas and preliminary results, which will be used in our proof of the main result in
the next section.
Lemma 1 ([8]). Let G be a graph with m components G1,G2, . . .Gm. Then i(G) =∏mi=1 i(Gi).
Lemma 2 ([8]). Let G be a graph. If v is any vertex in G, then i(G) = i(Gv)+ i(GNG[v]).
The following proposition is an obvious result.
Proposition 3. Let H1 and H2 be two graphs. If H1 can be obtained from H2 by deleting some edges, then i(H2) < i(H1).
Lemma 4 ([19]). Let G,H and J be graphs as shown in Fig. 1; then i(G) < i(H) or i(G) < i(J), where G,H and J are all connected
graphs having at least four vertices.
The following is a well-known result, obtained in [1] by Prodinger and Tichy and in [6] by Lin and Lin, who characterized
the unique tree attaining this upper bound.
Lemma 5. Let G be a tree on n vertices; then i(G) ≤ 2n−1 + 1 with the equality if and only if G ∼= Sn.
3. Main result
In the following subsection, we first consider the 2-edge-connected graphs, namely, graphs without cut edges.
3.1. The maximum number of stable sets in 2-edge-connected graphs
Let Span(G) denote the spanning tree of G. We use G1 ⊕ G2 to denote the graph obtained by adding edges between any
vertex inG1 and any one inG2. Let C (n) denote the set of 2-edge-connected graphs on n vertices. If n = 3, then C (3) contains
a single element C3. So it will be assumed that n ≥ 4 in the remaining part of this subsection.
Lemma 6 ([16]). Let G denote a connected graph. If G is not a tree, then i(G) ≤ 3 · 2n−3+ 1. Equality holds if and only if G ∼= C4
or U3n , where U
3
n is the graph arising from C3 by attaching n− 3 pendent edges to one of its vertices.
Lemma 7. Let t ≥ 2 and nj ≥ 2 (j = 1, . . . , t); then i(⋃tj=1 Sni) ≤ i(S∑tj=1 ni). Equality holds if and only if nj = 2 and t = 2.
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Proof. We shall proceed by induction on t .
First, consider the case of t = 2. In this case, we have i(Sn1+n2)− i(Sn1 ∪ Sn2) = (2n1−1− 1)(2n2−1− 1)− 1 ≥ 0. If n1 ≥ 3
or n2 ≥ 3, we clearly have i(Sn1+n2) > i(Sn1 ∪ Sn2).
Now, suppose that t ≥ 3 and the statement is true for smaller values of t . Thus, by Lemma 1 and induction assumption,
we have i(
⋃t
j=1 Snj) ≤ i(
⋃t−1
j=1 Snj)i(Snt ) ≤ i(S∑t−1j=1 nj)i(Snt ) < i(S∑tj=1 nj) by the fact that
∑t−1
j=1 nj > 2, which completes the
proof. #
Theorem 8. Let G be any graph in C (n) with n ≥ 4; then i(G) ≤ 2n−2 + 3. Equality holds if and only if G ∼= 2K1 ⊕ (n− 2)K1
or C5.
Proof. When n = 4, if G  C4, Gmust be a complete graph on four vertices or a graph obtained by deleting one edge from
the complete graph K4. It is evident that i(G) < i(C4) by Proposition 3. Since C4 = 2K1 ⊕ (4 − 2)K1, the result is obvious.
Now, we may suppose that n ≥ 5.
We first take Gmax from C (n) such that i(Gmax) ≥ i(G) for any G in C (n). Next, we shall prove that Gmax ∼= 2K1⊕(n−2)K1
or C5.
We first prove the following three claims.
Claim 1. Gmax has at most one cut vertex.
Assume, to the contrary, that Gmax has at least two cut vertices. Thus we can use Operation A on Gmax and obtain a new graph
G′, which is still a 2-edge-connected graph as Gmax contains no cut edges. By Lemma 4, i(Gmax) < i(G′), a contradiction to
the choice of Gmax.
Claim 2. Gmax  Cn for n ≥ 6.
Suppose that Gmax ∼= Cn for n ≥ 6. A simple computation gives that for n ≥ 6, i(Gmax) = i(Cn) < i(2K1 ⊕ (n − 2)K1),
contradicting the choice of Gmax once again.
By Claim 2, if n ≥ 6, Gmax has at least two cycles since Gmax is a 2-edge-connected graph.
Claim 3. Suppose that Gmax  C5. For any vertex v in Gmax, if Gvmax contains at least one cut edge, then i(Gmax) < 2
n−2 + 3.
Note that Gmax  C5; then by Claims 1 and 2, Gmax has at least two cycles, since Gmax is a 2-edge-connected graph. Again, by
Claims 1 and 2, we can always choose one vertex v in Gmax satisfying both of the following:
• Gvmax is connected.• Gvmax contains at least one cycle.
Thus by Lemma 6, i(Gvmax) ≤ 3 · 2n−4 + 1.
For the above chosen vertex v, we consider the following two cases.
Case 1. dGmax(v) ≥ 3.
In this case, G
NGmax [v]
max is a graph composed of at most n − 4 vertices, and thus by Proposition 3, i(GNGmax [v]max ) ≤ 2n−4 with
equality if and only if G
NGmax [v]
max ∼= (n− 4)K1.
By Lemmas 1 and 2, we have
i(Gmax) = i(Gvmax)+ i(GNGmax [v]max ) ≤ 3 · 2n−4 + 1+ 2n−4 < 2n−2 + 3.
Case 2. dGmax(v) = 2.
Now, let NGmax(v) = {u, w}.
Firstly, we assume that G
NGmax [v]
max has no isolated vertices.
If G
NGmax [v]
max is connected, then i(G
NGmax [v]
max ) ≤ i(Span(GNGmax [v]max )) ≤ i(Sn−3) = 2n−4 + 1 by Proposition 3 and Lemma 5.
Suppose now that G
NGmax [v]
max has t (t ≥ 2) components, say Gj (j = 1, 2, . . . , t), and that Gj has nj ≥ 2 vertices. Then
i(Gj) ≤ i(Span(Gj)) ≤ i(Snj) by Proposition 3 and Lemma 5.
So by Lemmas 1, 5 and 7, and Proposition 3,
i
(
G
NGmax [v]
max
)
= i
(
t⋃
j=1
Gj
)
=
t∏
j=1
i(Gj) ≤
t∏
j=1
i(Span(Gj)) ≤
t∏
j=1
i(Snj) = i
(
t⋃
j=1
Snj
)
≤ i(S t∑
j=1
ni
) = i(Sn−3) = 2n−4 + 1.
In either case, by Lemma 2, we have
i(Gmax) = i(Gvmax)+ i
(
G
NGmax [v]
max
)
≤ 3 · 2n−4 + 1+ 2n−4 + 1 < 2n−2 + 3.
H. Hua / Applied Mathematics Letters 22 (2009) 1380–1385 1383
a b
Fig. 2.
Secondly, we assume that G
NGmax [v]
max has at least one isolated vertex, and let x be an isolated vertex in G
NGmax [v]
max . Thus,
dGmax(x) = 2, that is, NGmax(x) = {u, w}. Evidently, uw 6∈ E(Gmax), for otherwise, Gvmax has no cut edge, a contradiction
to the assumption of Claim 3.
If dGmax(u) ≥ 3 and dGmax(w) ≥ 3, GNGmax [v]max contains exactly one isolated vertex, for otherwise, Gvmax has no cut edge, a
contradiction to the assumption of Claim 3. Clearly, Gmax has exactly two u–w paths, namely, u–v–w and u–x–w. If not, Gvmax
has no cut edge, a contradiction. Then Gmax must be the graph as depicted in Fig. 2(a), where both G1 and G2 have at least
three vertices, as G
NGmax [v]
max contains exactly one isolated vertex.
As G
NGmax [v]
max has the unique isolated vertex x, that is, (G1 \ {u}) ∪ (G2 \ {w}) has no isolated vertex, then by Lemmas 1, 7
and Proposition 3, we have i(G
NGmax [v]
max ) = i(K1)i((G1 \ {u}) ∪ (G2 \ {w})) ≤ i(K1)i(Sn−4) = 2(2n−5 + 1) = 2n−4 + 2.
So
i(Gmax) = i(Gvmax)+ i
(
G
NGmax [v]
max
)
≤ 3 · 2n−4 + 1+ 2n−4 + 2 = 2n−2 + 3.
The above equality holds if and only if i(Gvmax) = 3 · 2n−4 + 1 and i(GNGmax [v]max ) = 2n−4 + 2, i.e., Gvmax ∼= U3n−1 and
G
NGmax [v]
max \ {x} ∼= K2 ∪ K2 = S2 ∪ S2 by Lemmas 6 and 7. If GNGmax [v]max \ {x} ∼= K2 ∪ K2 = S2 ∪ S2, then Gmax must be
the graph as depicted in Fig. 2(b). But then, Gvmax  U
3
n−1, C4. Hence, i(Gvmax) < 3 · 2n−4 + 1. If GNGmax [v]max \ {x}  S2 ∪ S2,
i(G
NGmax [v]
max ) < 2n−4 + 2. In either case, i(Gmax) < 2n−2 + 3.
So, we may suppose without loss of generality that dGmax(u) = 2, since Gmax is 2-edge-connected.
Note that Gumax is a connected graph with at least one cycle; thus i(G
u
max) ≤ 3 · 2n−4 + 1 by Lemma 6. Also, GNGmax [u]max is a
connected graph composed of n − 3 vertices, and thus by Proposition 3 and Lemma 5, i(GNGmax [u]max ) ≤ i(Span(GNGmax [u]max )) ≤
i(Sn−3) = 2n−4 + 1. As before, we obtain that i(Gmax) < 2n−2 + 3. This proves Claim 3.
By an elementary calculation, we obtain that i(2K1 ⊕ (n − 2)K1) = 2n−2 + 3. Thus, by Claim 3, if Gmax  C5, Gmax
must contain a vertex, say v, such that Gvmax is a 2-edge-connected graph, for otherwise, i(Gmax) < i(2K1 ⊕ (n − 2)K1), a
contradiction to our choice of Gmax.
In the following, we shall prove that i(Gmax) ≤ i(2K1 ⊕ (n − 2)K1) with equality if and only if Gmax ∼= 2K1 ⊕ (n − 2)K1
or C5 by induction on n.
Firstly, consider the validity of the above statement for the case of n = 5.
If Gmax ∼= C5, the result is obvious, since i(Gmax) = i(C5) = i(2K1 ⊕ (5− 2)K1).
If Gmax  C5, then Gmax contains a vertex v such that Gvmax is a 2-edge-connected graph by our previous analysis. Choose
v to be such a vertex. Since Gvmax has four vertices, then i(G
v
max) ≤ i(C4) = i(2K1 ⊕ (2 − 2)K1) by above analysis. Also,
i(G
NGmax [v]
max ) ≤ i(2K1) since d(v) ≥ 2. Hence, i(Gmax) = i(Gvmax)+ i(GNGmax [v]max ) ≤ i(2K1 ⊕ 2K1)+ i(2K1) = i(2K1 ⊕ 3K1). The
above equality holds if and only if Gvmax ∼= C4 and GNGmax [v]max ∼= 2K1, that is, Gmax ∼= 2K1 ⊕ (n− 2)K1.
Now, let n ≥ 6 and suppose that the above statement is true for smaller values of n.
Let v be the vertex in Gmax such that Gvmax is a 2-edge-connected graph. Then by the induction assumption and
Proposition 3, i(Gmax) = i(Gvmax) + i(GNGmax [v]max ) ≤ i(2K1 ⊕ (n − 3)K1) + i((n − 3)K1) = i(2K1 ⊕ (n − 2)K1). The above
equality holds if and only if Gvmax ∼= 2K1 ⊕ (n − 3)K1 or C5 (only for the case n − 1 = 5), and GNGmax [v]max ∼= (n − 3)K1.
For n 6= 6, we clearly have i(Gmax) ≤ i(2K1 ⊕ (n − 2)K1) with equality if and only if Gmax ∼= 2K1 ⊕ (n − 2)K1. When
n = 6, if Gvmax ∼= C5, we evidently have i(GNGmax [v]max ) < i((n − 3)K1) since d(v) ≥ 2. So, the equality is not attained in the
inequality i(Gmax) ≤ i(2K1 ⊕ (n − 2)K1). Therefore, for n = 6, i(Gmax) ≤ i(2K1 ⊕ (n − 2)K1) with equality if and only
if Gvmax ∼= 2K1 ⊕ (n − 3)K1 and GNGmax [v]max ∼= (n − 3)K1, that is, Gmax ∼= 2K1 ⊕ (n − 2)K1. In conclusion, for all n ≥ 5,
i(Gmax) ≤ i(2K1 ⊕ (n− 2)K1)with equality if and only if Gmax ∼= 2K1 ⊕ (n− 2)K1 by the above induction.
By the above induction proof, we must have Gmax ∼= 2K1 ⊕ (n− 2)K1 or C5, for otherwise, i(Gmax) < i(2K1 ⊕ (n− 2)K1),
contradicting our choice of Gmax.
Therefore the proof is completed. #
In Section 3.2, we shall consider the graphs with at least one cut edge.
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Fig. 3.
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ba
Fig. 5. (a) Q6; (b) (kP2)vH .
Fig. 6. Graph G0(n, k).
3.2. The maximum number of stable sets in graphs with k (1 ≤ k ≤ n− 4) cut edges
In this subsection, we assume that n ≥ 5.
From Fig. 1 we know that if X ∼= P2, then Operation A in Fig. 1 is identical to the one in Fig. 3, and that if Y and Z are stars
with centers being u and v, respectively, then Operation A in Fig. 1 is identical to the one in Fig. 4.
Let C(n, k) denote the set of connected graphs with n vertices and k cut edges, respectively. Also, we use (kP2)vH to
denote the graph arising from H by pasting k paths P2 to the vertex v of H (see Fig. 5(b) for instance).
Theorem 9. Let G be any graph in C(n, k) with 1 ≤ k ≤ n − 4; then i(G) ≤ 2n−2 + 2k + 2. Equality holds if and only if
G ∼= G0(n, k), where G0(n, k) is the graph obtained from 2K1⊕ (n−k−2)K1 by attaching to one of its maximum-degree vertices
k pendant edges (see Fig. 6).
Proof. Let Gmax be chosen from C(n, k) such that i(Gmax) ≥ i(G) for any G in C(n, k). Next, we shall prove that Gmax ∼=
G0(n, k).
Wemay proceed by contradiction. Suppose that Gmax  G0(n, k). From Lemma 4, Figs. 3 and 4, we know that all cut edges
in Gmax are pendant edges attached to one common vertex of a 2-edge-connected graph H with n − k vertices. Moreover,
Gmax has exactly one cut vertex, say v. Thus, Gmax ∼= (kP2)vH , as depicted in Fig. 5(b). In the following, we shall prove that
i(Gmax) = i((kP2)vH) < i(G0(n, k)).
If k = 1, we have
i(G0(n, 1)) = i(2K1 ⊕ (n− 3)K1)+ i(Sn−2), (3.1)
i(P2vH) = i(H)+ i(Hv). (3.2)
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Since H is a 2-edge-connected graph with n− 1 vertices, then i(H) ≤ i(2K1⊕ (n− 3)K1)with equality occurring if and only
if H ∼= 2K1 ⊕ (n− 3)K1 or C5 by Theorem 8.
If Hv is connected, then by Proposition 3 and Lemma 5, i(Hv) ≤ i(Span(Hv)) ≤ i(Sn−2) with equality occurring if and
only if Hv ∼= Sn−2. By our assumption that Gmax  G0(n, k) and Eqs. (3.1)–(3.2), we have i(Gmax) = i(P2vH) < i(G0(n, 1)).
Assume now that Hv has components H1, . . . ,Ht (t ≥ 2). Let nj denote the order of Hj for j = 1, . . . t . Like above,
i(Hj) ≤ i(Span(Hj)) ≤ i(Snj). Obviously, nj ≥ 2. By Lemmas 1 and 7, we obtain i(Hv) ≤
∏t
j=1 i(Snj) = i(
⋃t
j=1 Snj) ≤ i(Sn−2)
with the equality holding if and only if Hv ∼= 2S2, namely, Gmax is isomorphic to the graph Q6 in Fig. 5(a). But then
i(Q6) < i(G0(6, 1)), a contradiction. Hence, i(Hv) < i(Sn−2) and then by Eqs. (3.1)–(3.2), i(Gmax) = i(P2vH) < i(G0(n, 1)), a
contradiction once again.
If k ≥ 2, then by Lemmas 1 and 2, we obtain the following recursion relations:
i(G0(n, k)) = i(G0(n− 1, k− 1))+ 2k−1i(Sn−k−1), (3.3)
i(Gmax) = i((kP2)vH) = i(((k− 1)P2)vH)+ 2k−1i(Hv). (3.4)
Combining Eqs. (3.3)–(3.4) and the initial condition i(P2vH) < i(G0(n − 1, 1)), we have i(Gmax) = i((kP2)vH) <
i(G0(n, k)) for all 2 ≤ k ≤ n − 4 since Gmax  G0(n, k). So i(Gmax) = i((kP2)vH) < i(G0(n, k)) for all 1 ≤ k ≤ n − 4,
a contradiction to the choice of Gmax. This contradiction gives Gmax ∼= G0(n, k) for all 1 ≤ k ≤ n − 4. It is not difficult to
obtain that i(G0(n, k)) = 2n−2 + 2k + 2. Therefore, we are done. #
3.3. The maximum number of stable sets in graphs with k cut edges for all possible values of k
Now, we define a graph
−→
G0 (n, k) by extending the definition of G0(n, k) to the case of k = 0, that is,
−→
G0 (n, k) =
{
G0(n, k), 1 ≤ k ≤ n− 4;
2K1 ⊕ (n− 2)K1, k = 0.
Summarizing Lemmas 5, 6, Theorems 8 and 9, we arrive at the main result of this work.
Theorem 10. Let G be any graph in C(n, k) with 0 ≤ k ≤ n− 1, n ≥ 4, and k 6= n− 2. The following then hold:
• If k = n− 1, then i(G) ≤ 2n−1 + 1 with the equality if and only if G ∼= Sn, the star on n vertices.
• If k = n− 3, i(G) ≤ 3 · 2n−3 + 1 with the equality if and only if G ∼= U3n .
• If 0 ≤ k ≤ n− 4, then i(G) ≤ 2n−2 + 2k + 2 with the equality if and only if G ∼= −→G0 (n, k) or C5 (k = 0).
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