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In this thesis we examine the performance of trellis-coded modulation (TCM) on time-
dispersive channels. More specifically, we are interested in the performance improvements 
that TCM can offer in the presence of the residual intersymbol interference (lSI) that 
remains after non-ideal equalization on digital microwave radio (DMR) channels. The 
results are, however, applicable to other time-dispersive channels. 
The performance of TCM on additive white Gaussian noise (AWGN) channels is well 
understood, and tight analytical bounds exist on the probability of the Viterbi decoder 
making a decision error. When a channel is also time-dispersive, the performance of 
TCM systems has, in the past, been studied mainly by simulation, due to the difficulty 
of formulating tractable analytical bounds on the error probability. In the work reported 
here, both simulation and analytical techniques are used. 
The results of the simulation study show that TCM can improve the performance of a 
system with residual lSI. Although significant coding gains are achieved, the improvements 
in link outage are small, but useful. Simulation, however, is limited to symbol error 
probabilities greater than about 10-5 , and is not a particularly useful tool for estimating 
error probabilities over the range required for designing codes. There is a need for tight 
analytical bounds on error probability for TCM on time-dispersive channels so that the 
issues of designing good codes on such channels can be studied. 
Analytical upper bounds on error probability that rely on knowing the probability 
density function (pdf) of the lSI are derived. These bounds are closed-form expressions, 
but numerical techniques must be used to evaluate them. The emphasis in this work has 
been to obtain upper bounds that are tight for a wide range of time-dispersive channel 
conditions. A lower bound is also presented; this bound is tight for low levels of lSI, but 
loose for severe lSI. 
The pdf of the lSI must be computed to evaluate the analytical upper bounds. How-
ever, exact computation of the pdf is only tractable in a few special cases. Algorithms are 
presented for computing approximations to the lSI pdf for uncoded and trellis-coded sys-
tems with general one- and two-dimensional signal constellations. Procedures for forming 
worst and best case lSI pdf's that can be used to compute upper and lower bounds on 
symbol error probability are also developed. Examples show that the dependence between 
symbols, introduced into the transmitted signal by Ungerboeck codes, has negligible effect 
on the pdf of the lSI. 
In summary, the performance of TCM in a residual lSI environment has been studied 
using computer simulation. To overcome the limitations of simulation, analytical bounds 
on error probability have been developed. The numerical evaluation of these analytical 
bounds relies on algorithms to compute approximate lSI pdf's. The tightness ofthe bounds 
has been verified by computer simulation where possible. 
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Trellis-coded modulation (TCM) combines the functions of channel coding and modulation 
in a digital communication system. The redundancy introduced with TCM is accommo-
dated in an expanded signal constellation so the system performance can be improved 
without sacrificing data rate or requiring increased bandwidth. I was introduced to the 
concept of TCM by Dr. Mansoor Shafi. in September 1987. At this time, TCM had been 
predominantly considered for applications to additive white Gaussian noise (AWGN) chan-
nels. 
The major impairment to transmission on digital microwave radio (DMR) systems 
is frequency selective fading, which can introduce severe intersymbol interference (lSI). 
Dr. Shafi. proposed a research project to investigate whether or not TCM could combat 
the effects of the residual lSI that remains after non-ideal equalization on conventional 
uncoded DMR systems. We decided initially to perform a simulation study to see if the 
proposal was viable, and to follow this up with an analytical study to more generally 
express the performance of TCM. This thesis is the result of the research project and 
fulfills the aims of the original specification. 
From May 1989 to November 1989 I worked with Professor Des Taylor and his com-
munication research group at McMaster University, Ontario, Canada. Professor Taylor 
had visited Canterbury University under the Erskine fellowship program in July 1988 and 
our common research interests led to an invitation for me to visit McMaster University. 
During my stay in Canada I developed a significant amount of the analytical work con-
tained in this thesis. I was also able to attend the 1989 IEEE International Conference 
on Communications (ICC'89) in Boston and the 1989 IEEE Workshop on Information 
Theory at Cornell University. 
Chapter 1 briefly sketches the history of communications and, more specifically, de-
scribes some of the fundamental concepts of digital communication. The impact of Shan-
non's information theory on communication system design is highlighted. Finally, this 
chapter provides the motivation for the research in this thesis. 
Some mathematical background to digital communications is provided in Chapter 2. 
A geometrical representation of signals is presented and 'used to illustrate the functions of 
the transmitter and receiver. The performance of the receiver, in terms of symbol error 
probability, is discussed. 
Trellis-coded modulation and Digital Microwave Radio (DMR) systems are central to 
the research in this thesis. The principles of TCM are described in Chapter 3 and set in 
the broader context of channel coding. Relevant aspects of DMR systems are discussed in 
Chapter 4. 
Chapter 5 contains details and results of a simulation study to examine the performance 
of DMR systems incorporating TCM. The simulation results verified that TCM will reduce 
the effects of residual lSI and gave motivation for an analytical investigation. 
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The next two chapters deal with analytical techniques. Chapter 6 examines the proba-
bility density of lSI. Algorithms to calculate approximate lSI probability density functions 
(pdf's) for un coded and trellis-coded systems are derived. Modified forms of these algo-
rithms are used to compute worst case and best case lSI pdf's. These pdf's can be used 
to obtain analytical lower and upper bounds on the probability of the system making a 
decision error. 
Chapter 7 develops a union bound of pairwise error probabilities, using knowledge of 
the lSI pdf. The pairwise error probabilities must themselves be upper bounded so that a 
generalization of the transfer function of a convolutional code can be used to evaluate the 
bound. The union bounds are shown to be sufficiently tight to be useful in practice. A 
lower bound with lSI is given by the lower bound for TCM on an AWGN channel. This 
bound is tight for low levels of lSI, but is loose for severe lSI. 
The thesis concludes with Chapter 8, which provides a summary of the results, and 
identifies outstanding issues that suggest ideas for further research. 
The original research in this thesis is contained in Chapters 5, 6, and 7. A computer 
program was developed specifically for the simulation study. This study shows that TCM 
can offer significant improvements in performance for DMR systems with equalization. To 
my knowledge, no other simulation studies of DMR systems with TCM had been published 
at the time this study was undertaken. 
Knowledge ofthe lSI pdf for a system on a time-dispersive channel is useful to estimate 
system error probabilities analytically. If an lSI pdf cannot be computed exactly, it is 
usually assumed to have the form of a standard pdf, such as a uniform pdf or a Gaussian 
pdf. The idea of approximating lSI pdf's for un coded systems using quantization and 
binning procedures has been examined by Hill [1971] and Metzger [1987], but the algorithm 
presented in this thesis for approximating lSI pdf's, when the transmitted signal is trellis-
coded, is original. The ideas of worst and best case binning for lSI pdf's are also original. 
Few analytical techniques have previously been described for computing bounds on 
the error probability of TCM on time-dispersive channels. The techniques that have been 
described are restricted to analyzing simple systems and channels because they explicitly 
analyze the channel states. In this thesis, a union bound on error probability is developed 
specifically to make use of the availability of an approximation to the lSI pdf and avoid 
having to explicitly analyze the channel states. Thus, this union bound is applicable to 
a wide range of channels and systems. Generalized code transfer functions have been 
used previously to evaluate union bounds; however, the formulation of the union bound 
to account for lSI and multiplicative interference is largely original, although it is similar 
to Divsalar's analysis for mismatched receivers [Divsalar, 1978]. 
Six papers have been written as a result of this research, and are listed below. I 
presented the NELCON'88 paper in Christchurch in September 1988 and the ICC'89 paper 
in Boston, Massachusetts in June 1989. Ross McKay presented the GLOBECOM'88 paper 
in Hollywood, Florida in December 1988. 
Carlisle, C.J., Shaft, M. and Kennedy, W.K. (1988), 'Trellis-coded modulation-
approaching Shannon's bound', in NELCON'88 Conf. Proc., Christchurch, N.Z., 
pp. 182-187. 
Carlisle, C.J., Kennedy, W.K. and Shaft, M. (1989), 'Outage simulations for digital mi-
crowave radio systems with trellis-coded modulation', in ICC'89 Conf. Rec., Boston, 
Mass., pp. 33.2.1-33.2.5. 
Carlisle, C.J., Shaft, M. and Kennedy, W.K. (1990a), 'Trellis-coded modulation on digital 
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microwave radio systems-Simulations for multipath fading channels', accepted for 
publication in IEEE Trans. Commun. 
Carlisle, C.J., Taylor, D.P., Kennedy, W.K. and Shafi., M. (1990b), 'The probability den-
sity of intersymbol interference for trellis-coded modulation', submitted to IEEE 
Trans. Commun. 
Carlisle, C.J., Taylor, D.P., Kennedy, W.K. and Shafi., M. (1990c), 'Performance 
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microwave radio systems-Simulations for multipath fading channels', in GLOBE-
COM'88 Con!. Rec., Hollywood, Fla., pp. 8.1.1-8.1.5. 

Glossary 
Mathematical notation and abbreviations used in this thesis are defined below. 
Mathematical Notation 
The following definitions of mathematical notation are used. Most of the notation is 
standard, but it is included for completeness. Variables are not included here, but are 

























an element of (the set) 
if and only if 
such that 
convolution 
summation with deletion of the zeroth term 
V-I 
real part of the complex number z 
imaginary part of the complex number z 
magnitude of z 
phase of z 




set of objects or events 
probability of event A 
probability of event A conditioned on event B 
probability density function of random variable X 
probability density function of random variable X conditioned on Y 
expected value of the random variable X 
maximum element of a set 
minimum element of a set 
in the limit 




























The following abbreviations are also defined at the beginning of each chapter in which 




































automatic gain control 
additive white Gaussian noise 
bit error rate 
bits per second 
bits per second per Hertz 
binary phase-shift keying 
International Telephone and Telegraph Consultative Committee 
centimetres 
coded signal set 
decibels 
decibels per MegaHertz 
decision-feedback equalizer 
digital microwave radio 
error-free seconds 
fractionally-spaced equalizer 




integrated services digital network 
intersymbol interference 
kilo bits per second 
kiloHertz 
kilometres 
metres per second 
maximum a posteriori probability 
Mega bits per second 
MegaHertz 
maximum-likelihood 
maximum-likelihood sequence estimation 
minimum mean-square error 
nanoseconds 
orders of magnitude 




































PAM pulse amplitude modulation p.11 
PSK phase-shift keying p. 12 
Q quadrature p.30 
QAM quadrature amplitude modulation p.11 
RF radio frequency p.31 
SER symbol error rate p. 15 
SNR signal-to-noise ratio p. 4 
SSE synchronously-spaced equalizer p. 38 
TCM trellis-coded modulation p. 7 
USS uncoded signal set p. 69 
VLSI very large-scale integration p.41 




The ability of humans to communicate within shouting or visual range has not satisfied 
their need to exchange information. The more widely people travel, the greater the dis-
tances over which they wish to communicate. Some of the early systems for long distance 
communication were the use of smoke signals by the American Indians, the use of mes-
sengers, and signalling between a succession of towers using lanterns-much like modern 
communication systems use repeaters. 
Samuel Morse is credited with developing the first widely successful electric telegraph 
on a wire circuit during the 1830s. The code he used is now known as the Morse code, which 
represents letters of the alphabet by spaces, dots, and dashes. A space was represented 
by an absence of electric current, a dot was a short duration pulse of current, and a dash 
was a longer duration pulse of current. Telegraphy has the disadvantage of not using a 
natural mode of communication and therefore not being directly accessible to most people. 
The first successful electric telephone was developed by Alexander· Graham Bell in 1876. 
Although others had previously succeeded in using electricity to transmit sounds, Bell 
was the first to patent a device capable of sending and receiving recognizable words. The 
next step in the quest for long distance communication was to remove the restriction of 
wire circuits. Radio telegraphy was developed by Marconi, who succeeded in transmitting 
signals across the Atlantic in 1901. Speech was first transmitted by radio waves when, in 
1906, Reginald Fessenden successfully applied the idea of modulating radio waves with a 
speech signal. 
Modern communication systems are almost entirely based on the propagation of elec-
tromagnetic waves through a channel. Some common channels are the atmosphere, metal-
lic conductors, optical fibres, and media for data storage. Electrical communication sys-
tems transmit information by using modulation to vary the amplitude, phase, or frequency 
of an electromagnetic wave. Systems that transmit electromagnetic waves in a band of fre-
quencies around zero are known as baseband systems, and systems that transmit in a band 
of frequencies around a non-zero-carrier-frequency are known as bandpass systems. 
In radio transmission, the carrier is converted to an electromagnetic field for propaga-
tion. To efficiently couple transmitted electromagnetic energy into space, the dimensions 
of the antenna aperture should be of the order (jf the wavelength>. = c/ f of the carrier, 
where f is the frequency of the carrier and c = 3 X 108 m/s is the speed of light. If a 
baseband signal of f = 3 kHz is to be transmitted through space without modulating a 
carrier, the dimension of the antenna must be about 100 km for efficient coupling. In 
contrast, if the signal modulates a 30 GHz carrier, the required antenna aperture is only 
1 cm. This illustrates the usefulness of modulation. Another reason for modulating onto 
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a carrier is that frequency division multiplexing can be used to allow many signals to be 
slotted into adjacent frequency bands. 
A digital signal represents information with discrete symbols from a finite alphabet 
(Le. discrete in time and amplitude). Therefore, the early telegraph systems like Morse's 
were digital systems. An analog signal is a function defined over a continuous range of 
time in which amplitude can assume a continuous range of values. The communication 
systems required to transmit digital signals are fundamentally different to those required 
to transmit analog signals. 
The main classes of long distance communication traffic can be identified as person-
to-person (speech or video), broadcast (radio or television), and inter-computer (data) 
communications. The first two of these classes use a predominantly analog format and 
the last one uses an exclusively digital format (analog computers aside). These different 
types of traffic are currently carried on separate communication networks. This scenario is 
rapidly changing, with the proposed Integrated Services Digital Network (ISDN) treating 
all communication traffic in a digital format (speech and video will be converted from 
analog format to digital format). 
This thesis will deal qnly with digital communication systems. 
1.1 Fundamentals of Digital Communication 
It is ironic that, before the telephone was invented, all existing communication systems 
were digital, and now, after a century of analog domination, digital communication sys-
tems are again becoming dominant. There are a number of reasons for the use of digital 
communication systems; one of the most important reasons is that digital signals are much 
easier to regenerate than analog signals. Therefore, strategically placed repeaters allow 
the transmission of a digital signal over large distances, with significantly less distortion 
than an equivalent analog signal. Digital systems can use time division multiple access to 
allow many users access to a system. This is simpler than the frequency division multiple 
access that can be used in digital systems but must be used in analog systems. Digital 
systems can also use the spread spectrum technique of code division multiple access that 
promises to allow many more users to access a system simultaneously than either of the 
above access techniques [Schilling et al., 1990]. The greater flexibility and reliability of 
digital hardware compared to analog hardware are further reasons for the current popu-
larity of digital systems. Finally, digital systems can treat data, speech, and video signals 
identically, resulting in greater system flexibility and lower costs. This feature is used in 
the ISDN. 
The major disadvantage of simple digital transmission systems is that, to communi-
cate the same information, they generally require a greater system bandwidth than analog 
transmission systems. The bandwidth of an analog speech signal is about 4 kHz. For 
similar quality using pulse code modulation directly, the signal must be sampled at 8 kHz 
and each sample must be coded with 8 bits to give a 64 kbits/s digital signal. To transmit 
this signal using binary phase-shift keying (BPSK), a minimum bandwidth of 32 kHz is 
required. However, systems are now available that use source coding to reduce the data 
rate to 16 kbits/s, without significant loss in quality. But even this signal, transmitted 
using BPSK, requires a minimum bandwidth of 8 kHz-twice the analog bandwidth. Ra-
dio bandwidth is expensive; therefore, there is great motivation to use it efficiently. The 
efficient use of bandwidth can be achieved by the use of multilevel digital modulation. 
The model of a general digital communication system is shown in Figure 1.1. The 
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transmitter consists of source and channel encoders, and processes a signal from the source, 
which may be analog or digital (e.g. voice or data), into a form suitable for the channel, 
which may also be analog or digital. The receiver consists of source and channel decoders, 
and processes the signal received on the channel to generate the best possible replica of 
the source, according to some fidelity criterion (usually minimum error probability). 
1-------------------------, 
1 Transmitter 1 
1 1 
1 1 






Noise -+ Channel 
r-------------------------l 











Figure 1.1 General digital communication system. 
Two of the major contributors to the fundamentals of digital communication were 
Harry Nyquist and Claude Shannon. Nyquist [1928] showed that there is a fundamental 
lower limit on the bandwidth of the channel that can transmit pulses at a given signalling 
rate without mutual interference. Shannon laid the mathematical foundations for com-
munication theory in 1948 with the publication of his paper: 'A Mathematical Theory of 
Communication' [Shannon, 1948aj 1948b]. This paper also created an entirely new field of 
endeavour, now known as information theory. Two of Shannon's most important theorems 
are known as the source coding theorem and the channel coding theorem. A very readable 
account of information theory is given by Pierce [1980]. The contributions of Nyquist and 
Shannon are discussed in this section. 
1.1.1 Channel 
If a signal could be transmitted over a channel and arrive undisturbed at the receiver, then 
the channel would be ideal and communication theory would be simple. However, such 
ideal channels do not exist in practice. There are a number of disturbances that occur 
on real channels and these introduce the possibility of errors when the receiver makes 
decisions on what was transmitted. Two of the most common disturbances are noise and 
intersymbol interference (lSI). 
The ability to make correct decisions about the pulses transmitted is always limited by 
Gaussian noise, which is the result of thermal agitation of electrons in electronic circuits. 
Additive white Gaussian noise (AWGN) is encountered in all electrical communication 
systems. The effects of AWGN can be overcome by increasing the power of the transmit-
ted pulses, but there are limits to the transmit power-governed by the cost of circuits, 
nonlinear effects, and government regulations. 
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AWGN is not always the dominant disturbance on a channeL Another disturbance, 
first experienced with early telegraph systems like Morse's (particularly with underground 
or undersea circuits, due to their high parallel capacitance), is that if a square pulse is 
transmitted it will be received as a spread out pulse. This phenomenon is illustrated in 
Figure 1.2. The speed of transmission is thus limited, because if pulses are transmitted 
too rapidly they will overlap in the receiver so that the receiver cannot sample one pulse 
without sampling part of another. Thus, the received pulses interfere with each other 
and decision errors result. This spreading of pulses so that they interfere with each other 
is known as lSI and is the predominant cause of error in many digital communication 
systems. 
Figure 1.2 Spreading of a square pulse by the channel. 
lSI occurs whenever a digital signal is passed through a linear channel with a frequency 
response that is not constant over the bandwidth of the signal. Furthermore, to produce a 
bandwidth efficient system, the bandwidth of the transmitted signal must be limited. The 
aim, therefore, is to design pulse shapes that occupy a minimum amount of bandwidth, 
and which result in a minimum of potential lSI. 
Nyquist [1928] was one of the first researchers to recognize overlapping pulses as a 
source of interference. He is credited with formulating the criterion for zero lSI-the 
Nyquist criterion-which states that the lSI is zero if and only if T-spaced samples of the 
received pulse h(t) satisfy 
h( iT) = { 1 for ~ = 0 
o for ~ = ±1, ±2, ... 
(1.1) 
for a signalling rate liT and where the sampling is synchronized with the pulse. In the 
frequency domain, this condition becomes 
1 00 
HIJ (J) = - L H(J - j IT) = K T. 
3=-00 
for If I ~ 1/2T 
where K is a real constant, H(J) is the channel frequency response, and HIJ (J) is the 
folded or aliased channel frequency response after symbol-rate sampling. The band of 
frequencies If I ~ 1/2T is known as the Nyquist or minimum bandwidth. An example of 
two successive Nyquist pulses is shown in Figure 1.3a. Notice that if the receiver samples 
at times iT, there will be no lSI. 
Assuming that a pulse has been designed to satisfy the Nyquist criterion at a signalling 
rate liT, lSI can be introduced by time-dispersion of the pulses in the channel or by modem 
imperfections (e.g. timing and carrier recovery errors, jitter, and imperfect filter design). 
The narrower the pulse bandwidth, the larger are the tails or side lobes of the pulse, 
and the more severe the potential lSI. Bandwidth efficient systems are designed with pulse 
bandwidths close to the Nyquist bandwidth (some excess bandwidth is used to limit the 
severity of lSI due to channel distortion). lSI is often the main source of distortion for 
such systems operating at high signal-to-noise ratios (SNRs), and ultimately limits the 
system performance. 
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4T Time 
(a) Two successive Nyquist pulses 
4T Time 
(b) Spread Nyquist pulse 
Figure 1.3 Examples of band-limited pulses. 
A spread pulse is shown in Figure 1.3b. This pulse does not satisfy Nyquist's criterion 
for zero lSI. The main sample h(O) is called the cursor of the sampled pulse, the samples 
h( iT) for i < 0 are called precursors, and the samples h( iT) for i > 0 are called postcursors. 
lSI is typically mitigated in the receiver with an equalizer that attempts to cancel the 
effects of lSI by performing an inverse operation to the channel. If the channel is time 
varying (non-stationary), the equalizer can be designed to adapt to the changing channel 
conditions. 
Nyquist [1928] also showed that the maximum number of distinct symbols that can 
be sent over a channel per second is twice the total bandwidth of frequencies used. Thus, 
the rate that symbols can be transmitted-the signalling rate-is proportional to band-
width. The dual to this theorem is the Nyquist sampling theorem, which states that an 
analog signal with highest frequency component W can be represented completely and 
reconstructed perfectly over a time T seconds from a set of 2WT samples of its amplitude 
spaced 1/2W seconds apart. 
1.1.2 Source Encoder and Decoder 
Following the work of Nyquist, Shannon [1948a] defined a logarithmic measure of infor-
mation. At the suggestion of J. W. Tukey, he called the unit of information a 'bit'-a 
contraction of 'binary digit'. Shannon also defined the entropy of a random source U, with 
specific messages u E U, as 
H(U) = - 2: P [U = u]log2 P (U = u] (1.3) 
uEU 
which is a measure of the average information, in bits per symbol, contained in messages 
produced by the source. If the source is analog, we assume it is digitized prior to further 
processing. 
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Suppose that the channel, channel encoder, and channel decoder form an error-free 
(noiseless) channel of finite capacity. Shannon's fundamental theorem for the noiseless 
channel [Shannon, 1948a] can be expressed as follows. Consider a noiseless channel with 
finite capacity C bitsls and a source with entropy H bits per symboL It is possible to 
encode the output of the source in such a way as to transmit at the average rate C I H - € 
symbols per second over the channel, where € is arbitrarily small. It is not possible to 
transmit at an average rate greater than C I H. This theorem is also known as the source 
coding theorem. 
The source coding theorem suggests the removal of redundant information from the 
source, using source coding, so that the encoded source rate R does not exceed the ca-
pacity of the channel (R ~ C). The encoded source rate cannot be less than the rate 
of entropy of the source HIT, without losing information. Morse code is an early exam-
ple of source coding, where the most common letters of the alphabet are represented by 
the shortest codewords. If the source encoder mapping is one-to-one, the source decoder 
can simply perform the inverse mapping and deliver an exact replica of the source to the 
destination. When the source is analog, however, it cannot be represented perfectly by a 
digital sequence because the amplitude samples of the analog signal take on a continuum 
of values. In this case some distortion must be tolerated at the destination because the 
source decoder can only approximate the inverse mapping. 
1.1.3 Channel Encoder and Decoder 
Shannon [1948a] formulated an upper bound for the rate that information could be sent, 
with arbitrarily low error probability, over a band-limited additive white Gaussian noise 
(AWGN) channeL He used a geometrical representation of the channel to prove that the 
bound is exact [Shannon, 1949]. The upper bound is commonly known as the channel 
capacity 
C = Wlog2(1 + SIN) (1.4) 
where W is the channel bandwidth, S is the signal power, and N is the noise power. This 
can be rearranged to give a theoretical limit on bandwidth efficiency 
(= CIW = log2(1 + SIN) (1.5) 
Shannon's fundamental result for the noisy channel [Shannon, 1948a] can be expressed 
as follows. If the rate of entropy of the source does not exceed the capacity of a Gaussian 
noise channel (HIT ~ C), then messages from the source can be transmitted over the 
channel with an arbitrarily small probability of error P[£]. It is not possible to achieve 
an arbitrarily small probability of error if HIT> C. This theorem is also known as the 
channel coding theorem. 
The channel coding theorem implies the addition of redundancy, using a channel en-
coder, to achieve arbitrarily small error probability, and as such is a dual to the source 
coding theorem. The goal of the channel encoder and decoder is to map the input data 
symbols into channel input symbols and conversely the channel output symbols into output 
data symbols, such that the effect of the channel noise is minimized. 
Shannon showed that an arbitrarily small P[£] cannot be achieved at the channel 
capacity with any finite encoding process (finite delay and complexity), but it can be 
approached as closely as desired by using increasingly sophisticated coding schemes. His 
proof is an existence rather than a constructive proof, and he did not propose specific 
systems that could achieve an arbitrarily small P[£] at the channel capacity. 
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As a result of Shannon's theories we have seen the development of sophisticated channel 
coding techniques-as well as source coding techniques-in an effort to design bandwidth 
efficient systems and to approach the channel capacity. 
Channel coding requires the transmission of redundant bits. These additional bits 
can be sent, without reducing the information rate, in one of two ways: either the sig-
nalling rate can be increased, if the channel bandwidth can be expanded, or the number of 
channel signals can be increased, if the channel is band-limited. However, the latter tech-
nique gives disappointing results when the coding and modulation operations are designed 
independently in the conventional manner. 
Trellis-coded modulation (TCM) is a relatively new technique, developed in the 1970s 
by Ungerboeck [1982], that combines the functions of channel coding and modulation. 
The performance of a system can be improved by TCM without sacrificing data rate or 
requiring bandwidth expansion. 
1.1.4 Design Goals and Constraints 
The fundamentals of digital communication can be summarized by a list of goals and 
constraints that characterize the design of digital communication systems. There are a 
number of goals that we seek to achieve in designing a communication system: 
1. Maximize the information rate R. 
2. Minimize the probability of error P[£]. 
3. Minimize the transmit power S. 
4. Minimize the required system bandwidth W. 
5. Maximize the system use. 
6. Minimize the system complexity, computational load, and system cost. 
Most of these goals are in conflict with each other. Shannon, however, has shown us that 
1 and 2 can be achieved independently, provided R ::; C. In seeking to achieve all the 
above goals, the designer faces a number of theoretical and regulatory constraints: 
1. Nyquist theoretical minimum bandwidth requirement. 
2. Source coding theorem. 
3. Channel coding theorem. 
4. Regulations (e.g. spectrum allocations). 
5. Technological limitations. 
6. Other system requirements (e.g. satellite orbits). 
To cope with these constraints, one system parameter must be traded against another. 
For example, channel coding can be used to trade increased complexity (of the coding 
scheme) for one of the other goals. TCM can be used to achieve these trade-offs more 
efficiently than conventional coding techniques. 
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1.2 Aim of the Thesis 
Most long distance transmission systems use either copper circuits, optical fibre, satel-
lite repeaters, or terrestrial microwave radio. In this thesis we will concentrate on digital 
microwave radio (DMR) systems, although the techniques and results presented are ap-
plicable to other channels. DMR uses line-of-sight propagation and repeaters to transmit 
over long distances. The major impairment on DMR channels is sporadic multipath prop-
agation. This results in multiple versions of the same signal, with different attenuation 
and delay, arriving at the receiver and interfering with each other. Multipath propagation 
is caused by inhomogeneous temperature and humidity profiles in the atmosphere. Fortu-
nately, the rate.offading is slow compared to the signalling rate, and adaptive equalization 
can be used to reduce the severe lSI that results from deep fades. 
We consider the performance of TCM on DMR systems. TCM is particularly suited 
to DMR systems because it can provide large coding gains without incurring a loss of 
bandwidth efficiency. Specifically, we study how TCM performs with residual lSI (i.e. the 
lSI that remains after non-ideal equalization), since TCM cannot be expected to cope with 
the raw lSI generated bya severe fade. Note that residual lSI could also include lSI due 
to modem imperfections, although we do not consider this situation. We wish to show 
that the performance of a trellis-coded system with residual lSI is superior to that of an 
equivalent uncoded system. This corresponds to trading code complexity for improved 
performance. TCM also allows code complexity to be traded for reduced transmit power 
or increased bandwidth efficiency. 
The performance of TCM on an AWGN channel is well established in terms of lower 
and upper bounds on error probability and an asymptotic coding gain at high SNRs (see 
Section 3.4). These results extend directly to the DMR channel under normal (unfaded) 
propagation conditions and under fiat fading conditions. The performance of TCM with 
time-dispersive fading is not so well defined, and we concentrate on this problem. 
In this investigation, both simulation and analytical techniques have been used. The 
simulation study used Monte Carlo techniques whereby the system was simulated in com-
puter software, data were transmitted over the system, and the frequency of errors in 
the received data was monitored. Computer simulations, however, are notoriously slow 
and limited in practice to high bit error rates (BERs). This inevitably leads to a search 
for analytical solutions. The most desirable analytical solution is a tractable closed-form 
expression for the error probability. Unfortunately, such expressions rarely exist, and an-
alytical bounds on the error probability must be used. The approach taken here is to 
compute a good approximation to the probability density of the lSI in the receiver and to 
use this in the formulation of a union bound on the error event probability in the Viterbi 
decoder. 
The simulation study is presented in Chapter 5. Due to the limitations of simulation, 
a major aim of this thesis has been to develop suitable analytical techniques. Algorithms 
for the computation of probability density functions of lSI are developed in Chapter 6, 
and examples are studied. The analytical bounds are formulated in Chapter 7. These 
bounds are computed for a number of examples and compared to the simulation results. 
Chapter 2 
Some Mathematical Preliminaries 
The mathematical foundations of digital communication are well established. Wozencraft 
and Jacobs [1965] popularized the geometric representation of signals, which is discussed 
in Section 2.1, although the concept was first used by Shannon [1949]. Section 2.2 showd 
how bandpass signals and linear bandpass systems can be represented by equivalent low-
pass forms to simplify the analysis of bandpass systems. Equivalent lowpass signals and 
geometric representations are used in Section 2.3 to discuss the operation of components of 
bandpass systems. This chapter does not provide a complete mathematical basis for com-
munication theory, but merely introduces some basic terminology used in subsequent chap-
ters. There are many books that give comprehensive accounts of communication theory, 
for example Wozencraft and Jacobs [1965], Viterbi and Omura [1979], and Proakis [1989]. 
2.1 Geometric Representation of Signals 
An L-dimensional orthogonal space is defined by a set of L linearly independent basis 
functions {c,oj(t)}. Any arbitrary function in the space can be generated by a linear 
combination of these basis functions, provided they satisfy the orthogonality condition 
JOO { K· if j = k c,oj( t)c,ok( t) dt = J . 
-00 0 otherWIse 
forj,k=l, ... ,L (2.1) 
where the constants {Kj} are nonzero. When the basis functions are normalized so each 
Kj = 1, the space is called orthonormal. 
Any arbitrary set of M waveforms {yi(t)} can be expressed as a linear combination of 
L (::; M) orthogonal waveforms {c,oj(t)}, such that 
L 
Yi( t) = I:: Yij c,oj ( t) for i = 1, . .. ,M (2.2) 
j=l 
where 
1 Joo Yij = K. Yi(t)c,oj(t) dt 
J -00 
for i = 1, ... , M and j = 1, ... , L (2.3) 
The form of the basis functions {c,oj( t)} is chosen for convenience and depends on the form 
of the signal waveforms. The waveform Yi(t) can be viewed as a vector or signal point 
Y i = (Yi1, Yi2, ... , YiL) in an L-dimensional Euclidean space. This is an extremely useful 
representation because, as we will show in Section 2.3.2, Euclidean distance is an optimum 
metric for the receiver if the channel only adds Gaussian noise to the transmitted signal. 
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Euclidean distance is a generalization of the concept of distance in three-dimensional 
physical space. 
The set of M signal points in the signal space is called a signal set or a signal con-
stellation. Baseband signals are inherently one-dimensional and can be represented by a 
scalar variable. Bandpass signals are inherently two-dimensional and can be represented 
by a complex variable, as discussed in the next section. Signals of higher dimensionality 
can be constructed using time- or frequency-orthogonal signals. 
2.2 Representation of Bandpass Signals 
A bandpass signal with carrier frequency fe can be represented as 
yet) = aCt) cos(27r fet + OCt)) (2.4) 
where aCt) is the amplitude envelope of the signal and OCt) is the phase of the signal. The 
cosine can be expanded to yield 
(2.5) 
where the in-phase component xe(t) ~ aCt) cos OCt) and the quadrature component xs(t) ~ 
aCt) sinO(t) are lowpass signals. From these lowpass signals we can define a complex 
envelope 
x(t) ~ a(t)e,7l1(t) 
= xe(t) + JXs(t) 
(2.6) 
so that the bandpass signal can be represented as 
(2.7) 
The complex envelope defines all the characteristics of the bandpass signal, except the 
carrier. Since the carrier does not convey information, we can represent the bandpass 
signal by the equivalent lowpass signal x(t). Similarly, a linear bandpass system can be 
represented by an equivalent lowpass impulse response h(t) [Proakis, 1989]. 
A linear bandpass system can be analyzed with complex envelopes. When a bandpass 
signal with complex envelope x(t) is applied to a bandpass system with complex impulse 
response h(t), the complex envelope of the output can be expressed as [Proakis, 1989] 
ret) = i: x(r)h(t - r) dr (2.8) 
Complex envelopes are universally used in the analysis of bandpass systems, and are 
particularly useful for simulation because the carrier need not be simulated. Simulating 
the carrier would require a sampling rate in excess of twice the carrier frequency. A discrete 
Fourier transform performed using a fast Fourier transform algorithm [Oppenheim and 
Schafer, 1975] can be used to evaluate (2.8) numerically, leading to further efficiencies in 
computation. 
2.3 ANALYSIS OF BANDPASS SYSTEMS 11 
2.3 Analysis of Bandpass Systems 
The geometric representation of signals facilitates the use of equivalent discrete-time vec-
tor systems to analyze digital communication systems. Figure 2.1 shows a discrete-time 
communication system where the signals are two-dimensional vectors, represented by com-
plex variables. The system transmits a random message U, with specific value 'U E U, by 
mapping it to a signal X = feU), with specific value :v E X. The channel disturbs the 
signal to form the received signal R with specific value r from which a decision it, E U 
must be made. Wozencraft and Jacobs [1965] discuss general L-dimensional systems. 
Disturbance 
• 1L --!Io- Transmitter :z: Channel r Receiver r----
Figure 2.1 Discrete-time communication system. 
The transmitter, receiver, and performance ofthe receiver are discussed in this section. 
2.3.1 Transmitter 
Consider a bandpass system that transmits a single pulse :vet) with shape hT (t). The 
transmitted signal can be represented as 
for i = 1,2, ... , M (2.9) 
where {:v = Aic + JAi.,} are M possible complex pulse amplitudes. If the pulse shape 
hT (t) is square and its duration is a multiple of the carrier period 1/ fc (or much greater 
than it), then basis functions for the signal space are CPl(t) = hT (t) cos(27r'fct) and 
CP2(t) = hT (t) sin(27r fet ) , and {(Aic, Ais)} are points in a two-dimensional signal space. 
The bandpass transmitter can thus be represented as in Figure 2.2, where the signal 







Figure 2.2 Bandpass transmitter. 
Yi(t) 
When Ai., = 0 for i = 1,2, ... , M, the signal points only occupy one dimension of 
the signal space, and the bandpass signal is called M-ary pulse amplitude modulation 
(M-PAM). A 4-PAM signal constellation is illustrated in Figure 2.3a. 
Bandpass PAM signals use bandwidth inefficiently unless single sideband transmission 
is used [Proakis, 1989, Chapter 3]. This involves removing the redundant sideband, and 
requires expensive hardware. A more efficient bandpass signal is obtained when the M 
signal points {(Aic, Ai.,)} form a rectangular grid, as shown in Figure 2.3b for M = 16. 
This modulation is called M-ary quadrature amplitude modulation (M-QAM). 
When a system is severely nonlinear (e.g. when the high power amplifier is in sat-
uration), the signal amplitude and the information contained within it are distorted. 
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The problem of amplitude distortion can be avoided by using M-ary phase-shift key-
ing (M-PSK), which transmits information using only the phase of the carrier. This 
can be achieved by using signal points with constant amplitude J Atc + Ars' and phase 
tan-1 (Ais/Aic) = 27ri/M. An 8-PSK signal constellation is shown in Figure 2.3c. 
!P2 (t) !P2( t) !P2( t) 
4& 4& 4& .. 
.. • 
!Pl (t) .. • • .. !Pl (t) • • !Pl (t) 
• • • • • • 
• 4& 4& • • 4& 
(a) 4-PAM (b) 16-QAM (c) 8-PSK 
Figure 2.3 Examples of signal constellations. 
If a sequence of symbols (pulses) is transmitted, the equivalent lowpass signal trans-




where {xn} is the sequence of complex symbols and hT (t) should satisfy the Nyquist 
criterion for zero lSI when sampled at t = nT for integer n. The condition for zero lSI 
is essentially a time-orthogonality condition. Time-orthogonal pulses can be used to form 
signals with more than two dimensions. In an analogous manner, frequency-orthogonal 
signals can be used to add further dimensions. 
2.3.2 Receiver 
The most appropriate-but generally intractable-criterion for designing an optimum re-
ceiver is to minimize the probability of an erroneous symbol decision pre], or equivalently 
to maximize the probability of a correct decision 
P[C] = i: P [C I R = r ] PR (r) dr (2.11) 
where P [C I R = r] is the probability of a correct decision conditioned on R, and P R (r) is 
the probability density function (pdf) of R. From (2.11) we see that P[C] is maximized when 
P [C I R = r] is maximized. When the receiver sets u = u', the conditional probability of 
a correct decision is 
P [C I R = r] = P [ u = u' I R = r] (2.12) 
where P [U = u' I R = r] is the a posteriori probability of message u' having been trans-
mitted. 
To avoid cumbersome notation in subsequent chapters, we use the equivalent notation 
P [a] == P [A = a] for all a E A (2.13) 
where A is usually a discrete random variable with specific value a E A. We also use 
for all b (2.14) 
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where B is usually a continuous random variable with specific value b. This notation will 
be used when there is no possibility of ambiguity. 
The optimum receiver must determine, for a given received signal, which of the mes-
sages u E U has maximum a posteriori probability (MAP). The so called MAP receiver 
uses its knowledge of the conditional pdf P ( r I x), the signal set X, and the a priori 
message probabilities p [u] to set it, = u' whenever 
p [ u' I r] > P [ u I r ] for all u f=. u' and u, u' E U (2.15) 
If two or more messages have MAP, the receiver arbitrarily selects one of them. Using the 
mixed form of Bayes' rule [Wozencraft and Jacobs, 1965, Chapter 2] 
p [u' I r] = P[u']:(~) I u') (2.16) 
and 
P ( r I u') = P (r I x') for u' E U and x' = feu') E X (2.17) 
where fO is the signal mapping function. Since P (r) is independent of the transmitted 
message, the MAP receiver sets it, = u' whenever the decision function 
p [u'] P.( rl x') for u' E U and x' = feu') EX (2.18) 
. . 
IS maxImum. 
The a priori message probabilities p [u] are often unknown. In such cases, the receiver 
can determine it, to maximize p( r I x). This receiver is called a maximum-likelihood (ML) 
receiver, and is optimum when all messages are equally likely. 
If the disturbance on the channel is additive white Gaussian noise (AWGN), the re-
ceived signal is r = x + 'f}, where 'f} is a specific value of a complex Gaussian random 
variable N. The AWGN actually has an infinite number of dimensions, but only the vec-
tors that lie within the signal space are relevant to the decision process [Wozencraft and 
Jacobs, 1965, Chapter 4]. The ML receiver determines it, by maximizing 
P ( r I x') = PN ( r - x' I x') (2.19) 
The random variables N and X are usually statistically independent, so 
PN ( r - x' I x') = PN (r - x') for all x' E X (2.20) 
The pdf of the Gaussian noise is 
1 (10:12 ) PN(O:) = --exp --27ra2 2a2 
'1 '1 
(2.21) 
with zero mean and variance a~. Therefore, maximizing P ( r I x') = PN (r - x') is equiv-
alent to minimizing Ir - x'1 2 • Geometrically, Ir - x'1 2 is the squared Euclidean distance 
between points r and x' in the signal space. Thus the ML decision rule assigns the re-
ceived point r to u' if and only if r is closer to x' = f( u~) than any other signal point. 
This decision rule can be used to partition the signal space into M disjoint regions {Au} 
so that whenever the received vector r is in Aul the receiver sets it, = u' 
r E Aul ~ it, = u
' 
(2.22) 
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Figure 2.4 ML decision regions for three signal points. 
These regions are called decision regions and are illustrated in Figure 2.4 for three equally 
likely signal points. For the ML decision rule, the decision boundary between any two 
signal points is the perpendicular bisector of a line between the points. 
Before the receiver can apply a decision rule, it must extract a received signal vector 
from the received signal. In the absence of noise, the receiver can extract the received signal 
vector from ret) by correlating ret) with each of the basis functions tpj(t), as implied by 
(2.3); this forms the basis of the correlation receiver shown in Figure 2.5a. When noise 
is present, the correlation receiver maximizes the signal-to-noise ratio [Wozencraft and 
Jacobs, 1965, Chapter 4]. The correlators in the correlation receiver can equivalently be 
implemented by matched filters {tpj(T - tn sampled at time T, to obtain the matched 




(a) Correlation receiver 





Figure 2.5 ML bandpass receivers. 
so that the matched filters are physically realizable. After matched filtering, the relevant 
noise components in the received signal vector are independent Gaussian random variables. 
Generally demodulation is regarded as the process of removing the carrier from the received 
signal (obtaining the lowpass signal components) and sampled matched filtering is regarded 
as obtaining the time-orthogonal signal components, although both operations are actually 
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correlation operations. 
A system that transmits a square pulse hT (t) requires an infinite bandwidth channel 
to avoid distortion, but in practice we are usually interested in band-limited or near band-
limited (most of the pulse energy within a finite bandwidth) systems. Also, a system that 
transmits a single message is not very useful; therefore, we are usually interested in systems 
that can transmit sequences of messages. Both these issues can be addressed by designing 
band-limited pulses that satisfy Nyquist's criterion for zero lSI (time-orthogonality). Se-
quences of messages can be transmitted and received by time-sharing the transmitter and 
receiver over successive messages. H the Nyquist pulses are distorted on the channel, the 
pulses are no longer time-orthogonal and lSI results in the receiver. 
When a channel introduces lSI in addition to AWGN, the linear receivers just described 
are no longer optimum. The optimum linear receiver becomes a sampled matched filter 
followed by an inverse filter (infinite-tap transversal equalizer) prior to applying the ML 
decision rule [Proakis, 1989, Chapter 6]. This receiver will enhance the Gaussian noise 
and is not globally optimum. An optimum nonlinear receiver that does not enhance the 
Gaussian noise is described by Forney [1972]. This receiver consists of a whitened matched 
filter followed by ma:cimum-likelihood sequence estimation. The whitened matched filter 
consists of a matched filter followed by a transversal filter to whiten the noise. The 
noise must be whitened so that a squared Euclidean distance metric can be used with 
the Viterbi algorithm, to determine the maximum-likelihood transmitted sequence. The 
difficulty of implementing Forney's receiver has prompted a number of researchers to 
examine suboptimum, but realizable, receivers for lSI channels [Magee and Proakis, 1973; 
Qureshi and Newhall, 1973; Falconer and Magee, 1973; Ungerboeck, 1974; Eyuboglu and 
Qureshi, 1988]. 
2.3.3 Performance of the Receiver 
The decision error probability Pre] forms the basis of most performance measures. In 
practice, bit error rate (BER) or symbol error rate (SER) are usedj these measures are 
defined as the ratio of the number of errored data units to total data units over a specified 
time interval. 
The probability of a symbol decision error can be expressed as 
P.[E] = L p[u]P.[E 11£] (2.23) 
uEU 
Defining {Au} as the set of erroneous decision regions for messages '1.1. E U, the conditional 
probability of a symbol decision error is 
For an AWGN channel 
P" [e I '1.1.] = P [ r E Au I '1.1.] 





For example, consider the performance of an uncoded system using an M-PAM con-
stellation, with minimum distance d between the signal points, on an AWGN channel. 
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The decision regions for an ML receiver are illustrated in Figure 2.6 for M = 8. The two 
points ±(M - 1)d/2 have a conditional symbol error probability of 
(2.28) 
where fOO 2 Q (s) = is e-t /2 dt (2.29) 
is the Gaussian integral function, also referred to as the Q-function. The other M - 2 
signal points have 
(2.30) 
Using (2.23) with P [u] = 11M we get an expression for the probability of a symbol error 
(2.31) 
I I 
I I I I 
I I I I I I 
I I I I I I 
I 
I-3d ~ -2d I I-d 0 I Id ~2d I 13d 
Figure 2.6 ML decision regions for M-PAM. 
It is often not possible to form a tractable analytical expression for the decision error 
probability of a system, especially when the system uses channel coding or the channel 
introduces lSI. In these cases it is necessary to use probability bounds to estimate the 
probability of an error. In Chapter 7 we will use the Union, Chernoff, and Viterbi bounds 
that are introduced below. 
Union Bound 
Expressions for p[e] usually involve the probability of a union of events P [U~l Ai], where 
{Ad is a set of events from the set n. This union is difficult to evaluate exactly, especially 
for large K. An examination of the Venn diagram in Figure 2.7 shows that, for K = 3, 
(2.32) 
This is true for any K, and the bound is known as the union bound [Wozencraft and 
Jacobs, 1965]. 
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Figure 2.7 Venn diagram for K = 3 intersecting events. 
The Chernoff bound for a single random variable Y is derived by Proakis [1989] as 
>., € 2:: 0 
where E [.] is the expected value and the Chernoff parameter>' is determined from 
:>. E [eA(Y-€)] = 0 
Viterbi Bound 
A bound that generally yields tighter bounds than the Chernoff bound is given by 





We call this bound the Viterbi bound because Viterbi [1971] appears to be the first re-
searcher to have applied it to digital communication problems~ It can be proven by writing 
the Q-functions in terms of integrals. The right-hand side of (2.35) gives 
e-v/2 Q (02) = e-v/2__ e-s /2 ds 1 100 2 
..;2i..;u 
= _1_ 100 e-(v+s2)/2 ds 
..;2i..;u (2.36) 
Using the substitution 'U + s2 = w2 and hence ds = wdwjJw2 - 'U, we get 
e-v/2 Q (02) = _1_ 100 w e-w2 / 2 dw 
..;2i v'U+u J w 2 - 'U (2.37) 
Since 'U 2:: 0, it follows that w 2:: 0 and w j Jw2 - 'U 2:: 1. Using these inequalities, we can 
write the inequality 
_1_ 100 e-t2/2 dt < _1_ 100 w e-w2 /2 dw 
..;2i .ju+v -..;2i .ju+v J w2 - 'U 
::; e-v / 2 Q (v'u) (2.38) 
thus proving the bound in (2.35). 
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2.4 Conclusion 
The mathematical background presented in this chapter establishes some important results 
on which the rest of this thesis can build. Extensive use is made of the geometrical 
representation of signals. The equivalent lowpass representation for bandpass signals and 
systems is also used extensively, and is particularly useful for the simulations in Chapter 5. 
The receivers we study are generally suboptimum, making the analysis oftheir performance 




In a conventional data transmission system, the channel encoder and signal mapping func-
tion of the modulator are de~igned independently, so that the channel coding is essentially 
an addition to an un coded system. The code redundancy is accommodated by reducing the 
data rate or by increasing the system bandwidth. In either case, the bandwidth efficiency 
is reduced relative to the uncoded system. The modulator maps m-bit code symbols into 
one of 2~ possible channel symbols. Gray encoding is usually used so that neighbouring 
signal points in the constellation are assigned to code symbols that diff'er in only one bit. 
Hence, the most likely symbol decision errors only result in single bit errors, and the bit 
error probability is minimized. The demodulator uses the maximum-likelihood decision 
rule to make a hard decision on the m-bit code symbol, and the decoder then determines 
the source symbol from the code symbol. If the code symbols are binary words, Ham-
ming distance is the metric used for decoding, and the code is designed to maximize the 
minimum Hamming distance. 
The concept of coded modulation is to accommodate the· code redundancy by expanding 
the signal constellation so that the bandwidth efficiency of the system relative to the 
uncoded system is unchanged. The channel encoder and signal mapping function of the 
modulator are designed jointly to maximize the free distance (djree) of the code. In the 
receiver, the decoding and detection operations are also combined so that the decoder 
operates on soft decisions, using the metric for which the code was designed. Section 3.1 
illustrates how coded modulation can be used to approach Shannon's capacity bound, and 
some trade-off's that can be achieved. 
Coded modulation was invented in the 1970s by Ungerboeck [1982]' who developed 
schemes, which are known as trellis-coded modulation (TCM), based on convolutional 
codes. The TCM schemes described by Ungerboeck are optimized for additive white 
Gaussian noise (AWGN) channels and will be referred to as Ungerboeck codes. Ungerboeck 
encoding involves the convolutional encoding of source symbols followed by the mapping 
of coded symbols onto an expanded signal set, using a technique called mapping by set 
partitioning to maxi~ze the free Euclidean distance of the code. This process can be 
represented as a trellis of states with restricted paths, and is described in Section 3.2 with 
an illustrative example. 
The optimum receiver for an Ungerboeck code on an AWGN channel performs soft-
decision maximum-likelihood sequence estimation, usually using the Viterbi algorithm. 
Ungerboeck decoding using the Viterbi algorithm is discussed in Section 3.3. It is impor-
tant to note that the squared Euclidean distance metric, which motivates mapping by set 
partitioning and is used for decoding, may not be appropriate for channels experiencing 
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non-AWGN disturbances. The time-dispersive channels investigated in this thesis are of 
this type. Nevertheless, in the absence of a better metric, the squared Euclidean distance 
metric is retained. 
Coding gain is a measure of the performance of a coded system relative to an un-
coded system. TCM can achieve significant coding gains on AWGN channels, relative to 
uncoded systems, without sacrificing data rate or requiring bandwidth expansion. For ex-
ample, simple 4-state TCM schemes can achieve a 3 dB asymptotic coding gain, while more 
sophisticated TCM schemes have asymptotic coding gains of up to 6 dB. The performance 
of TCM, decoded using soft-decision Viterbi decoding, is discussed in Section 3.4 
We will only study Ungerboeck codes in detail; however, it should be noted that there 
are other coded modulations that can achieve the same, or higher, coding gains with 
less complexity. To achieve asymptotic coding gains of 6 dB without using impractical 
codes, TCM schemes can be designed with multidimensional signal constellations to spread 
the constellation expansion over more than one signalling interval [Ungerboeck, 1987aj 
Wei, 1987]. Another variation on Ungerboeck codes is the rotationally invariant codes 
designed by Wei [1984aj 1984b]. 
Calderbank and Sloane [1987] have formulated a general class of coded modulations 
known as coset codes, which includes Ungerboeck codes. The signal constellation is re-
garded as a finite subset of points from an infinite lattice, and set partitioning of the 
constellation is regarded as a partitioning of the lattice into a sublattice and its cosets. 
The theory of coset codes has been refined by Forney [1988aj 1988b]. Ungerboeck codes 
represent some of the best codes in the class of known coset codes. Multilevel codes are a 
generalization of coset codes that can achieve the coding gains of single level coset codes, 
with reduced complexity decoding [Calderbank, 1989; Pottie and Taylor, 1989a]. 
3.1 Approaching Shannon's Bound 
A natural question to consider is: how closely can coded modulation systems theoretically 
operate to Shannon's bound? This issue was addressed by Ungerboeck [1982]. Shannon's 
capacity bound for an AWGN channel is expressed as a bandwidth efficiency bound in 
(1.5). When a signal constellation is specified and soft-decision decoding is used, Unger-
boeck [1982] has shown how to compute the maximum bandwidth efficiency when the 
signal constellation is used on an AWGN channel. The bandwidth efficiency bound is 
plotted as a function of signal-to-noise ratio (SNR) in Figure 3.1, together with the maxi-
mum bandwidth efficiencies of several signal constellations [Ungerboeck, 1982]. Note that 
the maximum bandwidth efficiency of the constellations is always less than Shannon's 
bound. 
Shannon predicted that channel coding can be used to achieve an arbitrarily small 
error probability at any operating point on these curves. For example, a 4-PSK signal 
constellation can be used in conjunction with channel coding at an SNR of 10 dB to achieve 
an arbitrarily small error probability at a bandwidth efficiency of close to ( = 2 bits/s/Hz. 
Alternatively, an 8-PSK signal constellation used in conjunction with channel coding can 
achieve the same bandwidth efficiency at a signal-to-noise ratio of 5.9 dB. The result is 
a 4.1 dB improvement in tolerance to noise, and is within 1.2 dB of the Shannon bound. 
Note that for ( = 2 bits/s/Hz, the 16-QAM constellation is only marginally closer to 
Shannon's bound than the 8-PSK constellation. This observation suggests that there is 
little to be gained by expanding the constellation by more than a factor of two. The use 
of signal set expansion and channel coding to improve performance is the essence of coded 
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Figure 3.1 Bandwidth efficiency versus signal-to-noise ratio curves. 
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While actual coded modulation schemes have been designed that operate close to the 
Shannon bound, the cut-off rate Ro is regarded by many researchers as a limit to the 
capacity that can be readily achieved in practice [Forney et al., 1984]. The complexity of 
sequential decoders is also known to grow rapidly as the code rate is increased above Ro 
[Wozencraft and Jacobs, 1965]. A detailed discussion of Ro is provided by Wozencraft and 
Jacobs [1965]. For an AWGN channel 
Ro = Wlog 2(1 + S/2N) (3.1) 
so Ro is always less than the channel capacity for a given S / N > O. Coded modulations 
can be designed with asymptotic coding gains of 6 dB; these codes achieve Ro • 
lf we plot points of equal symbol error probability for the uncoded constellations and 
typical coded constellations on the bandwidth efficiency curves in Figure 3.1, we can study 
three trade-offs that can be achieved with coded modulation. The l::,. markers specify the 
points where the uncoded constellations have Pa[e] = 10-5 • Doubling the number of 
points in a constellation and using coded modulation allows Pa[e] to be reduced for the 
same bandwidth efficiency and SNR. This corresponds to trading complexity (of the code) 
for improved performance, and can be used in applications that require improved data 
integrity. Alternatively, coded modulation can be used with an expanded constellation 
and Pa[e] = 10-5 maintained while the SNR is lowered, as shown by the 0 markers. 
This corresponds to trading complexity for decreased transmit power, and can be used 
for power efficient applications; for example, satellite repeaters [Taylor and Chan, 1981]. 
The third trade-off that can be achieved with coded modulation is to maintain Pale] = 
10-5 and increase the bandwidth efficiency. This corresponds to trading complexity for 
bandwidth efficiency, and requires the use of multidimensional constellations to spread 
the redundancy over more than one signalling interval. Application of this trade-off to 
voice-band channels has enabled the design of modems for voice-band data transmission 
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at rates up to 19.2 kbits/s [Pahlavan and Holsinger, 1987]. 
The trade-offs that can be achieved with coded modulation on time-dispersive channels 
have not been well studied. This thesis examines the performance improvements that can 
be achieved by trading the complexity of trellis-coded modulation on channels with time-
dispersion and AWGN. 
3.2 Ungerboeck Encoding 
The structure of an Ungerboeck encoder is shown in Figure 3.2. An m-bit source symbol 
is transformed into an m + r-bit coded symbol by expanding m (~ m) bits into m + r bits 
using a binary convolutional encoder of code rate m/(m + r), and leaving the remaining 
m - m bits uncoded. The 2m+r coded symbols are then mapped into 2m+r signal points 
on a one-to-one basis. As mentioned in the previous section, there is little to be gained 
by expanding the signal constellation by more than a factor of two. Therefore, we will 
henceforth assume that r = 1, which corresponds to expanding the constellation by a 
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Figure 3.2 Ungerboeck encoder. 
The design procedure for a simple Ungerboeck code will be illustrated using a rate 1/2 
convolutional encoder and an 8-PSK constellation. Uncoded 4-PSK modulation has the 
same bandwidth efficiency, and can be regarded as the reference system. 
3.2.1 Convolutional Encoding 
The rate 1/2 binary convolutional encoder shown in Figure 3.3 consists of v = 2 memory 
elements (T-second delays represented by D = e-JWT ) and a modulo two summer. Con-
volutional encoders are finite-state machines, in this case with four states. The number of 
output symbols over which a single input has an influence is called the constraint length 
K of the convolutional encoder [Viterbi and Omura, 1979]. The rate 1/2 convolutional 
encoder has a constraint length of K = 3. 
( 
~----------~v; 
Figure 3.3 Rate 1/2 convolutional encoder. 
The operation of a convolutional encoder is completely specified by its trellis diagram, 
as shown in Figure 3.4 for the encoder in Figure 3.3. The possible states during any symbol 
period are arranged vertically, and the symbol times are arranged horizontally. For a given 
present state, the present input symbol determines the next state and the present output 
symbol. Only a restricted set of paths is possible through the trellis. 
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Figure 3.4 Trellis diagram for rate 1/2 convolutional encoder. 
An Ungerboeck encoder can be represented by a trellis with state transitions labelled 
with signal points :l:n rather than code symbols Vn • Equivalently, it can be represented by 




where Sn is the present state of the encoder and 'Un is, ~he present input to the encoder. 
3.2.2 Signal Mapping 
The minimum squared distance between two signal point sequences, x = (:1:0,:1:1, ••. , :l:N-1) 
and x = (xo, Xl, ... , XN-1) such that x =1= x, is called the squared free distance 
for 1 ~ N < 00 and x, x E XN (3.4) 
Ungerboeck codes are designed to maximize dfree using a mapping rule called mapping by 
set partitioning. 
Set partitioning involves partitioning a signal set with minimum distance 00 between 
signal points into 2m+1 subsets with minimum distance Om+1 between signal points. The 
procedure is illustrated in Figure 3.5 for an 8-PSK constellation. The signal set is first 
partitioned into two subsets so that the minimum distance 01 between signal points within 
each subset is maximized. Each of these subsets is then similarly partitioned into two 
subsets with minimum distance 02, and so on with increasing minimum distances 00 < 
01 < 02 < ... Om+! between the signal points within the subsets. 
The in + 1 bits from the convolutional encoder determine which one of 2m+! subsets is 
selected, and the m - in uncoded bits determine which of the 2m - m signal points within 
the subset will be selected. The effect of the m - in uncoded bits is to introduce parallel 
transitions into the trellis. 
The trellis diagram for our example of coded 8-PSK is shown in Figure 3.6. Three 
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1. Parallel transitions are associated with signal points with maximum distance Om+l 
between them. In our example, the parallel transitions are associated with signal 
points from the subsets (a,e), (c,g), (b,f), or (d,h). 
2. Transitions originating from or merging into one state are associated with signal 
points with the next maximum possible distance between them. In our example, 
transitions originating from or merging into the same state are associated with signal 
points from the subsets (a, c, e, g) or (b, d,J, h). 
3. All signal points are used in the trellis diagram with equal frequency. 
The free distance of the coded 8-PSK can be determined from the trellis diagram in 
Figure 3.6. The minimum squared Euclidean distance between two signal point sequences 
that diverge at one state and merge at another state, after more than one transition, is 
Or+05+0r( = 0~+05); the two paths with signal point sequences aaa and cbc (shown in bold) 
have this distance between them. The squared distance between these paths is greater than 
the distance of 02 = 2 between signal points assigned to parallel transitions. As defined by 
(3.4), the minimum distance between two different paths is the free distance dfree; in this 
case dfree = 2. This free distance is an improvement of 3 dB over the minimum distance 
of J2 between the signal points of uncoded 4-PSK. To increase dfree when it is associated 
with parallel transitions, without introducing more redundancy or increasing the average 
energy in the signal constellation, more source bits must be encoded because increasing 
the number of code states does not increase the distance between parallel transitions. 
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Figure 3.6 Trellis diagram for coded 8-PSK. 
3.3 U ngerboeck Decoding 
The hard receiver decisions; made prior to decoding in a conventional receiver, result in 
an irreversible loss of information because information on how close the received signal 
was to the selected signal point is discarded. To improve the performance of a receiver 
when the transmitted signal points are mutually dependent, the decoder can be designed 
to operate on un quantized received signal samples. Such decoding is called soft-decision 
decoding, and a squared Euclidean distance metric is appropriate for decoding and code 
design on an AWGN channel. Soft decisions provide about 2 dB improvement over the 
performance possible with hard decisions [Heller and Jacobs, 1971]. 
Consider the received signal samples Tn = Xn + "'n, where at time n, Xn is the signal 
point generated by the modulator, and "'n is a sample of an AWGN process. The decision 
rule of the optimum receiver for an Ungerboeck code determines, from the set XN of all 
signal point sequences, the sequence x = (xo, Xl, ... , XN-I) with the minimum squared 
Euclidean distance d~in from r = (TO, Tl, ... , TN-I). This is the sequence x that satisfies 
(3.5) 
Provided the transmitted signal point sequence x E XN has been generated according to 
the rules of a finite-state machine, the ViteTbi algorithm can be used to determine the 
signal point sequence x closest to the received signal sequence r. 
The complexity of the Viterbi algorithm grows exponentially with the number of bits 
encoded (m) and the number of memory elements in the encoder (v). In practice, the 
code rate in/ (m + 1) and the number of code states are limited by the data rate at which 
the Viterbi algorithm must operate. Although we will use the Viterbi algorithm in our 
work, it should be noted that there are a variety of reduced complexity, but suboptimum, 
techniques for decoding convolutional codes. These techniques can also be applied to 
decode TCM, as described by Pottie and Taylor [1989b]. 
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3.3.1 Viterbi Decoding 
The Viterbi algorithm was developed by Viterbi [1967] as an 'asymptotically optimum' 
technique for decoding convolutional codes. With soft-decision Viterbi decoding, the most 
likely signal point sequence is determined directly from the unquantized received signal. 
The Viterbi algorithm [Forney, 1973; Hayes, 1975] is an efficient technique to find the 
most likely path through a trellis, for a given received signal sequence. Viterbi decoding of 
coded 8-PSK is illustrated in Figure 3.7 for a received signal sequence aabaaa, which was 
transinitted as aaaaaa. Note that the received signal sequence consists of signal points 
because hard-decision Viterbi decoding is used to simplify the example. The algorithm 
requires a distance metric and path history to be stored for each state. Assume that the 
decoder knows. the correct trellis state at time zero (this assumption is not necessary in 
practice, but simplifies the explanation). At time zero, all states are assigned a metric of 
zero. For each state at time T, the most likely transition to the state is determined as the 
one associated with the signal point that is closest, in terms of Euclidean distance, to the 
received signal, and its squared distance is added to the state metric. The signal point 
associated with the most likely transition is stored in the path history. At time (n + 1)T, 
the algorithm extends the paths from time nT by choosing the best path to each new state 
as a survivor and forgetting all other paths that cannot be extended as best paths to the 
new states. 
Transmitted: a a a a a a 
Received: a a b a a a 









Figure 3.7 Trellis diagram for Viterbi decoding of the hard-decision received sequence aabaaa. 
The surviving paths at time nT tend to merge into the same single history path at time 
(n - Ll)T. With a sufficiently large decoding delay Ll (usually four or five code constraint 
lengths [Heller and Jacobs, 1971]), there is a high probability that all paths will have 
merged, and the signal point associated with the merged transitions can be taken as the 
most likely signal point. Thus, in practice, the decoder can make decisions after a finite 
decoding delay, even though an infinite delay is theoretically required. The maximum-
likelihood signal point sequence is then mapped back to an uncoded symbol sequence. 
This mapping is normally performed within the Viterbi algorithm itself. 
If the surviving paths do not merge into the same state at the decoding depth, the 
decoder must make a forced decision, using an arbitrary rule such as choosing the path 
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with the lowest metric, choosing the path through the most common state at the decoding 
depth, or, choosing any candidate path. Alternatively, the decoder can retain a record of 
the tie and use it to flag an uncorrectable codeword segment. 
When implementing the Viterbi algorithm with soft decisions, true soft decisions can-
not be used because they require infinite precision. A resolution of eight quantization 
levels between signal points incurs a loss of less than 0.25 dB relative to absolute precision 
soft-decision decoding [Heller and Jacobs, 1971], and only requires three bits per dimension 
in addition to the bits required for hard decisions. 
In practice, soft-decision Viterbi decoding for TCM involves two steps. The decoder 
first determines the closest signal point to the received signal within each subset. This is 
known as subset decoding, and can be performed with look-up tables. The signal point 
selected from each subset and its squared distance metric are then used in the Viterbi 
algorithm to determine the most likely sequence of subset decoded signal points. This 
procedure is equivalent to, but simpler than, implementing the Viterbi algorithm with the 
full signal set. 
3.4 Performance of Trellis-Coded Modulation 
The most probable errors made by a soft-decision Viterbi decoder occur between trans-
mitted and decoded signal point sequences x and x that are closest in terms of Euclidean 
distance. An error event occurs in the receiver when the Viterbi algorithm makes a wrong 
decision, causing the decoded symbol sequence to diverge and later merge with the trans-
mitted symbol sequence. An error event is illustrated in Figure 3.8 for a transmitted signal 
point sequence aaaaaa and decoded signal point sequence aacbca. 
Th~ error-event probability on an AWGN channel is lower bounded by [Forney, 1973] 
(3.6) 
where O'~ is the variance ofthe white Gaussian noise samples, N( djree) is the average num-
ber of nearest-neighbour signal point sequences at the free distance djree, and Q(.) is the 
Gaussian integral function defined in (2.29). At high signal-to-noise ratios, the dominant 
error event is the one at the free distance, and the lower bound asymptotically approaches 
@ @ @ @ 
@ @ @ @ @ @ @ 
Figure 3.8 An error event. 
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the actual error-event probability. A lower bound on the symbol error probability Ps[t:] 
can be obtained by multiplying the lower bound on the error-event probability by the 
average number of symbols per dfree error event. 
Viterbi [1971] developed a union bound on the error-event probability of the Viterbi 
algorithm used to decode a convolutional code. This bound takes advantage of the alge-
braic structure of convolutional codes, which allows the union bound to be formed by only 
considering a single transmitted symbol sequence (reference path). It can be evaluated 
using the transfer function of the code, with a cost proportional to the number of code 
states. Biglieri [1984] extended this technique to trellis-coded modulation by considering 
all possible transmitted symbol sequences. However, the cost is proportional to the square 
of the number of code states. Zehavi and Wolf [1987] found that, for certain classes of 
TCM, the cost of computing the union bound could be reduced to being proportional to 
the number of code states. They used a modified code transfer function to evaluate the 
union bound. 
The performance of coded systems relative to equivalent uncoded· systems is often 
measured by the coding gain in decibels on an AWGN channel. Coding gain is defined 
at a specific bit, symbol; or event error probability, and is the difference between the 
SNR of the uncoded system and the SNR of the coded system when they operate at the 
same error probability. The asymptotic coding gain approached at high signal-to-noise 
ratios by a TOM system relative to ail equivalent un coded system is given in decibels by 
[Ungerboeck, 1987b] 
(3.7) 
where d]ree,e and d}ree,u are the squared free distances, and EII,e and EII,u denote the 
average energy in the signal constellations for the coded and uncoded systems respectively. 
The first term is the gain due to increased free distance, and the second term is the penalty 
due to increased average energy in the signal constellation. Note that asymptotic coding 
gain is defined in terms of error-event probabilities. The asymptotic coding gain of coded 
8-PSK relative to uncoded 4-PSK is 3 dB. 
3.5 Conclusion 
In this chapter an introduction to TCM has been provided and an attempt has been made 
to show why TCM is a powerful coding technique. The codes we study in this thesis 
will be Ungerboeck codes, although one of the codes is nonlinear and uses Wei's rules for 
rotational invariance. We study a range of signal constellations from 4-PSK to 1024-QAM. 
Viterbi decoding is used for all the codes, and reduced complexity decoding techniques are 
not studied. We examine the performance improvements due to TCM on time-dispersive 
channels. In particular, we are interested in the performance improvements that TCM 
can offer with the residual lSI that exists after non-ideal equalization. 
Chapter 4 
Digital Microwave Radio Systems 
Terrestrial microwave radio systems were first developed to carry long distance voice and 
video signals. These systems used analog frequency modulation and, therefore, required 
additional terminal equipment to carry data. In response to the increasing use of the 
public switched network for data transmission, digital microwave radio (DMR) systems 
were deployed in the early 1970s. Digital systems achieve higher quality transmission than 
their analog. counterparts and,. because they use repeaters for signal regeneration, their 
performance is essentially independent of distance. 
The first DMR systems used 4-PSK modulation and achieved bandwidth efficiencies 
of less than 2 bits/s/Hz. The basic components of such systems will be discussed in 
Section 4.1. The 1980s saw the deployment of 16-QAM and then 64-QAM systems. During 
the 1990s we will see the introduction of commercial 256-QAM systems, with bandwidth 
efficiencies of about 7 bits/s/Hz, and even higher level systems that are currently in the 
planning stages [Komaki et al., 1990]. 
Optical fibre systems present a major technological challenge to the future of DMR 
systems because they already offer greater capacity and promise almost unlimited capacity 
in the future. In spite of this, the different characteristics of optical fibre systems and 
DMR systems are complementary. Optical fibre systems can provide very high capacity 
(in excess of 1 Gbits/s) at a lower cost per unit bandwidth than DMR systems. In contrast, 
low to high capacity (2 to 400 Mbits/s) systems can be provided more cheaply with DMR 
technology. DMR systems are still the backbone of many telecommunication networks, and 
the investment in antenna towers and buildings often allows new systems to be installed 
even more cost effectively. A further advantage of DMR systems is the network security 
they provide; except for the cables to the nearest switching offices, there are no cables in 
the ground to be damaged. To ensure the future of DMR, it must be integrated with the 
rest of the digital network. 
The high data rates carried by many DMR systems challenges the realization of 
hardware-particularly equalizers and decoders. Signal processing technology that is eas-
ily implemented for voiceband modems (R < 20 kbits/s) is often unable to be implemented 
at these data rates. ' 
The most troublesome disturbance on the DMR channel is not noise (signal-to-noise 
ratios of 60 dB are readily achieved in the absence of flat fading), but rather multipath 
fading, which can introduce frequency selective notches or slopes that cause severe in-
tersymbol interference (lSI) in the receiver. Although frequency selective fading is not a 
problem with 4-PSK systems, it is a source of serious performance degradation for sys-
tems with higher bandwidth efficiency. Section 4.2 discusses multipath fading and channel 
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modelling. 
DMR systems are also subject to adjacent channelinterference, co-channel interference, 
rain attenuation, and ducting [Townsend, 1988]. These tend to be less problematic than 
the intersymbol interference induced by frequency selective fading and will not be further 
considered. 
The radio spectrum is a costly resource because it is in high demand; therefore, the 
bandwidth efficiency ofDMR systems must continue to increase in the interests of economy. 
The main technique for improving bandwidth efficiency is to increase the number of points 
in the signal constellation. If the Euclidean distance between signal points is to be kept 
constant so the immunity to Gaussian noise is unchanged, the cost of increasing bandwidth 
efficiency is increased transmit power (power efficiency is less important than bandwidth 
efficiency for DMR systems). There is an additional cost on frequency selective channels, 
due to the larger number of signal points in the constellation, which results in more severe 
lSI and higher error rates. To maintain a satisfactory error rate, countermeasures must 
be introduced to combat the lSI induced by the fading. Countermeasures for multipath 
fading are discussed in Section 4.3. 
A technique that effectively doubles bandwidth efficiency is to transmit independent 
information on vertically and horizontally polarized waves. Although, in terms of in-
formation theory, the vertical and horizontal polarizations should be considered as two 
channels of equal bandwidth, so the bandwidth efficiency is not changed. For constella-
tions with more than sixteen signal points, the isolation provided by typical antenna cross 
polarization discriminations is not sufficient, and adaptive cross polarization interference 
cancellers are required. These cancellers must be able to cope with frequency selective 
fading because cross polarization interference tends to be most severe during periods of 
multipath fading. In this thesis, cross polarization and the effects of cancellers are not 
studied. 
It is important to be able to measure the performance of operating digital systems 
and to estimate the performance of proposed systems. The dynamic fading nature of 
the DMR channel makes the definition of a measure of perfo:r:mance difficult. The most 
popular measure is link outage, which is discussed in Section 4.4. 
This chapter reviews the aspects of DMR that are significant to the main thrust of 
this thesis. A more detailed review is provided by the tutorial series on DMR that ap-
peared in IEEE Communications Magazine from August 1986 to February 1987 [Taylor 
and Hartmann, 1986; Noguchi et al., 1986; Rummler et al., 1986; Chamberlain et al., 1986; 
Greenstein and Shafi, 1987; Yamamoto, 1987]. Townsend [1988] and Ivanek [1989] provide 
comprehensive references on DMR systems. 
4.1 Modulation and Demodulation 
The term modulation is often used broadly to refer to the signal mapping, pulse shaping, 
and carrier modulation functions of a transmitter. Similarly, the term demodulation often 
refers to the detection, matched filtering, and baseband recovery functions of a receiver. 
The functions of a basic modem (modulator/demodulator), with no countermeasures for 
multipath fading, are discussed in this section. 
4.1.1 Modulation 
Figure 4.1 shows the schematic of a basic modulator. The serial bit sequence, input to the 
modulator, is converted into the in-phase (I) and quadrature (Q) binary symbol sequences. 
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Figure 4.1 Schematic of a basic modulator. 
These I and Q symbol sequences are then mapped into multilevel analog pulse sequences, 
which are lowpassfiltered. Two sinusoidal carriers-derived from the local oscillator-at 
the same frequency but in phase quadrature are modulated by these pulse sequences. The 
modulated signals are then added and bandpass filtered. In practice, signals are usually 
modulated onto an intermediate frequency (IF) carrier to simplify hardware realization, 
and the IF signal is translated to a radio frequency (RF). 
The I and Q carriers are orthogonal, and can be used to transmit any two-dimensional 
signal constellation (or higher dimensionality if time orthogonality is also used). However, 
PSK and QAM are the most widely used constellations for DMR systems. 
4.1.2 Demodulation 
Figure 4.2 shows the schematic of a basic modulator. Initially the received signal is 
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Figure 4.2 Schematic of a basic demodulator. 
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carrier is removed from the received signal by multiplying it by quadrature sinusoids, which 
are phase and frequency locked to the transmitter local oscillator by the carrier recovery 
circuit. This process is known as coherent demodulation. The resultant baseband signals 
are then lowpass filtered and sampled once per symbol, at an optimum time spedfied by 
the timing recovery circuit. The sampled analog signal is converted by a detection circuit 
to binary symbol sequences i and Q, which are then converted to a serial bit sequence. 
The timing and carrier recovery circuits must extract their references from the received 
signal, so should be robust to the distortions introduced by multipath fading. A number of 
techniques can be used for carrier and timing recovery; these are reviewed by Franks [1980]. 
The effects of timing errors and frequency selective fading can be seen by examining 
eye diagrams [Proakis, 1989] like those in Figure 4.3 for 16-QAM. Optimum decision 
thresholds are located at the vertical midpoint of the eyes, and the optimum sampling 
time is located at the horizontal midpoint of the eyes. Figure 4.3a is the eye diagram 
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Figure 4.3 Eye diagrams of the I channel for 16-QAM. 
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tolerance to noise. Any timing error causes the receiver to sample at a time when the eye 
is not fully open, resulting in lSI. The effect of lSI caused by frequency selective fading 
is shown in Figure 4.3b. The lSI reduces the eye opening height even at the optimum 
sampling time, so the receiver becomes more susceptible to errors induced by noise. If the 
lSI is sufficiently severe, the eyes will close, and the lSI alone will cause decision errors. 
Carrier phase errors have the effect of rotating the signal constellation and introducing 
interference between the I and Q signals. 
4.1.3 Pulse Shaping 
To avoid lSI, it is necessary that the combined response of the square analog pulses, 
transmitter filters, receiver filters, and channel satisfy Nyquist's criterion for zero lSI (see 
Section 1.1.1). In practice, the channel impulse response may change with time and is often 
unknown. There are two solutions to this problem; either the receiver can be designed to 
adaptively cancel the effect of the channel or the channel can be assumed to be perfect 
(the DMR channel is nearly perfect most of the time). Adaptive receivers can achieve 
better performance than fixed receivers, but at the cost of increased complexity. 
The most popular Nyquist pulse shapes are from the family of raised-cosine pulses 
with impulse response 
h(t) = sin(7rt/T) cos(7rat/T) 
7rt/T 1 - (2at/T)2 (4.1) 
where 0 ::; a ::; 1 is called the roll-off factor. The frequency response of these pulses is 
{ 
T if If I «1 - ay2T 
H(I) = T cos2 e'1fTlfl~:(l-O:») if(l- a)/2T ::; If I ::;(1 + ~/2T 
o if If I >(1 + a)/2T 
( 4.2) 
Compromises must be made when choosing a. If a is near one, the bandwidth efficiency 
will be half that theoretically attainable. If a is near zero, manufacturing the filters will be 
more difficult and costly, and the pulse sidelobes will be higher, making the received signal 
more susceptible to time-dispersion. The most common values for a are 0.3 ::; a ::; 0.5. 
Another factor to be considered is the partitioning of the filter response between the 
transmitter and the receiver. The usual allocation of filtering is as follows. The transmit 
lowpass filter is designed to implement the combination of a root Nyquist filter J H (I) and 
an inverse sinc filter 27r fT /(sin27r fT), to convert the square pulses, of duration T seconds, 
to impulses. The transmit bandpass filter is designed for sideband rejection. The receive 
bandpass filter is designed for noise rejection and signal selection, while the receive LPF is 
designed as a root Nyquist filter JH(j)* (* denotes complex conjugation) and performs 
sideband rejection. The receive filter frequency response is the complex conjugate of the 
transmit filter frequency response, so that the impulse response of the receive filter is a 
time reversal of the transmit filter. This produces a matched filter at the receiver in the 
absence of fading. 
Nyquist filters can be implemented at a translated frequency, but their realization 
is more difficult than at baseband because of the additional requirement of conjugate 
symmetry. Analog or digital implementations can be used at baseband frequencies, but 
analog implementations must be used at IF because a digital implementation would require 
sampling at twice the highest frequency in the IF signal. Thus a sampling rate in excess 
of twice the IF would be necessary. 
34 CHAPTER 4 DIGITAL MICROWAVE RADIO SYSTEMS 
4.2 Multipath Fading 
DMR systems usually experience normal-unfaded-propagation conditions for a large 
proportion of time. An AWGN channel essentially exists under these conditions, and the 
design margins to guard against outage during periods of fading allow bit error rates of 
less than 10-10 to be achieved. 
Under normal propagation conditions, the refractive index of the atmosphere decreases 
with height, and the propagation path from transmitter to receiver curves approximately 
with the surface of the earth as illustrated in Figure 4.4a. Anomalous atmospheric con-
ditions can lead to the formation of inhomogeneous temperature and humidity profiles. 
The resulting layered atmosphere causes sharp changes in the vertical refractive index gra-
dients, giving rise to multiple propagation paths with different attenuations and delays. 
Thus the transmitted signal arrives at the receiver via a number of paths as illustrated 
in Figure 4.4b. These multiple paths cause the transmitted signal to be distorted at the 
receiver. Multipath fading occurs mainly in temperate climates on hot humid summer 
evenings with no clouds and little wind. 
------------------------------
(a) Normal propagation 
(b) Multipath propagation 
Figure 4.4 Propagation conditions. 
To analyze the effect of multipath fading on system performance, it is desirable to 
develop a model of the channel under this condition. We will consider channel models, 
which describe the frequency response of the channel, rather than atmospheric models, 
which describe the physical propagation. Siller [1984] and Rummler et al. [1986] provide 
excellent reviews of multipath fading and models for the DMR channel; they also give 
comprehensive lists of references. 
4.2.1 Channel Models 
The most popular channel models derive from the simplified three-path model, which has 
a transfer function 
( 4.3) 
4.2 MULTIPATH FADING 35 
where a is the flat fade term, b is the depth of the notch that occurs at frequency fo (notch 
frequency), and r is the relative delay between paths. In the time domain, the simplified 
three-path model becomes 
(4.4) 
This model is referred to as a three-path model because it considers a direct unfaded path, 
a second path close enough in delay so the combined response of these two paths has a 
constant magnitude a over the channel bandwidth, and a third path at relative delay r, 
which provides the frequency shaping of H(f). Whenever b =1= 0, the fading introduces 
notches in frequency, and the fading is frequency selective if H(f) is distorted over the 
channel bandwidth. Such fades are time-dispersive and cause lSI. 
The zeros in H(f) can be examined by expressing (4.3) in the Laplace domain to get 
( 4.5) 
where s = a + J27r f. The zeros in this response occur at 
s = In(b) Ir + J27r (fo ± klr) k = 0,1, ... (4.6) 
as illustrated by the zero-maps in Figure 4.5. IT r > ° and b < 1, or r < 0 and b > 1, 
the zeros lie in the left-half plane as shown in Figure 4.5a, and the response is minimum 
phase. IT r < 0 and b < 1, or r > 0 and b > 1, the zeros lie in the right-half plane as 
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(a) Minimum phase zero-map (b) Non-minimum phase zero-map 
Figure 4.5 Zero-maps for the simplified three-path model. 
the closer the zeros move to the J27r faxis, and the deeper are the notches in H(f). 
In general, minimum phase fading occurs more frequently than non-minimum phase 
fading for shallow fading events, and minimum and non-minimum phase fading occur with 
equal frequency for severe fading events [Rummler et al., 1986]. Some countermeasures 
for multipath fading are not equally effective against minimum and non-minimum phase 
fading. For example, a decision-feedback equalizer is more effective against minimum phase 
fading than non-minimum phase fading (see Section 4.3.1). 
The distortion caused by fading can be specified in terms of amplitude distortion and 
group delay distortion. Group delay is defined in terms of the phase response LH(f) of 
H(J) as 
D(J) ~ _ oLH(f) 
27rof (4.7) 
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Figure 4.6 Typical amplitude and group delay responses for H(J). 
A typical amplitude response of H(J) is shown in Figure 4.6a, and a typical group delay 
response of H(J) is shown in Figure 4.6b. Note that only a single notch can occur within 
a typical channel bandwidth. Parameters a and b are expressed in decibels by 
A ~ -20Iog10(a) 
B ~ -20log10(l- b) if 0::; b ::; 1 ( 4.8) 
~ -20 loglO(1- lib) if b > 1 
To avoid amplitude distortion, the amplitude response should be constant across the chan-
nel bandwidth. Group delay distortion can be avoided if the group delay is constant across 
the channel bandwidth. 
The three-path channel modelling function has been shown to provide a good fit to 
measured responses over a channel of bandwidth W when r < l/6W [RummIer, 1979], 
which is the case for the DMR channel. Most channel defects can be described as either 
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attenuation slopes (caused by out-of-band notches) or single notches. In practice, the 
three-path model actually has too many degrees of freedom for these channel conditions. 
Within measurement errors, a unique set of model parameters cannot be determined for a 
given measured channel response. To overcome this problem, Rummler et al. [1986] used 
a fixed value of 7" = 6.3 ns. Thus we have the Rummler model for the DMR channel. 
When the flat fading component is not of interest, the simplified three-path model can 
be reduced to a two-path model with frequency response 
(4.9) 
This is a purely time-dispersive fading model because it only considers a direct ray and a 
dominant interfering ray. It is useful when dispersive fading dominates over flat fading. 
4.3 Countermeasures for M ultipath Fading 
The use of constellations with more than sixteen signal points has led to the development 
of countermeasures to combat the undesirable effects of fading. 
Flat fading causes the received power level to vary; therefore, an automatic gain control 
(AGC) is normally used to maintain constant power in the receiver. The AGC, however, 
does not improve the degraded signal-to-noise ratio (SNR) that results from flat fading. 
This degraded SNR can be improved with diversity or error-control coding. 
To combat dispersive fading, we can use equalization, diversity, and error-control cod-
ing. Adaptive equalization is now included, to combat dispersive fadiIl.g, in all DMR 
systems with constellations of sixteen or more signal points. Space and frequency diver-
sity te~hniques are also popular as countermeasures to dispersive fading. Error-control 
coding techniques offer additional performance improvements by cleaning up the errors 
due to residual lSI after other count.ermeasures have been applied. This section discusses 
adaptive equalization, diversity, and error-control coding. 
4.3.1 Adaptive Equalization 
Adaptive equalization can be performed in either the time or frequency domains. Time-
domain equalization is the more natural form of equalization because the equalizer acts 
directly to reduce lSI. It is also the most effective equalization technique. 
Frequency-domain equalization is implemented at IF and adapted by monitoring the 
power spectrum at two or three frequencies, using a set of narrowband filters and com-
paring the measured powers with each other or with pre-determined undistorted levels 
maintained by the AGC. The first frequency-domain equalizers to be developed were lin-
ear amplitude-slope equalizers, which attempt to remove the spectral slope across the 
system bandwidth that can result from out-of-band notches. These equalizers provide 
good performance improvement for out-of-band notches, but provide little compensation 
for in-band notches. 
To compensate for in-band notches, notch equalizers were developed. Notch equalizers 
are resonant filters that track and attempt to remove a spectral notch within the system 
bandwidth. These equalizers have concave (n) group delay characteristics and can achieve 
significant reductions in distortion for minimum phase fading, which has convex (U) group 
delay. However, the group delay distortion is doubled for non-minimum phase fading, and 
performance is similar to that of a slope equalizer [Chamberlain et ai., 1986]. 
The simplest time-domain equalizer is an adaptive transversal filter (tapped delay-
line) as shown in Figure 4.7. The output of the equalizer y(nT) is produced by summing 
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linearly weighted samples of the received signal r(nT). The equalizer tap weights are Wi, 
-kl :::; i :::; k2, where kl is the number of weights to combat precursor distortion and k2 is 
the number of weights to combat postcursor distortion. This particular equalizer is known 
as a synchronously-spaced equalizer (SSE) because there is one tap per symbol (T-spacing). 
DMR systems typically use five- or seven-tap SSEs, with the centre tap as the reference 
(zero index) tap to give equal effectiveness against minimum and ,non-minimum phase 
fading. The equalizer taps and weights are generally complex to enable the simultaneous 
equalization of the I and Q channels and interference between them (crossrail lSI). 
Figure 4,7 Synchronously-spaced equalizer. 
Ideally the equalizer tap weights should be chosen to minimize the probability of a 
decision error in the receiver. This strategy, however, is difficult to implement in practice 
because the error probability is a highly nonlinear function of the tap weights. The more 
tractable criteria of minimum peak distortion or minimum mean-square error are usually 
used. 
Lucky [1965] developed the zero-forcing (ZF) algorithm that computes tap weights to 
force the samples of the combined channel and equalizer impulse response to zero at all 
but one ofthe (k1 + k2 + 1) T-spaced instants in the span of the equalizer. This minimizes 
the peak distortion 
D ~ 2:':-00 IRe [h(iT)] I + 2:~-00 lIm [h(iT)] I 
P - I Re [h( 0)] I ( 4.10) 
of the equalized impulse response h(t), subject to the constraints of the equalizer length 
and delay. The' on the summation indicates that the i = 0 term is not included. 
The optimum tap weights for an SSE to equalize a response h(t) using the ZF criterion 
are given by 
h(O) h( -(kl + k2)T) W-kl 0 
h(T) h( -(kl + k2 - l)T) 
W-I 0 
h(klT) h( -k2T) Wo 1 (4.11) 
WI 0 
h«kl + k2 - l)T) h(T) 
h«kl + k2)T) h(O) Wk2 0 
An infinite-length ZF equalizer is an inverse filter that inverts the folded frequency 
response of the channel. In practice, finite length equalizers that approximate the inverse 
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filter must be used. These may cause excessive noise enhancement at frequencies where 
the folded channel spectrum has high attenuation. The ZF criterion is only guaranteed to 
minimize peak distortion if the peak lSI before equalization is less than unity (eye open) 
[Lucky, 1965]. 
The minimum mean-square error (MMSE) criterion [Haykin, 1986] is more robust than 
the ZF criterion because it accounts for the noise by choosing tap weights to minimize 
the sum of squares of all lSI terms plus noise (mean-square error) at the output of the 
equalizer. Thus the signal-to-distortion ratio is maximized at the equalizer output, subject 
to the constraints of equalizer length and delay. The MMSE is a quadratic function of the 
tap weights; thus minimization of the mean-square error is always guaranteed, independent 
of noise or interference levels. 
The optimum tap weights for an SSE to equalize a response h(t) using the MMSE 
criterion are given by 
rhh(O) rhh( -(kl + k2)T) W-kl h*(kIT) 
rhh(T) rhh( -(kl + k2 - l)T) 
W-I h*(T) 
rhh(kIT) rhh( -k2T) Wo = h*(O) ( 4.12) 
WI h*( -T) 
rhh((kl + k2 - l)T) rhh(T) 
rhh((k l + k2)T) rhh(O) Wk2 h*( -k2T) 
where rhh(jT) = Ei h( iT)h*( (i - j)T) + O"~Oij and Oij is the Kronecker delta function 
0" _ { 1 if i = j 
l~ - 0 if i =1= j ( 4.13) 
Noise enhancement can be further reduced with a decision-feedback equalizer (DFE) 
[Belfiore and Park, 1979] as shown in Figure 4.8. The forward filter tap weights reduce the 
contribution ofthe precursors to the lSI (using the MMSE or ZF criterion), and the feed-
back filter tap weights cancel the postcursors within the span of the filter. This equalizer 
is nonlinear because of the hard-decision element in the feedback path. Since the feedback 
filter does not enhance noise, the DFE can compensate for amplitude distortion with less 
noise enhancement than a linear equalizer. The feedback mechanism can, however, result 
in the propagation of decision errors, but this is not catastrophic and does not significantly 
degrade performance at usable error rates. Typical DFE's in DMR have two or three taps 
in the forward filter and one or two taps in the feedback filter. 
DFEs perform well with minimum phase fading, when the post-cursor lSI is domi-
nant, but their performance is similar to that of a linear equalizer with non-minimum 
phase fading, when the precursor lSI is dominant [Chamberlain et al., 1986]. The overall 
performance of a DFE depends on the relative frequency of occurrence of minimum and 
non-minimum phase fading. 
The frequency response of an equalizer with synchronous tap spacings is periodic with 
period liT. Since Nyquist filters usually have 30 to 50% excess bandwidth, the sampled 
received signal is aliased. The effect of the aliasing is strongly dependent on the sampler 
phase [Qureshi, 1985]. In contrast, a fractionally-spaced equalizer (FSE) can offer im-
provements over a T-spaced equalizer. The FSE illustrated in Figure 4.9 has taps spaced 
at a fraction of a symbol period T~ = KT 1M where M and K are integers and M > K. 
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Decision 
device 
Figure 4.8. Decision-feedback equalizer. 
I---r-i .... 'D( nT) 
Practically, it is convenient to choose Ts = T/M where M is a small integer. An FSE 
can synthesize the best combination of adaptive matched filter and T-spaced equalizer 
within the constraints of its length and delay. The performance of an FSE is insensitive 
to sampler phase because the sampled received signal is no longer aliased (provided Ts is 
sufficiently small). It can also compensate for more severe delay distortion and deal with 
amplitude distortion with less noise enhancement than T-spaced equalizers. In practice, 
aT /2-spaced equalizer performs as well as or better than a T-spaced equalizer with the 
same number of taps, even though the span of the FSE is half the span of the SSE. The 
MMSE criterion is usually used with an FSE. 
, 
Figure 4.9 Fractionally-spaced equalizer. 
The operation of a time-domain adaptive equalizer typically involves two modes. First 
the equalizer must be trained. Training involves transmitting a known sequence of sym-
bols, which is matched against a synchronized version in the receiver to acquire informa-
tion about the channel characteristics. The training sequence is usually a pseudo-noise 
sequence. The error between the training sequence and the equalizer output sequence is 
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used to adjust the tap weights in accordance with the ZF or MMSE criteria. After train-
ing, the equalizer is switched to a decision-directed mode, in which the difference between 
hard and soft decisions is used to adjust the tap weights. Adaptive equalizers are often 
used to compensate for modem imperfections such as non-ideal filters, modulators, and 
amplifiers in addition to fading. 
Because the DMR channel only experiences time-dispersive fading for short periods of 
time, a formal training mode is not required. The system can be started under nominal 
propagation conditions, with the reference tap weight set to unity and all other tap weights 
set to zero. 
Transversal equalizers can be realized before demodulation at IF, using an analog im-
plementation, or after demodulation at baseband, using a digital implementation. The 
ZF algorithm is almost universally used for DMR applications because of its simple im-
plementation. 
Qureshi [1985] provides an excellent review of time-domain adaptive equalization tech-
niques. The review is oriented to voice-band modem applications, but much of the material 
is also applicable to DMR systems. 
4.3.2 Diversity 
The essence of diversity is to exploit the dynamic, frequency selective, or spatially selective 
properties of multipath fading. Space diversity is the most common diversity technique for 
DMR systems, and takes advantage of the spatially selective nature of multipath fading. 
Multiple receive antennas are used with sufficient vertical separation so that the paths from 
the transmit antenna to each receive antenna are essentially independent. The receiver 
then selects the best signal out of the multiple received signals or combines the signals so 
that the transmission is more robust to the fading. 
Frequency diversity takes advantage of the frequency selective nature of the fading. 
The same signal is transmitted on multiple carrier frequencies, and the receiver selects 
the best signal or combines the signals. Frequency diversity does not require additional 
antenna hardware, but does use bandwid~p. inefficiently. Lin et al. [1988] provide a review 
of diversity techniques for DMR systems. 
4.3.3 Error-Control Coding 
Error-control coding is particularly suitable for combatting errors due to the residual lSI 
after other countermeasures have been applied. It also provides resistance to errors induced 
by flat fading and lowers the background error rate under normal propagation conditions, 
when the channel is essentially an AWGN channel. 
Conventional error correcting codes with code rate kin require nlk times bandwidth 
expansion to accommodate the code redundancy. Consequently, low rate block and convo-
lutional codes have not been widely used because they compromise bandwidth efficiency. 
High rate block and convolutional codes can provide about 3 dB coding gain without 
excessive erosion of spectral efficiency. Trellis-coded modulation (TCM), however, is par-
ticularly suited to bandwidth efficient applications because the information rate and band-
width are not sacrificed to accommodate the code redundancy. TCM with Viterbi decod-
ing can achieve coding gains of 3-6 dB on an AWGN channel and also achieve significant 
coding gains on dispersive channels (see Chapter 5). The implementation of a Viterbi 
decoder at DMR data rates is difficult with current technology, but will be possible in the 
near future using very large scale integration (VLSI) and parallel computing architectures. 
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QUALCOMM currently market a VLSI circuit containing a convolutional encoder and a 
Viterbi decoder capable of operating at 25 Mbits/s [QUALCOMM, 1990]. 
Error correcting codes can actually achieve larger performance gains than diversity 
techniques on channels experiencing normal propagation or flat fading. A diversity system 
with two diversity branches and maximal-ratio combining can provide a maximum of 3 dB 
gain on an AWGN channel. An error correcting code can provide 3-6 dB gain on the same 
channel, with a potentially lower cost. 
4.4 Measures of Performance 
The most useful measures of performance for digital communication systems are usually 
based on the probability of an error Pre] in a specified unit of data. The performance 
of a DMR system with normal propagation conditions or with flat fading depends only 
on the SNR of the received signal (neglecting modem imperfections). Curves of Pre] as a 
function of SNR are often used so that the distance between repeaters can be chosen to 
give an SNR that yields a desired pre]. 
To measure the average performance of a system over a period of time, we must consider 
the duration of fading events and the statistics of the fade parameters. A threshold on bit 
error rate (BER) is set, for example BER = 10-3 , and when the system performance is 
worse than this threshold, the system is deemed to be in outage. The outage time is the 
accumulation of all periods of outage within a given time span-one year for example. 
The International Telephone and Telegraph Consultative Committee (CCITT) has 
defined performance objectives in terms of budgets for severely errored seconds, degraded 
minutes and error-free seconds [CCITT, 1988]. In addition, a residual BER value must be 
respected. The.severely errored seconds measure is defined as the percentage of seconds 
during which the BER exceeds 10-3 , and degraded minutes is defined as the percentage 
of minutes during which the BER exceeds 10-6 • Error-free seconds is defined as the 
percentage of whole seconds that are error free in a specified measurement interval covering 
many seconds. The residual BER is the BER measured in the absence of fading. 
The most accurate way to estimate the outage of a DMR system on a particular path 
is to install the system on the path and measure the outage time. This method, however, 
is very expensive and time consuming because we must wait for fading to occur naturally. 
A more satisfactory technique for designing systems is to use a statistical model for the 
multipath channel. The channel can be simulated in hardware and the actual modem 
used, or the channel and modem can be simulated in computer software. To compute the 
system outage, the following procedure is used [Greenstein and Shafi, 1987]: 
1. Choose a performance measure and threshold. 
2. Choose a statistical channel model. 
3. Find the region of channel model parameters n over which the performance is worse 
than the specified threshold. 
4. Find the fraction of fade responses for which model parameters Jie within n. 
Step 4 can be performed by integrating the joint pdf of the model parameters over n or by 
generating many sets of model parameters using Monte Carlo techniques and counting the 
fraction of fades within n. This fraction is known as the conditional outage probability. 
The outage time in a year can be computed by multiplying the conditional probability of 
outage by the total number of fading seconds Tj per year. To measure the total number of 
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fading seconds per year, criteria must be established that reliably indicate the occurrence 
of fading. Usually, fluctuations in the power spectral density across the system bandwidth 
are monitored. 
Lundgren and Rummler [1979] found that outage time was dominated by frequency 
selective fading rather than flat fading; consequently, they used a two-path fading model. 
With this approach, the outage region is defined by the system signature curve or M-
curve, as shown in Figure 4.10. The AGC combats flat fading, so the two-path model is 
satisfactory in many cases. If flat fading is important, the outage region must be defined 




Figure 4.10 A typical system signature curve. 
4.5 Conclusion 
This chapter has discussed some important aspects of DMR systems. We will use the 
two-path Rummler model to describe the DMR channel. The DMR systems we will study 
use large signal constellations and incorporate equalization and TCM, but not diversity. 
The lSI that exists after non-ideal equalization is called residual lSI. We are interested 




Performance Estimation by 
Simulation 
Simulation is a useful tool in the estimation of the performance of a digital communication 
system when a mathematical analysis is intractable, such as for coded systems on channels 
that introduce intersymbol interference (lSI). Monte Carlo simulation [Jeruchim, 1984] 
involves building a model of the system, usually in computer software, and estimating the 
probability of an event by empirical techniques. The model of the system must incorporate 
accurate statistical models of the sources of data and disturbances. 
In this chapter we use Monte Carlo simulation to estimate the error rate for a unit 
of data at the receiver, when a block of data is transmitted. The size of the block of 
data governs the accuracy of the estimate. If the errors are mutually independent, the 
simulation time for a given accuracy is inversely proportional to the error rate. Hence, 
there is a lower limit to the error rates that can be estimated by simulation. 
To measure low error rates « 10-2 ), Monte Carlo simulations must generate a large 
number of events that are not error events. Si~ulation times can be reduced, or conversely 
the lower limit on error rate can be reduced, by using variance reduction techniques 
[Jeruchim, 1984]. Importance sampling is a variance reduction technique that can be used 
in Monte Carlo SImulations; it involves biasing the channel statistics so that the important 
events (those that cause errors) occur more often, and then unbiasing the estimated error 
rate to get the true error rate. Unfortunately, this technique is difficult to apply with 
Viterbi decoding because of the memory in the decoder. Herro and Nowack [1988] have 
used importance sampling to simulate a convolutional encoder with Viterbi decoding on 
an additive white Gaussian noise (AWGN) channel. Their simulation times are up to 20 
times less than those for Monte Carlo simulation. Chen et al. [1990] have studied several 
variance reduction techniques for systems with memory. Some of these techniques show 
improvements over importance sampling. 
We study the performance of digital microwave radio (DMR) systems with trellis-coded 
modulation (TCM), using Monte Carlo computer simulations. Because we can only use 
Monte Carlo simulation to estimate error rates down to about 10-5 , we will adopt an 
analytical approach to estimate lower error rates. The intention of the work reported in 
this chapter is to support the study of analytical performance bounds with lSI in Chapter 7. 
A number of recent studies, independent of this study, have used simulation to examine 
the performance of TCM on channels that introduce lSI. Wong and McLane [1988] studied 
the application of TCM to high frequency radio channels. Their results show that TCM can 
achieve some performance improvement with the residual lSI introduced by this channel 
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after non-ideal equalization. Chouly and Sari [1988] examined the application of TCM to 
DMR systems without equalization. They show that coding gains are possible with the 
lSI introduced by light multipath fading, but the advantages of TCM are rapidly eroded 
with the deep fading often experienced by real systems. Therefore, TCM alone cannot 
be regarded as a countermeasure to fading, and any commercial DMR systems employing 
TCM must use adaptive equalizers, or other countermeasures, to significantly reduce the 
effects of frequency selective fading. Despinic et al. [1989] show that modest improvements 
in link outage can be obtained by applying TCM to a 256-QAM system with equalization. 
We consider a 256-QAM DMR system with a data rate of 140 Mbits/s, and examine 
its performance when the data is trellis coded and mapped onto either a 512-CR or a 
1024-QAM signal set [Carlisle et al., 1990a]. The effects of different equalizers, codes, 
and decoding depths on performance are examined for a variety of multipath channels. 
Further specifications for the systems simulated are given in Section 5.1. The performance 
ofthe systems is measured by studying symbol error rate (SER) as a function of signal-to-
noise ratio (SNR), and by estimating link outage. We are interested in the improvements 
that TCM can offer in terms of coding gain and reduction of the symbol error rate on a 
residual lSI channel, and how these improvements compare to those possible on an AWGN 
channel. These aspects of performance are studied in Section 5.2. We are also interested 
in the improvements that TCM can offer in terms of link outage on a residual lSI channel. 
The performance of DMR systems in terms of link outage is studied in Section 5.3. 
5.1 Simulation Specifications 
A general block diagram for the DMR systems that were simulated is given in Figure 5.1. 
Both coded and uncoded DMR systems were simulated for a variety of fading conditions. 
For the uncoded systems, the convolutional encoder and Viterbi decoder were removed, 
and the signal mapper was modified to perform Gray code mapping. Transmit and receive 
filters were root Nyquist filters with a combined frequency response from the raised cosine 
family. The roll-off factor ofthe raised cosine response was a = 0.3. A Nyquist bandwidth 
of 17.5 MHz was used, this corresponds to an information rate of 140 Mbits/s for the 8 
bits per symbol transmitted by the DMR systems. 
The effect of multipath fading on the DMR channel was modelled using the RummIer 
model (see Section 4.2.1), with a delay between paths of T = 6.3 ns. Automatic gain 
control (AGC) was applied to restore signals to their unfaded power levels. 
Three types of equalizer were used in the simulated systems-a synchronously-spaced 
equalizer (SSE), a fractionally-spaced equalizer (FSE) with a T /2 tap spacing, and a 
decision-feedback equalizer (DFE). All equalizers had five taps because this is a popu-
lar choice in commercial DMR systems. For the synchronously- and fractionally-spaced 
equalizers, the centre tap was the reference, and tap weights were optimized using the 
minimum mean-square error (MMSE) criterion. The DFE consisted of a forward filter 
with three taps (two precursor taps and a reference tap) and a feedback filter with two 
taps. The tap weights of the forward filter were optimized using either the MMSE or the 
zero-forcing (ZF) criterion, and the tap weights of the feedback filter were set to cancel 
the postcursor lSI within the span of the filter. The receiver sampling instants were ad-
justed to the maximal eye opening point using square law envelope detection prior to the 
equalizer, followed by narrowband filtering of the spectral line at the baud rate [Amitay 
and Greenstein, 1984]. 
An un coded 256-QAM system was used as a reference system against which the coded 
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Figure 5.1 Block diagram of DMR system incorporating equalization and TCM. 
systems could be compared. The bandwidth efficiency of this system was the same as the 
coded systems. 
Two types of TCM scheme were studied. In one scheme, the in-phase (I) and quadra-
ture (Q) channels were encoded separately as suggested by Thapar [1984]. Due to the 
reduced number of signal points per subset, compared to a standard Ungerboeck code, 
fewer metric calculations.were required for subset decoding. This resulted in a significant 
reduction of computational cost compared to treating the channels together. A similar 
idea has recently been suggested by Viterbi et aI. [1989] as a pragmatic approach to the 
implementation of TCM. The rate 1/2, v = 2 (two binary memory elements) convolutional 
encoder shown in Figure 5.2a was used to add one redundant bit per symbol. Two of these 
encoders were used; one on the I channel and one on the Q channel. This resulted in a 
1024-QAM coded signal constellation, which will be referred to as the coded 1024-QAM 
system. Separate Viterbi decoders were used to decode the I and Q channels. 
The other TCM schemes used a single encoder for the I and Q channels, and mapped' 
onto a 512-QAM constellation in the shape of a cross (512-CR). The rate 2/3, v = 3 
convolutional encoder shown in Figure 5.2b was used to add one redundant bit per symbol. 
This particular rate 2/3 convolutional encoder is nonlinear and produces a TCM scheme 
that is invariant to carrier phase errors of 90° [Wei, 1984b]. To examine the effect of 
convolutional encoder memory on performance, the 512-CR signal constellation was also 
simulated with the rate 2/3, v = 5 convolutional encoder shown in Figure 5.2c. These 
systems will be referred to as coded 512-CR systems. 
The relative performance of the TCM schemes at high SNRs on an AWGN channel 
can be measured by comparing their asymptotic coding gains. Table 5.1 contains values 
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(a) Rate 1/2," 2 
(b) Rate 2/3." 3 
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(c) Rate 2/3. ,,= 5 
Figure 5.2 Convolutional encoders. 
of asymptotic coding gain, computed using (3.7), for the various TCM schemes. Values 
of squared free distance d}ree and average energy E. in the signal constellation are also 
given, where d is the minimum distance between signal points in the QAM constellations. 
Notice that 1/ 5 coded 512-CR has the highest asymptotic coding gain, and 1/ = 2 coded 
1024-QAM has the lowest asymptotic coding gain. Thus, on an AWGN channel, except at 
low SNRs, 1/ 5 coded 512-CR achieves the best performance and 1/ = 2 coded 1024-QAM 
has the worst performance. We will see that this relative performance of the codes also 
holds with residual lSI. 
The Viterbi decoder used a soft Euclidean metric (within the precision of the com-
puter) on which to base its decisions. Forced decisions (see Section 3.3.1) were made by 
selecting the path with the lowest metric. In a real implementation, the Viterbi decoder 
would use quantiza.tion of eight levels between signal points, and forced decisions would 
5.2 ERROR RATE RESULTS 
TCM E 
uncoded 256-QAM 42.5<f 
,,= 2 coded 1024-QAM 170.5d2 
" = 3 coded 512-CR 82.5d2 











Table S.l Avenge signal point energy. squued free diatance, and uymptotic coding gain for the 
various TCM schemes. 
probably be made by selecting any path. As a result of these differences, we can expect 
our simulations to show a marginally better performance than might be expected with a 
real implementation. However, the method used is consistent with the analytical approach 
in Chapter 7. 
Decoding depths offour to six constraint lengths were used in the Viterbi decoder (see 
Section 3.3.1). A decoding depth of twelve symbols was used for the coded 1024-QAM 
system. For the 1/ = 3 and 1/ = 5 coded 512-CR systems, decoding depths of twelve and 
twenty were used respectively; simulations with double these decoding depths produced 
increments in coding gain of less than 0.1 dB. 
All results were obtained by computer simulations, using the Monte Carlo technique 
on equivalent lowpass representations (see Section 2.2) of signals and transfer functions. 
Thus the modulator and demodulator were not explicitly simulated. Symbol error rates 
were computed down to about 10-5 , which was the practical limit with the computing 
resources available. For an uncoded system with no lSI, the symbol errors are independent 
and binomially distributed. In this case, the variance of the error rate estimate is given 
by 
(5.1) 
where Pe is the actual error rate, Pe is the estimated error rate, and N is the number 
of trials. With the introduction of coding and lSI however, symbol errors are no longer 
independent, and the binomial distribution does not apply. The dependence between 
errors increases the variance of the error rate estimate. To obtain reasonable confidence 
on all results, within the constraints of computer time, the systems were simulated until 
at least one hundred symbol errors had been detected. 
5.2 Error Rate Results 
Simulations were performed to determine the coding gains and symbol error rates (SERs) 
of the various combinations of equalizer and TCM on an AWGN channel and frequency 
selective channels. To avoid simulating dynamic fading channels, three representative 
stationary fade characteristics conforming to the RummIer model were considered, and the 
equalizer tap weights were held fixed at their optimum values throughout a simulation. The 
fading conditions selected were a spectral notch with 10 = 0 MHz (centred spectral notch), 
a spectral notch with 10 = 4 MHz (offset spectral notch), and a spectral slope across the 
system bandwidth. The depth of the centred spectral notch was selected to be 16 dB, 
which gave a residual distortion level (see (4.10)) of Dp = 0.05 following equalization 
by the five-tap SSE. The other fading conditions were selected to give the same residual 
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distortion with a five-tap SSE, resulting in an offset spectral notch of depth 9.4 dB and a 
spectral slope of 0.257 dB/MHz (4.5 dB amplitude variation over the Nyquist bandwidth). 
The performance of the various DMR systems is calculated by adding white Gaussian 
noise to the faded channel and plotting SER against SNR. To specify the performance 
benefits of TCM quantitatively, we also calculate the coding gain for SER = 10-4 and the 
reduction in SER for a given SNR. 
In some of the results presented, the coding gain with residual lSI is greater than with 
AWGN alone. This cannot be interpreted as the code performing better with residual lSI 
than with AWGN alone. When the SER curves reach an error floor, it could be said that 
there is infinite coding gain, but the coded system is not performing infinitely better than 
the un coded system. For these reasons, although coding gain is an appropriate measure 
of code effectiveness on an AWGN channel, it is better to consider gains in SER when the 
residual lSI is more severe (has greater variance) than the AWGN. 
We define SER gain as the base ten logarithm of the ratio of uncoded SER to coded 
SER at a given SNR. A reference SER of 10-2 for the uncoded system has been used so that 
gains of up to two orders of magnitude (OM) can be measured from the results. It would 
be preferable to to use a.1ower reference SER (e.g. 10-4), but this would require SERs to 
be estimated down to about 10-7, which is not possible with the resources available. 
We consider each of the four channel conditions separately, and then discuss the overall 
trends observed. The simulation results are presented in the form of graphs of SER versus 
SNR, and specific performance measures are summarized in a table. 
5.2.1 Additive White Gaussian Noise 
The symbol error rate of the various TCM schemes on the AWGN channel is shown as 
a function of SNR in Figure 5.3. Table 5.2 summarizes the levels of SNR that yield 
SER = 10-4 for the uncoded and coded systems, the coding gain (difference between the 
coded and uncoded SNRs), and the SER gain measured from Figure 5.3. The table also 
summarizes the asymptotic coding gains of the various TCM schemes relative to uncoded 
256-QAM. 
All the codes achieve coding gains at SER = 10-4 that are in excess of 65% of the 
asymptotic coding gains. Despite having greater free distance (see Table 5.1), the coded 
l024-QAM system achieves less coding gain and SER gain than either ofthe coded 512-CR 
systems. This is primarily due to the higher average energy in the 1024-QAM constellation. 
Incidentally, if the v = 3, rate 2/3 convolutional encoder had been used in the coded 1024-
QAM systems, the asymptotic coding gain would still have been 3.51 dB because the free 
distance is not improved. Thus, encoding the I and Q channels separately will reduce the 
complexity of the decoder, but the performance of the system is worse than that of similar 
System SNR (dB) for SER = 1O-{ SNR (dB) SER 
TCM uncoded coded gain asymptotic gain gain 
/I = 2 coded 1024-QAM 31.3 29.1 2.2 3.51 0.8 
/I = 3 coded 512-CR 31.3 28.6 2.7 4.11 1.3 
v = 5 coded 512-CR 31.3 28.1 3.2 4.90 2.0 
Table 5.2 SNR levels, coding gains, and SER gains for the DMR systems on the AWGN channel. 
5.2 ERROR RATE RESULTS 
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Figure 5.3 SER versus SNR curves for the DMR systems on the AWGN channel. 
schemes that encode the I and Q channels together. 
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The effect of increasing the memory in the convolutional encoder for coded 512-CR 
from v-= 3 to v = 5 is a 0.5 dB increase in coding gain and a 0.7 OM increase in SER 
gain. 
5.2.2 Centred Spectral Notch 
The symbol error rate of the various TCM schemes on the centred notch channel is shown 
as a function of SNR in Figures 5.4a and b. Table 5.3 summarizes the levels of SNR that 
yield SER = 10-4 for the uncoded and coded systems, the coding gain, and the SER gain 
measured from Figure 5.4. 
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Table 5.3 SNR levels, coding gains, and SER gains for the DMR systems on the centred notch 
channel. 
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Figure 5.4 SER versus SNR curves for the DMR systems on the centred notch channel. 
system on an AWGN channel gives a measure of the residual lSI and how well the equalizer 
is performing. Similarly, a comparison of SNR for a coded system with the same coded 
system on an AWGN channel gives a measure of how well the combination of equalizer 
and code is performing. 
The coding gains for the codes with an SSE are all higher than for the AWGN channel, 
but the SER gains are very similar to those for the AWGN channel. The systems with an 
FSE do not perform well due to the short span of the equalizer and the lack of crossrail 
interference for the equalizer to work on. However, the v = 3 coded 512-CR still provides 
an SER gain of 1.3 OM. The SER gain of v = 3 coded 512-CR with the ZF-DFE is 0.3 OM 
less than with the SSE. Performance measures could not be determined for the MMSE-
DFE because of the severely degraded performance compared to the other equalizers. The 
poor performance of the MMSE-DFE is due to attenuation of the cursor in the equalized 
impulse response, as discussed in Appendix 5A. 
The effect of increasing the memory in the convolutional encoder for coded 512-CR 
from v = 3 to v = 5 is a 0.7 dB increase in coding gain and a 0.7 OM increase in SER 
gain. 
5.2.3 Offset Spectral Notch 
The symbol error rate of the various TCM schemes on the offset notch channel is shown 
as a function of SNR in Figures 5.5a and b. Table 5.4 summarizes the levels of SNR that 
yield SER = 10-4 for the uncoded and coded systems, the coding gain, and the SER gain 
measured from Figure 5.5. 
The coding gains for the codes with an SSE are again higher than for the AWGN 
channel, and the SER gains are very similar to those for the AWGN channel. The v = 3 
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Table 5.4 SNR levels, coding gains, and SER gains for the DMR systems on the offset notch channel. 
coded 512-CR in combination with the FSE achieves the best performance. The use of 
an MMSE-DFE again yields the worst performance due to cursor attenuation (Appendix 
5A). The performance of the DFE is significantly improved by using the ZF criterion 
rather than the MMSE criterion. The SER gain of v = 3 coded 512-CR with either DFE 
is less than with the other equalizer types. 
The effect of increasing the memory of the convolutional encoder for coded 512-CR 
from v = 3 to v = 5 is a 0.6 dB increase in coding gain and a 0.7 OM increase in SER 
gain. 
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5.2.4 Spectral Slope 
The symbol error rate of the various TCM schemes on the slope channel is shown in 
Figures 5.6a and b. Table 5.5 summarizes the levels of SNR that yield SER = 10-4 for the 
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Table 5.5 SNR levels, coding gains, and SER gains for the DMR systems on the slope channel. 
The trends observed in tp.ese results are very similar to those observed for the offset 
notch. The exception is that the SER gains of the coded 512-CR schemes with an SSE 
are degraded compared to the SER gains on an AWGN channel. This suggests that the 
coded 512-CR performs better with the residual lSI from a notch equalized with an SSE, 
than with the residual lSI from a slope equalized with an SSE. 
The effect of increasing the memory of the convolutional encoder for coded 512-CR 
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from v = 3 to v = 5 is a 0.9 dB increase in coding gain and a 0.7 OM increase in SER 
gain. 
5.2.5 Discussion of Results 
For all the cases of residual lSI considered, the coding gain at the reference level of SER = 
10-4 was greater than or equal to the coding gain for an AWGN channel. In some cases, 
the coding gain with residual lSI was up to 55% larger than with AWGN. However, coding 
gain is a performance measure that is most appropriate for AWGN channels, and we cannot 
conclude that TCM offers greater performance improvements with residual lSI than with 
AWGN alone. In contrast with the coding gain results, the SER gains with residual lSI 
are generally very similar to those with AWGN. This suggests that TCM offers similar 
performance gains with residual lSI to those with AWGN alone. 
The improvements in coding gain when the memory in the convolutional encoder is 
increased from v = 3 to v = 5 are primarily due to the larger free distance of the v = 5 
code. But when the additional memory increases the constraint length of the encoder, it 
will also offer greater resistance to burst errors. 
The SER gains are somewhat independent of the residual lSI characteristics, indicating 
that the codes are just as effective with the combination of residual lSI and AWGN as 
they are with AWGN alone. In general, the SER at the 10-2 reference level is improved by 
one to two orders of magnitude by the addition of coding. The SER gain results would be 
more useful if we could measure them at a lower SER, but this would require impractically 
long simulation times. 
Although coding gain indicates the code performance for a given equalizer, it does not 
measure the overall performance of the code and equalizer in combination. The overall 
performance can be measured by comparing the SNRs of the various systems for SER = 
10-4 . Except for the centred notch, we find that the FSE performs with the lowest SNR, 
even though it spans only 2.5 symbols with its five taps. In the case of the centred notch, 
the performance of the FSE degrades in comparison to longer-span synchronously-spaced 
equalizers. An FSE with a five-symbol span cannot perform worse than any of the other 
five-tap linear equalizers, and will generally perform significantly better than all other 
five-tap' equalizers. 
From the simulations in this section, we conclude that coding is able to reduce the 
error rate following imperfect equalization. To measure the average performance over a 
full range of fading conditions, we now compute link outage probabilities. 
5.3 Outage Probability Results 
The International Telephone and Telegraph Consultative Committee (CCITT) defines link 
outage in terms of budgets for severely errored seconds, degraded minutes, and error-free 
seconds [CCITT, 1988]. A residual BER value must also be respected. The definition of 
each of these terms is given in Section 4.4. Note that in the last section the performance 
measures were based on SER, but that in this section they are based on BER. The BER is 
always less than the SER; however, the exact relationship between BER and SER depends 
on the signal mapping, for an uncoded system, and the TCM scheme, for a coded system. 
To investigate the improvements in outage possible with TCM, signatures for specific 
bit error rates of 10-3 and 10-4 were calculated by finding the fade depth that produced 
these error rates at notch frequencies (fo) positioned inside and outside the system band-
width. Relative measures of severely errored seconds and degraded minutes for systems 
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experiencing multipath fading can be estimated from the system signatures at BER = 10-3 
and BER = 10-6 respectively. Unfortunately, BER = 10-6 values require excessive com-
puter time to simulate, so signatures were calculated for BER = 10-3 and BER = 10-4 
thresholds. Trends in performance will be deduced from these results. 
The error-free seconds and residual BER measures cannot be verified directly because 
they involve error rates much lower than those that can be estimated by simulation. 
However, from the the known characteristics of TCM it is possible to infer the effect of 
TCMon these measures. 
5.3.1 System Signatures 
All signatures were obtained by iteratively adjusting the notch depth at a given notch 
offset frequency until the threshold BER was obtained at the receiver. An SNR of 60 dB, 
which is a commonly used nominal value in the absence of flat fading, was maintained. 
The signatures for BER = 10-3 are given in Figure 5.7a, and those for BER = 10-4 are 
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Figure 5.7 System signatures. 
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given in Figure 5.7b. Since they are symmetrical about fo = 0 MHz, only half of the 
signatures are shown. 
As shown in Figure 5.7 a, the unequalized signatures are poor for both the coded 
and uncoded systems, thus verifying that TCM alone is not a useful countermeasure to 
multipath fading [Chouly and Sari, 1988]. 
The contrasting performance of the different types of five-tap equalizers is made im-
mediately apparent by the signatures. The SSE shows good tolerance to notches in the 
range fo = 0 to 4 MHz, but the tolerance of the FSE to in-band slope is reflected in its 
superior performance for fo > 4 MHz. Within the range fo = 0 to 1 MHz, the ZF-DFE 
signatures are the best, but overall are only marginally better than those for the SSE. The 
signatures for the systems with an MMSE-DFE are worse than the signatures of all the 
other equalized systems for all notch offset frequencies. 
Comparison of the signatures for a given equalizer with and without coding leads to the 
conclusion that, despite the significant coding gains found previously, the improvements in 
outage offered by TCM are relatively small at BER levels of 10-3 and 10-4 • A quantitative 
evaluation ofthis observation was made by computing outage probabilities from the system 
signatures. 
5.3.2 Outage Computation from Signatures \ 
The probability of outage, . given that multipath fading is occurring, is known as the 
conditional probability of outage 
(5.2) 
wheren is the system signature for a given level of BER, and p(B) and p(!o) are the 
probability density functions of the notch depth and frequency parameters during fad-
ing. In practice, multipath fading is deemed to be occurring when the power spectral 
density, measured across the system bandwidth at the receiver, fluctuates more than a 
predetermined level. 
To obtain realistic estimates of outage, typical probability density functions p(B) and 
p(!o) were formed from propagation measurements made during periods of multipath 
fading on a 60 km over-water path in New Zealand [McKay and Shafi, 1988]. These 
probability density functions are shown in Figures 5.8a and b. Numerical integration 
techniques were used to evaluate (5.2). 
Results of the conditional outage probability computations for BER = 10-3 are given 
in Table 5.6, which presents the conditional outage probabilities and the percentage im-
provements in outage due to coding. Comparison of the conditional outage probability 
figures for the uncoded systems shows that the outage of the systems with SSE, FSE and 
ZF-DFE equalizers will be improved by factors of 17, 33, and 26 over an unequalized 
channel. Thus, the equalizer is an important countermeasure for reducing outage. Again, 
although it only has half the symbol span of the other equalizers, the FSE performs the 
best. 
Conditional outage probabilities and percentage improvements in outage for BER = 
10-4 are presented in Table 5.7. For the particular probability distributions of the fade 
parameters that have been assumed, and for v = 3, the percentage reduction in outage by 
incorporating coding is greatest for the FSE. Increasing the memory in the convolutional 
encoder to v = 5, in combination with an SSE, gives a marked improvement in outage. It 
is expected that this improvement will carryover to the v = 5 coded 512-CR with any of 
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Figure 5.8 Probability density functions of fading model parameters for an over-water path in New 
Zealand. 
From the figures given in Table 5.6, the improvement in severely errored seconds (refer-
ence level of BER = 10-3 ) brought about by coding will be insignificant. Although results 
could not be obtained for BER = 10-6 , the trends of improved outage due to coding as 
BER goes from 10-3 to 10-4 are expected to continue, giving useful gains in the degraded 
minute objective. 
Despinic et al. [1989] have independently estimated outage improvements of up to 28% 
due to coding, when BER = 10-3 for v = 3 coded 512-CR with a five-tap FSE. There are 
two possible explanations for this result being larger than the results presented here. First, 
they considered outage due to flat and dispersive fading, whereas only dispersive fading has 
been considered in this study. Second, their technique for computing conditional outage 
probabilities was different to the technique just described, and different fade parameter 
statistics were used. 
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System configuration Conditional outage Coding outage 
Equalizer Modulation probability improvement 
none un coded 256-QAM 8.83 X 10-1 reference 
/I = 3 coded 512-CR 8.92 X 10-1 -1.0% 
SSE un coded 256-QAM 5.21 X 10-2 reference 
/I = 3 coded 512-CR 5.46 X 10-2 -4.8% 
/I = 5 coded 512-CR 4.89 X 10-2 +6.1% 
FSE un coded 256-QAM 2.48 X 10-2 reference 
/I = 3 coded 512-CR 2.44 X 10-2 +1.6% 
ZF-DFE un coded 256-QAM 3.42 X 10-2 reference 
/I = 3 coded 512-CR 4.52 X 10-2 -32.2% 
MMSE-DFE /I = 3 un coded 256-QAM 8.53 X 10-2 reference 
/I = 3 coded 512-CR 9.46 X 10-2 -10.9% 
Table 5.6 Conditional outage probabilities and outage improvements due to coding for BER = 10-3 • 
System configuration Conditional outage Coding outage 
Equalizer Modulation probability improvement 
SSE uncoded 256-QAM 6.95 X 10-2 reference 
/I = 3 coded 512-CR 6.45 X 10-2 +7.2% 
/I = 5 coded 512-CR 5.70 X 10-2 +18.0% 
FSE uncoded 256-QAM 2.86 X 10-2 reference 
/I = 3 coded 512-CR 2.57 X 10-2 +10.1% 
ZF-DFE uncoded 256-QAM 4.84 X 10-2 reference 
/I = 3 coded 512-CR 4.92 X 10-2 -1.7% 
Table 5.7 Conditional outage probabilities and outage improvements due to coding for BER = 10-4.. 
5.3.3 Error-Free Seconds and Residual Bit Error Rate 
The error-free seconds (EFS) objective is specified as 99.68% EFS for a 2500 km, 64 kbits/ s 
reference channel [CCITT, 1988]. For a hop length of 50 km, and assuming a linear appor-
tionment of the EFS objective, this translates to 99.9936% EFS for each hop. To estimate 
the corresponding symbol error rate, we assume a binomial distribution for symbol errors, 
so that the symbol error probability and percentage error-free seconds are related by 
EFS = 100(1- SER)R. (5.3) 
where Rs is the symbol rate. This estimate of EFS is pessimistic because independent 
error events, rather than bursts, have been assumed. For 8 bit source symbols (256-QAM) 
on a 64 kbits/s channel, Rs = 8000 symbols per second, so that (5.3) gives SER = 8 X 10-9 
at the target EFS. This corresponds to BER :::::J 10-9 when the symbols are Gray-encoded. 
For BER = 10-9 , it is impractical to use simulation to study the gains in the EFS 
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margin due to the coding. Indeed, the measurements to verify that a real system is meeting 
the EFS objective require many months of monitoring. When BER = 10-9 , however, the 
coding gain is close to its asymptotic value, so the TCM will result in a significantly lower 
BER and help to meet the EFS objective. 
This reduction in error rate, due to TCM, will also significantly increase the margins 
by which DMR systems meet the residual BER objective for a 2500 km reference channeL 
5.4 Conclusion 
Simulation has been used to study the improvements that TCM can make to the perfor-
mance of an equalized 256-QAM digital microwave radio system. Although coding gain 
was achieved with v = 2 coded 1024-QAM on an AWGN channel, useful additional coding 
gain of 0.5 dB was obtained with v = 3 coded 512-CR. A further 0.5 dB of coding gain 
was achieved by increasing the memory of the code to v = 5. 
The ability of TCM to compensate for residual lSI was demonstrated by the coding 
gain being maintained or increased, over that for AWGN alone, for a given SER in a 
residual ISI/ AWGN environment. The SER gain at a reference level of 10-2 , for a given 
code, was approximately constant for the residual lSI and AWGN channels, indicating 
that TCM is just as effective on a residual lSI channel as it is on an AWGN channel. The 
results also indicate that TCM combined with fractionally-spaced equalization offers better 
overall performance than TCM with synchronously-spaced or decision-feedback equalizers. 
Optimum decoding depths for a residual lSI channel were found to be about the same as 
those for an AWGN channeL 
Link outage is an important measure of DMR system performance. TCM with an 
FSE had the l~west outage of the systems simulated, at both the 10-3 and 10-4 BER 
thresholds, and showed the largest improvements for a given code. The use of TCM does 
not always result in an improvement to the severely errored seconds component of outage 
(BER = 10-3 ); however, at BER = 10-4 improvements in outage do occur. The trends 
lead us to speculate that these improvements will be even greater at BER = 10-6 (degraded 
minutes), and that trellis-coded systems can achieve better error-free second and residual 
BER performance than equivalent uncoded systems. Codes with increased memory can be 
expected to provide further improvements in outage, but achievement of the improvements 
with coding will require first level countermeasures by adaptive equalization. 
The results of this study are encouraging because they demonstrate that TCM can be 
used as a countermeasure for residual lSI on DMR systems, thereby improving the system 
performance. It should be noted that the effects of carrier recovery errors, timing jitter, 
high power amplifier nonlinearities, and roll-off factors, on the performance of TCM in 
a residual lSI environment, were not included in this study. Unfortunately, simulation 
is too slow to make a thorough study of all these factors without using many months of 
computer time. Also, the time constraint of simulation does not allow error rates below 
about 10-5 to be be estimated. Tight analytical bounds on the performance of TCM for 
lSI channels are needed so that time consuming simulation can be avoided. This issue is 
addressed in Chapter 7. 
Appendix 5A Cursor Attenuation 
The poor performance ofthe MMSE-DFE merits special attention. It is due to attenuation 
ofthe cursor in the equalized impulse response because the MMSE algorithm does not fully 
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remove the multiplicative interference. This phenomenon has been referred to as cursor 
attenuation [Carlisle et ai., 1989]. Cursor attenuation with the MMSE algorithm, at high 
SNR, is illustrated in Figure 5.9a. Sampled impulse responses at the output of the forward 
filter are plotted for fading consisting of centred spectral notches of different depths. The 
feedback filter is unable to compensate for the attenuation of the cursor. This effect will 
occur with sufficiently deep fades for any finite transversal equalizer optimized using the 
MMSE criterion, but is severe for the DFE because of the lack of taps in the forward filter 
to cancel postcursors. Also note that the precursor samples are just as significant as the 
postcursor samples. 
Cursor attenuation causes errors when large signal levels are being sent. For example, 
the largest level in a 512-CR constellation is 23d/2, where d is the minimum distance 
between signal points, and a hard-decision error will result if this level is attenuated to 
less than lld. This occurs if the cursor in the equalized impulse response is attenuated 
to less than 22/23, which is the case for centred notches deeper than 17 dB. Cursor 
attenuation is only a problem when the size of the signal constellation is large. Systems 
using 16-QAM constellations can tolerate fades of up to 40 dB without cursor attenuation 
being a major problem. 
To avoid cursor attenuation, the ZF criterion can be used to optimize the forward tap 
weights in the DFE. Figure 5.9b shows the sampled impulse responses at the output of 
the forward filter, again with fading consisting of centre band notches of different depths. 
The ZF criterion forces the cursor in the impulse response at the output of the forward 
filter to unity, and concentrates the distortion in the first postcursor outside the span of 
the forward filter. The lSI due to the concentrated postcursor is then cancelled by the 


























































The Probability Density of 
Intersymbol Interference 
To compute decision error probabilities and to better understand the mechanisms caus-
ing errors, it is useful to know the probability density function (pdf) of the intersymbol 
interference (lSI) for a system on a specific channel [Hill, 1971; Metzger, 1987; Carlisle 
et al., 1990b]. In this chapter we derive algorithms to compute approximate lSI pdf's 
for uncoded and trellis-coded systems on time-dispersive channels. These approximate 
lSI pdf's will be used in the next chapter to formulate analytical bounds on the error 
probability of TCM on time-dispersive channels. 
For all but the simplest systems, on channels with impulse responses of short time 
duration, it is not usually feasible to compute the lSI pdf exactly. One exception appears 
in the work of Hill and Blanco [1973], where a tractable analytical expression for the lSI 
pdf is developed for uncoded binary transmission (they also note the extension to 2m -ary 
PAM) on channels with infinite impulse responses expressible as geometric sequences of 
the form 
hi = { (1 - (3)f3i if i is a positive integer 
o otherwise 
(6.1) 
where f3 = 2-1/ K for any positive integer K. When f3 E (0,1) the distribution function 
of z is either absolutely continuous or purely singular, so that the lSI pdf has no discrete 
components. 
For channels with finite impulse responses, the lSI pdf consists of clusters of discrete 
components (mass points) and should, strictly speaking, be referred to as a probability 
mass function (pmf). In such cases researchers usually resort either to approximating· 
lSI pdf's or to finding lSI pdf's that bound the symbol error probability. Huzii and 
Sugiyama [1970] also consider geometric impulse responses with finite state Markov pulse 
train transmission. The distribution function of the lSI is found by solving a set of func-
tional equations by successive approximation. Hill [1971] takes a less accurate but more 
general approach and computes an approximate lSI pdf for 2m -ary PAM constellations 
with partial response coding on a general channel. The lSI pdf is computed by convolving 
a number of partial pdf's. The computational cost is greatly reduced by quantizing to 
discrete levels of lSI and by decomposing the 2m -ary constellation into a weighted sum 
of binary constellations. This technique can also be applied to 22m_ary QAM constella-
tions with square boundaries by decomposing the constellation into a weighted sum of 
4-QAM sub-constellations. Metzger [1987] uses different terminology but essentially uses 
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a variation on Hill's approach to approximate the lSI pdf. 
Glave [1972] has computed distribution functions for the lSI that maximize the symbol 
error probability, subject to peak lSI and lSI-variance constraints. These distributions 
are only valid for sufficiently high signal-to-noise ratio (SNR). Matthews [1973] extended 
Glave's work to any SNR, and also computed distribution functions that minimize the 
symbol error probability subject to the same constraints. 
In this chapter we are specifically concerned with computing lSI pdf's for high capacity 
digital microwave radio (DMR) systems employing equalization and trellis-coded modula-
tion (TCM). These systems may have large, possibly non-square constellations (e.g. cross 
constellations) with decision regions that are not necessarily square (e.g. honeycomb con-
stellations). Also, TCM introduces dependence between transmitted signal points. For 
these two reasons, the work of Hill [1971] and Metzger [1987] is not directly applicable. 
Some preliminary notation is introduced in Section 6.1. Using this notation, algorithms 
are presented for computing approximate lSI pdf's for uncoded systems in Section 6.2. 
New algorithms are developed in Section 6.3 to evaluate the lSI pdf for systems that 
employ Ungerboeck codes, although the results are applicable to trellis-codes in general. 
In Section 6.4, lSI pdf's that provide definite lower and upper bounds on symbol error 
probability are examined. Finally, in Section 6.5 we study the effect on the lSI pdf's of 
parameters (e.g. level of quantization) used in the computation. We also examine the 
lSI pdf for coded signal constellations, and compare it to the lSI pdf for the same signal 
constellations without coding. The effect on the lSI of the dependence between signal 
points, introduced by a coded signal constellation, is thus studied. Note that since TCM 
cannot be expected to perform well with severe or raw lSI (Le. without equalization), 
we will be primarily interested in determining the probability densities of the residual 
lSI after non-ideal equalization (Le. with finite-tap equalizers). However, the theory and 
algorithms developed are equally applicable to all levels of lSI. The term lSI will be used 
to refer to both raw and residual lSI. 
6.1 Preliminaries 
lSI is manifest after sampling a received signal, so it is helpful to model the continuous-time 
channel by a discrete-time channel. The channel may be time varying, but will usually be 
stationary over a number of symbol intervals. In such cases the channel can be considered 
at a specific instant in time. We use the channel model shown in Figure 6.1 where, at 
time n, Xn is the transmitted signal point, Zn is the lSI, 'T/n is a sample from a Gaussian 
noise process (not necessarily white), and Yn is the received signal. The top branch of 
the model induces multiplicative interference onto the transmitted signal point and the 





Figure 6.1 Discrete-time model of the time-dispersive channel. 
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and all signals are represented by equivalent lowpass signals. This channel model accounts 
for the combined effects of transmit and receive filters, channel characteristics, phase and 
timing recovery errors, and equalization. 
The impulse response of the lSI channel is generally infinite in extent, but can be 
truncated, in practice, and modelled by a finite tapped delay line of length k1 + k2 + 1 as 
shown in Figure 6.2, where k1 is the number of precursor samples and k2 is the number of 
postcursor samples in the impulse response. Due to the memory elements (time delays) in 
the lSI channel model, channels that introduce lSI are often referred to as channels with 
memory. The time advances (D-l) are included for notational convenience. The length 
of the delay line is chosen such that a high percentage of the peak distortion in the actual 
lSI channel response is accounted for in the truncated response, where peak distortion is 
now defined as 
00 
Dp ~ E' {I Re [hi] I + 11m [hi] I} 
i=-oo 
(6.2) 
The' on the summation indicates that the i = 0 term is not included. The lSI in the nth 
received symbol is given by 
(6.3) 
:cn~---
Figure 6.2 Discrete-time model of the lSI channel. 
The received symbol at time n is 
Yn = hoxn + Zn + ''In (6.4) 
where ho is the multiplicative interference. Since we will only be concerned with stationary 
channel responses and stationary transmitted signal statistics, the pdf of the random 
variable Zn, P (zn), is independent of the time n. We may therefore write it as 
(6.5) 
An exact computation of P (z) generally requires knowledge of the joint pdf's of the 
random variables {X-ihi} and involves 0 (k1 + k2)2m (k1+k2») operations, where m is the 
number of data bits per symbol. In general, an exact computation is only possible when m 
and (k1 + k2) are both small. A technique is now presented for computing an approximate 
lSI pdf for uncoded systems when m and (k1 + k2) are not small. 
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6.2 U ncoded Systems 
Consider an uncoded system where all transmitted signal points {wn } are mutually inde-
pendent. This allows (6.5) to be expressed as the convolution 
where each of the partial pdf's P (w_ihi)' is a distinct pdf and should strictly be denoted as 
PX_;h;(Z), although we will continue with the above notation for convenience. This equa-
tion can be computed with 0 (2m(kl+k2» operations-a factor of (k1 + k2 ) improvement 
over (6.5). However, an exact computation is still not feasible for most cases of practical 
interest. 
The key to reducing the computational cost significantly is to quantize the lSI so that 
the number of distinct lSI levels is greatly reduced, and to compute an approximation to 
p(z) using the procedure illustrated in Figure 6.3 for an un coded system. The transmitted 
signal points W-i are scaled by complex lSI channel impulse response samples hi, corre-
sponding to a scaling and a rotation of the mass points in the complex plane. Each of 
the partial pdf's is then binned according to a quantization level (bin width) b. chosen to 
significantly reduce computational cost while incurring a small error in the approximation 
to p (z). All mass points within a bin are summed to obtain a total mass for the bin. The 
total mass for each bin is then placed at the centre of the bin to obtain a binned partial pdf 
p(:Lihi). This process of central binning is a particularly good approximation for QAM 
(lattice based) constellations because the signal points are uniformly distributed across the 
signal space. Finally, the binned partial pdf's are convolved to obtain the approximation 
p (z) to P (z). 
:Il-l 
jJ(z) 
Figure 6.3 Computation of an lSI pdf for an un coded system. 
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Figure 6.4 Example pdf's during the computation of an lSI pdf (hi = 0.2 + ,0.3). 
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The procedure used to control the computational cost involves first determining the 
number of bins that can be easily handled in a convolution without excessive cost. A 
constant bin width is then chosen for all the partial pdf's so that the selected number of 
bins will cover the extent of the lSI pdf p(z). 
Some typical pdf's are shown in Figure 6.4 for the various stages of computation 
outlined above; they are all on the same scale. All possible transmitted signal points are 
assumed to be equally likely, so the complex random variable X-i has a uniform discrete 
pdf p (X-i) as shown in Figure 6Aa. This pdf is scaled by hi = 0.2 + JO.3 to obtain a 
partial pdf P(X-ihi) as shown in Figure 6.4b. The binned partial pdf p(x-ihi) is shown 
in Figure 6.4c, where the bins are denoted by the dotted lines. 
There area number of possible variations on this basic algorithm: 
1. Rather than use a fixed quantization level throughout the computation, the trun-
cated impulse response of the lSI channel can be rank ordered and the number of 
bins held constant for all partial pdf's. The consequence of this is that the partial 
pdf's of smallest extent are sampled more finely, leading to increased accuracy in the 
approximate lSI pdf. This technique requires O(kl +. k2 ) times more computation 
than the basic algorithm. 
2. Instead of neglecting the precursor and postcursor samples that fall outside the ex-
tent of the lSI channel impulse response, they can be lumped at respective ends of 
the truncated impulse response and treated as two additional samples. Alternatively, 
the lSI due to the truncated samples can be treated as a Gaussian random variable 
[Hill, 1971]. However, these techniques are not usually required if the truncated im-
pulse response includes a sufficiently high percentage of the distortion in the infinite 
impulse response. 
3. If the signal constellation is 900 or 1800 rotationally symmetric, only 1/4 or 1/2 of 
the lSI pdf need be stored during computation because the pdf will have the same 
rotational symmetry. 
4. The constellation decomposition previously mentioned, and used by Hill [1971], can 
be applied if the signal constellation is 2m -ary PAM or 22m_ary QAM. 
Normally (6.6) could be evaluated most efficiently using fast Fourier transforms [Op-
penheim and Schafer, 1975]. The binning of the partial pdf's, however, is a nonlinear 
operation that has no simple analog in the Fourier transform domain. Therefore, binning 
would have to be performed prior to the Fourier transforms, but this turns out to be 
inefficient when more than two pdf's must be convolved. Hence we resort to using discrete 
convolutions. 
When a system incorporates channel coding, the transmitted signal points are mutually 
dependent, and the procedure to approximate P (z) must be appropriately modified. This 
modification is discussed for trellis-coded systems in the next section. 
6.3 Trellis-Coded Systems 
The lSI pdf for a trellis-coded system cannot be expressed as in (6.6) because the trans-
mitted signal points {xn} are now mutually dependent. An approximate lSI pdf cannot, 
therefore, be computed using the procedure described for an un coded system. However, 
some of the features of TCM can be exploited to yield an efficient algorithm. 
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Figure 6.5 shows a decomposition that can be performed on trellis-coded constellations. 
Codewords have been as~igned to the signal points of a 16-QAM signal set using Unger-
boeck's mapping by set partitioning, with two coded and two uncoded bits. Notice that 
the 16-QAM signal set can be partitioned into four replicas of a coded signal set (CSS), 
where each of the replicas happen to lie in one of the four quadrants of the 16-QAM. 
Points in the CSS are labelled with the coded bits, and the uncoded bits can be assigned 
so that they are all equal for a given replica of the CSS. This means that each signal point 
::en can be expressed as the Euclidean sum of an uncoded signal point ::e~ and a coded 
signal point ::e~, as shown in Figure 6.5. The pdf of the coded signal point can therefore 
be expressed as a convolution of the CSS pdf, which depends on the coded bits, and the 
uncodedsignal set (USS) pdf, which depends only on uncoded bits. For constellations with 
non-square boundaries, it may be necessary to include one or more uncoded bits in the 
CSS to preserve the boundary geometry in the decomposition. A similar decomposition 
can be performed for phase shift keying (PSK) constellations in phase space. The concept 
of a coded signal set is similar to the concept of a basic signal set as discussed by Pottie 
and Taylor [1987]. 
1m [:en] 
0000 0001 0100 0101 1m [:en] 
:ef)~ 
0011 0010 0111 0110 
00 01 1m [:en] 
:e'" 00 01 n 
Re [:en] 
:eo 
Re [:en] n Re[:en] 








Figure 6.5 Decomposition of coded 16-QAM. 
The lSI for a trellis-coded constellation can now be expressed as 
k2 
Z = L' (::e~ihi + ::e=-ihi) (6.7) 
i=-kl 
and, because the un coded signals are independent, the lSI pdf is given by 
P (z) = P (x~, h-k,) * ... *p(xrh-1 ) *P (x::,h, ) * ... *P (x::.,h.,) *P (~:, X"-;h;) (6.8) 
The part of p (z) that depends on the uncoded signals has an identical form to (6.6) and 
can be approximated using the techniques described in Section 6.2. The remainder of 
p (z) can be expressed recursively to include the effect of dependence between transmitted 
signal points. To derive the relationship we take a trellis of time extent (depth) kl + k2 + 1 
and consider the lSI conditioned on the trellis paths. Consider, for example, using the 
four state, rate 1/2 convolutional encoder in Figure 5.2a to generate the bit labels of the 
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CSS for the 16-QAM constellation. The trellis for this code is shown in Figure 6.6, with 
the possible code states Sk E S during each signalling interval arranged vertically and time 
progressing from left to right. The state transitions are labelled with signal points from 
the CSS. 
Figure 6.6 Trellis for coded 16-QAM. 
We begin by conditioning on the final state transition (Skll Ski +1) in the trellis, and 
work backward through the trellis. The pdf of lSI due to the coded signal can thus be. 
expressed as 
* P ( Xki h-ki I Ski' Ski +d 
. P [Ski' Ski +1] (6.9) 
where use has been made of conditional independence to introduce the convolution. The 
state transition probability for a code with 2V states and with 2m states reachable from 
each state, assuming all state transitions to be equally likely, is given by 
P [s S ] - k { 
1/2v+m if s' E S' 
k, k+1 - 0 if s~ ~ S' (6.10) 
where s~ denotes the state transition (Sk, Sk+l) and S' is the set of possible state transi-
tions. The partial pdf in (6.9) that involves a sum of random variables can be expressed 
as 
p (. t, X=-ihi Ski) = 2:= P (. t, X=-ihi Ski-1) 
t=-ki +1 81<1-1 ES t=-k1 +2 
* P ( Xk1-1 h-k1 +1 I Sk1 -1, Sk1 ) 
for all Ski E S (6.11) 
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provided k1 =f:. 1. If k1 = 1, then 
for all Sl E 8 (6.12) 
so that the multiplicative interference is not included in the lSI. The conditional state 
probability is 
{
112m if s' E 8' 
P [Sk-1 I Sk] = 0 if s~ rI. 8' (6.13) 
An examination of (6.9) and(6.11) reveals that (6.9) can be computed recursively. The 
recursion amounts to a computation on the code trellis-similar to the Viterbi Algorithm-
but using pdf's rather than metrics and not discarding any paths. After each recursion, the 
partial pdf's (one for each code state) are binned according to a specified lSI quantization 
level, in a similar fashion to the uncoded algorithm. The recursion is started with 
P ( X:'k2 hk2 I Lk2 +1) = E P ( X:'k2 hk2 I Lk2 , Lk2+d 
s_"2 ES 
For k2 - 1 > k > 0 or 0 > k ). -k1 the recursion proceeds according to 
- -
* P (x:'khk ILk, Lk+1) 
. P [Lk I Lk+1 ] for all Lk+1 E S 
(6.14) 
(6.15) 
If k = 0 then P (I:'t!k X:"ihi I Lk+1) is computed from (6.12). The recursion is termi-
nated with 
(6.16) 
where the state probability is 
(6.17) 
The uncoded binned partial pdf's p (X"':ihi) , i = -k1' ... ,k2' and the coded binned partial 
pdf p (I:'t!-kl X:"ihi) can then be convolved to compute p (z). 
The technique just described for Ungerboeck codes can also be applied to other trellis 
codes. However, decomposition of the coded constellation into coded and uncoded sets 
may not always be possible, in which case an increase in computational cost must be 
tolerated. 
6.4 Best and Worse Case Binning 
The binning procedures discussed for computing approximate lSI pdf's involve mapping 
all samples in a bin to the centre of the bin. This is known as central binning and is 
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illustrated in Figure 6.7. Binning procedures that can be used to compute lSI pdf's that 
lead to upper and lower bounds on symbol error probability have also been investigated. 
Although this problem is difficult to study analytically, intuitively the best case and worst 
case binning procedures shown in Figure 6.7 should lead to best and worst case pdf's 
that will respectively provide lower and upper bounds on symbol error probability. Best 
case binning involves mapping all samples in a bin to a position that contributes the least 
severe lSI, whereas worst case binning involves mapping all samples in a bin to a position 
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(c) Worst case binning 
A proof that worst case binning leads to an upper bound on symbol error probability 
for uncoded modulation is given in Appendix 6A for a restricted but common class of lSI 
pdf's. From the work of Glave [1972] and Matthews [1973] it appears that tighter bounds 
could be obtained, but these would involve placing the mass points at arbitrary positions 
in the bins and 'Would lead to a non-uniformly sampled pdf. The computational cost would 
then increase exponentially with (kl + k2 ), rather than linearly. 
6.5 Examples of Probability Density Functions 
The accuracy and utility of the described algorithms are now illustrated with some exam-
ples. These examples assume systems that incorporate raised-cosine Nyquist filtering with 
a roll-off factor of 0.3 and a Nyquist bandwidth of 17.5 MHz, and channels subjected to 
two-path fading. The impulse response of the raw lSI channel is generated by convolving 
the impulse response of the Nyquist filter with that of the fade, and removing the cursor 
from the result. The impulse response of the residual lSI channel is generated in a similar 
fashion, but with the addition of a five-tap synchronously-spaced equalizer, designed for 
minimum mean square error at high SNRs. The transfer function of the fading channel is 
modelled using the Rummler model (see Section 4.2.1), with a delay r = 6.3 ns between 
the two paths. The signal points in a given constellation are assumed to be equally likely, 
so that p(:Li) is a uniform pdf. 
In the QAM constellations, the minimum distance between signal points is d = 2, and 
in the PSK constellations, all the signal points have a magnitude of one. These values 
have been used in the computation of the lSI levels and bin widths. A peak lSI level of 
one or greater causes closure of the eye. 
The truncated lengths of the impulse responses of the lSI channel were chosen to 
account for about 99% of the distortion in the actual response; although, in general, 
accounting for over 90% of the distortion yielded close approximations to the actual lSI 
probability densities. Uncoded partial pdf's were computed using variation 1 of the basic 
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algorithm described in Section 6.2. For clarity of presentation, the discrete lSI pdf's were 
converted to continuous pdf's by linear interpolation and scaling by the bin width. Because 
symmetries in the signal constellations meant that all the pdf's computed were circularly 
symmetric, only marginal pdf's for positive Re [z] are shown. 
Two sets of examples are presented. The first set of examples examines the effects of 
bin width and binning type on the lSI pdf's. An example is also given showing that the 
best and worst case binnings can be used to compute bounds on symbol error probability. 
The second set of examples examines the form of the lSI pdf for various raw and residual 
lSI channels. The effect of constellation size is also examined. 
Extensive comparisons of Ungerboeck coded and uncoded constellations of the same 
size have shown that the dependence between symbols, introduced by Ungerboeck codes, 
has essentially no effect on the lSI pdf. It is, however, expected that trellis codes that 
introduce spectral nulls [Calderbank et al., 1988] will have a discernible effect on the pdf 
of lSI, but such codes do not feature in this thesis. In all the examples given here, only 
Ungerboeck coded and uncoded constellations have been considered. 
6.5.1 Binning Parameters 
The accuracy of an lSI pdf obtained using central binning can be studied by comparing it 
to the lSI pdf's obtained using best and worst case binning. The lSI pdf's from the three 
types of binning should converge as the bin width is reduced. A further application for 
lSI pdf's obtained using best and worst case binning is that they can be used to compute 
bounds on symbol error probability. 
Examples of bound pdf's for the coded 16-QAM system discussed in Section 6.3 are 
given in Figure 6.8. The bound pdf's obtained by best and worst case binning and the 
corresponding pdf's obtained by central binning are shown in Figure 6.8a for raw lSI and 
Type of binning 
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1 
Real lSI, Re [z] 
(a) Raw lSI pdf's 
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- - - Worst case 
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(b) Residual lSI pdf's 
Figure 6.S Bound pdf's of lSI for uncoded 16-QAM with B = 20 dB, fo = 0 MHz. 
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Figure 6.9 Bound pdf's of residual lSI for coded 512-CR with B = 10 dB, fo = 0 MHz. 
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Figure 6.10 Error Bounds for uncoded 16-QAM with residual lSI with B = 20 dB, fo = 0 MHz. 
in Figure 6.8b for residual lSI. As the bin width!:::. is reduced, the best and worst case 
pdf's approach the centrally binned pdf, which is only slightly affected by the reduced bin 
width. These observations suggest that the centrally binned pdf's are good approximations 
to the true pdf's. This was verified by performing Monte Carlo simulations to generate 
the lSI pdf's. The pdf's simulated from 106 trials are virtually indistinguishable from the 
centrally binned pdf's. 
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Bound pdf's were also computed for the v = 3 coded 512-CR constellation described in 
Section 5.1. The bound pdf's are shown in Figure 6.9 for two bin widths. The bell-shape 
of the pdf's, due to the combined effects of residual lSI and a large constellation, will be 
elaborated on in the following section. 
Symbol error probabilities were computed as a function of signal-to-noise ratio for the 
uncoded 16-QAM by averaging the symbol error probability, conditioned on the lSI, over 
the residual lSI pdf bounds in Figure 6.Sb (the conditional symbol error probability is 
similar to that for M-PAM in (6.1S), but was modified for the two-dimensional QAM 
constellation). These symbol error probabilities are shown in Figure 6.10; the best and 
worst case binned pdf's respectively yield lower and upper bounds on the symbol error 
probability, and the centrally binned pdf yields an estimate. A curve obtained by Monte 
Carlo simulation is also shown, so that the tightness of the bounds can be verified. The 
bounds described by Matthews [1973] were modified for application to QAM constellations 
and computed for a comparison. The error bounds from best and worst case binnings are 
much tighter than Matthews' bounds for the bin width (~ = .OOS) used, and can be made 
arbitrarily tight by reducing the bin width. However, Matthews' bounds are based on 
bound pdf's that are optimal for the two to four mass points used, whereas the best and 
worst case pdf's used about one hundred mass points, took longer to compute, and are 
not optimal for the number of mass points. 
6.5.2 Characteristics of the Probability Density Functions 
Many researchers avoid computing lSI pdf's by assuming they conform to pdf's for which 
there are simple closed-form expressions. Typically, they model the lSI as either a Gaussian 
or a uniform random variable. We use the computational techniques described in this 
chapter to show that these are not always good approximations. For these examples, 
based largely on the coded 16-QAM system in Section 6.3, the bin width was chosen to be 
between .02 and .03 of the peak lSI. This gives a good compromise between accuracy of 
the lSI pdf and computational cost. All examples were computed using central binning. 
In Figure 6.lla, the pdf's of the raw lSI are shown for various fade depths with 
constant delay and notch frequency; while, in Figure 6.11 b, the notch frequency is varied 
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Figure 6.11 Raw lSI pdf's fOI coded 16-QAM. 
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Figure 6.12 Residual lSI pdf's fOI coded 16-QAM. 
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similar for the notch frequencies above 4 MHz, .and this will be reflected in an almost 
constant symbol error probability. Figures 6.12a and b show the corresponding pdf's of 
the residual lSI. The equalizer significantly reduces the severity of all the raw lSI channel 
impulse responses, and in this case the residual lSI pdf's are quite similar for the notch 
frequencies above 8 MHz. Table 6.1 contains the corresponding multiplicative interference 
values ho, which indicate that the severe cross-rail interference for the unequalized fades 
has been cancelled in the equalized fades. 
A comparison of the lSI pdf for fo = 4 MHz in Figure 6.12b to the Gaussian pdf of 
the same variance (dotted line) shows that, although the pdf does have a bell shape, it 
is not actually Gaussian. A similar conclusion is reached for fo = 0 MHz. In contrast, 
the lSI pdf for the unequalized channel with a central notch is approximately uniform, as 
suggested by Moridi and Sari [1985], but at other notch frequencies the uniform pdf is not 
a good approximation. 































(b) Residual lSI channel impulse response 
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Figure 6.13 Impulse responses for channel with B = 10 dB, fo = 0 MHz. 
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Figures 6.13a and b for fo = 0 MHz reveals the cause of the above observations. Notice 
that the impulse response of the raw lSI channel has a dominant sample, which causes 
one partial pdf to predominate and the raw lSI pdf to be more uniform than bell-shaped. 
On the other hand, the distortion of the residual lSI channel is more evenly distributed, 
so no partial pdf dominates and the lSI pdf is quite bell-shaped. These observations are 
consistent with the central limit theorem. 
Another factor that affects the shape of the lSI pdf's is constellation size. Consistent 
with the central limit theorem, the pdf's of raw lSI in Figure 6.14 become increasingly bell-
shaped as the constellation size increases. PSK constellations are used for this comparison 
because they all have the same amplitude and all give about the same peak. lSI. If QAM 
constellations are used, the points in the centre of the constellation, which are lacking with 
PSK constellations, generate more small levels of lSI and remove the dip observed in the 
centre of the lSI pdf's for PSK constellations. 
8-PSK 
16-PSK 
0.0 L--,--~_,,--~--'-_~-'3I _____ .....J 
0.0 0.5 1.0 
Real lSI, Re [z] 
Figure 6.14 Raw lSI pdf's for various constellations with B = 15 dB, fD 4 MHz. 
It is important to note that, although the residual lSI pdf's are quite bell shaped, lSI 
is peak limited and cannot in general be modelled as a Gaussian random variable. In 
Chapter 7, we will see that modelling the residual lSI as Gaussian can lead to extremely 
loose upper bounds if the lSI is severe compared to the noise. 
6.6 Conclusion 
An algorithm has been developed for the computation of approximate lSI probability 
density functions for trellis coded systems. Worst and best case binning procedures have 
been presented that can be used to obtain upper and lower bounds on the symbol error 
probability. The tightness of these bounds is controlled by the bin widths used in the 
computation. The error probability bounds from the worst and best case binnings are tight 
(provided the bin width is sufficiently small) compared to those described by Matthews, 
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but require a larger number of mass points and are not optimal for the number of mass 
points used. 
The computational techniques introduced have been used to investigate the charac-
teristics of lSI for high level QAM systems with and without trellis coding. Despite the 
assumptions commonly made, the pdf's of raw lSI are, in general, neither bell-shaped 
(due to the presence of a dominant sample in the impulse response of the lSI channel) nor 
uniform. Although the pdf of residual lSI is usually quite bell-shaped, it generally deviates 
significantly from a Gaussian pdf. The results for trellis codes of the Ungerboeck type 
show that the dependence between signal points in the transmitted sequence has little or 
no effect on the pdf of lSI. 
In the next chapter, we will make use of approximate lSI pdf's, computed using the 
techniques in this chapter, to form bounds on decision error probability for trellis-coded 
modulation on time-dispersive channels. 
Appendix 6A An Upper Bound on Error Probability 
We prove that the worst case binning procedure leads to an upper bound on the symbol 
error probability for an uncoded PAM system. A similar proof exists that the best case 
binning procedure leads to a lower bound on error probability. Extension of these proofs 
to uncoded QAM systems is straightforward. The extension to trellis coded systems with 
Viterbi decoding is difficult due to the lack of a simple analytical expression for symbol 
error probability. However, it seems reasonable that the worst and best binnings would 
still lead to bounds on error probability. 
The conditional symbol error probability for an un coded M-PAM system with mini-
mum distance d between signal points and lSI level z, is given by 
p. [C I z) = M ;; 1 [Q (d 2Re[Z]) +Q (d+2Re[Z))] 
2un 2un 
(6.18) 
where Q(.) is the Gaussian integral function defined by (2.29), u~ is the variance of the 
noise, and Ito == 1. The symbol error probability for this system is then 
p.[C] == i: p.[ C I z] p(z) dz (6.19) 
== i: p.[ C I z] P-k1 (z) * ... * P-l (z) * PI (z) * ... * Pk2 (z) dz (6.20) 
where Pk (z) == P X _"h" (z) is used for notational simplicity. In general, a partial pdf can 
be expressed as 
J 
Pk(Z) == L p[Z aj)6(z - aj) (6.21) 
i=-J 
where P [Z == aj) are the probability weights of the real-valued mass points aj. 
An unrestricted upper bound on P.[C) could be obtained by applying worst case binning 
to the exact P (z). This is intractable, however, so we apply worst case binning to each 
partial pdf and apply restrictions to the form of the pdf's to guarantee an upper bound 
on p.[£]. Using worst case binning procedures on the partial pdf's, the error probability 
IS 
(6.22) 
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where the worst case binning of a partial pdf with bin width tl is 
I 
Pk(Z) = L LP[Z=aj]6(z-itl) 
i=-I jEJi 
I 
= L P [Z = itl] o(z - itl) 
i=-I 
The set Ji defines the worst case binning 
{ 
{j: itl :s; aj < (i + l)tl} 
Ji ~ {j : aj = O} 
{j: (i-l)tl < aj:S; itl} 
if i < 0 
if i = 0 




We wish to prove P;o[£] ~ Ps[£] for a restricted class of p(z). Consider an inductive 
proof where we begin with the exact lSI pdf and worst case bin the partial pdf Pk (z) in 
the kth iteration for -kl :s; k :s; k2 • The pdf's other than the kth can be expressed as 
{ 
P-kl+l (z) * ... * Pk2 (z) 
rk(Z) = . P~kl (z) * ... * Pk-l (z) * Pk+l (z) * ... * Pk2 (z) 
P~kl (z) * ... * Pk2 -1 (z) 
where Po (z) == o(z). If we can prove 
if k = -k1 
if -kl < k < k2 
if k = k2 
(6.26) 
(6.27) 
for -k1 :s; k :s; k2 , then we can prove the following chain of inequalities by induction i: Ps [ £ I z ]p-k1 (z) * ... * Pk2 (z) dz 
= i: Ps[ £ I z ]P-kl (z) * r -kl (z) dz 
:s; i: P8 [ £ I z] P~kl (z) * r -kl (z) dz 
= i: Pa[£ I Z]P-k1+dz)*r-k1 +1(z)dz 
:s; i: Ps[£ I z]P~kl+l(Z)*r-kt+l(Z)dz 
:s; i: Pa [£ I z] Pk2 (z) * rk2 (z) dz 
= i: PIJ [£ I z] P~kl (z) * ... * Pk2 (z) dz 
and thus prove P;o [£] ~ Pa [£]. 
In general 
L 
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where P [Z = ez] are the probability weights ofthe mass points q. This can be substituted 
into (6.27), which can be rearranged to give 
The first restriction on the partial pdf's is that they are symmetrical about z = 0, which 
will be the case if the signal constellation is symmetrical about x = O. Since Ps [ e I z] 
from (6.18) is also symmetrical about zero, then to prove p;o[e] 2:: ps[e] we need only 
prove 
L 100 (d-2Re[z]) w I~L P [ez] -00 Q 20"n [Pk (z - ez) - Pk (z - ez)] dz 2:: 0 (6.31) 
Consider the integral; using the expressions for Pk (z) and P'k (z), and the definition of Ji 
we get 
100 Q (d"';'" 2 Re [z]) [P'k (z - q) - Pk (z - ez)] dz -00 20"n 
= i: Q (d -:: [zJ) [t, p [;,;J5(z - Cf - ;,;) 
;tJ P [a;J5(z - c, - a;)] dz 
= i: Q (d - :q~e [zJ) [t,~; P [a;J5(z - c, - i,;) 
-;t, ;~; P [a;J5(z - Cf - a;)] dz 
= t E p [aj] [Q (d - 2(c, + i.6.») _ Q (d - 2(c, + aj ») 
. 1 . J 20"n 20"n 
t= JE i 





The combination of Q functions in square brackets has the general form shown in Fig-
ure 6.15 and is positive for ez < d/2, zero for ez = d/2, and negative for ez > d/2. Thus 
the integral satisfies the inequalities 
100 (d-2Re[z]) w { -00 Q 20"n [Pk (z - ez) - Pk (z - ez)] dz if ez ::; d/2 if ez 2:: d/2 (6.35) 
It is now apparent that (6.31) is satisfied if ez ::; d/2, which is an open eye condition 
on rk(Z), because all the terms in the summation are positive. If the total lSI satisfies the 
open eye condition, then (6.31) still holds and we can prove p;o[e] 2:: p,,[e]. When ez > d/2, 
further restrictions must be placed on the lSI so that sum of the negative terms (c, > d/2) 
in (6.31) does not exceed the sum of the positive terms (ez ::; d/2) in magnitude. It is 
clear that there is a large class of closed eye conditions for which the bound also applies; 
however, this is difficult to define analytically because it depends on the actual form of 
the partial pdf's rather than just the peak lSI. Physically one restriction might be that 
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aj = .01 
i=l 
f). = .02 
u." = .01 
Total combination of Q-functions 
Figure 6.15 General form of the combination of Q-functions. 
the tails of the lSI pdf fall away monotonically. Note that for low error probabilities 
(Ps[t:] ::; 10-6 ) the eye is open with a very high probability, and it is these probabilities 
that we usually wish to bound analytically. 
Chapter 7 
Analytical Performance Bounds 
There is a need for tight analytical bounds on the error probability of trellis-coded mod-
ulation (TCM) on time-dispersive channels, particularly when the Viterbi decoder only 
operates on the code states so that the receiver is mismatched to the channel. Analytical 
bounds can be used to estimate the performance of TCM and as tools in the design of good 
codes. The bounds must account for the effects of multiplicative and intersymbol interfer-
ence due to receiver mismatch, which results from the time-dispersive channel, in addition 
to noise. We are primarily ihterested in bounds that account for the residual intersymbol 
interference (lSI) that exists after non-ideal equalization by a finite tap equalizer, because 
TCM does not perform well with raw lSI. 
The Viterbi decoder and lSI make it difficult to obtain tractable analytical bounds 
on the error probability. There are, however, a number of techniques that we can ap-
ply to help solve the problem. An efficient technique to calculate upper bounds on the 
error event probability of a Viterbi decoder for a convolutional code was first discussed 
by Viterbi [1971]. This technique involves evaluating a union bound on the error-event 
probability using the transfer function of the convolutional code. The technique is appli-
cable to general memoryless channels, and requires the manipulation of matrices of order 
(21' - 1) X (21' - 1) for 21' code states. 
Bounds on the error probability of the Viterbi algorithm have also been studied by 
Forney [1972]. These bounds are used to analyze an optimum (matched) nonlinear receiver 
for uncoded data transmitted on a time-dispersive channel. The receiver consists of a 
whitened matched filter followed by maximum-likelihood sequence estimation using the 
Viterbi algorithm with a squared Euclidean distance metric. The performance of this 
receiver is evaluated using a union bound, an asymptotic error probability, and a lower 
bound. 
Mismatched receivers for uncoded data on time-dispersive channels have been analyzed 
by Divsalar [1978]. All channel states are considered in this analysis; therefore, it is 
limited in practice to channels with small numbers of states. Pairwise receiver states are 
analyzed to evaluate a union bound. This involves the manipulation of matrices of order 
(221' - 21') X (221' - 21'), where 21' is the total number of states in the receiver. 
Biglieri [1984] has also considered pairwise states to evaluate a union bound for TCM . 
on additive white Gaussian noise (AWGN) channels. The technique is applicable to general 
trellis codes, but requires the manipulation of matrices of order (221' - 21') X (221' - 21'), 
where 21' is the number of code states. Zehavi and Wolf [1987] modified Viterbi's union 
bound for convolutional codes and applied it to a restricted class of linear trellis codes 
on AWGN channels. Their technique only requires the manipulation of matrices of order 
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(2" - 1) X (2" - 1) for 2" code states. 
Independently of the work presented here, Oka and Biglieri [1989] have derived up-
per bounds on error probability for TCM on time-dispersive channels. Their technique 
considers all code and channel (lSI) states, so is only practical when the total number of 
states is small. Both matched receivers, which operate on code/channel superstates, and 
mismatched receivers, which only operate on the code states, are considered. This bound 
requires the manipulation of (2" -1) X (2" -1) matrices for 2" code/channel superstates. A 
looser upper bound, which ignores the channel states and only considers the worst possible 
lSI for every code path, is also presented. This bound, however, is very loose. 
In this chapter we wish to analyze a mismatched receiver, but we don't want to be 
restricted by having to consider every channel state in addition to the code states. The 
bounds we derive must also be tight. We use the approximations for lSI pdf's, described 
in Chapter 6, and modify and extend Divsalar's technique to form useful bounds [Carlisle 
et al., 1990c]. For 2" code states, we must manipulate matrices of order (2" -1) X (2" -1) 
when the criteria described by Zehavi and Wolf [1987] are satisfied, and matrices of order 
(22" - 2") X (22" - 2") otherwise. 
This work is motivated by the desire to avoid simulation when studying the per-
formance of TCM applied to digital microwave radio (DMR) systems. Simulations are 
time-consuming and cannot realistically provide accurate estimates of P[£] below 10-6 • 
This is often the region ofinterest for data transmission [CCITT, 1988]. 
The additional mathematical notation required for this chapter is presented in Sec-
tion 7.1. A union bound on the error-event probability of the Viterbi decoder is formed 
in Section 7.2. This bound assumes that the lSI pdf, or a good approximation to it, is 
known. To evaluate the union bound, the pairwise error probability, conditioned on the 
lSI, must also be upper bounded. Several upper bounds on the conditional pairwise error 
probability are presented in Section 7.3. The union bound can be evaluated numerically 
using the techniques described in Section 7.4, and the lSI-degraded minimum distance of 
the TCM can be computed numerically as described in Section 7.5. A simple lower bound 
is given by the system error probability without lSI; this is presented in Section 7.6. Fi-
nally, examples are studied in Section 7.7 to verify the usefulness of the bounds. The upper 
bounds are shown to be tight for a wide range of channel conditions when compared to 
simulation results, and can be used for either raw or residual lSI. The lower bound is tight 
for low levels of lSI, but loose for severe lSI. 
7.1 Preliminaries 
We will use the discrete-time model of the channel introduced in Chapter 6 and illustrated 
in Figure 6.1. The Gaussian noise samples will usually be correlated after adaptive equal-
ization, but the correlation is assumed to have a negligible effect on the error probability. 
This assumption is particularly good when the variance of the lSI is large compared to the 
variance of the noise. Consideration of such dependencies would unnecessarily complicate 
the error analysis. However, noise enhancement due to the equalizer can be significant 
with severe lSI and will be included in the analysis. 
The discrete-time model of the system we wish to analyze, incorporating the discrete-
time model of the channel, is shown in Figure 7.1 where, at time n, Un E U is the source 
symbol and Un E U is the decoded source symboL The U ngerboeck encoder can be 
specified by the mapping functions defined in Section 3.2.1. 
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Figure 7.1 Discrete-time model of the system to be analyzed. 
The following finite length sequences a.re used in the a.nalysis: 
source symbol sequence 
sta.te sequence 
sta.te tra.nsition sequence 
signal point sequence 
lSI sequence 
(7.1) 
where s~ represents a. sta.te tra.nsition (Sn,Sn+l). A ha.t on a.ny of the a.bove va.ria.bles 
denotes the corresponding va.ria.ble in the decoder, for exa.mple x E XN is the decoded 
signal point sequence. An error event of length N > 1 occurs a.t time n = 0, when 
the decoded sta.te sequence diverges from a.nd la.ter merges with the tra.nsmitted sta.te 
sequence. This is defined by restricting the possible decoded sta.te sequences to the set 
S~(S') ~ {s': So = SO,SN = SN,Sn =I Sn for 0 < n < N} (7.2) 
ZN(X) is the set of lSI sequences tha.t ca.n disturb the tra.nsmitted signal point sequence 
x. XN(S') is the set of tra.nsmitted signal point sequences for a. given sta.te tra.nsition 
sequence. X( s~) is the set of tra.nsmitted signal points for a. given sta.te tra.nsition. The 
other sequence sets a.re unrestricted. 
7.2 Union Bound on Error-Event Probability 
The proba.bility of a.n error event starting a.t time n = 0 is given by 
(7.3) 
which is the proba.bility of the union of a.ll the error events tha.t start a.t time n = O. The 
restriction x =I x is necessary to specify error events between pa.ra.llel tra.nsitions (N = 1). 
A counta.bly infinite number of error events, which a.re not disjoint [Foschini, 1975], 
must be considered to compute Pe[E]j therefore, (7.3) is difficult to evalua.te. However, a. 
union bound on (7.3) yields the upper bound on the error-event proba.bility 
00 L: p[x I x,z]p[x]p[z I x] 
N=l s'Esk s'ESk(s') XEXN(S') XEXN(s') ZEZN(X) 
xix 
where p [x I x, z ] is known a.s the conditional pairwise error probability. 
(7.4) 
86 CHAPTER 7 ANALYTICAL PERFORMANCE BOUNDS 
The nature of TCM allows us to assume that z is independent of x and that the 
lSI samples {zn} are mutually independent. Two aspects of TCM can be identified that 
support these assumptions of independence. First, the set partitioning ensures that the 
parallel transitions associated with any branch of the code trellis map to subsets with 
similar distributions of signal points from the constellation. Thus all state sequences have 
very similar lSI distributions. Second, as the number of parallel transitions increases 
(number of uncoded bits increases), the assumptions of independence become more exact 
because the subsets of signal points contain more points. This has the effect of making 
the lSI probability distributions for all state sequences even more similar. Alternatively, 
we can view this effect as the uncoded (independent) portion of the system dominating 
over the coded (dependent) portion. 
When the lSI samples {Zn} are mutually dependent, the transmitted signal point 
sequence can be interleaved [Viterbi and Omura, 1979] at the transmitter and the received 
signal sequence can be deinterleaved at the receiver so that the samples appear independent 
at the receiver. If a system uses interleaving with an infinite interleaving depth, then the 
independence assumptions become exact. For systems without interleaving and with small 
constellations, the assumptions may be inaccurate. In such cases either independence can 
be assumed or the technique described by aka and Biglieri [1989] can be used. The effect 
of interleaving will be studied in Section 7.7 using Monte Carlo simulation. 
Applying the above assumptions bfindependence to (7.4), we get 
00 
E··· E p[x I x,z]p[x] 
N=l S'ESk- s'ESk-(s') XEXN(s') XEXN(S') zoEZ ZN-l EZ 
x:f:.x 
. p [zo]··· p [ZN-l] (7.5) 
The probability of the lSI P [Zi] can be approximated using the techniques described in 
Chapter 6, and P [x] is simple to determine for Ungerboeck codes when the probability of 
a given source symbol p [u] is known. Although P [x I x, z] can be evaluated for given x, 
x, and z, there is a countably infinite number of pairwise errors, so further simplification 
of the bound is required. If P [x I x, z] can be expressed in the form of a product (usually 
of exponentials) over time n, then a generalization of the transfer function of the trellis 
code can be used to evaluate the bound in (7.5) without having to explicitly compute 
every term. Upper bounds on the conditional pairwise error probability are discussed in 
the next section. 
7.3 Upper Bounds on Conditional Pairwise Error 
Probability 
A Viterbi decoder selects the maximum-likelihood signal point sequence using a decoding 
metric. A metric that is commonly used is the squared Euclidean distance metric, which 
is optimum for AWGN channels, but may not be optimum for time-dispersive channels. 
Nevertheless, in the absence of a better metric, this is the metric we assume in this chapter. 
The contribution to the squared Euclidean distance metric at time n is 
(7.6) 
A necessary and sufficient condition for an error event involving x to occur at time 
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n = 0 is [Foschini, 1975] 
N-l N-l E m(Yn,xn) ~ E m(Yn,Xn) for all x :j:. x, x E XN (7.7) 
n=O n=O 
provided that the condition for an error event specified by (7.2) is satisfied. 
We can form an upper bound on p[x 1 x,z] by only requiring that (7.7) is satisfied 
for the transmitted sequence x (rather than for all x :j:. x). This weakens the condition for 
an error event involving x and loosens the upper bound on the pairwise error probability 
to give 
p Ix I x, zJ ~ p [ {]; m(y.,:i:.) :?: ]; m(y.,x.)} x,z 1 (7.8) 
If we define the metric difference 
N-l 
11M ~ E {m(Yn' xn) - m(Yn, :En)} (7.9) 
n=O 
then the bound on the conditional pairwise error probability is 
p [x 1 x, z ) ~ p [11M ~ 0 1 x, z] (7.10) 
The bound in (7.10) must now be expressed in the form of a product of terms over 
time n so that it can be evaluated using a generalization of the transfer function of the 
trellis code. There are a number of ways this can be achieved, all of which result in a 
weakening of the upper bound. We will examine one technique that uses a Viterbi bound 
and another technique that uses a Chernoff bound. 
7.3.1 Viterbi Bound 
The metric difference in (7.9) can be expanded by substituting for Yn from (6.4) and for 
m(.,·) from (7.6) to get 
N-l 
11M = E {-lho:En + Zn + 7}n - xnl 2 + IhO:En + Zn + 7}n - :EnI2 } 
n=O 
which can be rearranged to obtain 
N-l 
!1M = - E {1:En - xnl 2 + 2Re[(:En - xn)*(:En(ho -1) + Zn + 7}n)]} 
n=O 
For specific values of x, x, and z, 11M is a Gaussian random variable with mean 
N-l 










where (T~ is the variance of the Gaussian noise at the output of the equalizer (i.e. including 
the effect of noise enhancement). Thus the conditional pairwise error probability can be 
bounded by the Gaussian integral function (Q-function) 
p[x 1 x,z] ~ P[I1M ~ 0 1 x,z] = Q (-fLI::,.M) 
(TI::,.M 
(7.15) 
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where 
(7.16) 
To bound the conditional pairwise error probability by a product over time n, we use 
the Viterbi upper bound on the Q-function (see Section 2.3.3). We apply this bound in 
the form 
(7.17) 
where d:nin is a constant that will be computed to lower bound the lSI-degraded minimum 
distance of the code. It is tightest when l2 is small compared to d:nin' In our application 
this corresponds to the conditional pairwise error probabilities that contribute most sig-
nificantly to Pe[t:]. When l2 ~ d:nin' the Viterbi bound becomes an exponential bound 
[Wozencraft and Jacobs, 1965]. 
To use the Viterbi bound, we let 
d:nin + l2 _ -j.Lt:..M 
40"~ O"t:..M (7.18) 
so that 
N-l 
d:nin + l2 = L {Ixn - xnl 2 + 4Re [(xn - xn)*(xn(ho - 1) + 211)]} 
n=O 
(7.19) 
This expression must be put in the form of a summation ~;:';Ol q( Xn, Xn, zn) so that the 
conditional pairwise error probability can be bounded by a product over time n. Unfor-
tunately, (7.19) cannot be expressed by a simple summation, so we require a lower bound 
for d:nin + l2 that can be expressed by a simple summation. Divsalar [1978] uses such a 
bound in his work on mismatched receivers. He forms a lower bound on a/Vb of the form 
~ ? V4p(a - pb) (7.20) 
for b ? 0 and a ? pb, and where 0 ~ p ~ 1/2 is a parameter of the bound. For our 
purposes, this bound can be expressed as 
V d:nin + l2 = 0" ==/~T/ ? J -4p (j.Lt:..M + PO"~M / 40"~) (7.21) 
This bound is valid provided O"1.M ? 0, which it always is, and -j.Lt:..M ? pO"~M/40"~, which 
is satisfied if the lSI does not exceed some limit-to be determined. Substituting for j.Lt:..M 
and O"~M' we find that 
N-l 
d~in + l2? 4p L {(1- P)lxn - xnl2 + 2Re[(xn - xn)*(xn(ho -1) + Zn)]} (7.22) 
n=O 
which is a lower bound in the form of a summation. The Q-function in (7.15) is a mono-
tonically decreasing function of -j.Lt:..M/O"t:..M, so can now be upper bounded as 
(7.23) 
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The Viterbi bound in (7.17) can be applied to this bound to get an upper bound that can 
be expressed in the form of a product of exponential terms over time n 
Q (-JLllM) ;::; Q (dmin(p») exp (d:nin~P») exp (P(JLllM + P~!M/40"~») 
0" llM 20"'1 80"'1 20"'1 (7.24) 
where the minimum squared distance d:nin(P) is defined as 
(7.25) 
which is less than or equal to d:nin in (7.17) because it is minimized over all conditional 
pairwise errors. Note that d:nin(P) ~ 0 provided -JLllM ~ pO"!M/40"~, which is the same 
condition as for (7.21). If this condition is not satisfied, however, d:nin(P) = 0 because it 
cannot be less than zero. 
The bound in (7.24) must be optimized over the P parameter. However, it is not 
feasible to optimize each conditional pairwise error probability, so we will use the same P 
for all the conditional pairwise error probability bounds and optimize the resulting union 
bound over p. 
For a QAM signal constellation with a minimum distance d between the signal points, 
we find that the condition for which the bound in (7.21) applies (i.e. -JLllM ~ pO"!M/40"~) 
can be used to approximately derive the limit on the lSI for which (7.21) is valid This 
limit must be minimized over all conditional pairwise errors and is derived in Appendix 
7A as 
Zmax = (1 - P )d/2 (7.26) 
The value of Zmax is d/2 when P = 0; this corresponds to an eye closure threshold. When 
the lSI exceeds Zmax, the bound in (7.24) still applies, provided that d:nin(P) = 0, where 
dmin is the minimum possible minimum distance. However, the bound exceeds 1/2, so it 
becomes very loose. In practice, there will often only be a small probability that the lSI 
exceeds the limit, so although some of the conditional pairwise error probability bounds 
will be loose, the union bound can still be tight. 
In the absence of lSI, the optimum bound parameter value is P = 1/2. This value can 
also be used when the lSI is small, to avoid having to optimize the bound. For P = 1/2, 
the bound on the Q-function becomes 
(7.27) 
where d:nin(1/2) is defined as 
(7.28) 
The limit on the lSI for P = 1/2 is given by (7.26) as Zmax = d/4. 
7.3.2 Chernoff Bound 
An upper bound on the conditional pairwise error probability can also be formed by 
applying a Chernoff bound (see Section 2.3.3) to the bound in (7.10). The Chernoff 
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bound is looser than the Viterbi bound for small levels of lSI, but we will see that it can 
be tighter for severe lSI. We also expect the bound to be tighter than the Saltzberg bound 
[Saltzberg, 1968], which uses a Chernoff bound over the noise and lSI, but partitions the 
channel impulse response in two and treats the lSI due to one part as Gaussian and the 
lSI due to the other part in a worst case fashion. A Saltzberg bound could be used here to 
avoid computing an approximation to the lSI pdf, but the bound would be looser because 
the approximation of the lSI pdf is less accurate. 
A Chernoff bound on the random variable b..M in (7.10) gives 
P [b..M ~ 0 I x, z 1 ::; E [ exp (Ab..M) I x, z 1 
N-l 
::; II exp ( -AIXn - xnl2) 
n=O 
for A ~ 0 
. exp (-2A Re [(xn - xn)*(xn(ho - 1) + zn)]) 
. E [exp ( -2A Re [( Xn - xn)*7]n]) I x, z 1 (7.29) 
where the expectation is over the noise samples, which are independent of x and z, and A 
is the bound parameter. 'L'he noise samples are also assumed to be mutually independent 
(i.e. the Gaussian noise is assumed to be uncorrelated). Assuming Re [7]nl and Im [7]nl are 
uncorrelated, the expectation 
E [exp (-2A Re [(xn ~ xn)*7]n]) I x, z] = exp (2A2U~lxn - xnl2) (7.30) 
and can be used to obtain 
N-l 
P [.6.M ~ 0 I x, z]::; II exp ( -Alxn - xn12(1 - 2AU~)) 
n=O 
. exp (-2A Re [(xn - xn)*(xn(ho - 1) + zn)]) 
The Chernoff parameter A to optimize the tightness of (7.31) must satisfy 
o OA E[exp(Ab..M) I x,z] = 0 
(7.31) 
(7.32) 
However, A depends on z so it must be averaged over the lSI. If the lSI is small compared 
to the noise (u; < u~), then a value of A that is nearly optimum can be obtained by 
assuming the lSI has a Gaussian pdf, to get 
A = 1 (7.33) 4(u~ + un 
However, when u; ~ u~ this is a bad assumption because the lSI is peak limited, whereas 
a Gaussian random variable is not. In this case (7.31) must first be averaged over the 
lSI and then optimized numerically to minimize the pairwise error probability bound for 
each value of u~. As with the Viterbi bound, it is not feasible to optimize each conditional 
pairwise error probability bound, so we use the same A for all the conditional pairwise 
error probability bounds and use it to optimize the union bound. 
7.4 Numerical Evaluation of the Union Bound 
U sing either of the techniques described in the previous section, the conditional pairwise 
error probability can be upper bounded by a product 
N-l 
P [x I x, z 1::; II eq(xn,Xn,Zn) (7.34) 
n=O 
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where, for the Viterbi bound, q("',') is assumed to include the terms that depend on dmin. 
This expression can be substituted in (7.5) to obtain 
00 N-l 
Pe[e] ::; I: I: I: . I: P [x] I: II I: eq(Xn,Wn,Zn) P [zn] 
N=l s'Esk s'ESk(s') XEXN(s') XEXN(S') n=O z"EZ 
x;l:x 
Furthermore, using the substitution P [x] = P [s'] n~';ol P [xn I s~], we get 
00 N-l 
I: p [s'] L II P [Xn I s~] 
XEXN(s') n=O 
N-l I: II I: eq(Xn,wn,Zn) P [zn] 




Let us assume that the symbols in the source sequence are mutually independent and have 
equiprobable values. Then, for an Ungerboeck code, 
and 
if s' E S1-
otherwise 
[ I ' ] - { 1/2
m
-




where 1/2'" is the probability of a given initial state, 112m is the probability of transition to 
an allowable next state, and 2m - m is the number of parallel transitions per state transition 
(all equiprobable). The union bound can now be expressed as 
To evaluate this bound numerically, it is useful to write it in matrix notation [Biglieri, 1984] 
(7.40) 
where p is replaced by >. if the Chernoff bound is used rather than the Viterbi bound. The 
elements of the matrix Tare 
if s~, s~ E S' 
(7.41) 
if s' S' rf S' n' n 'F 
Subscripts G and B denote 'good' (sn = sn) and 'bad' (sn f=. sn) subsets of state pairs so 
that, for example, TGG is a submatrix of T containing the contribution of error events 
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between parallel transitions to the error-event probability. The matrix Ih is a row vector 
with all elements unity, which sums over all possible initial 'good' state pairs, and the 
matrix IG is a column vector, which sums over all possible final 'good' states. Provided 
IBB - TBB is non-singular, where IBB is an identity matrix, the infinite matrix series in 
(7.40) can be written as 
(7.42) 
Thus, (7.40) can be expressed as 
Te(O"~,P) = 2: Ih {TGG + TGB[IBB - TBB]-lTBG} IG (7.43) 
which is a generalized transfer function of the trellis code based on the 2211 error states. 
This is usually denoted Te(D), but the parameter D = exp (-1/80"~) has been omitted 
because it is incompatible with the form of the Chernoff bound. 
If a bound on the bit or symbol error probability is required, then the generalized 
transfer function must be modified to include a factor J 
where for symbol error probability, the exponent of J is 
The bound on symbol error probability can now be computed from 
P [E] < T (0"2 p) = 8T~( O"TI' p, J) I 
~ - ~ TI' 8J J=l 
where 
8T8(0"~'P, J) 1 t { , -1 , -1 8J = 2111G TGG + TGB[I - TBB] TBB[I - TBB] TBG 
and 








The exponential terms averaged over the lSI in (7.41) can be computed by averaging 
eq over the pdf of the lSI. For small ratios of lSI variance to noise variance, it may be 
faster to express eq as a Taylor series so that the average exponential is an infinite series 
involving moments of the lSI. The average exponential terms can then be approximated by 
truncating the series and computing the required moments using the techniques described 
by Cariolaro and Pup olin [1975]. But when the ratio of lSI variance to noise variance 
is large (this is one of the cases we are interested in), the series may oscillate [Ho and 
Yeh, 1970] so that a large number of terms may be necessary to compute a good approx-
imation to the average exponential. Averaging over the lSI pdf is guaranteed to give a 
good approximation, provided a good approximation to the lSI pdf is available. Since we 
have a technique to obtain good approximations of lSI pdf's (see Chapter 6), we average 
over the lSI pdf. 
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In practice, [IBB - TBB]-l is evaluated by truncating the series expansion in (7.42). 
Also, the exponential terms in all the matrices are thresholded to include only the signif-
icant terms because they rapidly approach zero as the distance between state transitions 
increases (all terms of the order of P[t:] should be included). To further speed up the 
computation, sparse matrix techniques [Pissanetzky, 1984] can be applied. 
The evaluation of (7.43) or (7.47) generally requires an analysis of all possible pairs of 
code states (pairwise states), which involves the manipulation of (22" - 2") X (22" - 2") 
matrices and is limited in practice to codes with 2" ~ 64 states. For codes with the 
uniform error property [Benedetto et al., 1988; Biglieri and McLane, 1989] and ho = 1, 
these matrices can be reduced to a maximum size of (2" - 1) X (2" - 1) by considering a 
modified transfer function based on the 2" code states [Zehavi and Wolf, 1987; Benedetto 
et al., 1988]. 
7.5 Numerical Evaluation of the Minimum Distance 
An asymptotic upper bound on the minimum distance is given by Divsalar [1978] 
2 • 2 (Te(2Cl~,p)) dmin(p) ~ Vm 16Clf1ln T. (2 ) 
0"'1-+0 e Clf1' P 
An asymptotic lower bound on the minimum distance is given by Biglieri [1984] 
d~in{P) 2: lim -8Cl~ In (Te( Cl~, p)) 
O"~-+o 
but is slower to converge than the upper bound. 
(7.49) 
(7.50) 
Small values of d~in{P) are difficult to evaluate accurately using pairwise error prob-
abilities obtained by averaging over the lSI pdf. The lSI values that govern d~in{P) are 
those of greatest magnitude. Accurate values of d~in{P) can be computed using pairwise 
error probabilities obtained by averaging over an extreme lSI pdf. The extreme lSI pdf 
consists only of lSI values with greatest magnitude (max{Re [zn]}). Because the lSI pdf's 
are usually circularly: symmetric, an extreme lSI pdf consisting of a circle of eight impulses 
is sufficient to accurately compute d~in(P). 
7.6 Lower Bound on Error-Event Probability 
An obvious lower bound on Pe[t:] is the asymptotic lower bound of the Ungerboeck code 
in the absence of lSI (described in Section 3.4) 
Pe[t:] 2: N{dfree) Q (dfree ) 2Clf1 (7.51) 
where dfree is the free distance of the code and N{dfree) is the average number of paths 
at distance dfree from a given reference path. This provides a tight bound for low levels 
of lSI, but is loose for severe lSI. 
Forney gives tight lower bounds on error-event probability for the Viterbi algorithm 
Pe[t:] 2: Ko Q ( d~: ) (7.52) 
(7.53) 
However, the computation of the Ko parameter is not straightforward for our problem and 
we do not use these bounds. 
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7.7 Examples of Bounds on Error Probability 
We now examine bounds on the error probability, which have been computed using the 
techniques just described, for two Ungerboeck coded systems. The first system is a v = 2 
coded 16-QAM system that uses a rate 1/2,4 state convolutional encoder and 2 uncoded 
bits to map onto a 16-QAM signal constellation. This is a linear code, and is analyzed 
using a modified transfer function based on the code states. The second system is a v = 3 
coded 512-CR system that uses a rate 2/3, 8 state nonlinear convolutional encoder and 6 
uncoded bits to map onto a 512-CR signal constellation. This nonlinear code was designed 
to satisfy Wei's conditions for 90° rotational invariance, and is analyzed using the pairwise 
state analysis. The minimum distance between signal points in the 16-QAM and 512-CR 
signal constellations is d = 2. 
The systems in the examples incorporate raised-cosine Nyquist filtering with a roll-off 
factor of 0.3 and a Nyquist bandwidth of 17.5 MHz. The time-dispersive channel was 
modelled using the Rummler model (see Section 4.2.1) with a delay T = 6.3 ns between 
the two paths. Because TCM cannot alone combat the lSI introduced by typically en-
countered fade parameters, we consider the residual lSI after equalization with a five-tap 
synchronously-spaced equalizer. The tap weights of this equalizer are optimized using the 
minimum mean-square error criterion (assuming high SNR). Noise enhancement due to 
the equalizer is accounted for by an additional fixed noise source. 
The equalized channel impulse responses we consider all have ho ~ 1; therefore, the 
multiplicative interference is negligible. Table 7.1 lists the peak lSI values max{Re [zn]} = 
max{Im [Zn]} , the optimum value of p at high SNR, and the lSI-degraded minimum dis-
tance values dmin(P), computed using (7.49), for the TCM schemes on various channels. 
Notice that the optimum value of P approaches zero as max{Re [zn]} increases. However, 
because p is optimized over all conditional pairwise error probabilities, it is greater than 
zero for some values of max{Re [zn]} greater than unity. The lSI pdf's have been com-
puted using the central binning described in Chapter 6, with a bin width that ensures 
good approximations to the exact lSI pdf's. Worst case binning could also be used, but 
it would lead to a looser union bound. 
The tightness of the upper bounds is determined by comparing them to the results 
of Monte Carlo simulations (see Chapter 5) and the lower bound. The systems have 
System B (dB) fo (MHz) max{Re [Zn]} P dmin(P) 
coded 16-QAM 0.00 0.50 4.0 
10 4 0.23 0.47 3.7 
15 4 0.41 0.44 3.3 
20 4 1.04 0.20 1.8 
25 4 2.16 0.00 0.0 
coded 512-CR 0.00 0.50 4.5 
5 4 0.31 0.41 2.8 
10 0 0.50 0.40 2.8 
9.4 4 0.96 0.15 0.9 
16 0 1.16 0.10 0.0 
Table 7.1 Peak lSI introduced by the channel and the lSI-degraded minimum distance of the TCM. 
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•. -.- Chernoff bound 
- - - Viterbi bound 
._ .. - Lower bound 
Figure 7.2 Symbol error probability bounds for coded 16-QAM on an AWGN channel. 
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been simulated both with and without interleaving to determine when the independence 
assumptions in Section 7.2 are valid; an interleaving depth of 20 symbols was used. With 
the resources available, simulations can only accurately estimate symbol error probabilities 
greater than 10-5 , but nonetheless the simulations provide an indication of how tight the 
bounds are. The simulations use a finite decoding depth in the Viterbi decoder of 12 
symbols, whereas the bounds assume an infinite decoding depth. 
Both optimized and unoptimized bounds are shown. The advantage of the unoptimized 
bounds is that they require less computation, while the advantage of the optimized bounds 
is that they are tighter than the unoptimized bounds for severe residual lSI. The Viterbi 
bound has been computed using either the computed lSI pdf (Viterbi-C) or assuming the 
lSI has a Gaussian pdf (Viterbi-G). The advantage of using a Gaussian lSI pdf is that the 
lSI is only specified by a mean and a variance, and the bound need not be optimized. 
Bounds on the performance of the coded 16-QAM system as a function of SNR on an 
AWGN channel are shown in Figure 7.2. The lower bound is computed from (7.51) and 
is very tight relative to the simulation and the Viterbi bound (this same lower bound is 
used for the coded 16-QAM system with residual lSI). The Viterbi bound is also very tight 
relative to the simulation, for p&[£] ~ 10-3 . The Chernoff bound is about 0.5 dB looser 
than the Viterbi bound. 
Figures 7.3a and b show bounds for the coded 16-QAM system for two residual lSI 
distributions with max:{Re [zn]} ~ 0.5. The lSI pdf's can be found in Chapter 6. The 
lower bounds are looser than for the AWGN channel. Although the upper bounds are also 
looser than for an AWGN channel, they are still usefully tight for systems with interleav-
ing. For these channel conditions, there is negligible difference between the unoptimized 
and optimized bounds. The upper bounds in Figure 7.3a apply to both interleaved and un-
interleaved systems because interleaving provides negligible improvements in performance, 
as shown by the simulated curves. However, in Figure 7.3b the bounds only strictly apply 
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Figure 7.3 Symbol error probability bounds for coded 16-QAM on residual lSI channels with 
max{Re [zn]} :S 0.5. 
Applying the Viterbi bound using a Gaussian lSI approximation yields a bound that is 
indistinguishable from the Viterbi bound using the computed lSI pdf. This suggests that, 
for low levels of lSI, the lSI can be well approximated as a Gaussian random variable. In 
practice this means that an upper bound can be computed for low levels of lSI without 
having to compute an lSI pdf or having to optimize the bound. 
Figures 7.4a and b show bounds for coded 16-QAM for two residual lSI distribu-
tions with max{Re [zn]} > 0.5. The optimized bounds in Figure 7.4a are tight; how-
ever, the un optimized Viterbi bound is quite loose due to the failure of the bound when 
max{Re [zn]} > 0.5, as discussed in Section 7.3.1. The Viterbi bound with Gaussian lSI is 
slightly tighter than with the computed lSI for SIN < 20 dB, but becomes much looser for 
SIN> 20 dB. Thus, in this case, the lSI is not well approximated by a Gaussian random 
variable. The unoptimized Chernoff bound is becoming loose at an SNR of 22 dB, while 
the unoptimized Viterbi bound becomes loose for SIN> 20 dB. The convex (U) shape 
of this bound is due to the bound on alVb becoming loose for many conditional pairwise 
error probabilities as the SNR increases. The interleaving provides a gain of about 1 dB 
in noise margin. 
The residual lSI for Figure 7.4b was chosen to produce an error floor at an error 
probability that could be simulated. For this level of lSI, dmin = O. It was not possible to 
compute a meaningful Viterbi bound, either optimized or unoptimized, using a computed 
lSI pdf because the bound on al Vb was too loose for too many conditional pairwise error 
probabilities. However, it was possible to calculate the Viterbi bound using a Gaussian lSI 
approximation, and this is somewhat tighter than the Chernoff bounds. Thus, even though 
the lSI is not well approximated by a Gaussian random variable, a Viterbi-G bound on the 
error probability floor is just as tight as a Chernoff bound. The optimized Chernoff bound 
is one to two orders of magnitude different to the uninterleaved simulation, and therefore 
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Figure 7.4 Symbol error probability bounds for coded 16-QAM on residual lSI channels with 
max{Re [zn]} > 0.5. 
is quite loose. The unoptimized Chernoff bound is slightly looser again. Interleaving 
provides an order of magnitude gain in error probability compared to no interleaving. If a 
tighter bound on the error floor could be obtained, then it could be used to compute tight 
bounds on system signatures at low error probabilities (e.g. 10-6 ), which cannot easily be 
simulated. 
We now study the bounds for the coded 512-CR system. Bounds on the performance 
of the coded 512-CR system on an AWGN channel are shown in Figure 7.5. The lower 
bound is very tight relative to the simulation. As for the coded 16-QAM system, this lower 
bound is also used for the coded 512-CR system with residual lSI. The same observations 
as for the coded 16-QAM on an AWGN channel apply to coded 512-CR. Further to these 
observations we notice that the simulation curve crosses the Viterbi bound. It is suspected 
that this is due to the uncertainty associated with the points in the simulated curve. 
Although the uncertainty is difficult to compute analytically, the results in Chapter 5 
suggest it could be up to 5%. 
The bounds for coded 512-CR for two residual lSI distributions with max{Re [zn}} ~ 
0.5 are shown in Figures 7.6a and b. The interleaving has little effect with either of these 
channel conditions. This is because, to yield the same peak lSI as with a coded 16-QAM 
system, the fades are significantly less severe. Also the coded 512-CR system uses a more 
powerful code than the coded 16-QAM system. 
The bounds for two residual lSI distributions with max{Re [zn}} > 0.5 are shown in 
Figures 7.7 a and b. The performance of the coded 512-CR system with these residual lSI 
conditions was studied by simulation in Chapter 5. As for the coded 16-QAM examples, 
we find that the optimized bounds are usefully tight, the unoptimized Chernoff bounds 
become looser at high SNRs, and the unoptimized Viterbi bounds are of no practical use. 
Interleaving has a negligible effect in Figure 7.7 a, but provides about 0.5 dB improvement 
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in Figure 7.7 b. 
It should be mentioned that error probability curves measured for real radio systems 
usually show an error floor at Pa[£] = 10-14 due to irreducible sources of noise or inter-
ference. Such effects are due to modem imperfections and have not taken into account 
within the analysis in this chapter. 
Analyzing the nonlinear Wei code using the code states gives virtually identical bounds 
to using pairwise states. This suggests that there is a larger class of codes that can be 
analyzed (or approximately analyzed) using the Zehavi and Wolf technique to avoid having 
to analyze pairwise states. 
7.8 Conclusion 
Upper bounds have been formulated and computed for the error probability of TCM on 
time-dispersive channels. The availability of accurate approximations to lSI pdf's has 
been used in the formulation. Examples have shown the bounds to be sufficiently tight 
over a wide range of time-dispersive channel conditions for practical applications. For 
severe levels of lSI, the bounds must be optimized over a bounding parameter to yield 
tight bounds; however, for low levels of lSI, a fixed bounding parameter can be used to 
yield tight bounds. A further simplification that can used for low levels of lSI is to assume 
that the lSI has a Gaussian pdf, to avoid having to compute an approximate pdf. 
The lower bound on the error probability of TCM on an AWGN channel has been 
used as a lower bound for TCM on a residual lSI channel. This bound is tight for low 
levels of lSI, but loose for severe lSI. Tighter lower bounds are required, so the tightness 
of the upper bounds cp..n be verified at lower error probabilities than can be verified by 
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simulation. If tighter lower or upper bounds on error probability floors could be obtained, 
then system signatures could be estimated without simulation. 
We have observed that interleaving has little effect on the performance of a TCM sys-
tem experiencing shallow fades. As a consequence of this, the independence assumptions 
made in the derivation of the union bound are valid for shallow fades. However, for deep 
fades, interleaving can provide up to 1 dB of gain, and the union bound is not strictly 
applicable to an uninterleaved system. 
The techniques in this chapter could be extended to analyze the effects of adjacent 
channel interference and co-channel interference (with some appropriate assumptions) on 
TCM, particularly in the cellular mobile radio environment. 
Appendix 7 A lSI Limit for Viterbi Bound 
The Viterbi bound on the conditional pairwise error probability becomes loose when the 
lSI exceeds a limit. This limit can be approximately calculated for a trellis-coded QAM 
constellation with minimum distance d between signal points by considering the condition 
that determines the limit . 
(7.54) 
The limit on the peak lSI depends on .the pairwise error probability under consideration. 
We wish to derive the minimum value of the limit on the peak lSI for all pairwise errors. 
To do this we use the fact that when (7.54) is satisfied, the minimum distance dmin(P) = O. 
The error event that will have this lSI-degraded minimum distance is the error event with 
minimum average squared Euclidean distance per branch. For the trellis-coded QAM 
constellations we consider, the minimum average squared distance per branch for an error 
event is d2 /2. The error event that has this distance is a very long event with the series 
of branch distances: 2d2 + 0 + d2 + 0 + d2 + 0 + d2 + ... + 2d2 • 
The condition in (7.54) can be expanded and rearranged to obtain 
N-l N-l 
(1- p) L IXn - xnl 2 = -2 L Re [(xn - xn)*znl (7.55) 
n=O n=O 
where we assume ho = 1. Knowing that the branch distances in the error event of interest 
alternate between 0 and d2 , and assuming the 2d2 contributions of the first and last 
branches are negligible over length of the error event, we can use (7.55) to obtain 
(7.56) 
which can be solved to get a limit on the lSI 
Zmax = max{Re [zn]} = (1 - P )d/2 (7.57) 
This is the condition given in (7.26). An identical limit can be determined for max{Im [zn]}. 
Chapter 8 
Conclusions 
This thesis has achieved two major goals. First, the performance of trellis-coded mod-
ulation (TCM) on the time-dispersive digital microwave radio (DMR) channel has been 
evaluated. Second, tight analytical bounds on error probability that can be used to study 
the performance of TCM on general time-dispersive channels at low error probabilities, 
for which simulation is impractical, have been developed. In Chapter 5, Monte Carlo 
simulation techniques were used to study the performance of TCM on the DMR channel. 
Chapters 6 and 7 presented analytical techniques to study the performance of TCM on 
general time-dispersive channels. Detailed conclusions are given at the end of each chapter. 
This chapter provides more general conclusions and suggestions for further research. 
The simulation study in Chapter 5 has clearly shown the significant improvements in 
performance that TCM can offer for DMR systems with equalization. Symbol error rate 
(SER) versus signal-to-noise ratio (SNR) curves, and computed outage probabilities were 
used to study the improvements in performance. Significant coding and SER gains were 
obtained with TCM over a range of channel conditions. Improvements in the severely 
errored seconds component of outage (BER = 10-3 ) were not always obtained with TCM, 
but the improvements observed in outage for BER = 10-4 suggest that the degraded 
minutes (BER = 10-6 ) component of outage would be significantly improved with TCM. 
The results of this study are also applicable to TCM on other time-dispersive channels. 
An interesting additional observation from the simulation study was the poor perfor-
mance of the MMSE-DFE with the large signal constellations. This was first noted by 
Carlisle et al. [1989], and its cause was traced to attenuation of the cursor in the equalized 
impulse response. 
In the past, when the probability density function (pdf) of the intersymbol interference 
(lSI) could not be computed exactly, researchers have either assumed that the pdf conforms 
to a uniform ora Gaussian pdf, or they have computed an approximation. However, the 
uniform and Gaussian approximations are often not accurate, and prior to the work in 
this thesis, the existing algorithms for computing approximations were not applicable to 
trellis-coded data. Chapter 6 presented algorithms for computing an approximation to 
the pdf of the lSI for uncoded and trellis-coded systems. These algorithms are based on 
binning a number of partial pdf's that can then be convolved to get an approximation to 
the lSI pdf. Worst and best case binning techniques were used to obtain lSI pdf's that 
gave upper and lower bounds on the symbol error probability. The examples presented 
showed that the computed lSI pdf's are good approximations to the actual lSI pdf's. 
The dependence between symbols, introduced by Ungerboeck codes, was found to have a 
negligible effect on the lSI pdf, so the algorithm for uncoded modulation can also be used 
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to approximate the lSI pdf's of Ungerboeck codes. 
Few analytical techniques are available for computing bounds on the error probability 
of TCM on time-dispersive channels. Prior to the work in this thesis, the existing tech-
niques were based on explicitly analyzing the channel states in addition to the code states. 
Because of the extensive computation that is involved, such techniques restrict the size of 
the signal constellation and length of the channel impulse response that can be analyzed. 
Chapter 7 developed bounds, on the error probability of TCM on time-dispersive channels, 
that do not require the channel states to be analyzed explicitly. The upper bounds were 
union bounds, formulated to make use of the approximate lSI pdf. Examples showed that 
these upper bounds are tight for a wide range of channel conditions. They also showed 
that assuming the lSI has a Gaussian pdf is reasonable when the lSI is small compared to 
the noise, but can lead to very loose bounds when the lSI is severe. The lower bound was 
simply the performance of the TCM with AWGN alone; this bound is tight for low levels 
of lSI, but loose for severe lSI. 
8.1 Suggestions for Further Research 
A number of ideas for further research arise from this work. Prior to a practical applica-
tion of TCM to DMR systems, the effects of modem imperfections, in conjunction with 
residual lSI and noise, on the performance of TCM should be studied. Some common 
modem imperfections are carrier recovery errors, timing jitter, and high power amplifier 
nonlinearities. 
The receivers we have considered are suboptimum because they only consider the code 
states and ignore the channel states. It would be useful to study the performance gains 
that can be obtained by applying TCM to time-dispersive channels and using the opti-
mum receiver originally described by Forney [1972]. Forney's receiver must be simplified 
in practice, by ignoring some of the channel states. Therefore, it would also be useful 
to look at practical reduced complexity receivers. In particular, the work of Eyuboglu 
and Qureshi [1989] and Chevillat and Eleftheriou [1989] on reduced complexity receivers 
for TCM on time-dispersive channels could be studied in the context of DMR systems. 
However, implementing these reduced complexity receivers at DMR data rates is wishful 
thinking with current technology, because a Viterbi decoder that just operates on code 
states is only marginally practical. 
Since we are interested in TCM schemes that can be implemented at DMR data rates, 
there is little point in looking at more complicated codes. However, multidimensional trellis 
codes [Wei, 1987] and multilevel trellis codes [Calderbank, 1989; Pottie and Taylor, 1989a] 
may offer benefits over Ungerboeck codes in terms of reduced complexity. 
The negligible effect that the dependence between symbols, introduced by Ungerboeck 
codes, has on the lSI pdf seems to relate to the symmetries built into the trellis structure of 
Ungerboeck codes. It also seems to relate to the null effect that Ungerboeck codes have on 
the power spectrum of the uncoded data [Biglieri, 1984]. Some very interesting work could 
be conducted in this area. A starting point could be trellis codes that introduce spectral 
nulls [Calderbank et al., 1988; Wolf and Ungerboeck, 1986]. These codes are expected to 
have some effect on the lSI pdf, which could be computed using the techniques described 
in Chapter 6. This work could also look at other trellis codes and even error-control codes 
in general. 
Moments of a random variable are often easier to compute than the pdf of the random 
variable. Cariolaro and Pupolin [1975] have described a technique to compute the lSI 
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moments for data that is encoded according to the rules of a finite state machine (this 
covers TCM). The union bound described in Chapter 7 could easily be reformulated to 
make use of the lSI moments rather than lSI pdf's, using similar techniques to Ho and 
Yeh [1970]. The use of lSI moments rather than lSI pdf's would reduce the cost of 
computing the error probability bounds when the variance of the lSI is of the order of the 
variance of the noise. However, when the variance of the lSI is larger than that of the 
noise, a large number of lSI moments would be required for the bound to converge [Ho 
and Yeh, 1970]. In this case the use of lSI pdf's is better. 
If tighter bounds on error probability floors could be obtained, then system signatures 
could be estimated without simulation. Outage probabilities could then be estimated using 
these signatures, as in Chapter 5. This would be particularly useful to estimate the level 
of degraded minutes for a system. Tighter lower bounds on error probability would also be 
useful, especially to verify the tightness of the upper bounds for lower error probabilities 
than can be estimated by simulation. 
Further work is required to develop bounds that do not require assumptions of inde-
pendence between the lSI samples. The bounds described by Oka and Biglieri [1989] are 
of this type, but they consider all channel and code states (bounds that ignore some of the 
channel states are also described, but these bounds are loose), and can only be computed 
for simple TCM schemes and short channel impulse responses. A hybrid technique that 
considers a small number of channel states, to model the significant dependence between 
lSI samples, and uses a pdf based technique to model the remainder of the lSI may be 
possible. If such bounds were available, then there would be no need to assume that the 
systems we analyze include interleaving. 
Finally, it would be useful to investigate the possibility of designing TCM specifically to 
cope with channels that introduce both residual lSI and AWGN. The analytical bounds on 
error probability that have been presented provide some useful tools for this task. Divsalar 
and Simon [1988aj 1988b] have designed codes for multiplicative interference channels that 
perform better than if codes designed for AWGN channels were used. Eyuboglu [1988] 
shows that at high signal-to-noise ratios, if a coded modulation scheme can approach 
channel capacity on an lSI-free channel, then under mild assumptions the same scheme 
can also approach capacity on a channel with lSI, provided the receiver uses ideal decision-
feedback equalization followed by maximum-likelihood decoding. Such findings suggest 
that TCM designed for AWGN channels cannot be greatly improved, in a practical sense, 
for lSI channels, and that the codes we have studied are nearly as good as we can expect. 
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