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Abstract
This paper introduces a methodology for the de-
sign of gust load control systems directly from
large aeroelastic models with relaxation of spatial
discretisation. A convenient state-space represen-
tation of the vortex-panel unsteady aerodynamics
suitable for control synthesis is presented. This
allows a full understanding of the dynamics of the
linearized vortex aeroelastic model and is suitable
for control system design. Through the use of robust
controllers, large reductions in loading could be
achieved. Comparisons are also made between
robust and classical control methods. It further
demonstrates that controllers synthesized from
models of coarse spatial discretizations and of an
order of magnitude smaller in size were capable of
rejecting disturbances on fully converged models,
with performances comparable to expensive higher
order controllers developed from full models.
Keywords: wind turbine, gust load alleviation,
vortex panel, discretization, PID, robust control
1 Introduction
As the size of wind turbines is increased for larger
energy capture, they are subject to greater risks of
fatigue failure and extreme loading events. The situ-
ation is compounded as wind turbines are gradually
∗Corresponding author: b.ng10@imperial.ac.uk
moved offshore and placed on floating structures,
resulting in a coupling of loads from both wind and
wave motion. Most wind turbines today are equipped
with pitch control for speed regulation, which can
also be used for load alleviation [9]. However,
these responses are slow and limited by the inertia
of the blades [36]. Innovative blade designs with
active aeroelastic control techniques developed
for aeronautics applications [12] could hence be a
solution to maintaining steady loading on the blades,
thereby reducing vibrations and rapidly fluctuating
loads. This has the benefit of increasing fatigue
life and bringing down the cost of energy, which is
the main driver for continued wind energy research
today. These active control surfaces can work in
conjunction with existing pitch control methods and
they act to reduce higher frequency loadings while
blade pitch tackles lower frequency disturbances.
Different methods have been studied to model the
use of active control surfaces. In two-dimensional
modelling (2D), the common approaches are to
use either the analytical solution provided by
Theodorsen, indicial step response by Wagner
or vortex panel method to resolve the unsteady
aerodynamics [7, 14, 33], with structural models
mostly described by simple spring mass systems. In
three-dimensional modelling (3D), most literatures
rely on Blade Element Momentum (BEM) theory
as it is considerably simple and computationally
efficient for full rotor configurations. However, BEM
produces relatively coarse models and the effects of
active devices in simple cases are mostly accounted
for through look-up tables from quasi-steady anal-
ysis [5, 25]. Hence, higher fidelity models, such
as Unsteady Vortex Lattice Method (UVLM), which
allow dynamic responses of aerofoil and control sur-
faces to be modelled should be considered [5, 21].
Even though analytical solution to account for the
unsteady aerodynamics [16, 35, 38] have been well
developed, they are mainly for 2D models while
the UVLM can easily be extended to 3D models.
Similar to 2D analytical solutions, UVLM has been
represented in state-space forms, but mainly for
stability analysis [19, 30, 42]. There is a lack of work
in control synthesis using state-space formulations
of UVLM. Also, since UVLM requires dense spatial
discretisation for convergence, the challenge is in
synthesising controllers from these increasingly-
large computational models. Instead of relying on
system identification or model reduction techniques
to obtain a low-order approximation where important
closed-loop system dynamics might be neglected,
this paper will explore the possibility of developing
controllers from vortex models of coarse spatial dis-
cretisations. As demonstrated by [22], this method
is an improvement over large-scale model reduction
techniques, and controllers synthesised from low
order models avoid numerical issues present in
model reduction of large-scale systems.
The results of load mitigation using active devices
has been very promising. Using trailing edge flaps
for load reduction, Frederick et al. [15], Riziotis et
al. [33] and Basualdo [7] were able to achieve sig-
nificant reduction in loadings and aerofoil displace-
ments, while Barlas et al. [4] and Wilson et al. [40]
demonstrated the performance of multiple flaps. The
concept of variable trailing edge geometry had been
studied extensively by researchers from Risø. Gau-
naa [16] developed an analytical solution for variable
aerofoil geometry and adopting this method, Buhl et
al. [10] and Andersen et al. [1] demonstrated signifi-
cant load reductions using deformable trailing edge
”flaps”. Inspired by the works of Gaunaa, Ander-
sen et al. [2] studied the effects of dynamic stall
using variable trailing edge geometry, which is also
an extension of the Beddoes-Leishman dynamic stall
model by Hansen et al. [20]. Most recently, Mad-
sen et al. [28] and Barlas et al. [6] conducted exper-
iments using rubber trailing edges and piezo flaps,
respectively. Microtabs had been investigated ex-
tensively by van Dam et al. [37]. Comparisons be-
tween various active control concepts were investi-
gated by Marrant et al. [29] Lackner et al. [25], Wil-
son et al. [39] and recently, Barlas et al. [5] presented
an overview of existing active control methods. Most
of these works had relied heavily on classical con-
trol methods such as PD and PID. Since their inten-
tions were in proof-of-concept, controllers were of-
ten not optimized and robust controllers overlooked
as an alternative solution. This paper will focus on
modelling for control synthesis, creating controllers
for large-scale systems using spatially coarse mod-
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Figure 1: 2-DOF Structural Model.
els and comparing performances between different
types of controllers.
2 Theoretical formulation
2.1 Structural model
The structural model is an aerofoil section with flap,
modeled using a simple two Degrees of Freedom
(2-DOF) plunge-pitch aerofoil restrained by a pair of
springs as shown in Figure 1. The spring constants
are kα, which restrains pitch and kh, which restrains
plunge motions. The model has half chord length
of b, with the distance from mid-chord to elastic axis
denoted by ab and distance from mid-chord to flap
hinge denoted by eb. Freestream velocity is denoted
by U , pitch angle by α, plunge by h and flap deflec-
tion angle by β. The conventions taken for h is posi-
tive downwards, α is positive nose up about the elas-
tic axis and β is positive flap down about the hinge.
Lift L is positive upwards and moment Mα about the
elastic axis is positive when aerofoil pitches nose up.
The dynamic equations of motion are written in non-
dimensionalised form as:
Mq¨ + Kq = Q , (2.1)
such that M =
[
1 xα
xα r
2
α
]
, q =
[
h
b
α
]
, K =[
ω2h 0
0 ω2αr
2
α
]
, Q =
[− LMb
Mα
Mb2
]
. In the equation, xα = SαMb
is the distance between centre of gravity and elastic
axis (normalised by b) and r2α =
Iα
Mb2 is the aerofoil’s
radius of gyration (normalised by b). The terms ωh =√
kh
M and ωα =
√
kα
Iα
represent uncoupled natural
frequency of plunge and pitch modes, respectively.
M is the mass per unit span, Sα is the static mo-
ment of aerofoil section about the elastic axis and Iα
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Figure 2: Simplified vortex panel model (illustrated
with 3 panels/chord).
is the aerofoil moment of inertia per unit span about
the elastic axis. h¨ and α¨ are the second derivatives
of plunge and pitch, respectively. The flaps are as-
sumed to have a rigid link. Also, their masses are
considered to be small and any inertial effects from
flap deflections are ignored.
2.2 Analytical solution to unsteady
aerodynamics
Two unsteady aerodynamics models are being con-
sidered. The first relies on the analytical solution
which will be briefly covered in this section, and the
second uses the vortex panel methods with detailed
description in Section 2.3.
The classical analytical method for solving lin-
ear 2D unsteady aerodynamics is provided by
Theodorsen [35], which assumes sinusoidal motions
and that the unsteady flow takes place over long pe-
riods of time. A solution in the time domain is pro-
vided by Wagner [38] through the superposition of
indicial responses using the Duhamel integral for the
circulatory part of the flow. To account for the un-
steady aerodynamics in a sharp edge travelling gust,
a time domain solution is provided by Ku¨ssner [24].
For a detailed description of the above methods, the
interested reader may refer to the cited references or
Leishman [26].
2.3 State-space vortex panel represen-
tation
In the Vortex panel method, the aerofoil is assumed
to be a flat plate and discretised with equally spaced
panels, each of which contains one vortex and one
collocation point. The vortex is placed at 14 chord of
the panel while the collocation point at 34 chord [23],
as illustrated in Figure 2. Even though we are con-
sidering a flat plate, the vortex panel description al-
lows for cambered shapes. In this paper, the effect
of wake roll-up is ignored and the wake assumed to
be planar. However, the method described would al-
low non-planar wakes to be considered. Also, even
though flaps are chosen for the actuators, the vortex
model is flexible to accommodate other active con-
trol methods such as varying camber or trailing edge
geometry through change of boundary conditions.
In the formulation of vortex panel methods, the Neu-
mann boundary condition is imposed that requires no
flow across the aerofoil surface. This relationship is
given by:
aijΓj + wˆi = 0 , (2.2)
where aij is the influence coefficient that gives the
induced velocity normal to aerofoil surface at colloca-
tion point i due to a vortex of unit strength at point j.
The second term, wˆi, is the downwash at collocation
point i due to motion of the aerofoil and incident gust.
The influence coefficient is given by:
aij = ni ·
[
uij
wij
]
, (2.3)
such that:[
uij
wij
]
=
1
2piri2
[
0 1
−1 0
] [
xc,i − xv,j
zc,i − zv,j
]
, (2.4)
where ui and wi are components of velocity in the x
and z directions induced at collocation point i by a
unit vortex at point j. (xc,i, zc,i), (xv,j , zv,j) are the
coordinates of collocation point i and vortex point j
respectively, and ri gives the distance between them.
ni is a unit vector normal to the surface at collocation
point i.
To model the wake vortices, we impose Kelvin’s con-
dition that dictates the conservation of circulation Γ in
the fluid surrounding both the wing and its wake. By
equating the sum of all the circulation from the aero-
foil and most recent wake vortex in the current time
step to the total circulation in previous time step, we
obtain:
Γn+1w,1 +
M∑
j=1
Γn+1j =
M∑
j=1
Γnj , (2.5)
where Γj is the vorticity of vortex at point j and Γw,1
is the vorticity of the most recent wake vortex shed at
aerofoil trailing edge. n is the number of time steps
that also corresponds to the number of wake panels,
and M is the number of panels on the aerofoil and
flap.
Once the vortex is shed into the wake, it is convected
downstream with freestream speed U such that:
Γn+1w,k = Γ
n
w,k−1 , (2.6)
where Γw,k is the circulation of the kth wake vortex.
Putting the above equations together [30,42], we ob-
tain a state-space expression in terms of aerofoil vor-
ticity Γa and wake vorticity Γw, which can be written
as:Aa AwB1a B1w
B2a B2w
[Γn+1a
Γn+1w
]
=
wˆn+1a0
0

+
Ca CwD1a D1w
D2a D2w
[Γna
Γnw
]
,
(2.7)
where wˆa is the downwash due to the motion of the
aerofoil and incident gust. The first row of the equa-
tion imposes the Neumann boundary condition (2.2),
the second row imposes Kelvin’s condition (2.5) and
the last row accounts for the convection of wake
downstream (2.6). Rewriting the equation:
Γn+1 = A1wˆ
n+1 + A2Γ
n , (2.8)
and assuming small angles of attack with grouping of
variables, the downwash can be written as:
wˆn+1 = Wˆqqˆ
n+1 + Wˆββˆ
n+1
T + Wˆδδˆ
n+1
, (2.9)
where:
qˆn+1 =
[
hn+1 αn+1 h˙n+1 α˙n+1 h¨n+1 α¨n+1
]T
,
βˆ
n+1
=
[
βn+1 β˙n+1
]T
and δˆ
n+1
=[
δn+11 · · · δn+1M
]T , such that δ is the induced
gust angle.
In computing the pressures and loads on the aero-
foil, we make use of the unsteady Bernoulli equa-
tion [23]. In continuous time, the pressure differ-
ence (∆pi) across the lower and upper surfaces of
the ith panel at distance x from the leading edge is:
∆pi(t) = ρ
[
U(t)Γa(x, t) +
∂
∂t
∫ x
0
Γa(x, t)dx
]
, (2.10)
where ρ is density of air.
Integrating over the entire aerofoil and writing in
discrete-time state-space dimensionless form, we
obtain:
Cn+1L =

2
Un+1c +
2(c−xv,1)
(Un+1)2c∆t
2
Un+1c +
2(c−xv,2)
(Un+1)2c∆t
...
2
Un+1c +
2(c−xv,M )
(Un+1)2c∆t

T 
Γn+11
Γn+12
...
Γn+1M

+

2(−c+xv,1)
(Un+1)2c∆t
2(−c+xv,2)
(Un+1)2c∆t
...
2(−c+xv,M )
(Un+1)2c∆t

T 
Γn1
Γn2
...
ΓnM
 .
(2.11)
A similar expression can be obtained for total mo-
ment about the elastic axis:
Cn+1M =−

2(xv,1−xea)
Un+1c2 +
2
(Un+1)2c2∆tΠ1
2(xv,2−xea)
Un+1c2 +
2
(Un+1)2c2∆tΠ2
...
2(xv,M−xea)
Un+1c2 +
2
(Un+1)2c2∆tΠM

T 
Γn+11
Γn+12
...
Γn+1M

+

2
(Un+1)2c2∆tΠ1
2
(Un+1)2c2∆tΠ2
...
2
(Un+1)2c2∆tΠM

T 
Γn1
Γn2
...
ΓnM
 ,
(2.12)
where Πk =
(
c2
2 − cxea
)
−
(
x2v,k
2 − xv,kxea
)
;
k = 1 : M .
Combining the equations for lift and total moments
about elastic axis, we obtain:
Qˆn+1 = F1Γ
n+1
a + F2Γ
n
a , (2.13)
where Qˆn+1 =
[
Cn+1L
Cn+1M
]
.
In order to couple the vortex panel model to the struc-
tural model, (2.1) is discretised using backward the
Euler method [17] to give:
Qn+1 = N1qˆ
n+1 + N2qˆ
n , (2.14)
N3qˆ
n+1 = N4qˆ
n , (2.15)
where Ni; i = 1, 2, 3, 4, are matrices from the discre-
tised structural model.
Equating (2.13) and (2.14), we obtain:
TQˆ
n+1
= Qn+1,
−TF1Γn+1a + N1qˆn+1 = TF2Γna −N2qˆn, (2.16)
where T is a transformation matrix to account for dif-
ference in dimensions, given by:
T =
[
−ρU2M 0
0 2ρU
2
M
]
. (2.17)
Consolidating (2.7), (2.9), (2.15) and (2.16) and ex-
pressing this in matrix form, we obtain: I −A1Wˆq[−TF1 0] N1
0 N3
[Γn+1aΓn+1w
]
qˆn+1

=
 A2 0[TF2 0] −N2
0 N4
[ΓnaΓnw
]
qˆn

+
A1Wˆβ0
0
 βˆn+1T +
A1Wˆδ0
0
 δˆn+1.
(2.18)
Finally, by introducing a new state variable xˆ =[
Γa Γw qˆ
]T , this allows us to write the above
equation as:
xˆn+1 = Aˆxˆn + Bˆβˆ
n+1
T + Gˆδˆ
n+1
. (2.19)
2.4 Robust control methods
Linear Quadratic Gaussian (LQG) theory formulates
a controller by minimising a quadratic cost function
and assumes Gaussian disturbance and noise in-
puts with known statistical properties. It relies on the
principle of separation where the LQG controller is
made up of a Linear Quadratic Regulator (LQR) and
a Kalman filter. The LQR seeks to find a linear con-
troller such that the following deterministic quadratic
cost function, J , is minimised [27,34]:
J =
N∑
k=0
‖ zk ‖22 =
N∑
k=0
x′kQxk + u
′
kRuk , (2.20)
where z is the objective variable and ‖ ◦ ‖2 denotes
the 2-norm or Euclidean norm. Q andR are appropri-
ately chosen weighting matrices such that a large Q
penalises the states x while a large R penalises con-
trol input u. The states are estimated using a Kalman
filter [34]. It should be noted that for LQG, stability
margins are not guaranteed as shown in Doyle [13].
In H∞ control, the objective is to minimise the peak
of the maximum singular value of F (P,K) [34] that
can be expressed as:
‖ F (P,K) ‖∞= max
ω 6=0
‖ z ‖l2
‖ w ‖l2
, (2.21)
where ‖ F (P,K) ‖∞ is the linear fractional map, P is
the plant, K is the controller and w is the disturbance
input. This signifies that the worst case response
of the system to an input disturbance is minimised.
Hence, in the presence of known and bounded un-
certainties, closed-loop performance and stability are
guaranteed [18,43].
2.5 Closed-loop model
The control input for (2.19) are vectors containing β
and it higher derivatives. Hence, a double integra-
tor [3] is introduced such that the control input is now
the flap acceleration. The choice for this term is that
acceleration is most closely related to forces and it
avoids the introduction of a jerk function. The turbu-
lence is simulated by passing white Gaussian noise
+
+
Figure 3: Closed-loop block diagram.
through a filter such that the signal output will have
statistical properties same as those measured and
verified for atmospheric turbulence [11]. The transfer
function of the filter is chosen to generate an output
similar to that of a von Ka´rma´n turbulence spectrum
that is frozen in time as the aerofoil passes through.
A simplified closed-loop block diagram of the aeroe-
lastic model is illustrated in Figure 3 in which the dou-
ble integrator and turbulence filter are included in the
system.
3 Numerical results
3.1 Validation
To determine the amount of panel discretisation, a
parametric study was conducted and results indi-
cated that the unsteady aerodynamics solution is
converged using 50 equally distributed panels on the
aerofoil and with a wake of 5 chord lengths. The
vortex aeroelastic model developed in Section 2.3
was then validated against Murua et al. [31] for flut-
ter speeds shown in Figure 4. Also included in the
flutter plot is a Wagner aeroelastic model developed
using Wagner’s indicial step response for the un-
steady aerodynamics coupled with the same struc-
tural model in Section 2.1. As shown, there is good
agreement for all the three models. Similar results
were also reported by Zeiler [41] and Bergami et
al. [8].
A point is also marked on the flutter plot (indicated by
a triangle) to indicate the parameters chosen for the
simulation with xα = 0.2. The turbulence intensity is
assumed to be 10% and sampling rate was chosen to
be ten times the system bandwidth of around 20Hz.
Performance will be measured based on the per-
centage reduction in Root-Mean-Square (rms) of CL
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Figure 4: Flutter boundaries of 2-DOF aerofoil.
( a = −0.3, κ = piρb2M = 0.05, r2α = 0.25, b = 1.0 )
between open and closed-loops. Another measure-
ment is the control energy expenditure chosen as:
E =
∫ T
0
β¨2 dt. (3.1)
This measure is selected as the flap angular accel-
eration is proportional to the torque T = Iβ β¨, and in
turn related to work done.
3.2 Load reduction using controllers
from converged models
LQG and H∞ controllers were synthesised from the
converged vortex aeroelastic model (50 panels per
chord and 5 wake chords) as well as the Wagner
aeroelastic model. Different closed-loop aeroelastic
models were then formed:
• Closed-loop 1a & 1b - LQG and H∞ controllers
synthesized from the Wagner model and placed
in closed-loop with the same model.
• Closed-loop 2a & 2b - LQG and H∞ controllers
synthesized from the Wagner model and placed
in closed-loop with the converged vortex model.
• Closed-loop 3a & 3b - LQG and H∞ controllers
synthesized from the converged vortex model
and placed in closed-loop with the same model.
For all the closed-loops, the achieved reductions in
rms(CL) were above 80% for the same turbulence
input, as shown in Table 1. The flap deflection
angles were kept within ±5◦ and deflection rates
within ±40◦/s. Plots for the time series comparing
open-loop response to closed-loops 3a and 3b are
shown in Figures 5 and 6, respectively.
Closed-
loop
Controller Reduction
in rms(CL)
1a LQG 86%
1b H∞ 83%
2a LQG 81%
2b H∞ 80%
3a LQG 82%
3b H∞ 80%
Table 1: Closed-loop performance using robust con-
trollers.
0 2 4 6 8 10 12
−0.1
−0.05
0
0.05
0.1
0.15
non−dimensional time
C L
 
 
Open loop
Closed loop with LQG
Figure 5: Closed-loop 3a with LQG controller.
3.3 Controller synthesis with spatially
coarse vortex aeroelastic model
Given that LQG and H∞ controllers have the same
size as the model, control synthesis using high or-
der converged vortex aeroelastic models are com-
putationally expensive. Hence, the number of pan-
els per chord was reduced for control synthesis,
but placed in closed-loop with the converged vortex
panel aeroelastic model. This enabled us to under-
stand the limits to which controllers developed from
spatially coarse models, which had not converged for
open-loop predictions, were capable of rejecting dis-
turbances on converged models. As shown in Fig-
ure 7, a controller developed using just 2 panels per
chord was able to achieve good performance when
applied in closed-loop with the converged model with
50 panels per chord. The flap deflection angles and
rates were kept within ±5◦ and ±60◦/s for all cases.
To explore this further, we analysed the open and
closed-loop responses in frequency domain. Fig-
ure 8 compares Bode plots of open-loop responses
from disturbance (w) to output (CL) of the various
models. We observe that the vortex aeroelastic
model with a spatially coarse discretisation (2 panels
per chord) only agrees well with the converged model
(5 panels per chord) for frequencies below 5Hz. It
is also not capturing the fundamental modes. How-
ever, when LQG and H∞ controllers were devel-
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Figure 6: Closed-loop 3b with H∞ controller.
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Figure 7: Performance of low order panel model for
controller synthesis (Figures are plotted with reduc-
ing number of panels per chord on horizontal axis).
oped from this spatially coarse model and placed in
closed-loop with the converged model (denoted as
Closed-loop 4a & 4b respectively), the closed-loop
responses were very similar to when the controllers
were developed from the converged model (Closed-
loops 3a & 3b). This is shown in Figures 9 and 10 for
LQG and H∞, respectively.
3.4 PD controller
Classical control methods had been widely used both
in research and industry, given its ease of imple-
mentation. In developing a classical controller for
our aeroelastic models, we first looked at the sta-
bility margins from control input β¨ to output CL [32].
Since both the gain and phase margins were found to
be negative, a Proportional-Derivative (PD) controller
was required to stabilise the system. The closed-loop
models considered here are as follows:
• Closed-loop 1c - PD controller on the Wagner
aeroelastic model.
10
−1
10
0
10
1
−80
−60
−40
−20
0
20
M
a
g
n
it
u
d
e
 (
d
B
)
Wagner open loop
Vortex open loop (converged)
Vortex open loop (coarse)
10
−1
10
0
10
1
−200
−150
−100
−50
0
P
h
a
s
e
 (
d
e
g
)
Frequency (Hz)
Figure 8: Bode plot from w to CL for Wagner and
vortex open-loop models (50 and 2 panels/chord).
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Figure 9: Bode plot from w to CL for vortex open and
closed-loop models with LQG controller synthesised
using 50 and 2 panels per chord.
• Closed-loop 3c - PD controller on the vortex
aeroelastic model.
By sweeping the proportional gain (kp) and derivative
gain (kd) with a first order low pass filter [3], across
possible values in which the system remains stable,
we were able to find a set of gains that achieve simi-
lar load reductions compared to LQG and H∞. This
is shown in Table 2. The flap deflection angles and
rates were kept within ±5◦ and ±60◦/s.
While the reductions in loading are largely similar, it is
also important to examine the control energy expen-
diture between LQG, H∞ and PD controllers. Table 3
compares the control energy expenditure using the
different controllers on both the Wagner and vortex
aeroelastic models, with the performance of the LQG
and H∞ controllers tuned to match that of PD. The
energy expenditure for closed-loops 1a to 1c are nor-
malised with respect to closed loop 1a, and the same
is performed for closed-loops 3a to 3c which are nor-
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Figure 10: Bode plot from w to CL for vortex open
and closed-loop models with H∞ controller synthe-
sised using 50 and 2 panels per chord.
Closed-
loop
kp kI Reduction
in rms(CL)
1c 5 22 78%
3c 10 25 77%
Table 2: Closed-loop performance using classical
control methods.
malised against closed-loop 3a. It is evident that for
both closed-loops 1c and 3c that uses PD controllers,
the energy expenditure is about 70% more than that
of LQG and H∞.
4 Conclusion
Active aeroelastic control offers huge potential in load
alleviation for large wind turbines. For this, we first
need robust hardware with high reliability and min-
imum maintenance requirements, and second, ro-
bust control tools that minimize the cost of actuation
across a range of operating conditions. We had pro-
vided a convenient mathematical formulation for the
vortex panel method such that state-space models
suitable for robust control synthesis can be easily ob-
tained. Results have shown that 80% reduction in
rms(CL) are achieved using LQG, H∞ and PD con-
trollers. Comparing energy efficiency, PD controllers
expended 70% more control energy than LQG and
H∞ controllers. In addition, for a full wind turbine
model which contains multiple control loops, LQG
and H∞ controllers provide ease of control synthe-
sis instead of having to develop multiple SISO con-
trollers. We also demonstrated a procedure to ob-
tain controllers from large aeroelastic blade models
through coarse spatial discretisation. These con-
trollers are an order of magnitude smaller in size than
Closed-
loop
Controller Normalised
input energy
1a LQG 1.0
1b H∞ 1.0
1c PD 1.9
3a LQG 1.0
3b H∞ 1.0
3c PD 1.7
Table 3: Control energy expenditure.
controllers developed from fully converged models,
yet capable of displaying comparable performances.
This technique can be extended to 3D UVLM (where
equivalent analytical solutions are not available) and
is particularly useful in saving computational cost by
allowing lower order controllers to be synthesised
from coarse discretisation of systems.
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