a Wilson-type determinantal formula for the eigenfunction involving RuijsenaarsSchneider (Lax) matrices, and we furthermore recover the solitonic Sato formula (which parametrizes the eigenfunction explicitly in terms of the spectral data). The flows corresponding to the higher integrals of the rational Ruijsenaars-Schneider system with harmonic term give rise to the soliton solutions of the Korteweg-de Vries (KdV) hierarchy.
and the potential u(x) is related to ζ(x) via the compatibility condition u(x) = 2ζ (x).
(1.3b)
The differential equation (1.3a) can be brought to Hamiltonian form (here we reduce to the submanifold ζ (x) > 0). To this end we employ the Hamiltonian
with a phase space given by = {(ζ, ρ) ∈ R × R} endowed with the standard symplectic form ω = dρ ∧ dζ . (For relevant background material on classical mechanics/symplectic geometry the reader is referred, e.g., to Arnold's standard monograph [A] .) The Hamilton equations ζ = ∂H /∂ρ, ρ = −∂H /∂ζ associated to H of equation (1.4) read ζ = exp(ρ), ρ = −2ζ.
(1.5)
The system in equation (1.5) reduces to equation (1.3a) upon differentiation of the first equation and elimination of the ρ-variable. The Hamilton equations are solved by transforming to the action-angle coordinateŝ ζ = exp(ρ) + ζ 2 , (1.6a)
It is not difficult to check that the action-angle mapping (ζ, ρ) − → (ζ ,ρ) between our phase space and the action-angle phase spaceˆ = {(ζ ,ρ) ∈ R × R |ζ > 0} (equipped with the symplectic formω = dρ ∧dζ ) is in fact a symplectomorphism (i.e., a symplectic diffeomorphism). In the Darboux (i.e., canonical) coordinatesζ ,ρ the Hamiltonian becomes freeĤ =ζ 2 and the corresponding linear Hamilton equationŝ ζ = 0,ρ = −2ζ have as solution
whereζ 0 = exp(ρ 0 ) + ζ 2 0 andρ 0 = log(ζ 0 − ζ 0 ) − log(ζ 0 + ζ 0 ) with ζ 0 ≡ ζ(0) and ρ 0 ≡ ρ(0). We read off from equations (1.6b) and (1.7) that the zero function ζ(x) is recovered as the unique solution of the algebraic equation The upshot is that all Schrödinger operators on the line, with a (regular) positive potential and an eigenfunction of the factorized form given by equation (1.2), are characterized by the 2-parameter family of potentials (cf. equations (1.3b) and (1.9)) u(x) = 2 ∂ 2 x log τ (x) with τ (x) = 1 + exp ρ 0 − 2xζ 0 (1.10a) andρ 0 ∈ R,ζ 0 > 0. The corresponding wave function reads (cf. equations (1.2) and (1.9)) (x, z) = 1 + z +ζ 0 / z −ζ 0 exp ρ 0 − 2xζ 0 1 + exp ρ 0 − 2xζ 0 exp(zx), (1.10b)
where we have renormalized such that (x, z) → exp(zx) for x → +∞. It is immediate from the explicit formula in equation (1.9) that the zero of our wave function increases monotonically from −ζ 0 to +ζ 0 as x runs along the real line in the positive direction. Consequently, the wave function becomes proportional to exp(zx) for x → ±∞, and we are thus dealing with a so-called reflectionless or Bargmann potential (see, e.g., [DT] , [AS] , and [M4] ). (For a general rapidly decreasing potential the Schrödinger wave function has at both sides (i.e., −∞ and +∞) an asymptotics that is composed of linear combinations of the plane waves exp(zx) and exp(−zx). By forming a suitable linear combination of two fundamental solutions to the Schrödinger equation, it is always possible (for generic z) to achieve that the asymptotics of the wave function is of the form ∼ exp(zx) for x → +∞. A potential is said to be reflectionless if one has that at the same time the asymptotics for x → −∞ is also of the form ∼ exp(zx).)
By considering the motion of the zero ζ with respect to multiparameter (i.e., multitime) commuting flows associated to the Hamiltonians H m /m, m = 1, 2, . . . (with H taken from equation (1.4)), we recover the 1-soliton solution of the Korteweg-de Vries hierarchy. (See, e.g., [SCM] , [AS] , [N] , and [NMPZ] for relevant preliminaries regarding soliton theory and the KdV equation.) In particular, when the zero function ζ(x, t) is taken to be a solution to the 2-parameter compatible Hamiltonian system This is the celebrated 1-soliton solution of the KdV equation (see [SCM] , [AS] , [N] , and [NMPZ] ) u t = 3 2 uu x + 1 4 u xxx .
(1.14)
In other words, for a 1-soliton potential of the form in equation (1.13) the position of the zero ζ(x, t) of the corresponding Schrödinger wave function as a function of x and t is governed by the 2-time Hamiltonian system in equations (1.11a) and (1.11b) with H taken from equation (1.4). The aim of the present paper is to lift the above scheme to the case of a Schrödinger operator with an elementary wave function ψ (x, z) that is the product of a plane wave exp(zx) and a monic polynomial in the spectral parameter z N + s N−1 (x) z N−1 + · · · + s 0 (x) of arbitrary degree N ∈ N. It is shown in Section 2 that the zeros of a Schrödinger eigenfunction of this type satisfy the equations of motion of a rational Ruijsenaars-Schneider system with harmonic term (see [RSc] , [Sc] , and [BR] ). (Here the spatial variable of the Schrödinger operator plays the role of the time variable of the Ruijsenaars-Schneider system; cf. above.) The relevant equations of motion are then integrated in Section 3 via an explicit construction of the action-angle transform (cf. also [R2] for a construction of the action-angle transform for the RuijsenaarsSchneider systems without harmonic term).
In Section 4 we utilize the explicit construction of the zeros as functions of the spatial variable to arrive at closed expressions for both the potential and the wave function of our Schrödinger operator (cf. equations (1.10a) and (1.10b)). This way we find a determinantal formula for the reflectionless potentials and wave functions in terms of hyperbolic Ruijsenaars-Schneider Lax matrices. This ties in with Shiota's and Wilson's recently found determinantal representation in terms of Calogero-Moser Lax matrices (see [M2] , [M3] , and [P] ) for, respectively, the potential and wave function of the linear problem associated to the Kadomtsev-Petviashvili equation in the rational regime (see [Sh] and [Wi] ). That is to say, our determinantal formulas may be viewed as KdV soliton counterparts of Shiota's formula for the rational KP tau function and Wilson's formula for the rational KP Baker function. From the determinantal representations we furthermore recover Hirota's formula for the tau function of the reflectionless Schrödinger potential (see [H] , [SCM] , and [N] ) as well as the solitonic Sato formula for the corresponding wave function (see [S] , [SS] , [DKJM] , [JM] , [SW] , [OSTT] , [Mo] , [BBS] , and [DK] ).
The explicit relation between the zeros of the wave function on the one hand and the action-angle variables for the rational Ruijsenaars-Schneider system with harmonic term on the other hand determines a Bethe-type system of algebraic equations for these zeros that generalizes equation (1.8). (The fact that for N = 1 the Bethe equation (1.8) turns out to be linear in ζ is very deceptive: For N > 2 the Bethe system becomes highly nonlinear.) The action-angle variables of the Ruijsenaars-Schneider system correspond actually to the spectral data of the reflectionless Schrödinger operator. The
Bethe system may, in other words, be interpreted as an algebraic equation for the zeros of the wave function in terms of the spectral data. Such a Bethe system has already appeared before in the physics literature in connection with a quantization problem for the sine-Gordon solitons [BBS] . In our approach we find that the projection onto the configuration space of the curve swept out by the Hamiltonian flow of our RuijsenaarsSchneider system describes the unique (with fixed spectral data) solution curve of the Bethe system. (Here the initial conditions for the Ruijsenaars-Schneider flow are in one-to-one correspondence with the spectral data via the action-angle transform.)
From the action-angle transform it is possible to deduce very precise information pertaining to the qualitative behavior of the zeros of the wave function as one varies the position variable x along the real axis. A notable feature is, for example, that the zeros do not cross each other (i.e., they always remain simple). Section 5 is devoted to the study of such dynamical issues with an emphasis on the scattering properties of the zeros. In particular, it is seen that the zeros have a constant asymptotics for x → ±∞, which is a manifestation of the fact that, also for N > 1, we are dealing with reflectionless Schrödinger operators. The scattering of the zeros turns out to decompose into 1-particle and 2-particle processes (i.e., the relevant phase shifts are built of 1-and 2-particle phase shifts. ) We wrap up in Section 6 with a brief explanation of how to encode the N-soliton solutions for the KdV hierarchy in terms of the flows corresponding to the higher integrals of the rational Ruijsenaars-Schneider system with harmonic term. Specifically, we find that-for a Schrödinger potential constituting an N-soliton solution of the KdV hierarchy-the zeros of the wave function move in accordance with the rational Ruijsenaars-Schneider hierarchy with harmonic term. The results in this section fit within the framework of a long line of research on the characterization of special solutions to integrable nonlinear partial differential equations in terms of (integrable) particle systems, starting with the pioneering works of Kruskal, Thickstun, and, especially, Airault, McKean, and Moser (see [Kr] , [Th] , [AMM] , [CC] , [Ca] , [K] , [M3] , [M4] , [RSc] , [P] , [Sh] , [Wi] , and [KWZ] ). Our approach should be viewed as an alternative route to tie in the KdV soliton solutions with integrable particle systems, which is different from the previous approaches due to Moser [M4] (using Neumann systems on spheres) and Ruijsenaars-Schneider [RSc] (using hyperbolic RuijsenaarsSchneider systems).
Reflectionless Schrödinger operators
2.1. The equations of motion for the zeros. We consider the eigenvalue problem associated to a Schrödinger operator on the line:
Here the variable z denotes the (complex) spectral parameter, and the function u(x) represents the (real-valued) potential of the problem. It seems quite a natural question to ask oneself for which potentials u(x) the Schrödinger equation (2.1) admits elementary solutions that factorize as a product of an exponential plane wave exp(zx) and a monic polynomial in the spectral parameter with coefficients depending on x:
For u ≡ 0, solutions of this type exist, of course, trivially. Indeed, in this simple situation any (monic) polynomial in z with constant coefficients s m gives rise to an eigenfunction. The simplest choice corresponds to the unit polynomial (i.e., the monic polynomial of degree N = 0), which produces the standard solution ψ(x, z) = exp(zx). This trivial example with u ≡ 0 illustrates very well the more general phenomenon that-starting from a solution to the Schrödinger equation (2.1) having the elementary structure in equation (2.2)-one may pass to other solutions of the same type via multiplication by an arbitrary (monic) polynomial in z with constant coefficients. However, since the solutions thus obtained just differ by an x-independent normalization factor, they are in essence equivalent. Without restriction we may therefore assume from now on that the polynomial part of our wave function is minimal in the sense that overall factors with constant coefficients are divided out. More specifically, we assume that the wave function is of the form
with the zeros ζ 1 (x), . . . , ζ N (x) being nonconstant functions of x. For technical reasons we furthermore restrict to the situation in which the zeros ζ j (x) are real and analytic in the (real) variable x (i.e., for every point x 0 on the real line the Taylor series of ζ j (x) around x 0 exists and converges in a sufficiently small neighborhood).
The following proposition provides precise criteria to be satisfied by the zeros ζ 1 (x), . . . , ζ N (x) and the potential u(x) so as to guarantee that the wave function ψ(x, z) of equation (2.3) solves the Schrödinger equation (2.1).
Proposition 2.1 (The motion of zeros). Let the zero functions ζ j : R → R, j = 1, . . . , N, be analytic and nonconstant N (x) are simple and satisfy the coupled nonlinear system of ordinary differential equations 4a) and, furthermore, the potential u(x) is related to the zeros via the compatibility condition 
Substitution into the Schrödinger equation (2.1) reveals that our wave function is a solution of the eigenvalue problem if and only if the following relation is satisfied:
We observe that the left-hand side of equation (2.5) determines a rational expression in the spectral parameter z. It is clear that, in order for this rational expression to vanish identically, it is necessary that the zero functions ζ 1 (x), . . . , ζ N (x) be distinct as analytic functions of x. Indeed, if two (or more) of the zero functions ζ j (x) coincide, then the last term on the left-hand side of equation (2.5) gives rise to second-order pole(s) in z. From the corresponding numerator(s) we see that the cancellation of such pole(s) would imply that the zero function with multiplicity greater than 1 has a derivative identical to zero, which contradicts our nonconstancy assumption. We conclude that we are in the situation in which our zeros ζ j (x) are generically simple, except possibly for special values of x in a certain discrete (by analyticity) subset of R. (Below we see that this discrete set is in fact empty; cf. Lemma 2.2.) A necessary and sufficient condition for the left-hand side of equation (2.5) to be identically zero is now that (i) the residues at the poles z = ζ j , j = 1, . . . , N, cancel and that (ii) the expression tends to zero for z → ∞. (Here one uses Liouville's theorem.) Calculation of the residues at the poles z = ζ j , j = 1, . . . , N, gives rise to the nonlinear system (2.4a) and the asymptotics for z → ∞ translates into the compatibility condition (2.4b).
In the proof of Proposition 2.1 it was in fact only demonstrated that the zeros of wave function ψ(x, z) from equation (2.3) (solving the Schrödinger equation (2.1)) are simple for generic values of x on the real line. More precisely, at this point we have shown that the zero functions ζ 1 (x), . . . , ζ N (x) constitute a solution to the differential system (2.4a) with possible (multiple) collisions between the ζ j occurring for certain special values of x in a discrete set ⊂ R. The following lemma shows that such collisions actually do not occur (i.e., is empty), whence the zeros are simple for all x ∈ R. 
Proof. The proof of this lemma is a bit technical. It consists of a detailed local analysis of the differential equation (2.4a) around a point in the supposedly nonempty collision set . This produces a contradiction: The asymptotic behavior of the lefthand side of the differential equation turns out to be incompatible with that of the right-hand side around a point at which two (or more) of the zeros ζ j (x) would cross each other. Thus it is concluded that the collision set must in fact be empty; that is, crossings do not occur. For the precise details we refer to Appendix A. For future reference we also need the following lemma. It says that our zero functions ζ 1 (x), . . . , ζ N (x) are strictly monotoneous in x. 
Hamiltonian structure.
It is helpful to think of the differential equations of equation (2.4a) as the equations of motion for an N-particle system on the line (by viewing the independent x variable as a time parameter). The particle system at issue describes the motion of the zeros of the wave function as one moves (linearly) along the x-axis. Alternatively, the dynamical system may also be interpreted as characterizing the motion of the zeros ζ 1 , . . . , ζ N at a fixed point on the x-axis, while performing a uniform translation of the potential.
It so happens that the particle system in question has already popped up (albeit in a different context) in a paper by Calogero [Ca] published in 1978 (cf. equation (3.1.23) ). (Notice, however, that the additional constraints imposed there (cf. equation (3.1.24)) correspond from our viewpoint to the trivial case of a vanishing Schrödinger potential.) Calogero's system may be viewed as a special case of a dynamical system commonly referred to as the (rational) Ruijsenaars-Schneider particle system (with harmonic term) (see [RSc] , [Sc] , [BC] , and [BR] ). To compare with the works of Ruijsenaars and Schneider, it is convenient to cast the equations of motion into a Hamiltonian form.
To this end it is convenient to first rewrite the differential equations (2.4a) as a system of first-order equations
We study the solutions of equations (2.6a) and (2.6b) restricted to the manifold
(It is seen later that, for initial conditions in ᏹ, our solutions are indeed analytic in x (cf. Proposition 3.8). The integral curve thus stays within ᏹ in view of Lemmas 2.2 and 2.3.) Let us now turn to the Hamiltonian form of the differential equations. For the Hamiltonian we take
with a phase space of the form
The Hamilton equations of motion 10) become, in this specific situation, . . . , N) . The Hamiltonian H of equation (2.8) is identified as an infinite coupling limit of the rational Ruijsenaars-Schneider Hamiltonian (see [RSc] and [R2] ) placed in a harmonic potential; the Hamiltonian arises as the rational degeneration of a hyperbolic Ruijsenaars-Schneider N -particle Hamiltonian with an external potential introduced by Schneider (see [Sc] and [BR] ). The equations (2.6a) and (2.6b) are related to the Hamilton equations (2.11a) and (2.11b) via the change of variables Remark 2.4. The Hamiltonian form of the differential equations for the zeros allows us to read off their qualitative asymptotic behavior as x → ±∞, assuming the Hamilton flow is complete on our phase space. It is shown in Section 3 that the integral curve for the equations of motion is analytic in the curve parameter x (cf. Proposition 3.8 and Corollary 3.9). This means that the flow generated by the Hamiltonian H of equation (2.8) is indeed complete on the phase space of equation (2.9) in view of Lemmas 2.2 and 2.3 (cf. the paragraph just after equation (2.7)). It is therefore immediate from the fact that the Hamiltonian is a conserved quantity that the zeros ζ j must be bounded as functions of x (because the Hamiltonian dominates the harmonic term ζ 2 1 +· · ·+ζ 2 N from above). The limits lim x→±∞ ζ j (x) then exist by monotonicity (ζ j > 0). We conclude that the potential u(
That is to say, we are indeed dealing with Schrödinger operators with reflectionless potentials as indicated by the title of this section.
Lax representation and integrals of motion.
The flow associated to the Ruijsenaars-Schneider Hamiltonian (2.8) turns out to be integrable. A Lax pair can be gleaned from Bruschi and Ragnisco [BR] :
(Here δ j,k represents the Kronecker delta.) This Lax pair amounts-up to a gauge transformation-to the rational degeneration of a Lax pair for the hyperbolic generalization of the Hamiltonian H from equation (2.8) due to Schneider [Sc] . The matrices L of equation (2.13a) and M of equation (2.13b) should be thought of as real-analytic matrix-valued functions on the manifold ᏹ of equation (2.7) or-upon employing the transformation (2.12)-on the phase space of equation (2.9). It is not difficult to check that the Hamilton equations (2.11a) and (2.11b) are equivalent to the Lax equation
(2.14)
Indeed, we have that
Comparison of the respective matrix elements reduces the Lax equation (2.14) to the equations of motion (2.6a) and (2.6b) (and thus to equations (2.11a) and (2.11b)). The Lax equation is in fact the first of a hierarchy of equations:
(2.15)
It is immediate from this Lax hierarchy that the evolution of the Lax matrix is isospectral:
This means, in particular, that the coefficients of the characteristic polynomial of the Lax matrix are integrals for the Ruijsenaars-Schneider Hamiltonian H from equation (2.8). We can compute these integrals explicitly: 
(with σ 0 ≡ 1) and the "hat" indicates that the j th argument should be omitted. To infer the explicit expression for the characteristic polynomial given by equation (2.17a), one observes that the Lax matrix is of the form L = Z 2 + t η 1/2 ⊗ η 1/2 , where Z 2 denotes the square of the diagonal matrix
N ), and t η 1/2 is the 1-column matrix transposed to the 1-row matrix η 1/2 . Hence, we have that
( 2.20) (In passing from the second to the third line one observes that the second factor of the right-hand side determines a rational function in λ that has simple poles at λ = ζ 2 j , j = 1, . . . , N, and converges to 1 for λ → ∞; the corresponding numerators of the partial fraction expansion then follow from a calculation of the residues at the poles.) We pass from equation (2.20) immediately to equation (2.17a) and then by expanding in λ to equations (2.17b) and (2.18).
After endowing the phase space of equation (2.9) with the standard Poisson bracket 
Proof. It is immediate from the isospectrality of the Lax matrix with respect to the H -flow that the functions H 1 , . . . , H N are conserved and hence Poisson-commute with the Hamiltonian
. It is shown below that the integrals are, in fact, in involution (cf. Proposition 3.12); that is, our particle system is integrable.
The action-angle transformation.
In this section we construct the linearizing action-angle transform for the N-particle Hamiltonian H of equation (2.8). The construction makes essential use of some (customized versions) of results from the analytic perturbation theory for finite-dimensional linear operators (see [Ka] ).
Result 1. Let T(x) be a real symmetric (N × N)-matrix that is analytic in x around x = x 0 ∈ R. Then there exist real eigenvalues λ 1 (x), . . . , λ N (x) and a corresponding real orthogonal matrix U(x) of orthonormal eigenvectors such that
In the case of simple spectrum, the statement admits a multivariate generalization.
Result 2. Let T(x) be a real symmetric (N × N)-matrix that is analytic in x around x = x 0 ∈ R M and has simple spectrum at x = x 0 . Then there exist simple (at least in a neighborhood of x 0 ) real eigenvalues λ 1 (x), . . . , λ N (x) and a corresponding real orthogonal matrix U(x) of orthonormal eigenvectors such that
Proofs for these two statements can be found in [Ka, Ch. II] (cf. Theorems 5.16 and 6.1).
Spectral properties of the Lax matrix.
The symmetric Lax matrix L of equation (2.13a) is manifestly positive definite on the manifold ᏹ of equation (2.7). Hence, for each (ζ , η) ∈ ᏹ there exists an orthogonal matrix U(ζ , η) such that . . . ,ζ N ) and 0 <ζ 1 ≤ζ 2 ≤ · · · ≤ζ N . We wish to show that the eigenvaluesζ 2 1 , . . . ,ζ 2 N are simple (i.e., that in fact 0 <ζ 1 <ζ 2 < · · · <ζ N ). For this purpose we introduce the open dense submanifold ᏹ 0 of ᏹ given by
and we consider the following rational identity in λ (cf. equation (2.20)):
It is clear that for (ζ , η) ∈ ᏹ 0 the poles of equation (3.3) are simple. Hence, in this generic situation the zerosζ 2 1 , . . . ,ζ 2 N must interlace the simple poles ζ 2 1 , . . . , ζ 2 N , because the right-hand side of equation (3.3) varies between −∞ and +∞ (and thus passes through zero) as λ varies between two subsequent simple poles. (This is because all numerators η j in the partial fraction decomposition on the right-hand side are positive.) In other words, the zeros are separated by poles, and the spectrum of the Lax matrix is simple on the open dense submanifold ᏹ 0 . We furthermore observe that on the complement set ᏹ \ ᏹ 0 at most double poles in λ can occur. (In principle such double poles may arise when ζ j = −ζ k for some j = k.) However, from a continuity argument it is seen that the confluence of the simple poles-as we tend from (ζ , η) ∈ ᏹ 0 to (ζ , η) ∈ ᏹ \ ᏹ 0 -can in fact never produce such double poles, since a corresponding zero necessarily emerges in the numerator (as on ᏹ 0 there always sits a zero between two subsequent poles). Thus, after dividing out coalescing common zeros in numerator and denominator of the left-hand side arising from the transition to a point in ᏹ \ᏹ 0 , we can apply the same reasoning as for (ζ , η) ∈ ᏹ 0 to conclude that the spectrum of L remains simple on ᏹ \ᏹ 0 . This proves the following lemma. (2.7) and depend analytically on the variables (ζ , η).
(The statement that the eigenvalues are given by analytic functions on ᏹ is a consequence of the second result from the analytic perturbation theory stated at the beginning of this section, combined with the observation that the matrix elements of L of equation (2.13a) are clearly analytic on ᏹ of equation (2.
7).)
Let us next analyze in some further detail the mapping
Here the components ofζ = (ζ 1 , . . . ,ζ N ) are again defined as the square roots of the eigenvalues of the Lax matrix L of equation (2.13a) subject to the ordering
It is helpful to introduce the following collection of open interval unions . . . , N (3.6) (whereζ 0 ≡ −ζ 1 ) and their closures I j with the endpoints included. We are now in the position to describe the manifolds ᏺ and ᏺ 0 , which serve as respective target manifolds of ᏹ from equation (2.7) and ᏹ 0 from equation (3.2) with respect to the mapping from equation (3.4).
and let ᏺ 0 be the open dense submanifold of ᏺ determined by the conditions
( 
(This is because the right-hand side of equation (3.3) varies between −∞ and +1 when λ runs from max 1≤j ≤N {ζ 2 j } to +∞.) But then, since for (ζ , η) ∈ ᏹ 0 the poles and the zeros of equation (3.3) are simple and interlacing each other (cf. above), it follows that on ᏹ 0 each interval union I j contains exactly one of the elements of {ζ 1 , . . . , ζ N }. This proves that the open dense submanifold ᏹ 0 gets mapped into ᏺ 0 ⊂ ᏺ. As we move from a point in ᏹ 0 to a point in ᏹ \ ᏹ 0 , the position ζ j may reach the boundary of its interval union I m (say). In fact, this should happen for at least two positions, say, ζ j and ζ k (j < k). The movement to the boundary corresponds to the coalescence of the poles ζ 2 j and ζ 2 k with a zeroζ 2 l in equation (3.3) (l ∈ {1, . . . , N − 1}). It means that in this situation ζ k = −ζ j =ζ l . One concludes that the positions ζ 1 , . . . , ζ N can only reach the endpoints of the interval unions in even pairs, whence maps ᏹ into ᏺ.
To determine the inverse of | ᏹ 0 it is noted that for (ζ ,ζ ) ∈ ᏺ 0 the poles of equation (3.3) are simple. A calculation of the residue at λ = ζ 2 j then produces the inversion relation (3.7). It is furthermore not difficult to infer that the right-hand side of equation (3.7) is positive for (ζ ,ζ ) ∈ ᏺ 0 . Indeed, the interlacing property (ii ) of Definition 3.2 guarantees that for each j ∈ {1, . . . , N} the number of ζ 2 l andζ 2 l smaller than ζ 2 j is equal (and we stay away from zeros and poles). Hence, the map restricts to a real-analytic diffeomorphism between ᏹ 0 and ᏺ 0 , with the inverse map being governed by equation (3.7).
It is convenient to think of the pair (ζ ,ζ ) ∈ ᏺ 0 as real-analytic coordinates for the open dense submanifold ᏹ 0 ⊂ ᏹ. These coordinates are related to the standard coordinates (ζ , η) ∈ ᏹ 0 via the real-analytic diffeomorphism : ᏹ 0 → ᏺ 0 (see equation (3.4)). Remarkably, in the local (ζ ,ζ )-coordinates we can perform the diagonalization of the Lax matrix completely explicitly. . . . ,ζ N ) and
. , η N taken from equation (3.7). Then one has for
Furthermore, the matrix U is real analytic in (ζ ,ζ ) ∈ ᏺ 0 and orthogonal:
Proof. It follows from the interlacing property (ii ) of Definition 3.2 that all the matrix elements U j,k (ζ ,ζ ) are real analytic for (ζ ,ζ ) ∈ ᏺ 0 . Specifically, we stay away from zeros in numerator and denominator, and the arguments of the square roots are positive (as #{1
In Appendix B (cf. Corollary B.4 and Proposition B.6), it is shown that the stated matrix U is orthogonal and that it diagonalizes the Lax matrix L(ζ ,ζ ).
It is clear from Proposition 3.3 and Lemma 3.4 that the matrix elements U j,k are real analytic when viewed as functions on ᏹ 0 of equation (3.2). From the explicit expressions for the matrix elements, one might be inclined to think that U becomes singular on ᏹ \ᏹ 0 . This, however, turns out to be not true: The matrix elements U j,k extend to real-analytic functions on ᏹ of equation (2.13b) by Lemma 3.1 and by the second result from the analytic perturbation theory cited at the beginning of this section. Similarly, the right-hand side of equation (3.7) extends from a real-analytic function on ᏹ 0 to a real-analytic function on ᏹ (because the left-hand side does so). Notice, on the other hand, that for N > 1 the inverse mapping −1 : ᏺ 0 → ᏹ 0 does not extend analytically to ᏺ. (The expressions for η j in equation (3.7) become singular on ᏺ \ ᏺ 0 unless N = 1.) 3.2. Linearization. The coordinatesζ 1 , . . . ,ζ N serve as the action variables for our . To construct the corresponding angle variables, it is convenient to consider the matrix-valued function
on ᏹ, where the diagonal matrices Z,Ẑ and the orthogonal matrix U are defined as in Subsections 2.3 and 3.1. The following lemma provides an explicit expression for the matrix elements of N in the local (ζ ,ζ )-coordinates. 
Proof. By the analyticity of Z,Ẑ 1/2 , and U, it is clear that the matrix N from equation (3.8) is analytic in ᏹ outside the locus
We now show that this locus is in fact empty. Let us first consider the case (ζ , η) ∈ ᏹ 0 . With the aid of the explicit expressions for U in the local (ζ ,ζ )-coordinates from Proposition 3.3, we can compute the matrix elements of N from equation (3.8) explicitly. This entails the formulas in (3.9a) and (3.9b). For the details of the calculation the reader is referred to Appendix B (see Proposition B.8). It is not difficult to infer that the interlacing property (ii ) of Definition 3.2 guarantees that on ᏹ 0 the quantitieŝ η j of equation (3.9b) are analytic and positive. Indeed, we have that
. . , N |ζ 2 l >ζ 2 j }, and we stay away from zeros in the numerator and denominator. It thus follows that N is real analytic and positive definite on ᏹ 0 of equation (3.2). (To decide on the positivity of N we have used at this point that 0 <ζ 1 < · · · <ζ N and that the principal minors are easily computed using the Cauchy determinant formula (see [We, p. 202] ); cf. also Corollary B.3). To generalize the result to the whole manifold ᏹ of equation (2.13b), it suffices to show that theη j of equation (3.9b) extend to real-analytic positive functions on ᏹ, or, equivalently, that the functions . . . , N, (3.10) extend to real-analytic functions on ᏹ without zeros. This is seen by recalling that the matrix U, with elements U j,k given by Lemma 3.4, extends analytically to an orthogonal matrix on ᏹ (by Lemma 3.1 and Result 2). Indeed, after squaring U j,k and dividing by η j of equation (3.7) (> 0), we conclude that for all j, k ∈ {1, . . . , N} the expression
extends analytically to ᏹ. Since on ᏹ with a ζ i →ζ j there always corresponds a ζ i → −ζ j and vice versa (see Subsection 3.1), it follows from the analyticity of the expressions in equation (3.11) that in such a situation the fractions (ζ j +ζ i )/(ζ j −ζ i ) and (ζ j − ζ i )/(ζ j + ζ i ) extend analytically to the point of confluence. Hence, the expressions in equation (3.10) extend to real-analytic functions on ᏹ without zeros, which completes the proof.
Let us define the action-angle manifold
and consider the action-angle transformation : ᏹ →ᏹ defined by the mapping Proof. This is immediate from Lemmas 3.1 and 3.5.
The mapping of equation (3.13) turns out to linearize the equations of motion (2.6a) and (2.6b). 
(3.14)
Proof. The equationζ j (x) = 0 is immediate from the isospectrality (2.16) of the Lax matrix. It is furthermore clear that for generic x (i.e., except for values in a discrete subset of R) we have (ζ , η)(x) ∈ ᏹ 0 of equation (3.2). (This is because ζ j = η j > 0.) It means that for such generic values of x the vector (ζ ,ζ )(x) lies in ᏺ 0 given Proposition 3.3. The differentiation ofη j (x) from equation (3.9b) and the invoking of the equations of motion then produceŝ
In the last step we used the identity of Lemma B.5 to infer that the summation on the right-hand side of the third line produces 1. This proves the stated differential equation forη j (x) for the generic values of x such that (ζ , η)(x) ∈ ᏹ 0 . The extension to all x ∈ R then follows by analyticity.
The integral curve and action-angle diffeomorphism.
The linearized equations (3.14) are solved trivially: 16) and thus solve the equations of motion. 
Proof. By Lemma 3.5 one has that N is positive definite. Hence, the symmetric matrix in equation (3.17) is analytic in x. But then so are its eigenvalues ζ 1 (x), . . . , ζ N (x) , by the first result from the analytic perturbation theory cited at the beginning of this section. This shows that our curve (ζ , ζ )(x), x ∈ R, is real analytic in x.
The general theory of ordinary differential equations guarantees that locally (i.e., for x sufficiently small) the (Hamiltonian) system (2.6a) and (2.6b) with initial condition (ζ 0 , η 0 ) has a unique continuously differentiable integral curve in ᏹ. It is clear from Proposition 3.7 and the inversion formula (3.16) that this local solution coincides with the local restriction of the curve (ζ , ζ )(x). This proves that the curve (ζ , ζ )(x) solves the differential equations (2.6a) and (2.6b) with initial condition (ζ 0 , η 0 ) for x sufficiently small. But then, by analyticity, the differential equations must actually hold for all x ∈ R. The fact that the integral curve (ζ , ζ )(x) indeed stays within ᏹ for all x ∈ R is now a consequence of Lemmas 2.2 and 2.3.
Notice that Proposition 3.8 says, in particular, that the eigenvalues of the matrix in equation (3.17) are simple:
The following corollary is an immediate consequence of Proposition 3.8. The map of equation (3.13) associates an image point (ζ ,η) ∈ᏹ of equation (3.12) to a point (ζ , η) ∈ ᏹ of equation (2.13b). We recall that to compute the image point one first constructs the Lax matrix L of equation (2.13a) and determines its (simple) eigenvaluesζ 1 < · · · <ζ N . The components ofη are next derived from equation (3.9b) (first for (ζ , η) in the submanifold ᏹ 0 of equation (3.2) by directly evaluating the stated expression forη j , and then for (ζ , η) ∈ ᏹ by analytic continuation).
It is not difficult to see that is an injection. Indeed, the inversion formula (3.16) provides the components of ζ as functions of (ζ ,η). For (ζ ,η) in (ᏹ 0 ) (cf. equation (3.2)) the components of η now follow from equation (3.7). More generally one obtains η in terms of (ζ ,η) as the vector tangent to the real-analytic curve ζ (x), x ∈ R-swept out by the ordered eigenvalues of the matrix (3.17)-at the special point x = 0. The inverse mapping −1 from (ᏹ) onto ᏹ turns out to be real analytic. To see this, one employs Result 2 to infer that the diagonal ζ of the matrix Z from equation (3.16) is analytic in the variables (ζ ,η). For (ζ ,η) in the open dense subset (ᏹ 0 ) ⊂ (ᏹ) the analyticity of η is now immediate from equation (3.7). The extension to general (ζ ,η) ∈ (ᏹ) follows because the poles in η j of equation (3.7) originating from the denominator are compensated by zeros in the numerator. (This is clear from the above-mentioned alternative characterization of η as the tangent vector to the curve ζ (x) at x = 0.)
The following proposition says that the map constitutes a real-analytic diffeomorphism between the manifolds ᏹ andᏹ (i.e., (ᏹ) =ᏹ). Proof. In view of the Proposition 3.6 and the paragraph preceding the current proposition, it suffices to show that : ᏹ →ᏹ is surjective. To this end we consider an arbitrary point (ζ ,η) inᏹ of equation (3.12). The positivity of the corresponding matrix N (cf. Proposition 3.8) leads us to conclude (by a perturbation argument) that, for x sufficiently large, the j th eigenvalue ζ j (x) of the matrix in equation (3.17) tends monotonically from below toζ j as x → +∞. Hence, we have that (ζ , ζ )(x) ∈ ᏹ of equation (2.13b) for x sufficiently large. But then, by Proposition 3.8, it follows that (ζ , ζ )(x) stays in ᏹ for all x ∈ R. In particular, (ζ , ζ )(0) ∈ ᏹ and thus (ζ ,η) = ((ζ , ζ )(0)), which proves the surjectivity.
Symplectic structure.
The variables (ζ , ρ) in of equation (2.9) determine a system of real-analytic canonical coordinates on ᏹ of equation (2.13b) via the identification in equation (2.12). We can easily compute the standard symplectic form ω of equation (2.22) in the (ζ , η)-coordinates (using equation (2.12)) and in the local (ζ ,ζ )-coordinates (using equation (3.7)):
Similarly, we can equip the action-angle manifoldᏹ of equation (3.12) with canonical coordinates by settinĝ . . . , N, (3.19) with (ζ ,ρ) inˆ
The standard symplectic form coming fromˆ of equation (3.20) reads in the (ζ ,ρ)-coordinates, the (ζ ,η)-coordinates, and the local (ζ ,ζ )-coordinates:
respectively. We see that in the local (ζ ,ζ )-coordinates both ω andω read the same. This proves that the action-angle mapping of equation (3.13) is a symplectomorphism.
Proposition 3.11 (Canonicity). The action-angle mapping of equation (3.13) is a symplectomorphism (i.e., a symplectic diffeomorphism) between (ᏹ, ω) and (ᏹ,ω).
It is instructive to compute the Poisson brackets between the coordinate functions of the various coordinate systems.
(
1) The (ζ , ρ)-coordinates (with values in of equation (2.9))
give
)-coordinates (with values in ᏹ of equation (2.7))
η)-coordinates (with values inᏹ of equation (3.12))
ρ)-coordinates (with values inˆ of equation (3.20))
As a consequence of Proposition 3.11 we arrive at the integrability of the RuijsenaarsSchneider Hamiltonian H of equation (2.8).
Proposition 3.12 (Integrability). 
Proof. The Poisson commutativity follows from the canonicity of the action-angle map in Proposition 3.11 and from the fact that in the action-angle coordinates (ζ ,ρ) the Hamiltonians become 
The wave function and the tau function.
In this section we return to our original problem of characterizing the 1-dimensional Schrödinger operators with eigenfunctions that are the product of a plane wave and a polynomial in the spectral parameter. We use the solution to the equations of motion for the rational RuijsenaarsSchneider system with harmonic term, from the previous section, to derive closed expressions for the potential and the eigenfunction of the Schrödinger operators under consideration. 
A Wilson-type determinantal formula. Let (ζ ,η) be a point in the manifold ᏹ of equation (3.12). We consider the matrix
In equation (4.2a) the wave function is normalized such that the polynomial factor is monic. Often, though, it is somewhat more comfortable to work with the (Jost) wave function
which is normalized such that (x, z) → exp(zx) for x → +∞.
Theorem 4.1 (Wilson-type formula). Let us assume that (ζ ,η) ∈ᏹ of equation (3.12). We have that the wave function
with a potential of the form
Here the matricesẐ and N are as defined above and z ∈ C \ {ζ 1 , . . . ,ζ N }.
Proof. The main point is the above-mentioned observation that (x, z) of equation (4.3) solves the Schrödinger equation with potential u(x) of equation (4.2b). Elementary manipulations then reveal that
which completes the proof.
From the determinantal formula for the potential given in the theorem, it is read off that we are dealing with the well-known class of reflectionless Schrödinger potentials (or Bargmann potentials) (see [DT] , [AS] , and [M4] ). The parameters 0 <ζ 1 < · · · <ζ N andη 1 , . . . ,η N > 0 correspond to the so-called spectral data of the potential. Specifically, for the spectral values z = −ζ j , j = 1, . . . , N, the wave function (x, z) is square integrable. These spectral values constitute the discrete spectrum of our Schrödinger operator. The parametersη j , j = 1, . . . , N, govern the associated normalization constants:
(4.4)
As it turns out, the determinantal formula for the reflectionless wave function from Theorem 4.1 can also be derived in a completely different way using finite-gap machinery (see [DMKM] ) or inverse scattering theory (see [DT] , [ELZ] , and [DK] ). When rewritten in appropriate coordinates our matrix N, with elements N j,k = 2(η jηkζjζk ) 1/2 /(ζ j +ζ k ), 1 ≤ j , k ≤ N , becomes equal to the Lax matrix of a hyperbolic Ruijsenaars-Schneider system [RSc] . Its symmetric functions, which are easily computed with the aid of the Cauchy determinantal formula (see [We, p. 202] ; cf. also Corollary B.3), form a complete set of commuting integrals for this system. More explicitly, we have that 
, the matrix N is seen to go over into the hyperbolic Lax matrix of [RSc] (where the coupling parameter is chosen to be a half-period), and the symmetric functions S 1 , . . . , S N become of the form
It was shown in [RSc] and [R1] that the Hamiltonians S 1 , . . . , S N are in involution with respect to the symplectic form ω = 1≤j ≤N dp j ∧ dx j (4.9a)
It is interesting to note that the latter symplectic structure is not the same as the one that turned our action-angle transformation into a symplectomorphism (cf.ω of equation (3.21b)). The upshot is that Theorem 4.1 may be interpreted as providing an explicit parametrization of the reflectionless Schrödinger wave functions in terms of the Lax matrix of a hyperbolic Ruijsenaars-Schneider system. This amounts to a KdV soliton analog of a recent formula due to Wilson, who expressed the (stationary) Baker function of the linear problem associated to the KP equation for the rational regime in terms of Calogero-Moser Lax matrices (see [Wi] ). (See also Section 6 for further connections with soliton equations.) 
The solitonic Sato formula. By invoking the Cauchy determinant formula (see
with potential
Theorem 4.2 provides an explicit formula for the (Jost) wave function of the reflectionless Schrödinger operator on the line. This formula turns out to be closely related to a formula for the wave function originating from Sato theory (see [S] , [SS] , [DKJM] , [JM] , [SW] , [OSTT] , [Mo] , [BBS] , and [DK] ). We come back to this point in Section 6.
Multiplication of (x, z) by a factor (z −ζ 1 ) · · · (z −ζ N ) eliminates the denominators in z and brings us back to a wave function of the form ψ(x, z) = exp(zx)p N (z; x) with p N (z; x) a monic polynomial of degree N in z:
(4.10)
Collecting powers of z then results in a closed expression for coefficients of the polynomial factor p N (z; x) (cf. [BBS] ): 
solves the Schrödinger equation
with a reflectionless potential of the form 
(4.12)
Furthermore, the unique (up to permutations of the ζ j (x)) real-analytic (in x) solution to the Bethe equations (4.12) is given by the projection onto the configuration space of the integral curve for the rational Ruijsenaars-Schneider system with harmonic term (ζ , ρ)(x)
The components of the projected curve ζ (x), x ∈ R, are given explicitly by ordered eigenvalues . . . ,ζ N ) and where N is the (N ×N)-matrix with elements
Proof. We know from Subsections 4.1 and 4.2 that the wave function with zeros sweeping out the real-analytic curve given by the eigenvalues of the matrixZ(x) of equation (4.13) satisfies the reflectionless Schrödinger equation stated in the theorem. The relevant curve is precisely the position part of the integral curve (ζ , ζ )(x), x ∈ R, for the rational Ruijsenaars-Schneider system with harmonic term (cf. Proposition 3.8), which is obtained as the inverse image of the line (ζ ,ρ −2xζ ) with respect to the action-angle map of equation (3.13). (Here we have passed from (ζ ,η)-coordinates to (ζ ,ρ)-coordinates; cf. equation (3.19).) From the explicit relation between the components of ζ (x) and the components of (ζ ,ρ − 2xζ ) given by the inverse of the action-angle map (cf. equations (3.9b) and (3.19)), it now follows that the zeros of the wave function satisfy the Bethe equations (4.12).
To prove the reverse statement we consider the algebraic system 
14)
It is interesting to note that the Bethe system (4.12) and the expressions (4.14) for the elementary symmetric functions of its solution have also popped up in the physics literature in the context of a quantization problem for sine-Gordon solitons (see [BBS] ). In Theorems 4.2 and 4.3 the Bargmann potential u(x) is parametrized in terms of the spectral data as the second-order derivative of the logarithm of the tau function τ from equation (4.11c). With the aid of equation (4.14) it is possible to perform the differentiations more explicitly. Indeed, it follows from our construction that the potential at issue may be expressed in terms of the zeros as u(x) = 2 N j =1 ζ j (x) (cf. Proposition 2.1). From the Hamilton equations in equation (2.11a) and the conservation of the Hamiltonian H from equation (2.8), we then deduce that u(x) = 2 N j =1 (ζ 2 j −ζ 2 j (x)), which entails upon rewriting in terms of elementary symmetric functions
Combining with equation (4.14) renders this formula into an explicit expression for the
) 2 evaluated directly in terms of tau functions (i.e., not involving derivatives of tau functions):
(4.16) Remark 4.4. By equations (2.6a) and (3.7) it follows that, given a solution to the Bethe equations (4.12) for a fixed value of x (say, x = 0), the full solution curve may in principle be retrieved as the solution to the system of first-order differential equations
These equations are the solitonic limiting case of differential equations due to Dubrovin for the zeros of the finite-gap Schrödinger wave functions (see [DMN] , [DMKM] , [BBEIM] , and [BBS] ). In a nutshell, the framework of finite-gap theory (see [DMN] , [DMKM] , [BBEIM] , and [GK] ) associates to a hyperelliptic (spectral) curve 
The Bargmann potentials correspond to a degenerate case of the finite-gap potentials for which the hyperelliptic curve becomes singular with 2N of the roots of R(E) (cf. equation (4.18)) becoming double: [DMN] , [Mc] , and [DMKM] ). The Dubrovin equations (4.19) then pass over into our first-order system (4.17) by means of the identifications γ j (x) = ζ 2 j (x) and E j =ζ 2 j . (Notice in this connection also that here our spectral parameter is of the form E = z 2 . ) We thus have that the ordered eigenvalues of the matrixZ(x) in equation (4.13) provide an explicit solution to the degenerate Dubrovin equations (4.17). In general the solution of the Dubrovin equations (4.19) is obtained through a linearization procedure involving the Abel map associated to the hyperelliptic curve (4.18) (see [DMN] , [BBEIM] , and [GK] ).
It is instructive to note that one can also derive the degenerate Dubrovin equations directly from the Bethe equations (4.12). To this end, one differentiates the Bethe system with respect to x, which leads to the relations
These relations may be interpreted as a linear algebraic system for the quantities
. . , N (cf. Lemma B.5), readily reproduces the degenerate Dubrovin equations (4.17).
Dynamics and scattering of zeros.
In summary, it was demonstrated in the previous section that a point (ζ ,ρ) in the phase spaceˆ of equation (3.20) determines the spectral data of a Schrödinger operator with Bargmann potential. As the position variable varies along the real line, the locations of the zeros of the associated Jost eigenfunction move along a trajectory governed by the Hamilton flow of the rational Ruijsenaars-Schneider system with harmonic term. The initial condition, determining the positions ζ j (x) and velocities ζ j (x) of the zeros at x = 0, is in one-to-one correspondence with the spectral data via the action-angle map from equation (3.13) (written in the canonical coordinatization of equations (2.12) and (3.19)): (ζ , ρ)(0) = −1 (ζ ,ρ). The full trajectory of the zeros is then recovered as the position part of the inverse image with respect to the action-angle map of the line (ζ ,ρ −2xζ ), x ∈ R, inˆ from equation (3.20). More pragmatically, it means that the trajectory of the zeros is given by the eigenvalues of the matrixZ(x) in equation (4.13), x ∈ R. We now exhibit some key properties of these trajectories. The next theorem describes their asymptotical behavior for x → ±∞. For a study of dynamical and asymptotical properties of the zeros of reflectionless Schrödinger wave functions in the context of finite-gap theory (cf. Remark 4.4), the reader is referred to the paper [DMKM] and references therein. Our results below provide a characterization of the zero dynamics in terms of Hamiltonian particle mechanics.
Theorem 5.1 (Asymptotics of zeros). Let (ζ ,ρ) be a point in the manifoldˆ of equation (3.20) , and let (ζ , ρ)(x), x ∈ R, be the integral curve in of equation (2.9) for the Hamilton equations (2.11a) and (2.11b) with initial condition (ζ , ρ)(0) = −1 (ζ ,ρ); that is, (ζ , ρ)(x) = −1 (ζ ,ρ −2xζ ), x ∈ R. Then our integral curve has the following straight-line asymptotics for x → ±∞:
and ζ
Proof. It is immediate from the determinantal formula of Proposition 3.8 that lim x→+∞ ζ j (x) =ζ j and that lim x→−∞ ζ j (x) = −ζ N+1−j (j = 1, . . . , N) , where the convergence is exponentially fast. To determine the asymptotics of ρ j (x), we employ the identities (cf. equations (2.12) and (3.7))
and (cf. equations (3.9b), (3.15), and (3.19) )
Specifically, the equality of the right-hand sides of equations (5.2a) and (5.2b) provides us with the leading asymptotics of ζ j (x) −ζ j and ζ j (x) +ζ N+1−j for x → +∞ and x → −∞, respectively. Plugging the resulting asymptotics into the equality between the right-hand sides of equations (5.1a) and (5.1b) now readily entails the asymptotics of ρ j (x) for x → ±∞ stated by the theorem.
The expressions in Theorem 5.1 for the asymptotic quantities (ζ + ,ρ + ) and (ζ − ,ρ − ) in terms of the action-angle coordinates (ζ ,ρ) may be interpreted as defining two symplectomorphisms W ± :ˆ → ± , between the action-angle phase spaceˆ in equation (3.20) and the asymptotic phase spaces [RS] and [Tr] for further background material on scattering theory.) We then have the following corollary of Theorem 5.1.
Corollary 5.2 (Scattering of zeros). The scattering map S for the rational Ruijsenaars-Schneider dynamics with harmonic term characterized by the Hamiltonian H in equation (2.8) is given by the symplectomorphism
with the action
( 5. One sees from the scattering map that the asymptotic actions ζ ± get reflected in the origin as one passes from x = −∞ to x = ∞, and one also sees that the phase shifts j (−ζ − ) relating the asymptotic angles ρ + , ρ − break up into a 1-particle contribution of the form 2 log(−2ζ − j ) and 2-particle contributions of the form log(−ζ
A similar analysis of scattering behavior for the rational Ruijsenaars-Schneider system without harmonic term can be found in [R2] (see also [M1] , [M2] , and [M3] for corresponding results pertaining to the scattering process of the nonperiodic Toda chain and the rational Calogero-Moser particle system, respectively). Let us now analyze the qualitative behavior of the trajectories of the zeros as functions of the position variable x. We select a Bethe curve ζ (x), x ∈ R, characterized by the initial condition (ζ (0), ζ (0)) = −1 (ζ ,η). We know from Subsection 3.1 that −ζ N < ζ 1 (x) < · · · < ζ N (x) 
On the one hand, we have for large positive
On the other hand, we have for large negative
. It means that, as x runs from −∞ to +∞ along the real axis, the Dirichlet eigenvalues cross each other. See Figure 3 for a plot of the Dirichlet eigenvalues associated to the zeros of Figure 2 . To study these level crossings let us pick a value of x in general position on the line. We may then have both positive and negative zeros: 
where σ denotes a permutation of the indices {1, . . . , N} for which σ j > σ k if j < k with σ j , σ k ∈ {1, . . . , M} and σ j < σ k if j < k with σ j , σ k ∈ {M + 1, . . . , N}. It means, in particular, that the ordering of the Dirichlet eigenvalues reads: ζ 2 Let us encode the configuration ζ 2
(with > 0), which is possible if and only if σ j ≥ σ 1 > σ j +1 , now manifests itself as a transposition of the form
(5.6)
By varying x along the real axis, the consecutively ordered configurations of the Dirichlet eigenvalues give rise to a path of permutations from
. Two subsequent elements in a path are related by a transposition of the form in equation (5.6) with σ j ≥ σ 1 > σ j +1 (or by a composition of such transpositions in the case of simultaneous crossings). In Figure 4 the possible permutation paths for N = 3 and N = 4 are given, assuming simultaneous crossings do not occur. The cases of simultaneous crossings are obtained via contraction; for example, "(3 2 1) → (2 3 1)" + "(2 3 1) → (2 1 3)" = "(3 2 1) → (2 1 3)". For general N a rich branching structure of the possible paths emerges, corresponding to the different orders in which the sequence of level crossings can occur. For given N, the total number of distinct configurations generated by these paths is given by As a consequence of Proposition 5.3, we recover a well-known result pertaining to the interlacing of the Dirichlet eigenvalues and the discrete spectrum (see, e.g., [CL] , [DT] , and [ELZ] ).
Corollary 5.4 (Dirichlet eigenvalues). For the Schrödinger operators of Proposition 5.3, the Dirichlet eigenvalues
with equality holding if and only if ζ 2 j (x 0 ) =ζ 2 j = ζ 2 j +1 (x 0 ). Notice that in Corollary 5.4 we have renumbered the Dirichlet eigenvalues such that they are ordered from small to large.
6. The Korteweg-de Vries hierarchy. It is well known that there is a close relation between Schrödinger equations with reflectionless potentials and the soliton solutions of the Korteweg-de Vries equation (see [DT] , [AS] , [N] , [NMPZ] , and [DMKM] ). In this section we exploit this connection to characterize the motion of the zeros of the Jost function for a Schrödinger operator with a Korteweg-de Vries soliton potential in terms of Ruijsenaars-Schneider dynamics.
It follows from Proposition 3.12 that the Hamiltonians 
The transformed equations ∂ t mζ j = ∂ρ j Ᏼ m and ∂ t mρ j = −∂ζ j Ᏼ m are thus linear: (6.4) and have as solution [H] , [SCM] , and [N] ). In particular, for M = 2 with t 1 = x and t 2 = t, we have that u(x, t) of equations (6.6a)-(6.6d) amounts to the N-soliton solution of KdV equation
The corresponding wave function (t 1 , . . . , t N ; z) is often referred to as the so-called Baker function of the associated linear problem. It is well known from the work of the Kyoto school that this Baker function can also be expressed in terms of the tau function by means of a formula originally due to Sato (see [S] , [SS] , [DKJM] , [JM] , [SW] , [OSTT] , and [Mo] ). Our formulas in equations (6.7b) and (6.7c) are equivalent to the Sato formula (upon specialization to the solitonic regime of the KdV hierarchy) (see [BBS] and [DK] ). In summary, we have derived the following theorem. 
has a solution of the form Theorem 6.1 describes a relation between the KdV hierarchy and the rational Ruijsenaars-Schneider system with harmonic term. Different relations between the motion of KdV solitons and finite-dimensional integrable systems have been considered previously by Moser [M4] (who connects the KdV solitons to the motion of a Neumann system on a sphere) and by Ruijsenaars and Schneider [RSc] (who encode the KdV solitons in terms of the motion of a hyperbolic Ruijsenaars-Schneider system). Our considerations produce a formula for the solitonic tau function and Baker function of the KdV hierarchy in terms of the Lax matrix of the hyperbolic Ruijsenaars-Schneider system (cf. Subsection 4.1). In the case of the tau function, such a formula was obtained previously by Ruijsenaars and Schneider [RSc] . Similar formulas for the tau function and the associated Baker function for the rational solutions of the full KP hierarchy in terms of rational Calogero-Moser Lax matrices were presented recently by Shiota [Sh] (for the tau function) and Wilson [Wi] (for the Baker function).
Appendices
Appendix A. Proof of the no-crossing Lemma 2.2. In this appendix we prove Lemma 2.2, which says that a real-analytic, nonconstant solution to the differential system Appendix B. Some Cauchy matrix identities. In this appendix we have collected some matrix identities associated to the well-known Cauchy matrix. These identities were essential in the construction of the action-angle transformation for the rational Ruijsenaars-Schneider system with harmonic term presented in Section 3.
Most of the identities hinge on the following partial fraction decomposition for rational functions with simple poles that are regular at infinity.
Lemma B.1 (Partial fractions decomposition). Let a 1 , . . . ,a M and b 1 , . . . , b N Proof. This is immediate from Liouville's theorem upon inferring that the residues of the simple poles at x = b n , n = 1, . . . , N, and the asymptotics for x → ∞ are the same on both sides of the equation.
Let α = (α 1 , . . . , α N ) and β = (β 1 , . . . , β N ) denote (complex) vectors with components subject to the genericity conditions: α j = α k , β j = β k for 1 ≤ j < k ≤ N, and α j = −β k for 1 ≤ j , k ≤ N. We form the matrices C(α, β) and D(α, β) with elements given by Proof. The proof is immediate from Lemma B.1 with M = N, x =ζ 2 k , and a n =ζ 2 n , b n = ζ 2 n , n = 1, . . . , N. The next proposition shows that our orthogonalized Cauchy matrix U(ζ ,ζ ) diagonalizes the Lax matrix for the rational Ruijsenaars-Schneider system with harmonic term. The construction of the action-angle coordinates for the rational RuijsenaarsSchneider system with harmonic term is based on the calculation of the matrix elements of B(ζ ,ζ ) = C −1 (−ζ ,ζ )C(ζ ,ζ ). Invoking of Lemma B.7 now completes the proof.
