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Abstract 
A high-speed body, such as a hypersonic aircraft or re-entry vehicle, travelling through 
weather may encounter a wide range of particle environments.  The impact of these 
particles on the vehicle surface poses a significant erosion hazard to the vehicle’s 
thermal protection.  However, interaction with the vehicle shock layer will alter the 
particle motion, mitigating the erosive impact.   
 
This thesis describes a study into the interaction of the high altitude ice particles with 
the shock layer surrounding a high-speed vehicle.  A literature survey of the approaches 
and solution methods of previous researchers is presented.  The evolution of these 
approaches suggested the development of a new numerical model.  The development of 
this numerical model is described from the construction of a first order accurate Euler 
code and its extension to second order accuracy through to the inclusion of particle 
clouds and the physics required to determine their motion.  The output of the model is 
then validated against numerical or exact results for a number of test cases, including a 
set of one dimensional Riemann problems and two dimensional flows. 
 
In addition, the thesis describes the results of a series of shock-tube experiments.  These 
shock-tube experiments were undertaken to examine the motion of a cloud of inert test 
particles as it is swept up by a normal shock.  Image and data processing tools 
developed to analyse output from the experiments are described.  Experimental results 
are then compared with numerical predictions made using matching flow conditions, 
providing validation evidence for the model. 
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Chapter 1  
Introduction 
1.1 Vehicle Flight through Weather 
As a hypersonic vehicle traverses the atmosphere, it may encounter clouds of ice 
particles at various altitudes.  These ice particles may pass through the shock wave that 
forms at the bow of the vehicle and impact upon the surface.  At hypersonic speeds, 
these clouds may present a significant erosion hazard to the vehicle thermal protection 
system.  Depending on the size and concentration of the ice particles, enough damage 
might be brought about as to alter the shape of the vehicle.  A change in shape would 
lead to changes in the flowfield and to the aerodynamic performance of the vehicle.  In 
addition, the loss of material will alter the total mass and mass distribution.  Heating 
rates on the protection system would also become difficult to predict due to changes in 
laminar-to-turbulent flow transition, chemical reactions in the shock-layer and due to 
the melting and vaporisation of the ice. 
1.2 Erosion of Hypersonic Bodies 
In general, the region about the stagnation point - the nose-tip - of a hypersonic vehicle 
will be subjected to the greatest load in terms of heating, ablation and erosion.  The 
presence of surface roughness can trigger premature boundary layer transition and 
subsequent increases in shear stress and heating.  It has been shown that a “micro scale” 
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roughness, of the order of 0.1 to 1.0 mm, has a significant effect on boundary layer 
transition in the nose-tip region (Van Driest et al., 1967).  As a consequence, the vehicle 
surface is subjected to turbulent heating rates greater than the corresponding laminar 
rates that would be expected at a smooth surface.  However, the most important 
consequence of the turbulent flow is that it is capable of generating a macro scale 
roughness (Grabow and White, 1975) of the order of 10 to 100 mm, leading to further 
increases in heating rates.  This surface roughness heating augmentation dominates over 
other turbulence effects due to the presence of the particle cloud (Hove and Shih, 1977).  
In addition to affecting changes in the boundary layer, surface roughness has the effect 
of forming numerous small surface protrusions through the laminar sub-layer, 
augmenting turbulent heating rates further still.  This surface roughness initially takes 
the form of a shallow crosshatching, the depth of the pattern then increases with time 
until a point is reached when the crosshatching slips into a scallop pattern, the scale of 
which varies as a function of local Mach number. 
These patterns occur (White and Grabow, 1973) as the hot vehicle surface forms a 
melted or viscoelastic layer which interacts with the turbulent boundary layer above, 
losing material in the process.  In the case of some materials, notably graphite, the 
crosshatching phase may be so brief so as to be indiscernible.  In addition, nose tips 
constructed from graphite will most often-present scallop patterns in subsonic regions of 
the flow at the nose tip. 
 
The presence of particles in a vehicle flow leads to an erosive contribution that acts in 
addition to any ablation due to surface heating.  In the example of a re-entry vehicle's 
descent, transition to a turbulent boundary layer may occur earlier on in the trajectory 
and, once it does occur, the effects of heating and mass loss from the surface will be 
enhanced. 
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Hypervelocity impact of the ice particles will cause cratering of the vehicle surface.    
This problem still defies a precise analysis due to the numerous factors involved.  In 
addition, the breaking of the surface will expose any internal cracks to the high 
stagnation pressures of the flowfield, leading to further fracture (Harris, 1975) and (in 
some fibre composite materials) the twisting of longitudinal fibres (Adler and Evans, 
1979).  The density, composition and strength of both particle and surface will influence 
the size and shape of the craters.  The size and shape of the particle also have a major 
influence; but it is perhaps clear that the most important factor is the kinetic energy (and 
hence impact speed) of the projectile.  Therefore, the prediction of cratering and erosion 
is usually treated using empirical relations.  The cumulative effect of surface erosion 
and ablation over a flight is to significantly alter the nose geometry of a re-entry vehicle.  
An example, representative of the performance of a carbon-carbon material for various 
types of weather particle, is presented in Figure 1-1, together with the clear air case 
(Swain, 1975).  These results were generated using calculations of particle/shock layer 
interaction for water droplets, cirrus ice and snow particles based on the numerical 
integration of the time-varying mass, velocity and position of particles as they traverse 
the shock layer.  The continuum phase flowfields required for these calculations were 
provided by an inverse integral/rotational method of characteristics code.  The presence 
of boundary layers and the effects of particle/particle collisions were neglected.  A 
similar shape change has also been observed in hot-flow experiments such as those of 
Schneider (1978).  Note though that it is possible for such erosion to be asymmetric 
which in turn would cause the vehicle to fly at incidence; recovered nose tips also 
exhibit fluting about the eroded/ablated surface (Dirling, 1977 and Williams, 1973). 
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Figure 1-1: Re-entry vehicle erosion due to the presence of various weather particles.  The results 
presented here were calculated for a spherically blunt 7.0° cone with a 19.05 mm (0.75 
inch) nose radius and a Newtonian ballistic coefficient of 120 kPa (2500 psf).  The body 
trajectory follows a re-entry angle of 30° at an entry velocity of 7620 ms-1 (25,000 fps).  
The erosive results were calculated using freestream mass density varying linearly from 
0.1g/m3 at an altitude of 13716m (45,000 feet) to 0.5g/m3 at 4572 m (15,000 feet). 
The shock layer enveloping the vehicle will tend to act as a shield against such erosion, 
decelerating (in the vehicle frame) and sweeping the ice particles away from the vehicle 
surface.  High temperatures within the shock layer will heat the ice, potentially causing 
melt and mass loss.  In addition the ice may, depending upon parameters such as size 
and shape (habit) shatter at the shock. (Finson et al. 1974)  This leads to the prospect of 
fractured particles acting as isolated fragment clouds which can deform, in a similar 
way to a liquid droplet, as they traverse the shock layer.  Such deformation will act in a 
direction lateral to the local relative flow velocity and will increase the effective area of 
the fragment cloud. 
 
The focus of this study has been limited to consideration of the motion of ice particles 
through and behind a shock with a view to predicting particle states (velocity, mass, 
impact point) upon striking the surface of a hypersonic vehicle.  The effect of the 
presence of ice on a vehicle will be investigated, in terms of both changes to a vehicle’s 
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flowfield and drag, and the potential increase in ablation and erosion rates.  Erosion 
effects will be dealt with qualitatively using correlation.  It is intended that work 
presented here will be extended by a further study, or studies, to include effects such as 
viscosity (to allow for more accurate predictions of a vehicle flowfield) or to model a 
vehicle’s surface regression due to ablation/erosion throughout its flight. This study will 
consider various sized ice particles from high altitude ice with a diameters of 20 µm to 
200 µm to lower altitude hail and snow with diameters of approximately 1mm. 
1.3 The Solution Approach 
The problem of hypersonic flight through weather is an example of a multiphase flow, 
where phase refers to the solid, liquid and gaseous states.  Multiphase flows are a 
common feature of many important processes, for example the production of powders 
using spray drying, pollution control or the mixing of a fuel/air mixture in a combustion 
engine (Crowe et al. 1997).  Therefore, an understanding of these flows can lead to 
efficiency improvements (from the examples given these could be greater control over 
particle sizes in powder production, reductions in pollution emissions, or the creation of 
more fuel efficient or more powerful engines) or the development of new tools or 
processes.  Improvements in measurement techniques and the ever-increasing 
capabilities of computers have led to the development of a range of numerical models to 
simulate and understand such flows. 
 
Performance requirements in hypersonic vehicles underline the importance of 
determining the shielding effect of the shock layer in order to predict the resistance of 
different materials and the potential influence and effect on vehicle designs.  For flight 
through weather, the approach generally adopted in most of the literature is to generate 
a flowfield as an initial step.  Particle trajectories are then traced through the flowfield, 
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either terminating at the vehicle surface, some point downstream of the surface or when 
the particle is stripped of all of its material.  Finally, empirical correlations are used to 
estimate the erosive effect of flight through cloud under different conditions.  This one-
way coupling approach is valid in cases where the particles suspended in the flow are in 
a concentrations low enough to have a negligible effect on the surrounding gas. 
 
The analysis of Waldman and Reinecke (1971) considered the motion of small, non-
interacting spherical particles.  Approximate closed form solutions were obtained by 
dividing a typical re-entry vehicle’s geometry; the stagnation region at the nose was 
dealt with by using a spherical body and the flowfield sufficiently far downstream of the 
influence of the stagnation region was treated as conical.  It was found that in the 
stagnation region, deceleration is the dominant shielding mechanism; in this region the 
effect of particle deflection is negligible except for the smallest of particles with 
diameters in the order of microns.  (A particle travelling along the stagnation line would 
experience no deflection.)  In addition, the effects of melting were found to be minimal 
in the case of particles larger than around 10 µm in radius.  By comparison, it was found 
that in the conical flow region the deflection of particles was an important factor in 
protecting the surface from particle impacts.  Although no particle melting is reported to 
occur in this cooler region of the shock layer, the small deflection of a particle’s path 
over the slender geometry will result in a greatly reduced impact angle.  For example, 
for a 10° half angle-cone, the impact angle approximately 10m downstream of the nose 
would be less than 5° for ice particles smaller than 300 µm in diameter. 
 
Swain et al. (1975) based trajectory calculations for water droplets, cirrus ice and snow 
particles upon a numerical integration which featured the time-varying properties of 
mass, velocity and position only.  The blunt-body flowfield was calculated as an initial 
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step using an inviscid coupled inverse integral/rotational method of characteristics code; 
flow properties at any point in the flow-field were found by interpolation of the code's 
output.  The flowfield calculation neglected the effects of dissociation, heat transfer to 
the vehicle surface, boundary layer growth, chemical reactions and the presence of the 
particles.  In addition, the effects of both particle passage through the boundary layer 
and particle collision (with other particles, surface ejecta and the surface itself) were 
neglected in the trajectory calculations. 
 
The work of Lin and Thyson (1977) again used the approach of obtaining flowfield 
properties from an (exact) inviscid flow computation as an initial step; trajectory 
computations were then made using lift and drag coefficients determined from empirical 
fits of experimental data.  The results demonstrate the strong dependence of a shock-
layer's shielding effect on particle size; for Mach 10 flow over a flat faced cylinder with 
a diameter of 50.8mm (two inches), the shock layer will diminish an incoming ice 
particle's kinetic energy by 22% for 200 µm diameter crystals or by 80% for 50 µm 
diameter crystals.  This compares with the study of Wu (discussed by Finson et al. 
1974), which reported a significant reduction in particle size and velocity at impact for 
particles with an initial diameter of 10 µm.  Equally, for larger crystals it was reported 
that melt and vaporisation had little effect on particle properties at impact. 
 
In later studies, the use of exact or engineering solutions to establish a vehicle flowfield 
has been replaced with computationally demanding CFD (Computational Fluid 
Dynamics) prediction; a step which allows the consideration of more complex 
geometries and flow physics.  In the work of Papadopoulos at al. (1993), a three 
dimensional Navier-Stokes solver (including an eight species, chemical non-equilibrium 
gas and surface thermochemistry models) is applied to solving dusty flows over a 
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Martian lander geometry.  However, the flow calculation is once again treated as an 
initial step: the effect of the dust particles on the flow is treated as negligible. 
1.4 Layout of Thesis 
The primary objective of the study was to develop a numerical model capable of 
predicting particle motion through a shock-layer and to validate this model using 
experimental data.  The layout of the thesis follows the steps taken during this 
development, from establishing vehicle flight and flowfield properties through model 
development to calculation of surface erosion rates: the problem is explored 
analytically, computationally, and experimentally. 
 
A summary of the weather environment that a hypersonic vehicle may encounter is 
given in Chapter 2.  It is shown that all vehicle/weather interactions will occur at 
altitudes where the vehicle flow field will be continuum in nature.  The mechanisms of 
natural ice particle formation are described and particle size and shape distributions are 
defined. 
 
In Chapter 3, analytical calculations are used to examine different aspects of both a 
typical vehicle flowfield and particle motion.  A dimensional analysis of the problem is 
presented for the case of inert particles in a flow; this analysis is then extended to 
consider ice particles which will undergo melting and vaporisation.  Chapter 3 closes 
with a review of the correlations used to describe the various contributions to particle 
drag and heating.  In addition, estimates are made of the relative influence of these 
contributions to establish which are appropriate for inclusion in the numerical model. 
 
Chapter 4 describes the development of a numerical model, Spiderman, to simulate the 
motion of particles through a hypersonic flowfield.  Chapter 4 initially deals with the 
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CFD solution of the Euler equations on an unstructured grid to predict the continuum 
(gas) phase of a flowfield.  The model is then extended to second order accuracy using 
the MUSCL (Monotonic Upstream-Centred Scheme for Conservation Laws) techniques 
and a scheme is established to include the particle phase of the flow; modelling of the 
particle phase of a flow is introduced in terms of the mechanisms used to generate and 
manage particles within the model.  Three commonly used flow cases (the Riemann 
problem, two dimensional flow over a bump in a channel and flow over a forward 
facing step) are then used to validate the model and to demonstrate its performance. 
 
Model validation is concluded by a series of shock-tube experiments, presented in 
Chapter 6.  The experimental set-up and flow visualisation facilities are described and 
methods of extracting particle motion information using particle image velocimetry 
(PIV) and a cloud tracking technique are discussed.  In Chapter 7 the experimental 
results are compared with predictions of particle motion made using the measured 
shock-tube conditions. 
 
Chapter 8 presents predictions of particle impact parameters contributing to surface 
erosion for the case of the representative vehicle. 
 
In Chapter 9, the conclusions made throughout this thesis are brought together.  In 
addition, recommendations for both future study and for the development of the 
numerical code are presented. 
1.4.1 Introduction of Representative Geometries and Conditions 
In addition to the various flowfield cases used to demonstrate the performance of the 
numerical model, a geometry representative of the nose of a hypersonic vehicle was 
selected for the calculations that feature in the analysis in Chapter 3.  This geometry is 
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also the basis of the simulations of Chapter 8 to determine ice particle properties (mass, 
shape, velocity and angle of impact) on impact with the vehicle surface.  The vehicle 
body geometry is defined in Figure 1-2; the dimensions of the body are given as nose 
radius 0.25m=nr , base radius m50.0=nr  and overall length m00.1=L .  The half 
angle of the cone or wedge is approximately 18.4°. 
 
 
Figure 1-2: Vehicle forebody geometry. 
A trajectory representative of a typical ballistic trajectory was selected in order to make 
estimates of flow parameters for use in CFD predictions and calculations of particle 
motion.  The variation of Mach and Reynolds number as a function of altitude is 
presented in Figure 1-3 and Figure 1-4 respectively. 
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Figure 1-3: Mach number profile as a function of altitude for the representative trajectory. 
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Figure 1-4: Reynolds number profile as a function of altitude for the representative trajectory, based on 
the length of the representative vehicle. 
It can be seen that during descent through weather, the Reynolds number 
∞
Re  is large 
and hence the effects of viscosity within the flowfield may be neglected.  Similarly, 
consideration of Knudsen number 
∞
Kn , proportional to 
∞
M  / 
∞
Re , shows that the 
vehicle’s flight remains within the continuum regime with 
∞
Kn  being at least of the 
order of 10-6.  Therefore, the inviscid Euler equations may be used to predict the vehicle 
flowfield. 
Chapter 2  Ice Particles in Weather 
 32 
Chapter 2  
Ice Particles in Weather 
This chapter describes the natural formation of ice particle clouds under different 
conditions of temperature and altitude, and defines the environment which a hypersonic 
vehicle may encounter.  The chapter is split into two sections.  Firstly, the formation and 
make-up of storm cells is discussed.  The particle clouds which result from such storm 
systems represent the most significant erosive threat to a hypersonic vehicle due to both 
their high water content and greater height, as depicted in Figure 2-1.  The chapter then 
discusses the formation of the different particle habits and presents tables of trends 
describing size, shape, and bulk density. 
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Figure 2-1: Distribution of various cloud types as a function of altitude.  (The cloud image portion of 
this figue taken from BBC Weather website, based on data from Strahler 1965) 
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2.1 Noctilucent cloud 
Noctilucent, or polar mesospheric, clouds are the highest clouds that have been 
observed in the atmosphere.  Often appearing as very thin, blue or silver in colour, they 
may seem to shine to an observer on the ground as they reflect the light from the rising 
or setting sun.  These clouds are composed of water ice particles with diameters 
between 40 and 100nm.  The clouds exist at high latitudes, typically above 50°, 
although they have been observed down to a latitude of 42°; and are restricted to 
altitudes of 81 to 87 km, with most appearing in an 82 to 83 km range.  By comparison, 
weather clouds typically form and reside at altitudes of 0 to 3km, inside the troposphere.  
Given their high altitude, and the flow regimes which a hypersonic body would likely 
occupy at such altitudes, these clouds are not considered to be within the scope of this 
study. 
2.2 Storm Cells 
A storm is composed of a mass of individual storm cells, all at various stages of a life-
cycle in which the cell grows and matures, and spawns new ‘daughter’ cells (Watts 
1999).  Clouds of water droplets and ice particles form within these storm cells.  There 
are considered to be three stages of storm cell development; depicted in Figure 2-2 as 
developing, mature and decaying.  In the developing, or early, stage of storm cell 
development the number concentration (simply the number of crystals or droplets per 
unit volume) of ice crystals is low and the cloud is composed almost entirely of 
supercooled liquid droplets.  As the ice content increases to the same order of 
magnitude as the liquid water content, the cloud is considered to have reached the 
mature stage.  The ice content reaches its maximum during the dissipating, or decaying, 
stage.  Throughout the life of a storm cell, the total ice content, number concentration 
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and particle shape varies throughout the height of the cloud.  Daughter cells are formed 
when cold down-draughts spread out from the base of their parent cells, forcing warm 
humid air up into the low temperature environment found at altitude.  In turn, the 
daughter cells themselves begin to produce strong updraughts that lead to the formation 
of rain, hail and snow; the different types of precipitation particles occupying different 
regions of the cloud during its development.  At their maximum height, a storm cell can 
reach up into the Tropopause, carrying weather particles to an altitude of approximately 
fifteen thousand metres. 
 
 
 
Figure 2-2: The life cycle of storm cells.  This figure is an amalgamation of data contained within 
figures from references Watts (1999), and Barry and Chorley (1968) with original data 
from Byers and Braham (1949). 
 
2.3 Particle Habit Properties 
Ice particles may grow to a variety of shapes (frequently referred to in literature as 
particle habit) and sizes.  In addition, particles may collide and fuse to form 
agglomerates.  Such agglomerates may contain voids; hence bulk particle density 
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(defined as the mass divided by the effective volume of the particle) may also vary with 
habit. 
 
Where the temperature in a cloud drops below 0°C, ice particle formation can occur; 
though the ice phase formation will only occur readily as cloud temperatures fall to 
below -20°C (Pruppacher and Klett 1978).  Where ice coexists with supercooled water 
droplets, the ice will grow by accumulating water from the droplets.  Two mechanisms 
govern this accumulation: deposition and riming. Deposition occurs by the continuous 
diffusion of water vapour from droplets to ice particles.  Ice particles that develop 
purely via deposition will have a regular shape and are called ice or snow crystals.  Ice 
crystals will also collide with each other and may form aggregate snowflakes; this 
mechanism is referred to as aggregation or clumping. 
 
Riming occurs when a droplet collides with, and leaves water to freeze on, an ice 
particle’s surface.  Where the original shape of an ice particle is still evident, the ice 
particle is simply described as a lightly or densely rimed snow crystal.  When a particle 
has undergone further riming, where the shape of the original particle is no longer 
visible, the particle will be called a snow pellet, a soft hail particle or a graupel particle.  
Such a particle will have a large number of air filled pockets or veins.  The presence of 
these pockets imparts the particle with an opaque white appearance.  In addition, the 
bulk density (its effective density for trajectory calculations) of such a particle will 
typically be less than 0.8g cm-3 (List 1958 a/b; 1965).  The later stages of riming will 
result in a particle with a conical, rounded or irregular shape.  If a particle has developed 
from a frozen drop or ice crystal and grown by riming but has a bulk density in the 
region of 0.8 to 0.99 g cm-3 then it either lacks air filled pockets or may contain liquid 
water.  Such a particle is described as small hail or a type-b ice pellet.   
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Hard particles with densities between that of ice and 0.99g cm-3 are called type-a ice 
pellets or sleet.  Again, these particles may contain liquid water and may have formed 
by the melting and refreezing of other particle types.  The maximum dimension of 
unrimmed ice crystals is typically less than 5mm.  Snowflakes have a maximum 
dimension typically of less than 20mm. 
 
Rimed ice crystals, pellets and graupel will usually have maximum dimensions less than 
5mm.  Where strong enough updraughts exist to maintain the altitude of riming 
particles, the process will result in larger hailstones.  Hailstones have a layered structure 
with a round or conical shape, often with a rough or protuberated surface. 
 
Ice particles are formed in a variety of shapes - or habits.  Snow crystals have a common 
basic hexagonal prism shape, though a dodecagonal shape can rarely occur.  In addition, 
crystal faces resulting in pyramidal shapes capping the prism may also appear.  The 
range of dimensions for selected habit families are given in Table 2-1 and Table 2-2. 
 
Snow crystal shape (itself a strong function of cloud temperature) is an important 
influence in the formation of snowflakes by particle collision.  It has been established 
(Hobbs et al., 1974b and Rodgers, 1974b) that temperatures close to 0°C favour the 
formation of snowflakes.  Correspondingly, the maximum dimension of snowflakes is 
greatest around 0°C. As stated previously, (on Page 35) snowflake size typically ranges 
between 2 and 5mm, though larger flakes are not uncommon.  At lower temperatures, 
the probability of particle collisions resulting in aggregation decreases, with a second 
maximum around -15°C. 
 
As each particle in the cloud must compete to accumulate material, their number 
concentration rapidly decreases with increasing size.  Graupel with diameters from 0.5 
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to 5.0 mm typically occurs in number concentrations between 100 and 103 m-3; 
Hailstones ranging from 0.5 to 2.5 cm in diameter occur in number concentrations 
between 10-2 to 1 m-3. 
 
Crystal type Dimensional relationship Author
Ple, Plf, P2c
P2g, P3c, P4b
Nla d = 3.0487 × 10-2 L0.61078 Auer and Veal (1970)
Nle d = 3.527 × 10-2 L0.437 Jayaweera and Ohtake (1974)
Clc (L ≤  0.3 mm d =0.1526 L0.7856 Heymsfield (1972)
Cld (L ≥  0.3 mm d = 0.0630 L0.532 Heymsfield (1972)
Auer and Veal (1970)h = 9.022 × 10-3 d0.377
 
Table 2-1: Trends describing the ratios of length to diameter for various ice crystal habits. 
 
Crystal type Dimensional 
relationship, cm
Area of basal 
face, AB, cm2
Volume of 
crystal, Vc, cm3
Pla
 h = 1.41 × 10-2 d0.474  0.65 d2  9.17 × 10-3 d2.475 10  - 3000
Plb
 h = 1.05 × 10-2 d0.423  0.65 d2  6.79 × 10-3 d2.423 10  - 40
Plb
 h = 1.05 × 10-2 d0.423  0.55 d1.97  7.37 × 10-3 d2.420 41  - 2000
Plc-r, Pld
 h = 9.96 × 10-3 d0.415  0.65 d2  6.47 × 10-3 d2.415 10  - 90
Plc-r, Pld
 h = 9.96 × 10-3 d0.415  0.11 d1.63  1.096 × 10-3 d2.045 91  - 1500
Plc-s
 h = 9.96 × 10-3 d0.415  0.65 d2  6.47 × 10-3 d2.415 10  - 100
Plc-s
 h = 9.96 × 10-3 d0.415  0.21 d1.76  2.09 × 10-3 d2.175 101  - 1000
Clg
 h = 0.138 d0.778  0.65 d2  8.97 × 10-2 d2.778 10  - 1000
Cle L/d
 d = 0.578 L0.958  0.65 d2  0.217 L2.916 10  - 1000
Cle L/d
 d = 0.260 L0.927  0.65 d2  4.39 × 10-2 L2.854 10  - 1000
Clf L/d
 d = 0.422 L0.892  0.65 d2  0.116 L2.784 10  - 50
Clf L/d
 d = 0.422 L0.892  0.65 d2  0.105 L2.765 51  - 1000
Clf L/d
 d = 0.263 L0.930  0.65 d2  4.49 × 10-2 L2.860 10  - 50
Clf L/d
 d = 0.263 L0.930  0.65 d2  4.06 × 10-2 L2.841 51  - 1000
Range of major 
axis, µm
 
Table 2-2: Trends describing the ratios of length to diameter for various ice crystal habits (applicable to 
various size ranges). 
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The bulk density of particles formed by riming varies widely and is dependent on how 
cloud drops pack and freeze onto the surface.  Table 2-3 and Table 2-4 illustrate the 
wide range of bulk densities that have been observed in clouds at various locations 
about the world. 
Crystal type
hexagonal plate         0.9
plates with dendritic extensions
        0.656 d-0.627     (d ≥ 0.7 mm)
dendrites
        0.588 d-0.377     (d ≥ 0.3 mm)
stellar, broad arms
        0.588 d-0.377     (d ≥ 0.3 mm)
stellar, narrow arms
        0.46 d-0.482     (d ≥ 0.24 mm)
column, cold region
        0.65 L-0.0915     (L ≥ 0.028 mm)
column, warm region
        0.848 L-0.014     (L ≥ 0.014 mm)
bullet
        0.78 L-0.0038     (L ≥ 0.1 mm)
Bulk density, ρc, (g cm-3)
 
Table 2-3: Trends describing the bulk density of different particle habits as a function of their 
characteristic length scale. 
Observer & Location
Locatelli & Hobbs (1974), Washington 0.5  - 3 0.05  - 0.45
0.5  - 1 0.45  - 0.7
1  - 2 0.25  - 0.45
Bashkirova & Pershina (1964), USSR 0.4  - 3 0.08  - 0.35
Braham (1963), Missouri 0.5  - 3 0.85  - 0.89
List (1958), Switzerland 0.5  - 6 0.5  - 0.7
Magono (1953), Nakaya & Tereda (1935), Japan 0.8  - 3 0.13
Density                   
(g cm-3)
Size Range       
(mm)
Zikmunda & Vali (1972), Wyoming
 
Table 2-4: Observations of rimed particle bulk densities from around the world. 
The number concentration of snow crystals is only very weakly influenced by cloud 
temperature, if at all.  Concentrations may reach values as high as 107 m-3. 
2.4 Summary 
This chapter has described the erosive weather environment, which may be encountered 
by a hypersonic vehicle.  The typical values of particle properties such as size, 
concentration, bulk density and shape, and the conditions under which they occur, have 
been presented.  In the following chapters, it will be seen that these values influence the 
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development of the numerical model and validation experiments.  In addition, data 
presented in this chapter is used to define a set of erosive environments to allow 
prediction of erosion rates. 
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Chapter 3  
Particle Motion 
Chapter 3 deals with the motion of ice particles through the shock layer surrounding a 
body travelling at high speed.  Using the representative geometry and conditions 
introduced in Section 1.4.1, elements of the flowfield are described and estimates are 
made for the response of weather particles to capture by the shock layer.  The chapter 
then moves on to describe the forces acting on flow particles and those correlations and 
terms that describe them.  The relative influence of some of these terms on particle 
motion is also examined.  Similarly, the effects governing heat transfer to flow particles 
are presented.  The chapter then closes by considering the effect of the particles on the 
flow itself. 
3.1 Description of Flowfield 
The major features of a hypersonic flowfield which would be typical of a vehicle such 
as that introduced in Section 1.4.1 are presented in Figure 3-1.  Though each feature is 
described briefly, those parts of the flowfield which might be encountered by particles 
prior to impact on the surface will be discussed in greater detail in Sections 3.1.1 to 
3.1.7.  It must be noted that the described flow features are those corresponding to an 
idealised, aerodynamically simple body.  In reality the surface geometry of a hypersonic 
vehicle may contain elements which would complicate the flow and may result in 
additional features. 
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Figure 3-1: The structure of the flowfield about a typical hypersonic vehicle. 
Beginning with the upstream flow features and moving through to the far wake region, 
the flow features can be summarised (Emmons, 1951) as: 
 Bow Shock – The bow shock is a discontinuity that forms ahead of a hypersonic 
vehicle.  For a typical blunt hypersonic geometry, the shock in the nose region 
stands-off, normal from the surface and curves round enveloping the forebody.  
Further down stream of the vehicle, the shock tends to a constant inclination angle. 
 Outer Inviscid Flow – The volume between the shock and vehicle surface, the shock 
layer, may be divided into two regions, characterised by the importance of viscous 
effects.  The first of these, the outer inviscid region describes where the effects of 
viscosity may be considered negligible. 
 Boundary Layer – The second of the two regions within the shock layer, lying 
adjacent to the surface of the vehicle, the boundary layer is a region where viscous 
effects dominate, giving rise to a large increase in gas temperature. 
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 Prandtl-Mayer Expansion Fan – As the flow passes the convex corner at the base of 
the vehicle it passes through a Prandtl-Mayer expansion fan, accelerating as it does 
so. 
 Free Shear Layer – At the base of the vehicle, the boundary layer separates from the 
surface and continues downstream, forming a free shear-layer.  This free shear-layer 
emerges from the entire circumference of the base and, in the absence of any 
influence such as a rocket exhaust, converges to meet in a recompression region 
approximately one to two base diameters downstream (Regan and Anandakrishnan, 
1993). 
 Recirculation Region – The approximately conical free shear-layer envelops a low 
pressure, density and velocity recirculation region at the base. 
 Viscous Core – At the recompression region the flow is turned downstream, forming 
a viscous core which may continue for a distance of the order of hundreds of body 
diameters.  In addition, an approximately conical recompression shock wave 
emerges from the recompression region. 
3.1.1 Shock Shape and Stand-off Distance 
At the very front of the vehicle nose region, close to the stagnation point, the shock may 
be considered to be normal to the freestream flow.  About this region, the flow behind 
the shock in this region is subsonic, as depicted in Figure 3-2.  Note that any ice 
particles passing through this region may still be moving supersonically with respect to 
the local flow. 
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Figure 3-2: Shock stand-off distance and particle motion in the nose region. 
With increasing Mach number the shape of the shock layer converges to a limit.  In 
conjunction with the convergence of the shock shape, aerodynamic properties such as 
pressure and wave drag coefficients converge, becoming independent of Mach number.  
For spherically blunted cones, the shape of the bow shock is described by the 
correlation (Billig, 1967): 
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Where x  and y  are the Cartesian co-ordinates of the shock.  The values of d  and cr  
are derived from experimental data and, for the axisymmetric case are given as: 
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It can be seen that as the Mach number 
∞
M  tends to infinity, the values of the shock 
stand-off distance, d , and cr  will tend towards limits of 0.143 nr  and 1.143 nr  
respectively; a consequence of Mach number independence.  The variation of the shock 
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detachment distance at various stages in the flight of the representative vehicle is 
presented in Table 3-1. 
Altitude (km) 0 5 10 20
Typical Vehicle Velocity (ms-1) 2000.0 4000.0 5000.0 6500.0
Freestream Mach Number 5.9 12.5 16.7 22.0
Shock Stand-off Distance (mm) 39.3 36.5 36.2 36.0
 
Table 3-1: Estimation of the shock stand-off distance for the representative vehicle. 
 
3.1.2 Estimation of Shock Thickness 
The shock stand-off distance is the first of four length scales that describe the 
interaction of ice particles with the shock system and may be used to characterise the 
residence time of particles in the stagnation region.  The second such length scale is that 
of the hypersonic vehicle itself; characterising the motion of those particles whose 
trajectories are deflected to pass further downstream.  The thickness of the boundary 
layer represents the third and will be covered in Section 3.1.3.  The fourth such scale is 
given by the thickness of the shock; characterising a short duration interaction in which 
the particle may experience deflection or undergo break-up.  Typically, in low Knudsen 
number flows, the shock may be treated as a discontinuity.  However, the shock does 
have a finite thickness over which the fluid properties vary.  The shock thickness is 
governed by the packing of the gas molecules as the gas passing through the shock 
undergoes compression.  This compression results in an increase in the collision rate 
(and a decrease in the mean free path) of the gas molecules.  Therefore, it can be 
assumed that the shock thickness, ψ , is of the order of the mean free path, λ , of the 
colliding gas molecules as they pass through the shock region.  Equating the two values 
mean
mean
Pr
kT
224pi
λψ ==  (4) 
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Where k  is Boltzmann’s constant and meanT  and meanP  refer to the mean temperature 
and pressure respectively and are each calculated using the values either side of the 
shock.  The use of these mean values results in an approximation for an averaged mean 
free path within the shock.  The molecular radius r  is calculated by treating the 
molecule as a hard sphere as in Equation 5. 
3
4
3
AN
b
r
pi
=  (5) 
 
The volume of the molecule can be found from the excluded volume constant (the 'b' 
term in the van der Waals equation of state for a gas).  For N2 (thus approximating the 
value for air) this is 0.03913 litres per mole (Bolz and Tuve, 1970) resulting in a radius 
of 2.494×10-10m.  Predictions of shock thickness for the different stages of the flight of 
representative vehicle are presented in Table 3-2 
Altitude (km) 0 5 10 20
Freestream Temperature (K) 288.2 251.6 220.5 216.6
Freestream Pressure (K) 1.01E+05 5.32E+04 2.62E+04 5.53E+03
Typical Vehicle Velocity (ms-1) 2000.0 4000.0 5000.0 6500.0
λfreestream (m) 3.55E-08 5.91E-08 1.05E-07 4.90E-07
Mean Shock Temperature (K) 1247.3 4115.2 6262.4 10432
Mean Shock Pressure (Pa) 2.08E+06 4.93E+06 4.32E+06 1.57E+06
λmean (m) 7.48E-09 1.04E-08 1.81E-08 8.31E-08
 
Table 3-2: Estimation of molecular mean free path and shock thickness for the representative trajectory. 
An alternative approach, based on the fluid viscosity, is presented by Granger (1985).  
The variation of the shock thickness predicted by each of these approaches is compared 
in Figure 3-3. 
Chapter 3  Particle Motion 
 46 
Mach Number
Sh
o
ck
 
Th
ic
kn
es
s 
(m
)
1 2 3 4 5 6 7 8 9 10
0.5
1
1.5
2
2.5
3
3.5
4
4.5
x 10-8
Freestream mean free path
Viscosity approach
Molecular collision approach
 
Figure 3-3: Comparison of methods for calculating shock thickness.  Shock thickness is calculated for 
P = 1.01325 Pa and T = 288.15 K (equivalent to sea level). 
Comparing the molecule collision approach described here with that of Granger it can 
be seen that the two approaches are in good agreement with each other.  The particle 
collision approach quickly asymptotes to a finite shock thickness whereas the viscosity 
approach asymptotes to zero, an unphysical result.  It should be remembered that the 
shock thickness is a function of mean free path; flow properties will vary across the 
shock by means of a number of molecular collisions. 
3.1.3 Boundary Layer 
The boundary layer is a thin layer of gas that flows adjacent to the vehicle surface.  The 
boundary layer flow is initially laminar about the stagnation region.  For the family of 
vehicles represented by the geometry introduced in Section 1.4.1, the boundary layer 
typically undergoes transition at low altitude (below approximately 20km), becoming 
turbulent further downstream, along the body. 
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Figure 3-4: Boundary layer and displacement thickness. 
The velocity boundary layer thickness is defined as the distance from the wall at which 
the velocity rises to 99% of the freestream (or outer inviscid layer) value; in the wall’s 
frame of reference (Figure 3-4).  Similarly, the thermal boundary layer thickness is 
defined as the distance from the wall at which the temperature reaches 99% of the value 
of the outer inviscid flow (Figure 3-5). 
 
 
Figure 3-5: Temperature profiles through the boundary layer above isothermal (constant  temperature) 
and adiabatic walls. 
For a laminar boundary layer flow over a flat plate, the velocity boundary layer 
thickness may be approximated by the expression of Blasius (Rosenhead, 1963): 
( )
Inviscidu
x
x
ρ
µδ ≈  (6) 
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More generally, the following expression is offered: 
 
Re
2
InviscidM
∝δ  (7) 
 
The local kinematic viscosity is typically found using correlation.  In this study, one 
such correlation was employed, Sutherland’s Law (Sutherland, 1893): 
ST
T
+
=
2
3βµ  (8) 
 
Where β = 1.458×10-6 kg m-1 s-1 K½ and S  is Sutherland’s constant, equal to 110.4iK.  
Sutherland’s law is derived semi-empirically; the values of both β  and S are obtained 
by experiment.  Sutherland’s formula describes the dependence of viscosity on 
temperature, for a wide range of temperatures.  However, when the temperature is high 
enough for dissociation or ionisation of the gas molecules to take place, the viscosity 
will also be weakly dependent on pressure.  In this case, the effect of viscosity may be 
accounted for by using varying values of β  and S , (e.g. by table look-up).  Calculation 
of the viscosity using Sutherland’s Law leads to the estimates for boundary layer 
thickness about the representative geometry, as shown in Table 3-3.  Comparing the 
data of Table 3-1 with that of Table 3-3, it can be seen that in the low altitude regime, 
the boundary layer is far thinner than the expected shock stand-off distance. 
Altitude (km) 0 5 10 20
Freestream Density (kg m-3) 1.225E+00 7.364E-01 4.135E-01 8.891E-02
Freestream Temperature (K) 288.2 251.6 220.5 216.6
Viscosity (Ns m-2) 1.79E-05 1.61E-05 1.44E-05 1.42E-05
Typical Vehicle Velocity (ms-1) 2000.0 4000.0 5000.0 6500.0
Reynolds Number 6.85E+06 9.16E+06 7.17E+06 2.03E+06
Boundary Layer Thickness (mm) 9.15E-02 7.91E-02 8.95E-02 1.68E-01
 
Table 3-3: Estimated boundary layer thickness in the nose region of the representative hypersonic 
vehicle. 
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3.1.4 Aerothermal Heating 
Within the boundary layer, the action of viscosity transfers the kinetic energy of the 
hypersonic flow to smaller and smaller scales, heating the gas.  The high temperatures 
that are generated by the flow alter the properties of the gas, resulting in an increase in 
the boundary layer thickness.  Following transition, the turbulent boundary gives rise to 
the more efficient transfer of momentum and heat.  The heat transfer rate may be 
calculated by (Cambell and McCandless, 1996). 
( )4/3VCq F ρ=ɺ  (9) 
 
where FC is the skin friction drag coefficient.  Hence peak heating will occur where 
3Vρ  is a maximum, which for the representative vehicle and trajectory presented in 
Section 1.4.1 would typically occur at an altitude between five to ten kilometres 
(Humble 2002).  Likewise, the surface temperature of the vehicle will reach a maximum 
over the same altitude range. 
3.1.5 Vorticity 
As gas passes through a shock, it experiences an increase in entropy.  For a steady, 
inviscid and adiabatic flow, the entropy will be constant along a streamline.  The curved 
shock wave that stands in front of the blunt nose of a hypersonic vehicle therefore gives 
rise to an entropy gradient, perpendicular to these streamlines.  From Crocco’s Vorticity 
law, describing the relationship between the flow vorticity (a quantity equal to twice the 
angular velocity of the flow) and its thermodynamic properties, the flow within this 
‘entropy layer’ is rotational: 
( )
t
hST
∂
∂
+×∇×−∇=∇ VVV0  (10) 
 
Where T, h0, and S are the flow temperature, enthalpy, and entropy respectively.  
Wherever the vorticity of the outer shock layer rises to the levels of that present in the 
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boundary layer, a vorticity interaction emerges.  This vorticity interaction produces 
changes to the velocity and temperature gradients within the boundary layer, in turn 
altering the heat transfer and shear forces acting on the surface. 
3.1.6 Displacement Thickness 
The displacement thickness ∗δ  is a measure of the increase in the effective size of a 
body due to the presence of the boundary layer.  Like the velocity boundary layer 
thickness, this value is a function of the velocity (and in the case of a compressible flow, 
the density) profile at the wall.  The displacement thickness is defined as the distance 
which the body wall would need to be moved, in a direction normal to the surface, into 
an idealised flowfield of velocity inviscidu  and density inviscidρ  to result in the same mass 
flow rate between the wall and the resultant reference surface in the actual flowfield.  
Where the values of inviscidu  and inviscidρ  correspond to the outer inviscid region of the 
flowfield, adjacent to the boundary layer. 
3.1.7 Viscous Interaction 
The displacement of the outer inviscid flow of the shock layer by the thickened 
boundary layer induces an increase in the pressure distribution acting on the vehicle 
surface.  This change in the outer inviscid flow then induces further changes to the 
boundary layer.  Thus a viscous interaction develops, affecting properties such as the 
surface pressure distribution and surface heating.  The effects of viscous interaction are 
strongest when the thickness of the boundary layer is of the order of the shock stand-off 
distance, which can occur for very thin shock layers and at high altitude where the flow 
is rarefied.  Since the thickness of the boundary layer during flight through low altitude 
weather is much less than the shock stand-off distance, the effects of viscous interaction 
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can be considered to be negligible.  This may be demonstrated using the viscous 
interaction parameter, which may be written as: 
∞
∞
=
Re
M 3χ  (11) 
 
or alternatively as: 
∞
∞∞
=
Re
M3 Cχ  (12) 
 
Where 
∞
C  is the Chapman-Rubesin linear viscosity law constant; derived by assuming 
that the changes in fluid viscosity are proportional to the fluid temperature, thus: 
w
w
T
TC ∞
∞
∞
=
µ
µ
 (13) 
 
For the flows under consideration, the value of 
∞
C  is of the order of unity.  The weak 
interaction limit describes a flow in which the streamline displacement (and the 
resulting induced pressure gradient) is small.  The viscous interaction can be considered 
to be in the weak interaction limit when the viscous interaction parameter is less than a 
critical value.  Conversely, a strong interaction limit also exists, in which the streamline 
displacement is large.  For a hot wall, the critical values beyond which the strong and 
weak interaction limits hold are given by Anderson (2006) as: 
3>χ    Strong interaction limit 
3<χ    Weak interaction limit 
(Note that Hirschel (2005) offers an alternative critical value to define the Strong 
interaction limit, namely 4≈> Strongχχ .)  Thus, from the values for Mach and 
Reynolds number values depicted in Figure 1-3 and Figure 1-4 for the representative 
trajectory, it can be seen that the flow falls within the weak interaction limit. 
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3.1.8 Knudsen Number 
Knudsen number, Kn, is a non-dimensional number describing the importance of the 
particulate nature of gases.  Knudsen number is defined as the ratio of the mean free 
path to a representative length scale.  Knudsen number may also be described as a 
function of two other non-dimensional flow properties; the Mach and Reynolds 
numbers.  Adopting the description of Schaaf and Chambré (1961), from kinetic theory 
the mean free path of a gas, l , is defined by 
molecularulρµ 21=  (14) 
 
Where µ  is the gas viscosity and molecularu  is the mean molecular speed.  The speed of 
sound in a gas is related to molecularu  via 
8
piγ
molecularua =  (15) 
 
Combining Equations 14 and 15 results in: 
a
l
ρ
µ
piγ8
2
=  (16) 
 
Hence Knudsen number is related to the Mach and Reynolds numbers by: 
Re
M25.1
Re
M
8
2Kn
γ
piγ
≈
=
 (17) 
 
Where the Knudsen and Reynolds numbers are each based on the same characteristic 
length scale.  For high Reynolds Number flows (much greater than unity) where viscous 
forces are important, the boundary layer thickness represents the most significant 
characteristic length scale.  For laminar boundary layers, this thickness is inversely 
proportional to Re .  In these circumstances, the variation in Knudsen number can be 
described by: 
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Re
MKn ∝  (18) 
 
For values of Knudsen number much greater than unity it is generally accepted that 
inter-particle collisions may be neglected and the presence of the vehicle has little effect 
on the freestream velocity or density.  Thus the flow is considered to be in the free-
molecular regime (Regan and Anandakrishnan, 1993).  Conversely, for values of much 
less than unity inter particle collisions dominate and the flow can be regarded as a 
continuum.  In between these two regimes the flow is described as transitional (this 
transition should not be confused with the laminar to turbulent transition of a boundary 
layer).  The Knudsen number has an important influence on the choice of model used to 
describe or predict a flow.  A guide, proposed by Bird (1986), is based on the value of 
the local flow Knudsen number (Knudsen number can vary throughout a flowfield, for 
example, in a recirculation region the flow may be so rarefied that a continuum regime 
model may no longer be applicable) and is depicted in Figure 3-6. 
 
Figure 3-6: Application of flow models over different local Knudsen number regimes (image taken 
from Bird, 1986). 
Knudsen number also appears in many of the correlations and terms describing the drag 
acting on particles within the flow.  For example, for spherical particles entering the 
shock system, Knudsen number and the effects of rarefied flow can be accounted for by 
the Cunningham correction factor; a correction to the Stokes' Law drag to account for a 
slip condition at the particle surface.  (Note that the local Knudsen number should be 
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calculated using the particle diameter.)  In addition, Knudsen number can be seen 
(appearing as functions of Mach and Reynolds number), in the correlations of 
Henderson (1976) described in Section 3.5.2. 
3.2 Deflection of Particle Motion at a Shock 
As an ice particle passes through a shock, its velocity normal to the shock will be 
altered due to the pressure differences acting on the surface on either side of the shock.  
Consider a spherical ice particle as it passes through a normal shock, where the particle 
diameter is much greater than the shock thickness, as shown in Figure 3-7.  In the shock 
co-ordinate system, the particle is travelling in a direction perpendicular to the shock at 
the free-stream air velocity 
∞
V .   
 
Figure 3-7: Geometry and conditions as a spherical ice particle passes through a normal shock. 
Switching to a particle centred co-ordinate system, the force acting on the ice due to the 
shock at position x  is given by: 
( )shockPPAF −= ∞  (19) 
 
where the area A, the cross-sectional area made by the plane of the shock, is equal to 
that of a circle of radius r , where 
22 xrr ice −=  (20) 
r 
y 
∞
P  ShockP  
x 
∞
V  V  
Area A 
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Hence, 
( )( )shockice PPxrF −−= ∞22pi  (21) 
 
The work done on the ice (to slow its progress through the shock) is given by: 
∫∫ ==
−
iceice
ice
rr
r
dxFdxFW
0
.2  (22) 
 
( )shockice PPrW −= ∞3
4 3pi
 
(23) 
 
The kinetic energy of the ice particle after passing through the shock is: 
( ) 232
2
1
3
4
2
1
iceiceshock
ice
ice VmPP
r
Vm =−−
∞∞
pi
 
(24) 
 
However, the mass of the particle is given by: 
iceiceice rm ρpi .3
4 3
=  (25) 
 
Therefore, 
( )
ice
shock
shock
PPVV ρ
−
=−
∞
∞
222
 (26) 
 
It can be seen that in calculating the change in the velocity of the particle, we have 
arrived at Bernoulli's principle, which in this form may be used to describe an 
incompressible flow, where there is no mechanism for the dissipation of energy.  This 
can be assumed to be the case when the shock wave is thin such that viscous forces are 
negligible. 
 
Now consider the more general case where the ice is incident on an oblique shock, as 
depicted in Figure 3-8. 
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Figure 3-8: Deflection of a particle as it passes through an oblique shock. 
The situation is similar to that of the normal shock.  In fact, if we consider the change in 
velocity parallel to the shock to be negligible, i.e. 21 uu =  then we can extend the 
previous result of Equation 27 to, 
( )
ice
shockPPVV
ρ
−
=−
∞
22
2
2
1  (27) 
 
3.3 Erosion 
Hypervelocity impact of the ice particles may cause cratering of the vehicle surface.  
Though this problem still lacks a precise analysis due to the numerous factors involved, 
it may be supposed that the density and composition of both particle and surface will 
influence the size and shape of the craters.  The size and shape of the particle also have 
a major influence; but the most apparent factor is the kinetic energy (and hence impact 
speed) of the projectile.  Therefore, the prediction of cratering and erosion is usually 
treated using empirical relations developed for different particle and target materials 
(Meng and Ludema, 1995). 
 
In calculating the cratering caused by a single particle, we can neglect any work done by 
the particle to alter the vehicle motion due to the particle’s far smaller mass.  If it is 
assumed that cratering is produced by the vaporisation of surface material and that 
y 
x 
u1 v1 
v2 
u2 
V1 
V2 θ 
θ + β = φ 
φ 
β 
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vaporised material is immediately swept away by the flow (i.e. the vapour receives no 
further heating) then: 
SPP EEKE +=  (28) 
 
Where PKE  is the kinetic energy of the incoming particle, PE  is the energy needed to 
vaporise the ice particle and SE  is the energy available to vaporise surface material.  
Expanding this in terms of the particle mass and the removed surface mass: 
SSPPPP mmVm Λ+Λ=
2
2
1
 
(29) 
 
Where PΛ  and SΛ represents the energy per unit mass required to raise the particle and 
surface materials to their respective melting points, overcome the latent heats of fusion, 
raise the temperature to boiling and to then overcome the latent heat of vaporisation. 
Rearranging Equation 29: 
( )
S
PPP
S
Vm
m
Λ
Λ−
=
2
2
1
 
(30) 
 
It can be calculated that for ice, PΛ  has a value of 3.093×10
6
 m
2s-2 at -20°C.  For 
carbon at the same temperature, SΛ  has a value of 7.180×10
7
 m
2s-2. 
Using the simplifying assumption that the crater has a hemispherical shape (as depicted 
on the left of Figure 3-9), the crater diameter is given by: 
( )
3
2
2
1
2
3
SS
PPP
c
Vm
D
Λ
Λ−
=
piρ
 
(31) 
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Figure 3-9: Crater geometry. 
If it is further assumed that the depth of the crater is limited by the speed of sound 
within the vehicles surface material (as depicted on the left of Figure 3-9), 
Scc ctd =  (32) 
 
or, 
S
S
cc
Y
td
ρ
=  (33) 
 
The time ct  is the time that would be taken by the particle to travel a distance equal to 
its own diameter, an estimate of the time taken for the impact, given by: 
P
P
c V
d
t =  (34) 
 
It can be shown that the volume of the spherical cap shaped crater is given by: 








+





=
2
2
2
3
6 c
cc dDdv pi  (35) 
 
Hence if the same volume of material is removed as in the case of a hemispherical 
crater, the crater diameter is given by: 
( )



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



−
Λ
Λ−
=
2
2
2
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 (36) 
 
dc 
Dc = 2dc Dc 
dc 
Rc 
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Where, 
S
SPP
P
c
Ym
V
d
ρpi
ρ
3
61
=  (37) 
 
The above equations should be expected to be unable to predict the erosion of material 
from a rough or charred ablating surface. 
3.3.1 Estimation of Debris Layer Thickness 
An analysis of the debris layer which forms as a result of erosion at hypersonic speeds 
has been presented by Reinecke (1974) and Trunev and Fomin (1984).  Though inspired 
by experimental results revealing that, counter intuitively, the erosion experienced by a 
vehicle traversing a rain field decreases as the droplet concentration increases, the 
analysis may be applied to any other particulate such as ice, snow or dust.  Reinecke 
demonstrates that the presence of the debris layer in a dense particle field can 
significantly reduce the erosion experienced by a high-speed body. 
3.3.2 Mass Loss Correlation 
On impact with the surface of the body the high-speed particle will transfer some 
fraction of its kinetic energy into the surface material.  Neglecting the effects of the 
boundary layer on the final moments of the particles’ trajectories, the impact conditions 
may be used to estimate the surface mass loss.  Typically, correlations or expressions 
collectively referred to as G-laws may be used to predict mass loss ratios (the ratio of 
surface mass lost to the mass of the impacting particle). 
 
An example of such a correlation is that employed by Swain (1975), describing the 
mass loss ratio for graphite like materials.  This correlation has been derived from 
experimental data and is expressed as: 
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Where pm  and pu  are the particle mass and speed relative to the surface at impact.  The 
impact angle of the particle trajectory to the surface is given by α .  Note that as the 
angle α  tends toward zero, αsin  will also tend to zero and Equation 38 will diverge.   
The parameters defining the variation of MR  are given in Table 3-4. 
 
K 1 K 2 / kg a b c d
Graphite 28.0 0.0 2.0 0.2 0.0 1.25
Carbon-Carbon 10.1 9.25×10-7 1.82 0.2 0.33 1.25
 
Table 3-4: Mass loss ratio parameters. 
Values for the vehicle’s surface temperature, wT , must be established using analytical 
models, measurement, or numerical prediction.  Note that the mass loss ratio function 
contains a term which is inversely proportional to the impacting particle mass.  Hence 
for a given (total) mass of impacting particles, smaller particle masses (and hence 
diameters) lead to greater surface mass loss.  This correlation also ignores the fact that 
many graphites and other thermal protection materials will possess thermal and 
mechanical properties that vary with grain direction (Schneider et al., 1973). 
3.4 Dimensional Analysis 
In any experimental or numerical study, much reliance will be placed in the use of non-
dimensional quantities in order to be able to scale and compare different physical 
quantities.  By scaling or correlating data, results can be applied to conditions related to, 
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but not identical to, those of the original experiment.  Dimensional analysis can also be 
useful to make calculations about problems without making a more detailed analysis, 
for example when designing experiments or when gauging the importance of the effects 
of different phenomena. 
3.4.1 Dimensionless Products 
The physical quantities that characterise a problem may be combined to produce a set of 
dimensionless products (DP’s).  These DP’s may then be combined to form similarity 
parameters in order reduce the number of independent variables (Isaacson de St. and 
Isaacson de St. 1975).  Flow fields are similar if the dimensionless products used to 
describe the flows are identical. 
In this section, two cases will be considered for dimensional analysis.  First, the case of 
particles of constant mass, density and temperature in motion through a fluid, moving 
through and behind a shock.  The second case then expands the analysis in order to 
account for the motion of an ice particle and considers the effects of melting and mass 
loss. 
3.4.2 The Buckingham Π Theorem 
The Buckingham Π theorem is an important tool, central to dimensional analysis, 
providing a means to generate non-dimensional parameters from the physical quantities.  
If there is a dimensionally homogeneous equation ( )f , relating n physical quantities in 
terms of y  dimensions (for example, length, mass etc), then the equation may be 
reduced to a relationship between m independent dimensionless products 
( ) 021 =nx,,xxf …  (39) 
 
( ) 0,, m21 =ΠΠΠ …f  (40) 
 
where 
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myn =−  (41) 
3.4.3 Case 1, Inert Particles 
Consideration of the problem suggests that the forces acting on an ice particle at any 
point during its passage through the shock will be a function of the following quantities: 
 
{ }pcccc Sc,,µ,V,P,ρ   
 
where the meaning of the symbols is given in Table 3-5.  It is possible to replace some 
of these values and end up with an equivalent system.  For example, the sound speed, 
a , in the gas can be expressed as a function of pressure, density and the ratio of specific 
heats as 
c
c
ρ
Pγ
a =  (42) 
 
The Dimensionless Products are determined by the solution of an indicial matrix, as 
described in Taylor (1974).  Essentially, this is a table of the dimensions of the relevant 
physical properties. 
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Symbol ρ p P c V c µ c c S p D p V p ρ c
Mass x 1 x 2 0 x 4 0 0 0 0 x 9
Length
-3x 1 -x 2 x 3 -x 4 x 5 x 6 x 7 x 8 -3x 9
Time 0 -2x 2 -x 3 -x 4 -x 5 0 0 -x 8 0
 
Table 3-5: Indicial matrix for inert particle motion. 
Those dimensionless properties most frequently encountered in the field of fluid 
dynamics are the Mach, Reynolds and Weber numbers.  As many of the physical 
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properties that contribute to these quantities have been included in this analysis, it 
should be expected that these will appear in the final solution. 
 
Allowing the sum of each row to equal zero, one arrives at three simultaneous equations 
that can be solved for three variables, leaving six DP’s. 
These simultaneous equations are: 
( )4219 xxxx ++−=  (43) 
 
( )653421987 33 xxxxxxxxx ++−++=−+  (44) 
 
( )54328 2 xxxxx +++−=  (45) 
 
Substitution of Equations 43 and 44 into 45 results in: 
( )647 xxx +−=  (46) 
 
At this point arbitrary values are assigned to the variables 1x  to 6x  and the above 
simultaneous equations are applied to assemble a matrix of solutions.  Taking a 
systematic approach, by setting up a unit matrix for 1x  to 6x , a complete set of unique 
Dimensionless Products will be produced, as shown in Table 3-6. 
x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9
                   Π1 1 0 0 0 0 0 0 0 -1
    
               Π2 0 1 0 0 0 0 0 -2 -1
                   Π3 0 0 1 0 0 0 0 -1 0
                   Π4 0 0 0 1 0 0 -1 -1 -1
    
               Π5 0 0 0 0 1 0 0 -1 0
                   Π6 0 0 0 0 0 1 -1 0 0
 
Table 3-6: Matrix of solutions for inert particle motion. 
Using the Buckingham Pi theory, we allow the dimensionally homogeneous equation to 
be rewritten as a function of the six DP’s. 
( ) 0,,,,, 654321 =ΠΠΠΠΠΠf  (47) 
 
Hence six DP’s are formed: 
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It can be seen that each of the original nine physical parameters appears in the group at 
least once.  It can also be seen that both Mach and Reynolds number feature in the 
solution. 
3.4.4 Case 2, Inclusion of Heat Transfer and Mass Loss 
The problem is now expanded to include melting, vaporisation and stripping of surface 
water from the surface of an ice particle.  Consideration of the problem suggests that an 
ice particle's state at any point during its passage through the shock will also be a 
function of the following additional quantities: 
 
{ }pI,WI,WVI,WFc TCLkLT  , , , , , , σ   
 
where the quantities pI,WI,WVI,WFc TCLkLT  , , , , , , σ , are the gas temperature and the 
particle heat of fusion, thermal conductivity, heat of vaporisation, specific heat capacity, 
the surface tension of the melting particle and the particle temperature respectively.  
This extended process results in an extra six DP’s: 
p
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T
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These dimensionless products now represent the ratios of certain quantities.  For 
example, Reynolds number represents the ratio of the inertial forces to the viscous 
forces acting on a body while Weber number represents the ratio of inertial force to the 
surface tension of water on the melting ice particle.  Note that the use of the 
Buckingham Π theorem has only produced sets of dimensionless parameters.  These do 
not necessarily represent similarity parameters.  The use of these dimensionless 
products, or any combination of them, as similarity parameters must be confirmed by 
experiment or previous application. 
3.5 The Forces Acting on a Particle 
To predict the motion of a particle cloud as it passes through a flowfield, it is necessary 
to understand each of the forces acting on the particles and to integrate the resulting 
equation of motion.  
 
The forces acting on a body may be divided into body forces, and surface forces (Figure 
3-10).  Body forces are the result of long-range pervasive forces, which act on all of the 
material within a body; for example, gravity.  Surface forces arise due to the short range 
interaction of molecules in collision with a body’s surface. 
 
 
Figure 3-10: The various force contributions that act on body. 
Surface forces can be characterised by a drag coefficient.  An extensive range of 
correlations is available to predict the drag coefficient of a particle.  Further terms may 
F = ma 
Weight  
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Electro-magnetic 
Body forces Surface forces 
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Chapter 3  Particle Motion 
 66 
be used to modify the drag coefficient to account for effects such as evaporation or 
combustion.  In addition, another surface force, buoyancy, may be included in any 
prediction of particle motion. 
3.5.1 Drag Coefficient 
In the limit that the relative motion between a particle and the surrounding flow is 
constant, the drag force acting on the particle may be described by a ‘steady-state’ drag 
coefficient: 
p
Dpp
m
CAV
dt
d 221 ∆
=
ρV
 
(60) 
 
Where the area pA  is generally taken as the area projected by a particle, in the direction 
of the relative velocity.  Factors which influence the drag force include Mach number 
(compressibility), Reynolds number (viscosity), surface temperature and the presence of 
turbulence.  In addition, drag coefficient depends upon shape and orientation; in the 
case of non-spherical or tumbling particles a single ‘mean’ area is typically calculated to 
simplify the process of integrating the particle motion. 
 
The variation of the ‘steady state’ drag coefficient for a spherical, non-rotating particle 
is given in Figure 3-11.  As can be seen, the variation of the drag coefficient may be 
divided into three regimes.  In the low Reynolds number regime, or creeping flow (Re < 
1), viscous forces dominate and the variation in drag coefficient is described by the 
Stokes drag law: 
p
DC Re
24
=  (61) 
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Figure 3-11: Variation of drag coefficient as a function of Reynolds number. 
A derivation of the Stokes drag law is presented in Annex B.  An important step of this 
derivation, describing the change in the viscous and pressure forces acting across the 
surface of a particle, serves as the inspiration and basis of an approach to develop new 
terms to describe the drag of non-spherical particles; this non-spherical analysis is 
presented in Section 3.5.9. 
 
As the Reynolds number increases, the Stokes drag gives way to an approximately 
constant drag coefficient.  In this regime, lying between Reynolds numbers of 
approximately 1000 and 3×105, the drag coefficient can be described as Newton’s  
Regime, or the inertial regime, varying from a near constant value of approximately 
0.45 by just 13%.  As the Reynolds number exceeds a critical value ( 5103Re ×> ), the 
drag coefficient decreases dramatically.  This decrease is due to the development of 
turbulence in the particle boundary layer and the recession of the separation point.  In 
the transitional regime between the Stokes and Newton’s regime the drag coefficient of 
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spherical particles may be approximated by correlation.  For spherical particles, such a 
correlation is that of Schiller and Naumann: 
( )687.0Re15.01
Re
24
p
p
DC +=  (62) 
 
Effects such as the presence of turbulence in the surrounding flow or surface roughness 
lead to turbulent boundary layer transition occurring at lower Reynolds number.  Hence 
the critical Reynolds number is reduced and, in addition, the change in drag coefficient 
becomes more gradual.   
3.5.2 Drag Correlations 
Many correlations exist to describe the drag forces acting on a particle.  The great 
majority of these correlations have been developed for application to spherical particles; 
techniques to calculate the drag forces acting on non-spherical particles will be 
introduced in Section 3.5.9. 
 
In considering the motion of dust particles through a Martian entry vehicle flowfield, 
Papadopoulis et al. (1993 and 2000) assume that the dust particles are spherical in order 
to use the correlations of Henderson (1976).  They consider this a reasonable 
assumption to make because the particles will tend to have a random orientation, as they 
are likely to have high spin rates.  For ice motion prediction, it can be expected that the 
ice crystals will also undergo shape change due to melting and stripping of surface 
liquid. 
 
Henderson’s correlations used for drag calculation consists of three equations covering 
the subsonic regime (Equation 63), Mach numbers greater than 1.75 (Equation 64) and a 
linear interpolation covering the region in between (Equation 65). 
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( ) ( ) ( ) ( ) ( )[ ]Re,1Re,75.11
3
4Re,1Re, DDDD CCMCMC −−+= ∞∞∞∞  (65) 
 
Where the molecular speed ratio, S, is given by: 
2
γMS =  (66) 
 
The variation in drag coefficient described by Henderson, as a function of local Mach 
and Reynolds number, is depicted in Figure 3-12. 
 
Although the continuum flow solutions were made under the assumption of an inviscid 
flow, a viscosity must be implemented in order to calculate a value for Reynolds 
number for use in these drag correlations.  Therefore, the viscosity was estimated using 
Sutherland’s law throughout.  Note that the assumption of inviscid continuum does not 
infer zero viscosity; this assumption is made with regards to the large scale flow 
structure (where, for example, the boundary layer is much thinner than the outer 
inviscid shock layer) about the hypersonic vehicle.  The effects of viscosity are 
important at the scale and local flow conditions of the particles. 
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Figure 3-12: The variation of drag coefficient as a function of Mach and Reynolds number, according to 
the correlation of Henderson.  (Specific heat capacity = 1.4, particle temperature = 273 K 
and freestream temperature of 1580 K.) 
In their prediction of particle/shock layer interaction, Swain et al. (1975) use an 
alternative set of drag correlations for solid particles.  Again, these are split into 
subsonic (
∞
M <0.6) and supersonic (
∞
M >1.3) regimes with a linear interpolation used 
for the transonic region.  These simpler correlations are based on Reynolds number 
only, no account is made for differences in temperature between the particle surface and 
the surrounding flow. 
 
For solid particles, the drag coefficient in the subsonic regime is given by: 
 
<Re  0.5 0.1Re0.24 −=DC  
0.5 << Re  10.0 821.0Re17.27 −=DC  
10.0 << Re  100.0 571.0Re268.15 −=DC  
100.0 << Re  1000.0 398.0Re877.6 −=DC  
1000.0 Re<   44.0=DC  
(67) 
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In the supersonic regime the drag coefficient is given by: 
5.0Re66.40.1 −+=DC  (68) 
 
For predictions of liquid droplet motion, an alternative set of correlations is employed.  
For droplet Reynolds numbers less than 0.5, Stokes’ law is used to calculate drag 
coefficient.  For Reynolds numbers from 0.5 to 70 the correlation of Ingebo (1956), is 
used.  For Reynolds numbers between from 70 to 1.3×106, Rabin’s (Rabin and 
Lawhead, 1959) correlation is used.  For higher Reynolds number the drag coefficient is 
assumed to be constant with a value of 0.3, measured by Ranger and Nicholls (1969). 
 
For liquid drops undergoing distortion due to aerodynamic forces, drag coefficient is 
given by: 
 
<Re  0.5 0.1Re0.24 −=DC  
0.5 << Re  70.0 84.0Re0.27 −=DC  
70.0 << Re  1.3×106 1433.0Re414.0 −=DC  
1.3×106 Re<   3.0=DC  
(69) 
 
Here, the drag coefficient is based upon the frontal, projected area of an equivalent 
sphere having the same mass as the distorted droplet. 
3.5.3 Virtual (Apparent) Mass Force 
The virtual, or apparent mass, force represents the additional force which is required to 
accelerate the pocket of gas surrounding a particle.  The origin of this term is due to the 
observation that the apparent inertia of particles is greater than that which can be 
accounted for by their mass.  As a particle is accelerated through (or by) a gas, there is 
an equal and opposite force acting on a pocket of the fluid surrounding the particle.  
Therefore, a portion of the local flow is entrained by the particle (see Figure 3-13). 
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Figure 3-13: Added or virtual mass due to the acceleration of a particle within a flowfield. 
Consider the case of a (single) particle, the kinetic energy of the entire fluid volume is 
given by 
dVuKE
V zyxzyxFluid ∫∫∫ ρ=
2
,,,,2
1
 (70) 
 
where 
dzdydxdV ..=  (71) 
 
Making the simplifying assumption that the density of the fluid in the vicinity of the 
particle is constant (i.e. the fluid is incompressible; such an assumption is applicable for 
particles travelling in a fluid with a low local Mach number), Equation 70 can be 
reduced to 
dVuKE
V zyxFluid ∫∫∫ρ=
2
,,2
1
 (72) 
 
Making the further simplifying assumption that the fluid is inviscid, the velocity can be 
expressed as the derivative of a potential function 
φ∇=u  (73) 
 
Hence one can now express the total kinetic energy of the fluid volume in terms of the 
potential function 
Velocity 
Local fluid 
velocity 
Local fluid 
velocity 
Region corresponding to 
added mass 
Particle 
velocity 
Direction of 
acceleration 
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dVKE
VFluid ∫ φ∇⋅φ∇ρ= 2
1
 (74) 
 
Consideration of the continuity of the potential function yields 
02 =φ∇=⋅∇ u  (75) 
 
The integral for the kinetic energy can now be written as, 
[ ]
( ) dV
dVKE
V
VFluid
∫
∫
φ∇φ⋅∇ρ=
φ∇φ+φ∇⋅φ∇ρ=
2
1
2
2
1
 (76) 
 
which in turn can be expressed, using the divergence theorem, as a surface (of the fluid 
volume) integral. 
dAKE
surfaceFluid ∫ ′⋅φ∇φρ= n21  (77) 
 
where n′  is a normal vector pointing out from the fluid surface. 
For a spherical particle moving at a velocity pu  relative to the fluid, the potential 
function is 
θφ cos
2 2
3
r
au p
−=  (78) 
 
Where the angle θ  is the angle subtended by the particle velocity vector and the radial 
vector r , where r=r .  At the surface ( ar = ) Equation 78 reduces simply to 
θφ cos
2
au p
−=  (79) 
 
The variation of the radial component of the fluid velocity along the surface of the 
spherical particle is described by 
θcospr uu =  (80) 
 
Applying the integral of Equation 77 to the spherical particle, and since 
θθpi dadA sin2 2= : 
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The component of the drag force acting on the particle due to the virtual mass is given 
by 






−=
dt
d
dt
dV
cppc
virtual
uuF
2
ρ
 (82) 
 
An empirical correction to the virtual mass term, proposed by Odar and Hamilton 
(1964) is given as 
22.1
132.01.2
c
virtual A
C
+
−=  (83) 
 
Where cA is a dimensionless acceleration parameter described by: 
dtp
cp
c
cpd
A
uu
uu
−
−
=
2
 (84) 
 
3.5.4 History Term 
The Basset history term accounts for the evolution of the boundary layer about a body 
as the velocity of the body relative to the local flow changes with time.  As this term 
accounts for the delay between changes in the relative velocity and changes in the 
boundary layer, the Basset term is also known as the history term.  For a spherical 
particle, the Basset term is given as  
∫ ′′−
−
piρ=
t
ccBasset td
tt
uD
0
2
2
3 vuF ɺɺ  (85) 
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In addition, an empirical correction to the history term has been proposed by Odar and 
Hamilton (1964).  This coefficient, which again utilises the acceleration parameter, is 
given (Odar, 1966) as 
( )31
52.048.0
c
Basset A
C
+
+=  (86) 
 
In order to calculate the Basset term, it is necessary to record the acceleration of the 
particle at each time step.  Though it is suggested that the drag acting on a particle 
behind a shock can be two or three times that experienced in a steady flow (Boiko and 
Poplavski, 2005), due to its computational expense the Basset term is generally only 
applied to oscillating flows. 
3.5.5 Pressure Gradient (Buoyancy) 
The local pressure gradient exerts a force on the particles in the direction of the 
gradient.  Consider a volume of arbitrary shape with a volume V in a fluid with a 
constant pressure gradient, as depicted in Figure 3-14.  The pressure in the fluid exerts a 
force on the boundary of this volume; the total force on the volume can be found by 
integrating the pressure distribution over the whole boundary surface. 
 
Since the volume is of arbitrary shape (and does not favour any particular direction) we 
may adopt a single dimension to work along.  In this case, the pressure gradient may be 
expressed as: 
( ) ( )
dx
dP
xPxP += 00  (87) 
 
where ( )0P  is the pressure at the origin. 
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Figure 3-14: Pressure forces acting on the surface of a body of arbitrary shape. 
Alternatively, the volume may be split into a series of thin slices with thickness x∆  and 
area ( )xA .  The force acting on each slice is given by 
( ) ( ) ( ) ( )
( )
dx
dP
xxA
dx
dP
xP
dx
dP
xxPxAF
∆−=
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The force acting on the entire volume is found by taking the sum of the forces on each 
slice, in the limit that the thickness of each slice tends to zero, 
( )
( ) dx
dx
dP
xA
dx
dP
xxAF
x
∫
∑
−=
∆−=
→∆ 0lim
 (89) 
 
However, since the volume of the region is given (since this is how we divided the 
region up) by: 
( )dxxAV ∫=  (90) 
 
the force acting on the volume is simply: 
V
dx
dPF −=  (91) 
x-axis 
( )
dx
dP
xP +0 ( ) ( )
dx
dP
xxP ∆++0
Slice of thickness ∆x, 
area ( )xA  
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Now consider the case where the fluid in this volume is replaced by some other 
material.  The pressure distribution acting on the boundary surface is unaffected, 
therefore the force acting on an object submerged in a fluid with a pressure gradient 
described by Equation 87 is given by Equation 91. 
 
Although the pressure gradient force acting on the particles is independent of the gas or 
particle materials, the importance of the force in estimating particle motion does depend 
on the relative densities involved (Crowe, Sommerfeld and Tsuji, 1997). 
 
The ratio of buoyancy (pressure gradient) forces to inertial forces is called the Euler 
number, and is given by: 
2U
P
F
F
Eu
I
E
ρ
∆
==  (92) 
 
3.5.6 Basset-Boussinesq-Oseen Equation 
By combining the steady-state drag force with the virtual mass, Basset history force and 
buoyancy, and by including any body forces which may be present, one may yield the 
Basset-Boussinesq-Oseen (BBO) equation, describing the motion of a particle or 
droplet.  The BBO equation may be expressed in its entirety as: 
BodyBouyancyBassetVirtualSteadyBBO FFFFFF ++++=  (93) 
 
Due to the complexity and cost in maintaining a history of the acceleration of flow 
particles, and since the problem of particle motion is non-oscillatory, the Basset term is 
not implemented in the numerical model described in the next chapter. 
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3.5.7 Blowing Effects 
The drag acting on a particle will generally be reduced by what are termed blowing 
effects.  In the case of an ice particle passing through a shock layer this refers to mass 
loss through evaporation (the term is also applied to the burning of fuel droplets). 
A popular correlation to take account of blowing effects is that of Eisenklam (1967), 
B
C
C DD +
=
1
0,
 
(94) 
 
where 0,DC  is the drag coefficient without any blowing and B  is the transfer number.  
For the case of an evaporating droplet the transfer number is 
L
p
h
Tc
B
∆
=  (95) 
 
Here Lh  is the latent heat of vaporisation of the liquid drop, T∆  is the temperature 
difference between the droplet surface and surrounding gas and pc  the specific heat 
capacity at constant pressure. 
 
For the case of a melting particle where liquid material is swept up into the local flow 
and subsequently undergoes evaporation it may be expected that the expression for B  
should be similar to that given in Equation 95.  An alternative correlation is that of 
Yuen and Chen (1976); this modifies the drag by adjusting the Reynolds number to 
account for changes in viscosity in the film around the droplet.  The standard drag 
coefficient based on this Reynolds number is then used for the droplet.  It was found 
that a ⅓ rule for the film properties gave a good match with experimental 
measurements.  Law and Williams had earlier proposed a ½ rule in1972 but the value of 
⅓ has since found wider acceptance (e.g. Hubbard et al., 1975). Using this result, the 
film temperature is given as 
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( )dropletgasdropletfilm TTTT ++= 3
1
 
(96) 
 
A corresponding relationship is used for the vapour mass fraction.  The viscosity is 
calculated from the film temperature and mass fraction and in turn the Reynolds number 
is calculated using the film viscosity and the density of the local gas flow.  Note that a 
melting particle should also be expected to undergo shape change (Hao and Tao, 2002). 
3.5.8 Additional Terms 
A number of additional terms are implemented in the numerical model.  Due to 
constraints of space these terms will be introduced without a detailed analysis but have 
been included for completeness.  The additional terms include: 
The Faxen force – an extension to the Stokes Drag law (or any correlation which may 
be applied in the same regime) to account for a non-uniform flowfield, given as (Happel 
and Brenner, 1973): 
uF 2
3
8
∇= DcFaxen piµ  (97) 
 
The Cunningham correction factor – this term represents a correction to account for 
the effects of rarefied flow and, as discussed in Section 3.1.8, is a function of Knudsen 
number.  The Correction Factor modifies the steady drag term (Davies 1945) as: 
( )[ ]Kn74.1exp84.049.2Kn1
,
−++
=
StokesD
D
C
C  (98) 
 
The Cunningham correction may be applied where 0.1<Knp<1000 and Rep<0.25, the 
slip flow regime.  The Cunningham correction should be included when modelling any 
flows which include any particle with diameters of approximately 10 µm or less.  
 
The Saffman and Magnus lift forces – these lift forces result from particle rotation 
within the local flow field.  Such relative rotation may be the due to a local velocity 
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gradient (in which case the lift is described by the Saffman lift) or may simply be the 
result of the tumbling or spin of the particles (Magnus force).  The Saffman lift 
(Saffman, 1965) results from the changes to the surface pressure that develop as a result 
of the velocity gradient.  For low Reynolds number, the Saffman force is described by: 
( )[ ]c
c
ccD ωvuF ×−=
ω
ρµ2
Saffman 61.1  (99) 
 
Where the lift force, SaffmanF , is directed toward the side of the particle with the greatest 
relative velocity.  The Saffman lift force may only be applied in conditions where the 
relative velocity Reynolds number (associated with translation) is much less than the 
shear Reynolds number, which accounts for the difference in flow velocity which 
results from the local gradient: 
u∇=
c
c
Shear
D
µ
ρ 2Re  (100) 
 
which itself must be much less than unity.  The lift force predicted by Saffman has been 
extended to a greater Reynolds number range by the empirical equation introduced by 
Mei (1992): 
( )
Re0524.0
3314.0
10
Re
exp3314.01
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where 
4.0005.0,
2
<<
−
= ββ cD ω
vu
 (102) 
 
In the case of the Magnus force, the lift is described by: 
( )
u
AC
d
r
LRcMagnus
×∇−
×−
−=
2
12
1
ω
ωρ vuvuF  (103) 
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Where LRC  is the lift coefficient accounting for rotation.  A number of trends have been 
used to described this coefficient.  Tanaka et al. 1990 suggested that the lift coefficient 
varies as: 








−
=
vu2
,
2
1
min DCLR
ω
 (104) 
 
While more recently, an empirical correlation has been introduced by Oesterlé and Bui 
Dinh (1998) for application to particle Reynolds numbers of 140Re <p : 
( )3.04.0 ReRe05684.0exp45.0
Re
Re45.0 pR
p
R
LRC −







−+=  (105) 
 
The dimensionless property RRe  refers to the rotational equivalent of Reynolds 
number, described by: 
crpcR D µωρ 2Re =  (106) 
 
Note that the relative angular velocity rω , must be calculated using the curl of the local 
velocity field: 
u×∇−=
2
1
dr ωω  (107) 
 
3.5.9 Non-spherical Particles 
The correlations and expressions described thus far have been developed to deal with 
spherical particles.  However, as is evident from the descriptions of Chapter 2 and 
Annex A, most natural ice and snow crystal are non-spherical.  Methods to deal with the 
problem of predicting the drag of non-spherical particles currently tend to fall into two 
categories (Chhabra et al, 1999) although other methods are available for irregular 
particle shape, for example Tang et al. (2004).  The first approach is to develop a single 
expression that can be applied to all shapes and orientations of particles.  Such an 
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expression would provide an attractive solution to include in a two-phase flow model 
since the model could then be applied to a wide range of flow problems without the 
need to add or modify correlations.  Such an approach can be illustrated by the work of 
Haider and Levenspiel (1989), Thompson and Clark (1991), Ganser (1993), Chien 
(1994), Venumadhav and Chhabra (1995) and Hartman et al. (1994). 
 
Though a variety of terms exist to describe the size and shape of particles, drag 
correlations predominately utilize some form of equivalent diameter to express 
characteristic size and a shape function, Ψ , to express sphericity.  Such an expression 
for the motion of particles behind a shock will therefore be of the form 
( )Ψ= ,Re,,M sphere EquivalentParticle DD CfC  (108) 
 
The second approach requires the development of one or more expressions to predict 
the drag of particles with fixed shape and orientation.  Such an approach was used by 
Militzer et al. (1989), Tripathi et al. (1994) and Bowen and Masliyah (1973) to develop 
expressions for spheroidal particles.  In addition this approach was used by Huner and 
Hussey (1977) and Ui et al (1984) for the drag of cylinders and Michael (1966), Shail 
and Norton (1969) and Davis (1990) for discs (plates).  It can be expected that the 
expressions developed using this approach will provide good predictions of drag for 
their specific shapes but performance will diminish if applied to other geometries. 
 
The shape of a non-spherical particle is typically expressed in terms of a shape factor, 
which relates the particle’s form to an equivalent sphere with an equal size, surface area 
or volume.  One such shape factor that has been adopted for popular use is that of 
Wadell (1933), expressed as 
p
eq
A
A
=Ψ  (109) 
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where pA  is the surface area of the particle and eqA  the surface area of an equivalent 
sphere of equal volume.  Hence the surface area of this equivalent sphere can be given 
as 
3 236 VAeq pi=  (110) 
 
and the diameter as 
3
6
pi
=
VDeq  (111) 
 
By equating the product of the drag coefficient and projected area of the particle to the 
same product for the equivalent sphere, one can arrive at the following statement, 
( ) ( )
eqDpD ACAC ϑ=  (112) 
 
where the moderator ϑ  is a function of the shape factor and relative Reynolds number.  
The equation of motion of the non-spherical particle can now be expressed as: 
( ) gvuV +−ϑ
τ
=
V
p f
dt
d
 (113) 
 
where Vτ  and the drag factor f  (a function of the relative Reynolds number) are both 
based on the equivalent sphere.  The factors f  and ϑ  can now be combined, resulting 
in an effective drag factor, efff , which will account for the particle being non-spherical. 
( ) gvuV +−
τ
=
V
effp f
dt
d
 (114) 
 
Hence the effective drag factor is a function of both shape factor and Reynolds number, 
its variation is shown in Figure 3-15: 
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Figure 3-15: The effective drag factor as a function of Reynolds number (based on the equivalent 
sphere) and Waddel’s shape factor. 
The shape factor and correlation suggested by Waddel (1933) are widely accepted.  
However, evidence from Clift et al. (1978) suggests that the correlation would be poor 
for shapes such as oblate spheres and cylinders.  Such geometries feature in the habits of 
ice particles, therefore a new correlation is proposed to predict the drag of these shapes. 
 
Figure 3-16: Particle dimensions used to define shape parameter. 
The basis of this new scheme lies in using engineering methods or CFD prediction to 
derive particle drag as a function of incidence for a family of shapes.  This drag data is 
then processed to arrive at a mean drag, averaging over all possible particle orientations.  
L L 
D 
D 
Chapter 3  Particle Motion 
 85 
The averaged drag values are then normalised by the value for a sphere with a diameter 
equal to the greatest particle dimension, thus the correlation takes the form: 
( ) SphereShape DD CSFcnC ×=  (115) 
 
Where the shape parameter, S , is given by DLS =  and drag coefficient is based on the 
longest dimension: for an oblate (plate-like) sphere DC  is based on diameter (D), for a 
prolate (rod-like) sphere DC  is based on length (L).  By assuming that particles have a 
random orientation as they tumble within a flowfield, an average drag can be 
established. 
 
Note that only the variation in these parameters is sought.  The surface pressure 
distribution contribution to the drag force was calculated using the Newton Impact 
Method; here it is assumed that the pressure forces acted on the portion of the surface 
facing away from the flow are negligible.  The variation in the viscous force 
contribution was similarly calculated by determining the force component acting 
parallel (these are shear forces) to the surface; it is assumed that viscous forces are 
laminar and act over the entire surface.  The area projected by the particle was also 
calculated to allow a comparison.  Examples of the wireframe models used to represent 
the particles are given in Figure 3-16. 
 
For a general particle shape, the averaging function (over all orientations) takes the 
form: 
( )
pi
φθφθ
4
,∫∫
=
ddC
C DD  (116) 
 
Where the particle incidence, θ , is defined as the angle between the particles relative 
velocity (with respect to the local flow) and the longitudinal axis which defines the 
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length/thickness L.  The angle φ  denotes the azimuthal angle about the particle.  For the 
case of an axisymmetric particle the averaging function takes the form: 
( ) ( )
( )
( ) ( )
( )
( ) ( ) θθθ
θθ
θθθ
θθ
θθθ
pi
pi
pi
pi
pi
dPC
dP
dPC
dP
dPC
C
D
D
D
D
∫
∫
∫
∫
∫
=
=
=
2
2
2
0
0
0
0
0
2
 
(117) 
 
Note that in the case of spheroids and hexagonal prisms, symmetry allows the averaging 
to be conducted between incidence angles of zero and ninety degrees.  The value of 
( )θP  represents a weighting, reflecting the fact that the predicted drag coefficient at 
small incidence gives a smaller contribution to the average value that at large incidence.  
The weighting ( )θP  is given by: 
( )
2
sinθθ =P  (118) 
 
For the case of a non-axisymmetric particle (though one retaining some order of 
rotational symmetry) such as the hexagonal prism, a further averaging step must be 
applied to the drag variation data to account for the variation in drag with azimuthal 
angle (changes in orientation about a spheroid’s azimuth do not affect any of the drag 
parameters). 
 
By using a piecewise polynomial to describe the variation in drag coefficient with 
incidence, the drag data can be accurately processed in a simple manner.  Each 
piecewise segment is of the form 
( ) 112334 2 kkkkCD +++= θθθθ  (119) 
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The use of a piecewise polynomial allows the predicted drag coefficient data to be 
accurately represented in a form (a continuous curve) suitable for precise integration. 
 
Substituting Equation 119 into Equation 116 results in a summation over all n piecewise 
elements, hence 
( )
( )
( )( )
( ) ( )
1
1
 all
1324
324
2
34
3
4
 all
12
2
3
3
4
cos2sin6
sin2cos6
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+
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In order to apply any correlation within the numerical model it is desirable that the form 
of the correlation is simple, few parameters to describe its form, while still accurately 
reflecting the data on which it is based.  In addition, the following features are necessary 
• The function does not contain any discontinuities (i.e. a step in the function between 
values corresponding to the oblate or disc-like shapes and prolate or rod like 
shapes). 
• The function tends to zero in the limit that the rod like shape becomes one 
dimensional (without volume or surface area). 
• The function converges to some non-zero value in the limit that the disc like shape 
becomes two dimensional (without volume, though still possessing a surface area). 
 
In addition, for the case of spheroids, the function should equal unity for the case of a 
sphere.  Based on each of these requirements, a number of functions were investigated 
and fitted to the data.  It was quickly found that functions based on exponentials would 
provide an accurate fit to the data.  Following some experimentation, it was determined 
that the correlation should take the form: 
Chapter 3  Particle Motion 
 88 
)exp(.)exp(. dxcbxaoffsety ++=  (121) 
 
where x is equal to the logarithm of the shape function.  The values of a, b, c, d and the 
offset are generated using parametric fitting.  The parametric fitting was performed 
using an implementation of the Trust Region algorithm described by Branch, Coleman 
and Li, (1999).  The parametric fitting process was also constrained to ensure that where 
the shape function S equals unity, each fit delivers the same result.  An example of the 
results of this fitting process is presented in Figure 3-17 for the pressure contribution to 
the drag on a family of spheroids.  The complete set of fit results is presented in Annex 
C. 
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Figure 3-17: Results of parametric fitting for the pressure force contribution to the averaged drag 
coefficient of oblate and prolate spheres. 
It can be seen that fitted correlation fits the averaged data very closely.  It must be noted 
that although each of these parameters (pressure and viscous contributions and projected 
area) display very different trends with respect to angle of incidence, the variation of the 
averaged values as a function of shape parameter exhibit near identical results.  For this 
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reason, the effect of Reynolds number on the modification of the drag coefficient due to 
particle shape is neglected.  Thus the implementation of the correlation in the 
Spiderman model utilises the values from the parametric fitting of the pressure variation 
data, as presented in Table 3-7. 
S<1 S>1 S<1 S>1
a 2.0025085615E+03 2.3012127148E-01 9.6133657003E-01 4.1350044850E-01
b 2.6096879810E+00 -5.7543343892E+00 2.3025850930E+00 -4.6051701860E+00
c -2.0020085615E+03 7.6987872852E-01 -9.6133648510E-09 9.6133657003E-01
d 2.6095415711E+00 -2.2886315905E+00 -5.3344178037E-09 -2.3025850930E+00
offset 0.5 4.1350045811E-01
Spheroids Hexagonal Prisms
 
Table 3-7: Values defining the form of the drag correlation for each family of shapes considered. 
3.6 Heat Transfer 
The transfer and exchange of thermal energy within the flow can be accounted for by 
three modes, convection, radiation, and internal heating/cooling (in the ice particle case 
this is via the internal heats during melting and vaporisation).  As with the prediction of 
the forces acting on a particle, heat transfer is accounted for via a mix of correlation and 
additional terms describing the effects of (for example) mass loss or unsteady flow. 
3.6.1 Heat Transfer Correlations 
The convective heat transfer rate increases as a function of the particle velocity relative 
to the local flow (Nelson and Fields, 1996).  The Ranz-Marshall (1952) correlation 
accounts for the effects of forced convection, calculating the Nusselt number via: 
3 PrRe56.00.2Nu +=C  (122) 
 
where Re  is based on the relative velocity and Pr  ( )ggg kcµ=  is the Prandtl number.  
The Nusselt number, CNu , represents the ratio of the convective heat transfer at the 
particle surface to the conductive heat transfer into the particle. 
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The work of Jaffe assumed a correlation based on a constant Nusselt number, 
( )is TT
r
Nuq −
2
~0ɺ  (123) 
 
In their analysis, Waldman and Reinecke utilised the relation 
3
0
1
~ 





∞
u
u
r
qɺ  (124) 
 
3.6.2 Unsteady Flow 
In conditions of unsteady flow, the particle heat transfer is further modified by a 
contribution similar in nature to the Basset drag term.  For a particle moving through a 
changing temperature field with no spatial gradient and in the limit of small Peclét 
number (a dimensionless number describing the rate of advection to the rate of thermal 
diffusion in a flow), Michaelides and Feng (1996) give the heat transfer contribution 
due to unsteady effects as  
( ) ττpiαpi dt
TTkD
dt
dQ t
c
dc
c
unsteady
∫
−
−
=
0
2
ɺɺ
 (125) 
 
where cα  is the thermal diffusivity of the continuous phase and the rate of change of the 
temperature field is that evaluated at the location of the particle. 
3.6.3 Blowing Effects 
The addition or loss of mass at a particle surface will act to reduce the temperature 
gradient (smear it out), resulting in a reduced Nusselt number.  Renksizbulut and Yuen 
(1983) suggested a correlation based on the film properties (temperature and viscosity 
as calculated using the ⅓ rule or some other averaging procedure).  This correlation is 
essentially an extension of that of Ranz-Marshall, inserting a transfer number term, and 
is given as 
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( ) 7.0
3
1
PrRe584.00.2Nu
f
C
B+
+
=  (126) 
 
where the Reynolds number is defined as 
film
Re
µ
ρ VDc
r
∆
=  (127) 
 
using the viscosity of the film material evaluated at the film temperature (taken here as 
the mean of the fluid and particle temperatures). 
 
Further contributions or modification of the heat transfer result from the cases of 
particle motion through Rarefied or turbulent flow. The correlation of Kavanau (1955) 
may be used to calculate the reduction in Nusselt number due to rarefaction.  This 
correlation is valid for all flow regimes down to the free molecular and is given as 
( )PrRe
0
42.31
r
rM
NuNu
+
=  (128) 
 
where 0Nu  is the Nusselt number calculated for an incompressible flow. 
3.6.4 Radiative Heat Transfer 
The rate of heat loss via radiation from the particle surface is given by Stefan’s law as 
4
P
P TAe
dt
dQ
σ=  (129) 
 
where A  is the surface area of the particle, σ  is the Stefan-Boltzmann constant and   is 
the emissivity of the surface (a fraction relating the heat loss to that expected from a 
black body). The temperature PT  is the particle’s surface temperature. 
 
Similarly, the rate of heat gain due to absorption of radiation is given by 
JA
dt
dQP α=  (130) 
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where α  is the absorptivity of the particle material and J  is the radiosity.  The 
emissivity and absorptivity of a material are normally considered equivalent in that a 
good absorber of heat will tend to be a good emitter and vice-versa.  For water droplets 
the value of emissivity (and absorptivity) is close to unity, for ice crystals the value falls 
to less than 0.1. 
 
In general, the term radiosity is used within the fields of optics and heat transfer to refer 
to the total emitted and reflected light or heat leaving the surfaces within the 
environment and falling on an object.  However, somewhat confusingly, in some cases 
this quantity may also be referred to as the irradiance (Rosenhow et al., 1998).  The 
value of the radiosity depends on numerous factors within the surroundings of the 
particle.  In the problem considered here, these factors include the temperature, the 
presence of other particles (cloud density) and the location of the particle with respect to 
the surface of the hypersonic vehicle, itself a strong emitter of heat due to the high 
surface temperature.  Therefore, precise calculation of radiosity is computationally 
intensive. 
3.7 Response Times 
In considering the relative importance of the different effects acting on any flow 
particles, a useful quantity is the time in which a particle responds to changes in its local 
environment.   
3.7.1 Momentum Response Times 
The momentum response time corresponds to the time lag as a particle responds to a 
change in its velocity relative to the local flow. 
 
The equation of motion for a particle immersed in a fluid is given by: 
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p
Dpp
m
CAV
dt
d 221 ∆
=
ρV
 
(131) 
 
By defining the Reynolds number of the dispersed particles as 
c
c VD
µ
ρ ∆
=Re  (132) 
 
where cµ  is the local viscosity of the continuous phase, Equation 131 can be expressed 
as 
( )
4
Re3
2
VC
Ddt
d D
p
cp ∆
=
ρ
µV
 (133) 
 
In the limit of low Reynolds number flow, the value of ( ) 24Re VCD ∆  approaches 
unity (described by Stokes law), therefore it is more common to see Equation 133 as 
( )
24
Re18
2
VC
Ddt
d D
p
cp ∆
=
ρ
µV
 (134) 
 
Taking the reciprocal of the first term on the right hand side of Equation 134 results in 
an expression with dimensions of time. 
c
p
V
D
µ
ρ
τ
18
2
=  (135) 
 
In the low Reynolds number limit, the solution to this equation, for a constant fluid 
velocity u, is given as 
( )Vtpp e τ−−= 10VV  (136) 
 
where 
0p
V  is the initial particle velocity.  Hence, the velocity response time is the time 
required for a particle to be accelerated from its initial velocity to 63% (or 11 −− e ) of the 
free stream velocity.  It must be noted that the particle does not have to start from rest.  
By changing the frame of reference to that of the particle, a moving particle may be 
considered to be at rest in a fluid with a modified free stream velocity; therefore, the 
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time relates to covering 63% of the difference.  It can be seen from Equation 135 that 
the velocity response time is strongly dependent on particle size. 
3.7.2 Thermal Response Time 
The thermal response time corresponds to the time required for a particle to respond (or 
warm up for the case of ice particles) to a change in temperature in the local flow field. 
 
Neglecting radiative heat transfer and assuming that the temperature inside the particle 
is uniform (akin to assuming that the heat transfer inside the particle is far greater than 
transfer at the surface), the change in particle temperature is given by: 
( )dccdd TTDkdt
dT
mc −= piNu  (137) 
 
Rearranging 137 leads to 
( )dc
dd
cd TT
Dc
k
dt
dT
−= 2
12
2
Nu
ρ
 (138) 
 
For small Reynolds number the 2Nu  term tends to unity.  The first term on the right 
hand side can now be cast as the reciprocal of the response time, leading to: 
c
dd
T k
Dc
12
2ρ
τ =  (139) 
 
In keeping with the case for changes in velocity, the thermal response time is the time 
required for the particle to reach 63% of the temperature difference with the fluid phase. 
 
As the response times have been derived from the properties of the particles and carrier 
fluid, a relation can also be found relating them to each other.  Taking the ratio of the 
thermal response time to the velocity response time gives: 
Pr
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Using the representative geometry, the thermal and velocity response times of particles 
as they pass through a shock may be calculated as a function of radial position. 
 
Also included is the time it would take for a particle to travel the distance from the 
shock to the body surface were it to remain in a constant state of motion, denoted by 
Bτ .  Using this definition we may obtain another important parameter, the Stokes 
number (Crowe et al. 1996), defined as: 
F
B
VSt τ
τ
=  (141) 
 
Where Fτ  is a time characteristic of the flowfield.  One could define Fτ  for all particles 
in the flow as the time taken by a particle moving at the freestream velocity to travel the 
length of the vehicle.  For values of 1<<VSt , the response time of the particle is much 
less than the characteristic time of the flow field and the particle will have time to 
respond to the velocity behind the shock, being swept around the vehicle.  Conversely, 
for 1<<VSt  the path of the particles will be essentially unaffected, resulting in impact 
on the vehicle surface (for those particle trajectories where impact was possible). 
3.8 Treatment of Particle Melt 
In addition to the thermal response time, the manner in which particles are heated may 
be described by a dimensionless parameter known as the Biot number (Incropera et al., 
2006).  Biot number, Bi,  is defined as 
interior  (particle)body  in thefer Heat trans
 surface (particle)body  at thefer Heat transBi =  (142) 
 
or 
k
hL
=Bi  (143) 
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Where h  is the surface heat transfer coefficient and k  is the thermal conductivity of the 
particle material.  The characteristic length, L , is often defined in literature as the 
volume of the particle or body divided by its surface area. 
 
In the case of low Biot number, interior temperature gradients are negligible and a 
particle may be described by a single temperature.  In this lumped-capacitance model, 
all heat transferred to the particle is considered to raise the particle temperature; no 
melting occurs until the particle – in its entirety – has absorbed enough energy to reach 
its melting point and over come its latent heat of fusion. 
 
In the case of high Biot number, it is assumed that all of the heat transferred to the 
particle results in melting surface material.  Note that when the melted material 
undergoes vaporisation, further heat will be removed from the flow.  When accounting 
for the energy source terms to the continuum flow, this removal of heat must be 
considered in addition to the heat transferred to the particle. 
3.9 Particle Break-up 
Teare (Finson et al. 1974) demonstrated that ice particles may undergo break-up as they 
pass through the strong shock at the vehicle nose region.  In addition, Lin and Thyson 
(1977) suggest that the large angular velocity induced by passage through the shock 
may cause the ice particles to crack or break up.  Should the particle shatter, the 
resulting fragments will be confined due to their inertia resulting in a small, dense 
cluster.  This fragment cluster may now undergo dilation and deformation due to the 
action of the local continuum flow.  Such dilation would tend to cause an increase in the 
particle cloud’s drag coefficient.  Therefore, the shattered particle would impact with 
the vehicle at a lower velocity than would otherwise be the case with a rigid crystal.  
Simons (1976) developed a dynamic fracture criterion to predict the size of the ice 
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crystal fragments.  Simons also predicted that the fragments on the outside of the cluster 
will continue to shatter, in effect sealing the interior of the cluster and preventing the 
gas in the local flow from penetrating the fragment cloud.  Hence the fragment cloud 
may be treated as a deformable fluid.  The break-up behaviour of liquid droplets as a 
function of Weber number is described in Annex D. 
3.10 Coupling 
Euler-Lagrange modelling may be categorised according to the level of coupling 
included between the phases (summarized in Table 3-8).  The simplest level of detail is 
that of one-way coupling.  In a one-way coupled system, the effect of the particles on 
the continuous phase is assumed small enough such that it may be neglected.  Hence, 
while the local properties of the fluid will directly influence the motion of the carried 
particles, the presence of the particles may be ignored when solving for the carrier fluid. 
 
If the effects of the presence of the particles cannot be neglected, (if, for example, the 
particles occupy a significant volume fraction of the carrier fluid.), then the detail of 
two-way coupling is required.  Two way coupling can be modelled in CFD models by 
the use of source terms (see Section 4.15). 
 
Four-way coupling further extends the level of detail to include the effects of collisions 
between particles (caused either by contact or by the overlapping of particle wakes).  In 
taking account of collisions between particles moving in a two dimensional or 
axisymmetric flow, it must be kept in mind that the particles will shift from travelling in 
the geometry of the continuum phase to a fully 3D motion.  Additionally, if the rotation 
of the particles is also important, for example for calculating the Magnus lift force, then 
three components of rotation must be integrated for each particle.  In a two dimensional 
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or axisymmetric flow, the geometry of the problem would dictate that the axis of 
rotation of the particles is known and hence only one component need be tracked. 
Motion of fluid 
influences particles?
Motion of particles 
influences fluid?
Particle-particle 
collisions?
One-way   
Two-way   
Four-way   
 
Table 3-8:  Interaction between particle and continuum phases for different categories of coupling. 
Calculations of changes in particle trajectories due to particle-particle collisions may be 
simplified by using the assumptions of Sommerfeld (2000) that: 
 Collisions only occur between pairs of particles (binary collision), which is valid for 
most two-phase flows. 
 Particles may be treated as hard spheres, even if treated as non-spherical for the 
purposes of drag prediction or calculation of heat transfer. 
 
Modelling of particle-particle collisions for the numerical simulation of two-phase flows 
using Euler-Lagrange methods has generally used one of two approaches.  The first 
approach is direct simulation, tracking all particles through the flow domain and, based 
on the particle size, position and velocity, determining if any collisions occur during 
each time-step.  Once a collision is found, the changes in particle motion are resolved.  
This approach is time consuming since it necessitates the search of collisions between 
all particle pairs, and yet may yield few or no collisions in any one time-step. 
 
The second approach is to use a stochastic collision model where a collision probability 
is calculated for each particle by assigning a fictitious partner with a size and velocity 
sampled from the local distributions.  The occurrence of a collision is then determined 
by the outcomes of a random number generator.  By sampling a point of contact on the 
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surface of the particle facing its fictitious partner, the new motion can be resolved.  At 
the end of each time-step, the fictitious particles are discarded. 
Rotational motion may be considered in addition to translational.  In addition, the effect 
of friction between the surfaces of each particle may be included in the collision 
calculation. 
 
The effect of the continuous phase on the collision process may be neglected if: 
 the bulk density of the particles is much greater than the surrounding fluid 
 the sizes of the colliding particles are of the approximate same order 
 for each particle, the duration of the collision process is negligible compared to the 
mean time between collisions; i.e. the inter-particle spacing is, on average, much 
greater than the particle size. 
 
If, in addition, the collision process does not result in the deformation or break-up of the 
particles then the collisions may be assumed to be elastic. 
3.11 Summary 
In this chapter, the flowfield about a hypersonic vehicle has been described.  Each of the 
major flow features has been introduced, and it has been demonstrated that the bulk of 
the forebody flowfield is continuous and inviscid in nature.  This forebody region may 
therefore be described using the Euler equations. 
 
The chapter has also introduced some of the correlations and terms needed to describe 
the forces acting on particles as they move through the varying conditions of the 
flowfield.  A great many correlations exist to account for particle drag and a 
comprehensive list cannot be presented in the room available here; in addition to the 
drag correlations of Henderson and Swain introduced in this chapter, the correlations of 
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Carlson and Hoglund (1964) and Clift and Gauvin (1970) will be applied to predictions 
of cold, inert particle motion in a shock tube in Chapter 7.  Predictions will also include 
contributions due to buoyancy, Saffman lift, the Faxen force and Cunningham 
correction factor, and the virtual mass.  Methods of accounting for the forces acting on 
non-spherical particles have been discussed and a new technique to account for the drag 
forces acting on such particles has been presented.    Additional terms describing the 
heat transfer acting at the particle surface have also been introduced, enabling the 
prediction of temperature changes and mass loss due to melting and vaporisation.  These 
contributions will be included in predictions of shaped ice particle motion through the 
hot shock layer surrounding a hypersonic vehicle, presented in Chapter 8. 
 
Finally, the effects of the presence of particles on the flow and the vehicle surface itself 
have been discussed.  In the next chapter, the development of the numerical algorithms 
needed to apply each of these models and correlations will be presented.
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Chapter 4  
Numerical Modelling 
4.1 Development of the Model 
Having established the environment of the particles as they pass through a shock layer 
and the effects acting on the particles, this chapter describes the algorithms and 
numerical methods employed in the development of a model to predict the evolution of 
particle-laden flows.  The algorithms implemented in the model are introduced in the 
manner and order in which they were incorporated into the model.  Beginning with the 
relatively simple first-order continuum flow solver, the chapter then moves on to 
extending the model to second order accuracy and including those elements of the 
model required to handle particle motion. 
 
As the work presented in this thesis is intended to eventually lead to the development of 
a coupled shape change model (modelling the combined effects of ablation and erosion 
throughout vehicle flight), it was decided that a new CFD model should be written.  The 
development of a brand new model confers full control of source code, data and 
documentation throughout the life of the model. 
4.1.1 Model Architecture 
The Spiderman model is a development of two sets of code: the Matlab PDE Toolbox 
and KINDI (beta version), an educational code written by Prof. Fayssal Benkhaldoun of 
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Paris XIII University. The KINDI code solves examples of classical fluid flow problems 
in one and two dimensions (including the shallow water and Euler equations) by the 
finite volume method.  The KINDI code provided the cell-handling scheme (in essence, 
the means to describe how flow variables are stored in each cell and how each cell is 
connected to its neighbours) for the first order accurate schemes, along with some of the 
algorithms for calculating flux across cell faces.  The code was then optimised for 
speed; this involved stripping out unnecessary or repeated calculation. 
 
The Matlab PDE Toolbox provided the mesh generation scheme used by the software 
along with many of the graphics functions.  Although sharing many features of the PDE 
toolbox graphical user interface (GUI), the Spiderman GUI and the data structures used 
to define the flow were written from scratch to simplify the handling of boundary and 
initial conditions; for example, casting boundary conditions in the more natural terms of 
inflow, outflow and wall rather than using definition of Dirichlet and Neumann 
conditions. 
 
Some elements of the code were rewritten to allow translation into C language and 
compilation to an executable file.  The two benefits of a standalone executable are that 
the code can be distributed to users independent of the need to run the Matlab 
interpreter, and the code will typically run faster than its interpreted equivalent. 
 
The numerical model was built in stages.  In its initial stage, the cell handling scheme 
and data structures were defined and the first order flow solvers were implemented.  
Following verification of the first stage model, the code was extended to second order 
accuracy through the use of the MUSCL-Hancock scheme.  This completed the 
implementation of the algorithms needed to model the continuous phase of the flow.  In 
Chapter 4  Numerical Modelling 
 103 
the final stage, the model components required to account for the particle phase were 
added. 
4.2 The Euler Equations 
The Euler equations are a hyperbolic system of conservation laws.  The equations 
describe the behaviour of an inviscid, compressible fluid and can be used to predict high 
Mach number, continuum flow.  Given in their conservative form, the Euler equations 
for 2D or axisymmetric flow are: 
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Where ρ is the density, u and v are the x and r components of velocity respectively, P is 
the pressure and E the total energy per unit volume.  Equation 144 is known as the 
continuity equation and may be regarded as the conservation of mass in the system.  
Equations 145 and 146 are expressions of the conservation of momentum and equation 
147 the conservation of energy.  Those values differentiated with respect to time are 
referred to as the conserved variables; those values differentiated with respect to a 
spatial co-ordinate are the fluxes.  The right hand terms are geometrical source terms 
where the value of α is defined as zero for a 2D flow (Cartesian co-ordinates) or one for 
an axisymmetric flow (cylindrical co-ordinates).  If other influences act upon the flow, 
these may be included as additional source terms.  The system of equations is closed 
with a fifth equation, the equation of state.  For an ideal gas this is given as: 
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Where γ is the ratio of specific heats, a constant particular to the gas under 
consideration.  (In fact, the ratio of specific heats also varies as a function of 
temperature and pressure.)  The value e  is referred to as the internal energy of the flow.  
Throughout this thesis, calculations and flow predictions are made using the assumption 
that γ  has a constant value of 1.4 for dry (water vapour free) air. 
4.3 Mesh Generation and the Representation of Flow Variables 
The Spiderman code utilises a triangular unstructured mesh to represent the flow 
domain.  The meshing scheme is adapted from that used by the Matlab PDE toolbox.  
The PDE toolbox is a set of functions used for the solution of two-dimensional 
problems (for example structural mechanics, heat transfer and electrostatics problems) 
using the finite element method.  The scheme allows the rapid definition of problem 
geometry using constructive solid geometry.  A set of solid objects (rectangle, ellipse, 
and polygon) can be combined using set formula to define the flow domain.  The mesh 
is then automatically generated within this space. 
 
The main advantage of the unstructured mesh is its versatility in matching the surfaces 
of the domain.  Additionally, as all of the cells are the same shape (triangles), they can 
be operated on in parallel, speeding up the solution process.  However, unstructured 
meshes may suffer from numerical diffusion. 
 
Flow variables are assigned in a cell-centred arrangement.  The mesh discretises the 
flow domain by defining the boundaries of control volumes or cells, with flow variables 
located at triangle centroids.  Calculation of the flux is performed on the interfaces 
between cells; it is supposed that the calculation is located at the midpoints of the 
Chapter 4  Numerical Modelling 
 105 
interfaces.  At the domain boundaries, ghost cells are created on those cell edges lying 
on the boundary.  This arrangement allows boundary conditions to be expressed over 
entire edge segments with no ambiguity at any cell corners lying on two segments.  It 
also allows initial conditions to be assigned to sub-domains with no ambiguity at the 
borders between the sub-domains. 
 
In order to calculate the evolution of a flow, the flow variables are formulated in their 
conservative form ( Evu ,,, ρρρ ); non-conservative formulations such as the use of the 
physical variables ( Pvu ,,,ρ ) lead to the incorrect solution of flows containing shocks. 
 
The use of a triangular mesh also allows the rapid interpolation of flow variables from 
the cell centres to the vertices (and vice-versa).  This is useful for the calculation of 
gradients and for the graphical display of the solution.  The use of a triangular mesh is 
not appropriate for the prediction of viscous flows with features such as boundary 
layers.    This is due to the large gradients which occur in such layers.  In order to 
achieve the required resolution in these regions the mesh would either require a 
prohibitively large number of cells (increasing run times and memory requirements) or 
the triangular cells would have to very narrow in the gradient direction (which would 
result in poor performance of the second order slope limiter operators presented in 
Section 4.10).  In addition, the use of triangular meshes would mean that along a 
boundary, only half of the cells with a vertex on the boundary would directly contribute 
to any surface distributions (for example, when integrating the pressure field over a 
vehicle surface to predict drag).  Alternative mesh types, such as hexagonal or mixed 
unstructured inviscid flow / structured boundary flow, should be used when predicting 
viscous flows.  In spite of these drawbacks, a triangular mesh is appropriate for the 
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problems of shock-tube flows and particle motion through a largely inviscid vehicle 
flowfield, which feature in this thesis. 
4.3.1 Mesh Adaptation 
The purpose of mesh adaptation is to maximise the concentration of cells in regions of 
interest or activity in the flow field and to minimise the number of cells needed in 
regions with little or no activity.  Mesh adaptation schemes typically perform this task 
automatically using one or more of the flowfield properties from the solution.  The 
Spiderman software achieves this by refining selected cells (in regions withs strong 
gradients), splitting them into smaller triangles.  Other codes achieve this by stretching 
or compressing the grid, about the flow activity.  The advantage of doing this is that for 
a given number of cells a greater resolution can be achieved. 
4.4 The Godunov Method 
The Godunov method (Godunov, 1959 and Wesseling, 2001) is a finite volume scheme, 
which solves for a flow by considering flow field variables to have piecewise constant 
values across each cell; therefore, a step change will exist at the interface between cells 
(Figure 4-1).  At the interfaces between cells the flux is calculated by treating the 
conditions of either side of an interface as a local Riemann problem. 
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Figure 4-1:  Piecewise constant representation of the flow solution for the 1-D case.  The smooth 
 continuous variation of the flow is shown by the dotted line. 
The problem is handled in a finite volume manner; the flux across each cell interface is 
found by applying the solution of the localised Riemann problem (Figure 4-2 and Figure 
4-3).  The Riemann problem is an initial value problem for the solution of partial 
differential equations of the form 
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For the Euler equations in one dimension the initial values of the conserved quantities 
are given by: 
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The local solution of the flowfield across each cell interface is used as the building 
block from which to build the solution across the whole flow domain. 
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Figure 4-2: One of the ten possible wave diagrams for the Riemann problem, corresponding to shock-
tube flow. 
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Figure 4-3: Location of local Riemann problems in the piecewise constant representation of a flow. 
In the case where a single time-step is applied to all cells, the Godunov approach 
automatically leads to a conservative method if the conserved variables are used to 
solve for the flow.  In the case where local time stepping is used (having different time-
steps for each cell), the method will only be conservative when the solution approaches 
the steady state. 
 
Exact solution of the Riemann problem for the solution of the Euler equations and can 
result in a lengthy procedure due to the need for iterative calculation; the exact solution 
may only be considered exact in that it may be iterated to a desired degree of accuracy.  
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However, many approximate solutions exist which do not require such iteration; three 
such Riemann solvers are implemented in the Spiderman code. 
4.5 The Method of Roe 
In Godunov's method, most of the structure in the exact solution to the Riemann 
problem is lost due a cell-averaging operation.  This suggests that sufficient numerical 
results could be obtained by calculating an approximate solution. 
 
Instead of looking for an exact solution of the original Riemann problem, the algorithm 
of Roe (1981) solves a linearized problem exactly.  This approximate solution is much 
less expensive in terms of computational effort than the exact one because the exact 
solution of the linearized Riemann problem can be more easily built.  The one 
dimensional Euler equations, in the absence of source terms, may be described by a 
single equation of the form: 
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Where U and φ  are the conserved variables and fluxes respectively.  In his analysis, 
Roe makes use of a parameter vector w , where  
( )THwvu ,,,,121ρ=w , T = 1…5 (152) 
 
Each differentiated term of the (five when considering the three dimensional case) Euler 
equations may then be expressed as some quadratic of the components of the parameter 
vector.  However, here we follow a description of the form given by Toro (1999).  We 
now introduce a Jacobian matrix for the flux term: 
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Hence Equation 151 may be written as: 
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Roe then replaced the Jacobian matrix ( )UA  by a constant Jacobian matrix: 
( )RL UUAA ,~~ =  (155) 
 
Where A~  is now a function of the flow states to the left and right of the cell interface.  
The indices, L and R, represent a left and a right state (these may be the values of the 
flow variables in the cells either side of the interface or may be values calculated by 
some higher-order reconstruction technique, as described in Section 4.10.  Thus, the 
original problem has been replaced by a linearized system: 
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For a general hyperbolic system of m conservation laws, the matrix A~  has to satisfy 
these conditions: 
i. A~  is diagonalizable and all its eigenvalues ( )LRii UU −= λλ ~~ , are real: 
mλλλ
~~~
21 ≤≤≤ ⋯  (157) 
 
with a complete set of linearly independent right eigenvectors: 
mKKK
~
,,
~
,
~
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ii. A~  is consistent with the exact Jacobian which it replaced: 
( ) ( )UAUUA =,~  (159) 
 
iii. The matrix remains conservative across the cell interfaces: 
( ) ( ) ( )LRLR UUAUU −=− ~φφ  (160) 
 
These conditions ensure that the linearized scheme is conservative and consistent with 
the original problem.  It also ensures that a discontinuity (such as a shock) is seen as a 
solution and propagated by the solver. 
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Roe showed that in the case of the Euler equations it is always possible to obtain the 
linearized Jacobian matrix by simply computing an average state across the interface: 
( )RLRoe UUUU ,=  (161) 
 
The Roe averages for the flow variables are written as: 
RL ρρρ =~  (162) 
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Where H is the enthalpy and the speed of sound (in the 2-D case) is given by: 
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Finally, it has been shown that the flux for the exact solution of the linearized Riemann 
problem is given by: 
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where iα~  are the wave strengths, and iλ
~
 and iK
~
 the eigenvalues and eigenvectors 
respectively.  Note the lack of an explicit requirement for A~  to calculate the flux.  In the 
original Roe method, A~  is calculated, directly resulting in expressions for the values of 
iα
~
, iλ
~
, and iK
~
.  Later refinements, such as the Roe-Pike method avoid this step, instead 
finding averages of quantities that can be used to calculate values needed for the flux 
formula of Equation 167.  For the solution of the Euler equations in two dimensions, as 
is implemented in Spiderman, m equals four. 
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The solutions provided by the Roe flux solver may present unphysical features known 
as rarefaction or expansion shocks which violate the Second Law of Thermodynamics 
by predicting a decrease in entropy across the expansion.  In nature, rarefaction or 
expansion occurs as a continuous change in the flowfield, which tends to spread with 
time.  These unphysical features result from the discontinuous structure of the solution 
to the Linearized Riemann problem.  To overcome this shortcoming, the Roe solver can 
by modified by an entropy fix.  In the Spiderman implementation, the Roe solver has 
been modified using the Harten-Hyman entropy fix (Harten and Hyman, 1983).   
4.6 The Harten-Lax-van Leer-Einfeldt (HLLE) Algorithm 
In situations involving highly energetic flow a Godunov-type scheme based on a 
linearization of the Riemann problem may fail by predicting states with a negative 
density or internal energy.  This failure may happen because in flows where the 
dominant energy mode is kinetic the remaining internal energy may be calculated to be 
negative.  Einfeldt (1988) introduced a scheme where both the density and internal 
energy hold physical values during calculation.  Such a scheme is termed as “positively-
conservative”. The scheme remains positively conservative if the absolute value of the 
maximal and minimal wave-speeds satisfies certain stability bounds. 
 
Einfeldt’s scheme, the Harten-Lax-van Leer-Einfeldt (or HLLE) scheme, assumes a 
simplified wave configuration of only two waves dividing three constant states; 
compare the HLLE wave configuration with that shown in Figure 4-2.  If the wave 
speeds can be found, the application of the Euler equations will result in an approximate 
expression for the interface flux.  Though this assumption of a two-wave configuration 
is only mathematically correct for systems of two equations, predictions in Sections 5.2 
and 5.3 demonstrate that the algorithm can be successfully applied to the solution of the 
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larger system of the Euler equations.  Due to the two wave simplification, the HLLE 
algorithm can be inaccurate, especially in resolving features such as contact surfaces.  In 
addition, in cases where such features are stationary with respect to the computational 
mesh, the solution will suffer a high degree of numerical smearing. 
 
An HLLE Riemann solver approximates the solution of any Riemann problem with 
three constant states given by 
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where and the “b”-coefficients are Lipschitz-continuous approximations to the smallest 
and largest signal velocities, defined as: 
{ }LLiL auaub −−= ,min nterfaceinterface  (169) 
 
{ }RRiR auaub ++= ,max nterfaceinterface  (170) 
 
This modification of the numerical signal speeds prevents the scheme from permitting a 
stationary non-physical discontinuity.  
The cell-average of the solution at the next time-step is given (in the conservative form) 
by: 
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Therefore, it may be calculated that the flux may be given by the single formula: 
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where, 
{ }Rbb ,0maxinterface =+  (173) 
 
and 
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{ }Lbb ,0mininterface =−  (174) 
 
4.7 The Rusanov Algorithm 
The algorithm of Rusanov (1961), also called Total Variation Diminishing Lax-
Friedrich or TVDLF flux function, greatly simplifies the Roe solver by replacing iλ  in 
Equation 167 with 
},max{max RRLL auau ++=λ  (175) 
 
where La  and Ra  are the speed of sound corresponding to the left and right hand states.  
Across each cell interface, the value of maxλ  is evaluated for the average of the primitive 
variables.  As maxλ  can now be taken out of the sum and as the product of left and right 
eigenvectors give a Kronecker delta function in Equation 167; the Rusanov flux 
function becomes 
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The Rusanov flux function is very efficient and robust, but, like the HLLE, suffers from 
more diffusion than the Roe flux.  Contact discontinuities diffuse particularly quickly 
for the Rusanov flux function. 
4.8 Boundary Conditions 
The flow solution must be constrained by initial and boundary conditions.  The initial 
conditions simply define the flow field at the start of the solution process.  Boundary 
conditions specify how the flow field behaves at the outer boundary of the flow domain.  
Four different kinds of boundary condition may be applied to a prediction in Spiderman, 
inflow, outflow, rigid wall and symmetry (the rigid wall and symmetry conditions treat 
the continuum phase in the same manner).  Other conditions exist, for example, periodic 
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boundary conditions used for modelling flows in turbines.  Here, the conditions at one 
boundary are applied to an identically shaped boundary on the other side of a domain, 
allowing an entire turbine to be modelled by examining the flow about a single blade. 
4.8.1 Implementation 
In the original KINDI code, boundary conditions (the only boundary condition applied 
was the wall condition since only the shock-tube problem was used to demonstrate the 
flow solvers) were applied to the values of those cells with at least two corners lying on 
the boundary.  In the Spiderman solver, values of flow variables are applied to ghost 
cells of equal volume on the other side of the boundary.  The way in which the variables 
are applied depend on the type of condition.  The ghost cells are not explicitly a part of 
the computational mesh.  Rather, the calculation of the flux at the edges is treated as if 
data had come from a cell.  The area of a ghost cell ( ghostU ), is taken to equal to that of 
the interior cell, ( intU ).  At the domain edge, the red dashed line of Figure 4-4, the 
interior cell is always defined as the upstream cell with the vector normal to the 
interface pointing out of the domain.  Elsewhere, the normal vectors are arranged in a 
random manner, as the requirement to define the upstream cell to be in a given direction 
does not exist. 
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Figure 4-4: Implementation of ghost cells at edge of the flow domain.  Cell interfaces possess a 
direction to assign cells to the left and right hand states of the Riemann problem.  At the 
domain edge this direction always points out into the ghost cells. 
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4.8.2 Inflow 
At an inflow boundary, all the flow conditions (velocity, density and pressure) are 
imposed in the ghost cell.  The inflow boundary should be placed some distance 
upstream of the region of interest (and at least five cells should separate the boundary 
and any shock layer) in order to ensure that the proximity of the boundary does not 
unduly influence the flowfield solution shape or structure.  The software includes a tool 
to estimate shock stand-off distance (based on Billig’s correlation described in Section 
3.1.1) and shock angle to aid the user when defining the problem geometry. 
4.8.3 Outflow 
Generally, at an outflow boundary little is known of the flow conditions.  Data is 
extrapolated from cells inside the boundary, assuming zero gradient across the boundary 
(a first order approximation).  Outflow boundaries should be placed far downstream 
from the region(s) of interest in order to minimise the effect of errors propagating 
upstream.  The Spiderman software also allows the user to specify one or more of the 
flow conditions if it is known at the outflow boundary. 
4.8.4 Wall 
Fluid cannot move into or out of an impermeable surface.  This is modelled by 
reflecting the interior cell’s values to a ghost cell on the other side of the boundary.  The 
momentum in the ghost cell is now such that the average velocity on the common edge 
lies parallel to the boundary.  In the case of the Euler equations, an inviscid slip 
condition is applied.  If viscous effects were to be included, as in the Navier-Stokes 
equations, the flow would be at rest at the wall surface and a boundary layer would 
exist. 
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4.8.5 Symmetry 
For inviscid flow, the symmetry plane boundary condition is identical to the wall 
boundary condition given above.  Separate boundary conditions for rigid walls and 
symmetry were included in the software in anticipation that the software would be 
expanded to simulate particle-laden flows.  The model does not allow curved surfaces to 
be assigned as symmetry planes.  
4.9 Time Integration 
Just as the spatial co-ordinates are discretized using a mesh, time can be split into a grid 
of finite steps.  Unlike the space co-ordinate, time has only one direction of influence; 
that is any influence on the flow at any one instant can only effect the future 
propagation of the flow.  To emulate the forward flow of time, most solution methods 
evolve the flow in a time marching or step-by-step manner.  These methods correspond 
to those used for the solution of initial value problems for ordinary differential 
equations. 
 
The initial development of Spiderman employed a first order, explicit Euler method.  
That is, the solution at the next step depends only on the known flux φ  at time nt : 
( )nnnn UtA
tUU 0
0
0
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0 ,Φ
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Where 0A  is the cell volume and Φ  is the total flux across the cell boundary.  The 
implementation of a method for extension of the solver to second order time accuracy is 
described in Section 4.10. 
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4.9.1 The CFL Condition 
The CFL condition (named after Courant, Friedrichs and Lewy) is a criterion, 
commonly found in explicit codes, that ensures the stability of the solution.  In essence, 
it limits the rate at which information propagates across the mesh.  The maximum speed 
of information in a flow is equal to the sum of the fluid speed and the speed of sound in 
the medium.  Therefore, the CFL condition can be expressed as: 
( ) 1≤
∆
∆
+=
x
t
aVC  (178) 
 
Where C is a value known as the Courant or CFL number, V is the fluid speed and a is 
the speed of sound in a cell.  The value of cell scale length, x∆ , is related to a cell’s 
area (A) by equation the area of the triangular cell with that of an equivalent circle, 
hence: 
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Therefore, for a Courant number of unity Equation 178 states that information may not 
propagate across the cell any faster than one cell per time step.  When finding the 
solution to an unstable problem it is desirable for the result to be time accurate and to 
apply a single time step across the entire domain.  In this case, the minimum value of 
t∆  will be applied to all cells across the domain.  However, in the case of a stable 
solution it is perfectly appropriate to apply different size time steps to each cell.  
Although it may seem counter intuitive, this local time-stepping, as it is known, can 
yield an accurate steady state solution; intermediate solutions will be inaccurate but 
convergence to the final state will frequently be faster. 
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4.10 Extension to Second Order Accuracy 
According to Godunov’s theorem, monotone linear schemes are, at most, first order 
accurate.  That is, the solutions produced by such schemes are free of the problem of 
numerical oscillation about regions of strong gradients.  It was a requirement of the 
study that the flow prediction tool is of at least second order accuracy.  It is also 
necessary to ensure that, in order to provide data for the solution of particle trajectories, 
the solution remains oscillation free. 
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Figure 4-5: Representation of the numerical oscillation of the solution about a shock. 
Consider the passage of an ice particle as it passes through a shock into a high-pressure 
region, as shown in Figure 4-5.  Above a critical pressure, critP  the ice particle will 
shatter, breaking up into a cloud of smaller particles.  If this were simulated using a 
scheme that suffered from numerical oscillation, it would be possible that the pressure 
peak behind the shock would exceed this critical value.  Therefore, the simulated 
particle would incorrectly undergo break up due to the higher pressure- numerical 
oscillation would induce premature break-up. 
 
The scheme selected to extend Spiderman to second order accuracy is required to have 
the following properties: 
 The scheme is of second order accuracy in smooth parts of the solution. 
 The scheme produces solutions free of, or with minimal, numerical oscillation. 
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 The scheme is capable of capturing discontinuities (shocks) with high-resolution. 
4.10.1 MUSCL Schemes 
The Spiderman code employs a MUSCL scheme (Monotonic Upstream-Centred 
Scheme for Conservation Laws) to achieve second order accuracy in the solution of the 
continuum phase of the flow.  In this approach, the piecewise constant data of the first 
order method is modified or reconstructed; data is extrapolated from the centre of the 
cells to the interfaces.  The reconstruction of the data is also constrained so as to 
suppress numerical oscillation (Hoteit et al., 2004).  The reconstructed data is then 
available to the Riemann solver (acting at the cell interfaces) just as piecewise constant 
data had been available on either side of the interface in the first order case.  Many such 
schemes have been developed including the MUSCL-Hancock (Van Leer, 1979), Piece-
Wise Linear method of Colella (1985), the Piece-Wise Parabolic of Colella and 
Woodward (1984) and the Generalised Riemann Problem of Ben-Artzi and Falcovitz 
(1984).  The MUSCL-Hancock technique was selected for the model as it allowed the 
reconstruction technique to be readily built up around the existing first order solvers and 
piecewise constant representation of flow data.  In addition, a family of three 
reconstruction methods, presented in the following sections, was available for 
application to unstructured triangular meshes. 
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Figure 4-6:  Two-dimensional representations of piecewise constant (left) and piecewise linear variation 
of a flow property over a portion of a triangular mesh. 
The MUSCL approach uses a piecewise linear representation of flow data as depicted in 
Figure 4-6.  For any given distribution of piecewise constant data U , a piecewise linear 
reconstruction may be computed (Hubbard, 1999, and Shuangzhang and Shahrouz, 
2005) such that the data over any cell or element is described by: 
y
Uy
x
U
xUU
d
d
d
d
' ++=  (180) 
 
This variation is also frequently described in the literature as: 
Lr ⋅+= UU '  (181) 
 
Where r  and L  respectively represent the position vector (with an origin at the cell 
centroid) and gradient within an element.  To maintain conservation of the flow 
variables, any reconstruction of these variables must be also be conservative such that 
∫∫Ω
Ω
= UyxU
V
dd'1  (182) 
 
Where Ω  refers to integration over the cell and ΩV  is the cell volume.  For data 
represented on a triangular mesh, the gradient of each flow variables may be calculated 
in any cell by a reconstruction based on the piecewise constant data of neighbouring 
cells.  For example, to calculate the gradient of a plane (in x, y and U space) passing 
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through the midpoints of triangles A, B and C, the gradient operator L  would be given 
as  
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The value ε  is a small value of the order of the computer machine precision, which is 
tested against to prevent division by zero.  Where xn , yn  and Un  are components of a 
vector normal to the data plane calculated by 
( ) ( )BCAC SSSS −×−=n , with 
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It can be seen that the gradient operator corresponds to 
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The gradient operator defined by Equation 183 is not yet been limited and so may create 
non-physical extrema (local maximum or minimum values) at the points where the flow 
variables are reconstructed; in the current implementation this is at the midpoints of 
each cell edge. 
 
Using the data from neighbouring cells, a number of gradient operators may be formed.  
As an illustration, for the case of data represented along one dimension it can be seen 
(Figure 4-7) that for any cell, three gradients available for construction. 
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Figure 4-7: The construction of gradients for one-dimensional data. 
For any interior cell in a two-dimensional triangular mesh, four planes can be 
constructed using data located at the centroids of its neighbours (Figure 4-8). 
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Figure 4-8: The stencil of neighbouring cells used to define the gradient operators. 
 
( )CB,A,0 LL =  (186) 
 
( )B,0A,1 LL =  (187) 
 
( )CA,0,2 LL =  (188) 
 
( )CB,0,3 LL =  (189) 
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4.10.2 Slope limiters 
The slope limiters presented here each reconstruct the flow data by calculating one or 
more gradients from the stencil.  At the heart of each limiter is the requirement to 
rapidly calculate the steepest gradient while ensuring that reconstructed data does not 
contain any new extrema at any of the edge mid-points (Batten at al 1996) of the cell 
edges.  Note that this constraint is far less restrictive than the often-used alternative of 
ensuring no new extrema at cell vertices.  The selection and limiting of a gradient 
operator has a strong influence on the accuracy of a flow solution.  The three slope 
limiters available within the model are presented in order of increasing resolution and 
computational expense.  Note that in each implementation, the limiter schemes are 
applied to each conserved variable - rather than applying the same value of limiter for 
all of the variables. 
4.10.3 The Limited Central Difference Scheme 
The Limited Central Difference (LCD) scheme is one of the earliest and most popular 
limiters applied to MUSCL-schemes.  It is the most diffusive of the limiters 
implemented into the Spiderman code but still confers a great improvement over the 
first order scheme. 
 
The LCD limiter constructs a single gradient for each variable in cell 0, from the values 
of the flow variables at the neighbouring cells A, B and C.  The creation of new extrema 
is prevented by limiting the gradient by 
( )LL kk aallLCD min=  (190) 
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where ka  is a parameter with a value between zero and unity and k denotes the 
neighbouring cells A, B and C.  The parameter ka  is calculated sequentially at each cell 
interface and is determined by: 
( ) ( ) ( )
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It should be noted that the gradient limiter ka  does not change continuously with the 
solution but can abruptly switch to produce zero gradient.  Though this does not affect 
the solution of time dependent problems, it can effect or halt (stall) the convergence of a 
steady state solution.  This effect is known as limiter chatter (Berger, Aftosmis and 
Murman, 2005), and is caused by the gradient operator moving about a maximum 
principle region.  The Maximum Principle Region is defined by the overlap of 
permissible gradients defined for each edge of a cell.  For each cell edge k, these 
permissible gradients are defined by the inequalities. 
( ) ( ) ( )0000 ,max,min UUUUU kkk ≤+⋅≤ Lr  (192) 
 
These permissible gradients may be considered bands in gradient space (Figure 4-9), 
each lying perpendicular to the vectors k0r .  For a true maximum or minimum in the 
flow data, the Maximum Principle Region falls to zero area.  
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Figure 4-9: Limiting the gradient operator toward the Maximum Principle Region (in dark grey). 
The problem of solution chatter can be overcome by, instead of moving toward the 
maximum principle region by moving along the original direction of the gradient 
operator (i.e. towards zero gradient), altering the gradient operator to approach the 
nearest edge or corner of the region.  This approach is the basis of the Projected LCD 
scheme.  The Projected LCD scheme is capable of delivering superior performance, 
equivalent to the Maximum Limited Gradient scheme presented in Section 4.10.5, 
though its implementation is more complex.  An alternative method of suppressing 
chatter is to freeze out variation of the gradient limiters ka  after a predetermined time or 
number of iterations (Venkatakrishnan, 1994).  This process of freezing out the limiter 
can be performed gradually via averaging of the limiters.  In this case the limiter values 
will converge along with the solution. 
 
The presence of discrete particles in a flow prediction further inhibit the ability of a 
steady flow to converge if the particles contribute source terms to the continuous phase 
Euler equations.  In this case it is suggested that two predictions be run, with and 
Unlimited 
gradient 
operator 
Triangle 
centroid 
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without these source terms.  The evolution of the source term free flow can then be used 
to indicate convergence in its partner. 
4.10.4 The Durlofsky Scheme 
Though the LCD scheme is widely used and simple to implement, it has been shown 
that the scheme does not accurately convect smooth data over multiple dimensions.  The 
next scheme presented here is the most compressive of a number of limiters originally 
presented by Durlofsky et al. (1992) and represents an improvement in the convection 
of smooth flow profiles.  This scheme has also been described by Batten et al. (1996) 
where it is simply referred to as the Durlofsky limiter, therefore this text will continue to 
use this title. 
 
The Durlofsky limiter constructs three gradients in turn and selects the steepest of those 
that do not introduce new extrema.  This steepest gradient is the one that will result in 
the maximum compression of data.  The algorithm of the scheme is given here as: 
i. Construct the three gradient operators mL , (m = 1…3) from Equation 183.  If the 
centroids of cells are collinear, mL  equals zero. 
ii. For each operator, in turn, test if the gradient creates new extrema at any of the 
cell interfaces.  If the gradient would create an overshoot or undershoot, discard 
the value by setting mL  to zero. 
iii. Select the steepest of the gradients, using 
mmm LLLL
m
 
allDurlofsky
maxfor    ==  (193) 
 
It may be noted that the algorithm just presented differs from that given by Batten et al.  
Both descriptions are equivalent but the algorithm given here better describes the 
implementation of the Durlofsky scheme in the Spiderman code. 
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The Durlofsky scheme is approximately as expensive as the LCD.  Although three 
gradients must be constructed and tested, the Durlofsky does not require any step to 
calculate the value of a limiting parameter. 
4.10.5 The Maximum Limited Gradient Scheme 
Numerical experiments have shown (comparisons are made using examples of Riemann 
problems in Chapter 5) that the Durlofsky scheme does provide an improved resolution 
of smooth data over the LCD.  However near shocks and flow discontinuities the 
performance Durlofsky scheme fails to match up to the equivalent one-dimensional 
limiters.  For that reason, Batten et al. proposed the Maximum Limited Gradient (MLG) 
reconstruction scheme.  The MLG limiter combines the approaches of the LCD and 
Durlofsky schemes; making use of all four gradient operators and limiting each in the 
same fashion as the LCD.  The MLG uses the following algorithm: 
i. Construct all four gradient operators , (m = 0…3). 
ii. Limit each gradient operator using the same approach as the LCD. 
( ) mmkkm a LL allmin=  (194) 
 
iii. Select the steepest of the limited gradients by, 
m
m
mm LLLL
 allMLG
maxfor     ==  (195) 
 
It can readily be seen that the MLG limiter is around four times as expensive as the 
LCD.  It may also be noted that the reconstructions of both the Durlofsky and MLG 
schemes will automatically determine that there is zero gradient at positions of extrema.  
While the LCD and Durlofsky schemes do not reduce to any well-known one- 
dimensional scheme, the MLG corresponds to the Superbee limiter of Roe. 
 
Following implementation of the LCD limiter into the model, implementation of the 
Durlofsky and MLG limiters is near trivial since they make use of the same stencil.  In 
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addition, the instructions required to calculate the initial gradients, test for extrema and 
to apply limits are similar. 
 
Cells on the edge of the computational mesh will obviously have fewer neighbours than 
those in the interior.  In general, cells along the mesh edge will have two neighbours but 
in geometries featuring acute corners it is possible to generate cells with just one.  These 
cells require their own treatment; therefore the calculation of cell gradients is split up 
into three steps so that all cells with the same number of neighbours are handled with 
separate arrays.  Cells lying along the edge of the flow domain have access to just one 
gradient operator from the stencil.  However, the limiters may still be implemented in 
these cells.  As such, it can been seen that the MLG limiter will reduce to the LCD.  For 
corner cells with a single neighbour it is possible to construct a gradient operator lying 
parallel to the displacement of the cell centroid.  The gradient of such a cell does not 
require limiting. 
4.10.6 Second order accurate integration with time 
The initial development of Spiderman employed a first order, explicit Euler method, 
described by Equation 177 and repeated here as: 
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Where 0A  is the cell volume and k,0S  is the total flux over all sides of the cell.  One of 
the simplest second order integration methods is the predictor-corrector method.  Here, 
the solution at the next step is predicted using the explicit Euler method: 
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Where φ  is the flux on each side k  of the cell.  The solution is then corrected by 
iteration with the mean time derivative for the step: 
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This method has a stability matching that of the explicit Euler method and so the same 
CFL condition may be applied.  However, such an iteration would also require 
recalculation of the gradient operators and reconstructions.  Therefore the Spiderman 
model used the less expensive method attributed to Hancock by Van Leer (1985).  This 
method predicts the flow conditions halfway through the time step.  This midpoint data 
is then reconstructed using the existing gradient operators, calculated at step n.  A mean 
flux for the step is then calculated using and applied to the whole time step. 
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By reusing the gradient operators calculated at the start of each time step, this technique 
assumes that the change in gradient is negligible.  Given that the duration of any step is 
far shorter than a complete flow prediction, this assumption clearly holds. 
4.11 Lagrangian Modelling of Particle Motion 
Particles are represented in the model as discrete points that move though the domain 
under the influence of continuous flow.  Each particle entity in the numerical model 
represents a cluster of particles, each with the same mass, shape and velocity.  The 
algorithms used to model particle motion were first developed separately from the 
continuous phase of the model, using predictions of steady flow.  Once completed, these 
algorithms were implemented in Spiderman along with the correlations used to predict 
drag and heat transfer. 
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In order to predict the motion of particles in an unsteady flow, the model follows the 
cycle of Figure 4-10.  The model follows this cycle for both first and second order 
accurate solutions, the particle portion of the solution cycle does not begin until the 
continuum portion is complete. 
 
 
Generate particles 
at selected 
boundaries  
Calculate drag, lift 
and heat transfer 
coefficients 
Calculate forces due 
to drag, lift and 
buoyancy 
Update particle 
properties (position, 
velocity, mass and 
temperature) 
Calculate source 
terms for each cell 
 
Search for particles 
crossing domain 
boundaries 
 
Calculate heat 
transfer and mass 
loss 
Account for 
possible particle 
break-up 
(deletion / reflection / demise) 
 
Implement particle 
boundary conditions 
 
Interpolate to find flow 
conditions at each 
particle position 
Euler 
Component 
 
Figure 4-10: Overview of the algorithm for the modelling of particle motion. 
The first order accurate solution updates particle motion using the explicit Euler 
method.  To update the particle motion, the particles’ position and velocity must each be 
updated based on the derivative velocity and acceleration (determined by the many 
forces acting on each particle).  In addition, the particle temperature and mass may also 
be updated based on predictions of heat transfer rates and mass loss due to 
melt/vaporization.  This can be expressed for any quantity x  as: 
txfxx nnn ∆+=+ )(1  (201) 
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To achieve second order accuracy, the model employs a two step predictor-corrector 
method. 
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Since the change in drag coefficient during a time step is negligible, when taking the 
corrector step of the integration the model forgoes recalculating the drag coefficient in 
the predicted flow conditions. 
4.11.1 Generation of Particle Clouds 
Four particle size distributions are implemented in the numerical model: 
• Single value (delta function) 
• Uniform (a top hat function between minimum and maximum limits) 
• Normal 
• Log normal. 
These distributions may each be used to define particle mass (equivalent to volume 
given the constant particle density) or maximum dimension.  A bulk particle density 
may also be used to account for the entrapment of air within the particles.  For clouds in 
which all particles are the same size, the density of the cloud may be described by a 
number density.  Where clouds contain a range of particle sizes, the cloud density must 
be specified as a volume fraction. 
 
Computational particles are generated such that any cloud is represented by a uniformly 
generated distribution of points.  The desired number of numerical particles to be 
generated (or to be present as the solution approaches steady state) for any simulation is 
defined as a multiple of the number of cells in the mesh. 
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An efficient method to generate uniform distribution of random points in an arbitrary 
triangle or triangular mesh was suggested (Paul Earwicker, 2006).  Given the vertices, a, 
b and c of an arbitrary triangle, where ( )yx aaa ,= , ( )yx bbb ,=  and ( )yx ccc ,= , the co-
ordinates of any point may be described using 
( ) ( )actabtap −+−+= 21  (203) 
 
In order for the point to lie inside the triangle (or on its edge) the values of 1t  and 2t  
must be such that the following criteria are met: 
10 1 ≤≤ t ,    10 2 ≤≤ t    and   121 ≤+ tt  (204) 
 
Therefore a suitable method for is required to generate random 1t  and 2t .  Generate two 
pseudo-random numbers 1s  and 2s  in the interval 10 ≤≤ s .  Imagine that 1s  and 2s  
partition the interval into three sections, ( ){ }21 ,min0 ss… , ( ) ( ){ }2121 ,max,min ssss …  
and ( ){ }1,max 21 …ss .  The lengths of these segments are equi-probable and by selecting 
the lengths of any two segments for 1t  and 2t  each of the criteria is met. 
 
To cast points over some region of the computational mesh, the model firsts selects the 
cells belonging to the region.  (The mesh may be generated to fit cells to some required 
cloud shape.)  For each cell, the average number of points required is calculated by 
multiplying the number density of points in the sub-domain by the cell volume.  The 
actual number of points (an integer) to be placed in each cell is then generated using a 
Poisson pseudo-random number generator.  This method generates a uniform 
distribution of points within the cloud region. 
4.11.2 Interpolation of Flow Variables 
The values of the flow variables (required for the calculation of drag, heat transfer etc) 
are found at the particle position by the use of interpolation.  In order to interpolate flow 
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variables from the computational mesh to some interior point, ip , the index of the cell 
that encloses that point must be determined.  Due to the large number of cells that may 
be present, checking each cell in sequence for an enclosed point would be 
computationally expensive.  Given that the model will eventually track the motion of a 
large number of particles over many iterations, such an approach is prohibitive.  The 
Triangle Stabbing (Preparata and Shamos, 1985) algorithm is a practical method, used 
in many applications, which overcomes the need to check against each cell. 
 
The Triangle Stabbing algorithm seeks the location of the desired point ip  by migrating 
across the triangulation from a point, ( )sss yxp ,= , located within an arbitrary cell s .  
The point sp  may be generated simply by taking the midpoint of a randomly selected 
cell.  By connecting the points sp  and ip  by a straight line segment, a search path is 
set-up along which cells may be checked in turn (Figure 4-11).  As the line segment 
leaves the cell s  it enters a neighbouring cell, which is examined (stabbed) as to 
whether it contains the point ip .  If it does contain ip , the search is successful and the 
algorithm is terminated. Otherwise, next cells to be pierced by the line segment are 
searched, working along the line, until the cell i  containing point ip  is found.  To link 
to neighbouring cells a graph, expressing the associations between all cells in the 
triangulation, must be constructed as a preliminary step, though this graph is reused for 
all subsequent searches. 
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pi 
s 
ps 
i 
 
Figure 4-11: Locating the enclosing triangle of point ip  by “stabbing” from the known location of the 
point sp . 
If a sequence of locations exhibits a pattern in which the enclosing cells tend to lie close 
to their predecessors, such as in a streamline or trajectory, successive data points may 
frequently occupy the same triangle or a close neighbour so that only few triangles need 
to be inspected.  Therefore, by continuing to search from the last triangle, far fewer 
computations are required.  In a case where the point distribution presents no discernible 
pattern, the algorithm may be accelerated by making a sweep across the distribution, for 
example from left to right, or by imposing a grid onto the distribution and searching 
section by section. 
 
A weakness can be found in the Triangle Stabbing algorithm if it is applied to 
triangulations featuring holes or concave boundaries.  Typically, a computational mesh 
will contain at least one concave surface; such a region would likely correspond to the 
presence of a body.  If the line segment connecting points sp  and ip  were to cross a 
region devoid of cells the algorithm would be unable to advance and hence would fail to 
find the index of cell i .  To overcome this, extra cells are added to a triangulation to 
bridge any gaps. 
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Consider the example depicted in Figure 4-12, a mesh of N cells (grey) has a deep 
concave region filled with the addition of further triangles (orange), allowing the 
algorithm to migrate to the point ip .  If a point were to lie outside the mesh but inside 
one of the additional triangles, the index of the enclosing triangle would be greater than 
N.  The shape and size of the additional triangles are unimportant; however the 
implementation requires that triangles have no more than one neighbour along any one 
side remains. 
 
Cells 1→N 
Cells > N 
pi 
ps 
 
Figure 4-12: The filling in of concave areas of the computational mesh with additional cells (orange) 
allows the Triangle Stabbing algorithm to bridge gaps in the mesh, ensuring robustness. 
Once a point has been located, two options (within the Spiderman code) are available to 
perform the interpolation.  The simplest method is to directly assign to the particle 
location the values of the flow variables of the enclosing cell (a first order 
approximation).  Alternatively the flow variables at point ip  may be found by a linear 
interpolation of the values at the cell vertices.  (Note that the values at the mesh vertices 
are themselves found by a linear interpolation.)  In this case, the barycentric co-
ordinates of the point within its enclosing cell are used to take a weighted average of the 
flow values at the three vertices.  The Spiderman implementation of this approach 
interpolates the primitive variables as this is computationally less expensive.  It can be 
noted that the resulting interpolation is continuous across the entire flow domain and 
differs from the interpolation resulting from the gradient reconstruction described in 
Chapter 2. 
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4.12 Treatment of Boundary Conditions 
Within the software, particles may only be modelled within the flow domain, i.e. they 
may each be located within a cell.  When a particle’s trajectory crosses the edge of the 
flow domain, the model must either remove the particle (and perhaps perform additional 
actions) or modify its motion to ensure that at the start of the next step it is inside the 
flow domain.  Therefore, at the end of every time step the motion of each particle is 
tested to determine if it has crossed a boundary.  Any particles found to have crossed a 
boundary are then processed according to the corresponding boundary condition. 
 
In order to test particle trajectories for motion cross the boundaries of the flow domain, 
a scheme was developed in which calculations are performed for all particle 
displacement/mesh edge pairs, following which a single inequality test is performed.  
Consider a body in uniform motion (the predicted particle trajectory is made up of a 
chain of displacement vectors), its position may be described using a parametric 
representation of a line. 
 
0
A 
B 
C 
A
 
B
 
 
Figure 4-13: Parametric representation of a line. 
The parametric form of the line through the points A and B is given as 
( )ABAC −+= λ  (205) 
 
Where λ  lies between zero and unity.  Treating the particle displacement vectors and 
edge segments as parametric lines (Figure 4-13) leads to 
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( )1215 PPPP −+= m  (206) 
 
( )3435 PPPP −+= n  (207) 
 
Where m and n denote the position of the point 5P  along each of the line segments.  
Consider the position of the intersection along the line through points 1P  and 2P  in 
Figure 4-14. 
P1 
P2 
P4 
P3 
P5 
 
Figure 4-14: The intersection of an edge segment by the motion of a particle. 
If the intersection were to lie to the left of 1P , m would be negative, to the right of 2P  m 
would be greater than unity.  Clearly, for a line intersection to have occurred between 
the ends of each segment the values of both m and n must lie between zero and unity. 
 
Separating Equations 206 and 207 into their components and eliminating those of 5P , it 
can be seen that 
( ) ( )343121 xxnxxxmx −+=−+  (208) 
 
( ) ( )343121 yynyyymy −+=−+  (209) 
 
The use of Cramer’s rule to solve this pair of equations for m and n leads to: 
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and 
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If the line segments are parallel the value of the denominator, D, is zero and will cause a 
divide-by-zero error.  It is not unlikely that at least part of a streamline or particle 
trajectory will lie parallel with a boundary edge.  Therefore, the numerators and 
denominators are separated and tests are made for: 
DN
DM
<≤
≤<
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The lines intersect only if each condition is met.  Note that the case of a trajectory or 
streamline passing through a point defining the start of an edge segment (and the end of 
another) is dealt with by as the test can deal with n  having a value of zero: and one 
segment would be deemed to be intersected.  Similarly, the algorithm can deal with the 
case of a particle coming to lie on an edge segment at the end of iteration. 
 
The values of M , N  and D  are simply: 
( )( ) ( )( )13434313 yyxxyyxxM −−−−−=  (213) 
 
( )( ) ( )( )12131312 yyxxyyxxN −−−−−=  (214) 
 
( )( ) ( )( )12434312 yyxxyyxxD −−−−−=  (215) 
 
Though the values of M and N must be adjusted to ensure that the denominator D is 
always positive, i.e. 
D
DMM ×⇒  (216) 
 
D
DNN ×⇒  (217) 
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DD ⇒  (218) 
 
It is possible that during a simulation with large number of particles there would be 
some trajectories which would pass through more than one edge segment, for example 
by clipping the corner of a body as illustrated in Figure 4-15.  In such a case, the 
employed approach allows the rapid and robust determination of which edge segment 
was first encountered by the particle, by taking the minimum value of m , (which 
corresponds to the intersection point closest to the initial particle position). 
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1P3 
2P3=1P4 
2P4 
m1 
m2 
 
Figure 4-15: Particle motion clipping the corner of a body within a computational mesh. 
Once it has been determined that the particle trajectory intersects an edge segment, the 
exact point of intersection can be found.  In the case of particles moving through and 
out of the computational mesh, calculation of the exact intersection point is not 
necessary.  However, where a particle trajectory is altered either by reflection through 
an axis of symmetry or by collision with a wall the intersection point is readily 
available. 
4.12.1 Reflection Through an Axis of Symmetry or Wall 
In modelling the motion of a particle through a flowfield, it is possible to have a case 
where the particle would cross an axis of symmetry (boundary condition).  If we 
consider the symmetry condition to apply to particles as well as to the gas, we may 
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imagine that there is a corresponding particle on the other side of the boundary, its 
motion a reflection of the one being traced. 
P1 
P2 
P5 
P6 
P4 P3 
m (1-m) 
 
Figure 4-16: Particle motion through an axis of symmetry, treated as a reflection. 
Therefore, as the computational particle crosses the boundary it will swap places with 
its partner, as shown in Figure 4-16.  It can be taken for granted that there is no 
collision.  This motion is analogous to a reflection in the boundary.  The position of the 
particle at the end of the time step, following a single reflection, is then given as: 
( )[ ]dPPdPPP ˆˆ22 52526 ⋅−++−=  (219) 
 
where 
34
34ˆ
PP
PPd
−
−
=
 
(220) 
 
In addition to affecting the position of the particle at the end of each time step, the 
reflection alters its velocity.  The equation describing the change in velocity has a form 
similar to that of Equation 219 and is given by: 
[ ]dvdvv ˆˆ2 ⋅+−= oldoldnew  (221) 
 
As, following reflection, the direction of motion of the computational particle has 
changed there should be further tests to determine if it moves through any additional 
edge segments.  If the particle does pass through another edge segment the boundary 
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conditions must be acted upon until either the particle is removed from the calculation 
or it has covered the distance required for this time step. 
 
The case of particle collision with a wall requires special consideration.  The outcome 
of the collision will differ according to the particle properties, as well as the velocity 
and angle of impact.  For example, for the simulation of particle motion in a shock-tube 
the particle collision is assumed to be elastic, maintaining the total number of particles 
in the calculation.  This assumption is based on the relatively low velocity of the 
particles and the lack of particle break-up.  In addition, it has been observed that the 
glass ballotini particles used in the shock experiments will bounce on a hard surface 
with little loss of energy. 
 
However, in the case of flight through weather the particles may collide with the wall 
with enough kinetic energy to melt or vaporise.  Therefore, for this case the particles are 
eliminated from the solution. 
4.12.2 Generation of particles at an inflow boundary 
To generate particles at an inflow, a region is defined by the boundary geometry and 
cloud velocity.  Each edge segment along a domain boundary forms a parallelogram 
with the cloud displacement vector (Figure 4-17) 
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Figure 4-17:  The regions defined by the edge segments of a mesh boundary for the addition of
 particles to the flow. 
( ) ( )ttt pk ∆+= vsp 21  (222) 
 
Where 1t  and 2t  are (pseudo) random numbers uniformly generated in the interval from 
zero to unity.  To ensure that the region bordering the domain boundary is free of the 
cloud prior to the addition of new particles, the new particles are added at the end of the 
time step, following integration of particle motion. 
4.13 Implications of Including Particles for the CFL Condition 
The length of each time step must be controlled so that the complete solution for both 
the continuous and particle phases meets two conditions.  Firstly, the continuous phase 
solution must meet the CFL condition limiting propagation of information across the 
computational mesh.  The CFL condition ensures the stability of the evolving solution.  
Secondly, the particle displacement achieved in each step must be limited so that 
particles may not leapfrog cells, resulting in a particle version of the CFL condition: 
x
t
CFL ppparticle ∆
∆
=
v
 
(223) 
 
Where x∆  follows the definition given in Equation 178.  In order to meet these 
conditions the time step for each phase must be the minimum of the two, leading to 
tp∆v
1+ks
2+ks
ks
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( )
particles all
,min pCFL ttt ∆∆=∆  (224) 
 
where CFLt∆  is given by Equation 178. 
 
Since the velocity of the particles and the sizes of the cells will typically differ across 
the flowfield, each particle will define its own time step.  Therefore, the minimum time 
step from all the particles must be used in Equation 224.  The minimum possible time 
step for the particles may also be more rapidly found by taking values of pv  and x∆  
from the fastest particle and the smallest cell respectively.  However, this approach 
would likely lead to a stricter, and shorter, time condition. 
 
The time accurate solution of particle motion in an evolving flow, where the presence of 
the particles leads to additional source terms in the Euler equations, may be modelled in 
a similar manner to the algorithm given above.  The values of the flow variables, 
required to predict the particle motion, are updated at each time step by the continuum 
component of the code.  In turn, the effects of drag, heat transfer and mass loss are fed 
back by the particle solver. 
 
The particle motion calculations may be solved in a vectorized manner.  Particle data 
such as position, velocity, size, shape etc may be treated as arrays with the data updated 
as a single step.  In addition, by arranging data in this manner, multiple line intersection 
tests may be made against each boundary segment.  Handling data in this way also 
allows for a single calculation of many values at the start of the solution process. 
4.14 Treatment of Particle Break-up 
To simulate the break-up of particles, whilst ensuring that particle mass and momentum 
are conserved during the break-up process, the numerical particle properties must be 
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modified.  Such modification should consist of changing the particle size and altering 
the particle weighting to preserve the mass of material that is represented.  However, 
following break-up the ice particle may have given rise to fragments with a range of 
sizes requiring multiple numerical particles to represent them.  In addition, immediately 
following break-up the fragments will be moving with approximately the same velocity, 
resulting in multiple numerical particles following the same path.  An alternative 
approach to particle break-up follows from the description of fragment clusters given in 
Section 3.9, suggesting that such clusters could be treated as liquid droplets.  If treated 
as liquid droplets, the drag coefficient of the particles may be predicted using the 
correlations of Swain et al., previously given in Section 3.5.2, reflecting the distortion 
of the cluster. 
4.15 Source Terms 
In order to account for the coupling of the particle phase of the flow with the 
continuum, additional source terms are added to the Euler equations (Crowe, 1977).  
These source terms describe the transfer of mass, each component of momentum and 
energy and can be used alongside the geometric source terms used to account for 
axisymmetric flow. 
 
The source terms are calculated by accounting for the changes in the total mass, 
momentum and energy of the particles inside each cell.  For a conserved variable U , 
the source term contributions, cellθ , to each cell are calculated by 
 volumeCell
1
particles allparticles all
∑∑
+
−
=
i
pp
i
pp
cell
UwUw
θ  (225) 
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Where i  refers to the timestep and the quantity pw  is the weighting of the 
computational particle, a value assigned to the particle at its creation, based on the ratio 
of the computational particle number density to the physical number density.  Note that 
the reduction of a conserved variable in the particle phase (for example any mass loss 
due to melt) will result in a positive contribution to the continuum phase. 
 
The summation over all particles within a cell is achieved by manipulating data 
gathered by the triangle stabbing algorithm, used when interpolating flow variables to 
particle positions.  The table describing the cell location of each particle are used to 
generate a conjugate table which lists the indices of all particles within each cell. 
 
The calculation of the source terms uses the values of the conserved variable before and 
after updates to the state of the particles, the prediction steps of higher order 
calculations do not require consideration.  Therefore, the treatment of particle source 
terms is identical for first and second order flow solvers.  Note that the inclusion of 
source terms is done in a time accurate manner throughout.  Quasi-steady methods are 
also available (Crowe, 1982). 
4.16 Summary 
This chapter has described the development of a numerical model capable of predicting 
the motion of particles in a high speed flow.  This model makes use of elements from 
the KINDI code and Matlab PDE Toolbox to generate triangular meshes and the 
associated data structures to represent a continuum flow via a cell centred arrangement.  
In addition, the KINDI code provided the Roe, Rusanov and HLLE, approximate 
Riemann solvers implemented in the model. 
 
From this basis, the following steps were taken to extend the model 
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• Implementation of boundary conditions (inflow and outflow and wall) using a 
system of ghost cells along the domain edge.  
• Expansion to second order accuracy via the application of slope limiters designed 
for use on triangular meshes. 
• Inclusion of particle clouds; represented as points which traverse the computational 
mesh. 
 
The next chapter applies the model to a series of benchmark tests to demonstrate that it 
can be used to predict the motion of particles in a vehicle flow field. 
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Chapter 5  
Validation 
Validation examines the mathematics in a model through the comparison of a model’s 
output to exact analytical results or to the results of other codes.  (Similarly, verification 
establishes that the programming and implementation of the model is correct.) 
 
A series of continuum flow predictions made with the Spiderman code are presented for 
the cases of the one dimensional Riemann problem, two dimensional flow over a bump 
in a channel and supersonic flow over a forward facing step test cases.  In addition, a 
further test demonstrates that the model can predict the acceleration or deceleration of 
particles in a uniform flow.  The purpose of running these benchmark tests is to 
demonstrate the accuracy of the code so that it may be used with confidence in making 
predictions of particle-laden flows.  The results from other test cases may be found in 
Murray 2004 and 2005. 
 
Having provided evidence that the continuum flow part of the Spiderman model is 
capable of providing valid predictions, a further two tests are used to demonstrate that 
the model will correctly account for the particle phase.  These tests compare numerical 
predictions of particle motion with exact results. 
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5.1 Riemann Problems 
The Riemann problem is an initial value problem in which regions of constant flow 
conditions are separated by discontinuities.  In dealing with the flow of an ideal gas, the 
problem is well understood and an exact solution is available. 
 
Five Riemann problem tests described by Toro (1999) were selected to gauge the 
performance of the alternative slope limiters.  For each test, the results of each of the 
second order limiters are compared with those of the first order solution and the exact 
solution.  The exact iterative Riemann solution was calculated by a Matlab 
implementation of the HE-E1RPEXACT code, a part of the NUMERICA library.  A 
Fortran version of this code is listed in Toro. 
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Figure 5-1: The geometry of the Riemann problem tests. 
The one-dimensional Riemann problems were solved over a two-dimensional domain of 
unit length with a discontinuity at its midpoint (Figure 5-1).  Each prediction was made 
over the same computational mesh.  The mesh used consisted of 10,636 triangular cells, 
evenly distributed about the flow domain: the cells having a mean non-dimensional size 
of 0.0048, based on the diameter of an equivalent circle of equal area.  Outflow 
(continuity) conditions were applied to each end of the domain.  It can be noted that as 
continuity conditions are applied at each end of the flow domain, the region of the flow 
may be considered infinite. 
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For each test, predictions were made to both first and second order spatial accuracy.  As 
the purpose of these predictions was to compare the performance of the various 
schemes, first order temporal accuracy has been applied throughout.  Roe’s approximate 
Riemann solver with the Harten-Hyman entropy fix (see Chapter 4 for an explanation of 
the entropy fix) was used to calculate the flux.  The CFL number of 0.5 was used 
throughout.  The initial conditions of the five tests, along with the times when each of 
the solutions is taken, are presented in Table 5-1. 
Test ρ L u L P L ρ R u R P R time
1 1.0 0.0 1.0 0.125 0.0 0.1 0.25
2 1.0 -2.0 0.4 1.0 2.0 0.4 0.15
3 1.0 0.0 1000.0 1.0 0.0 0.01 0.012
4 1.0 0.0 0.01 1.0 0.0 100.0 0.035
5 5.99924 19.5975 460.894 5.99242 -6.19633 46.0950 0.035
 
Table 5-1: Initial conditions for the five Riemann problem tests.  All values are non-dimensional. 
Test one is known as Sod's problem and illustrates the gas motion that would be 
generated by a shock-tube.  The solution features a rarefaction wave spreading to the 
left and a contact surface and shock progressing to the right.  Test two, known as the 
123 problem, has a solution featuring two rarefactions and a stationary contact 
discontinuity.  The pressure in the central region of the solution tends to zero and the 
density is close to vacuum; hence this problem is often used to assess the performance 
of numerical techniques in flows featuring low densities.  Test three and four are, 
respectively, the left and right halves of the blast wave problem of Woodward and 
Colella.  Each features a shock, contact discontinuity and rarefaction but note that 
solutions of these two tests are not mirror images of each other (the velocity and 
pressure scales for the solutions are different).  For test five, the right and left moving 
shocks of the solutions of tests three and four are seen to collide.  The resulting flow 
solution features a very slowly moving left facing shock (moving to the right) along 
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with a right moving contact discontinuity and shock.  The density, pressure and velocity 
profiles for each test are shown in Figure 5-2 through Figure 5-6. 
 
The tests demonstrate the improvements in accuracy and resolution over the first-order 
solution.  In addition, it can be seen in the shock profiles that these improvements are 
earned at the cost of the increasing computational expense and complexity of the 
limiters used, with the MLG limiter being the best performing.  In the smooth regions of 
the flow, each of the schemes accurately predicts the values of the flow variables.  
Shocks are captured within a few cells, and though the resolution of contact 
discontinuities is poor when compared to that achieved with that for shocks, the 
improvements provided by the limiter schemes are still evident. 
 
All of the validation cases presented in this Chapter were performed on a desktop PC 
running 32 bit Microsoft Windows XP operating system (thus the model was also run at 
32 bit accuracy).  The PC was equipped with a 3.0 GHz dual core processor and 4.0 GB 
of RAM.  The Spiderman model run time for the Riemann problems presented in this 
section ranged from approximately 70 minutes for the first order cases up to 110 
minutes for the LCD and 125 minutes for the MLG limited cases. 
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Figure 5-2: Comparison of the performance of the three slope limiters with the exact and first order 
accurate solutions for Test 1.  Descending, the three plots display the solutions for density, 
velocity and pressure.  The solutions are taken at time t = 0.25. 
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Figure 5-3: Comparison of the performance of the three slope limiters with the exact and first order 
accurate solutions for Test 2.  Descending, the three plots display the solutions for density, 
velocity and pressure.  The solutions are taken at time t = 0.15. 
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Figure 5-4: Comparison of the performance of the three slope limiters with the exact and first order 
accurate solutions for Test 3.  Descending, the three plots display the solutions for density, 
velocity and pressure.  The solutions are taken at time t = 0.012. 
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Figure 5-5: Comparison of the performance of the three slope limiters with the exact and first order 
accurate solutions for Test 4.  Descending, the three plots display the solutions for density, 
velocity and pressure.  The solutions are taken at time t = 0.035. 
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Figure 5-6: Comparison of the performance of the three slope limiters with the exact and first order 
accurate solutions for Test 5.  Descending, the three plots display the solutions for density, 
velocity and pressure.  The solutions are taken at time t = 0.035. 
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In order to compare the resolution of the first and second order solutions, the widths of 
the shock features predicted in Tests 1, 3, 4 and 5 were measured; these features 
correspond to those examined in detail within Figure 5-2 to Figure 5-6.  Here, the width 
of the shock is defined as the distance over which the numerical prediction changes by 
95% of the value predicted by the exact result, as depicted in Figure 5-7. 
 
 
Figure 5-7: Definition of shock resolution to compare the performance of the second order slope 
limiters.  In the numerical prediction, the value of the flow variable U varies smoothly 
(dashed green line) between the values on each side of the shock.  The values of both Umin 
and Umax were taken from the exact result (solid black line). 
The width of the predicted shock was measured for each of the density, velocity and 
pressure fields.  However, for Tests 3 and 4, it can be seen that the density fails to reach 
the maximum value predicted by the exact result.  Therefore, these tests do not consider 
the density result for the purpose of calculating a mean resolution.  The failure of the 
code to predict the maximum density in Tests 3 and 4 reflect the extreme differences in 
density, at a ratio of 1000:1 and 1:100 respectively, in the initial conditions (see Table 
5-1).  However, this failure does not invalidate the code for its intended use in the 
prediction of vehicle flowfield, where such large differences in density do not occur. 
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Though the resolution of the shock capture varies between each of the tests, it can be 
seen from the results (see Table 5-2) that of the three slope limiters available, the MLG 
limiter consistently provides the finest resolution.  The Durlofsky limiter is shown to 
provide the smallest improvement in resolution over the first order solver. 
Test 1 Density Velocity Pressure Mean Relative
First Order 0.035500 0.034420 0.035579 0.035166 1.000000
LCD 0.024326 0.022678 0.023944 0.023649 0.672499
Durlofsky 0.025388 0.024496 0.025512 0.025132 0.714661
MLG 0.021022 0.020336 0.020699 0.020686 0.588224
Test 3
First Order N/A 0.023040 0.025269 0.024155 1.000000
LCD N/A 0.017709 0.018236 0.017973 0.744064
Durlofsky N/A 0.018515 0.019547 0.019031 0.787886
MLG N/A 0.015664 0.016141 0.015903 0.658366
Test 4
First Order N/A 0.022043 0.025507 0.023775 1.000000
LCD N/A 0.016658 0.019898 0.018278 0.768791
Durlofsky N/A 0.020175 0.023613 0.021894 0.920883
MLG N/A 0.015438 0.017667 0.016553 0.696215
Test 5
First Order 0.019826 0.018082 0.020179 0.019362 1.000000
LCD 0.014871 0.013794 0.014769 0.014478 0.747740
Durlofsky 0.016087 0.015042 0.015627 0.015585 0.804931
MLG 0.014110 0.012644 0.013945 0.013566 0.700656
 
Table 5-2: Measured resolution of the first and second order solvers based on those Riemann tests 
containing a shock.  Note that tests 3 and 4 lack data for the resolution of the density 
discontinuity due to the failure of the predicted density to reach value of the exact result.  
Note also that the mean cell size (based on the diameter of a circle of equal area) had a 
value of 0.0048. 
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5.2 Sub/Trans/Supersonic Flow Past a Bump in a Channel 
The problem of flow over a bump in a channel is another popular test of numerical 
schemes.  The case of subsonic, inviscid flow over a bump has previously been 
examined in Lilek (1995) and Wenneker et al. (2000) to investigate the presence of 
numerical diffusion.  For subsonic, inviscid flow, the variation of Mach number across 
the bump should be symmetric.  However, numerical diffusion will result in an 
asymmetry.  This problem of subsonic flow over a bump in a channel forms the first of 
a family of standard tests .  Here, flow predictions will also be made for two further 
cases from this family of standard tests; for transonic and supersonic flow. 
 
In each case, the flow domain (Figure 5-8) features a rectangular area with a circular 
bump, of unit length, set in the lower wall.  The thickness to chord ratio of the circular 
bump is 10% for the subsonic and transonic cases.  For the supersonic case the bump is 
less pronounced with a thickness to chord ratio of 4%.  In each test, the inflow boundary 
conditions match the domain initial conditions.  Flow Mach numbers of M = 0.5 
(subsonic, producing a symmetric solution), M = 0.675 (transonic, generating a short 
standing shock midway over the bump) and M = 1.65 (supersonic with shocks at each 
end of the bump) were used for the tests.  These tests were used by Lilek (1995) and in 
addition are presented in Ferziger and Perić (2002). 
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Figure 5-8: The geometry of the bump in a channel problem. 
The results from Spiderman are shown along with results from the code SPIKE, 
developed by Fluid Gravity Engineering Ltd of Emsworth, Hampshire.  SPIKE employs 
a Navier-Stokes structured multiblock implicit/explicit 3D body fitted co-ordinate 
scheme. At its core is an approximate Riemann solver utilising a TVD scheme using a 
point implicit time marching algorithm or line-implicit Gauss-Seidel relaxation scheme.  
Mesh generation is by a Finite Element style generator.  SPIKE is used for complex 
aerodynamic configurations for example transonic/supersonic spinning artillery shell 
solutions, planetary entry aerodynamics and general compressible flow problems.  
SPIKE can deal with shocks and is capable of calculating heat transfer to surfaces. 
 
The Spiderman and SPIKE predictions were run with identical initial and boundary 
conditions and with identical flow geometries.  The CFL number was set at 0.5.  
Spiderman predictions were run using unstructured meshes of 38799 cells for the 
subsonic and transonic case and 39241 cells for the supersonic case (since the area of 
the domain is different).  Spiderman was run at both first and second order, using the 
HLLE approximate Riemann solver.  The SPIKE code is second order accurate and was 
run with zero viscosity to mirror the inviscid Spiderman solutions.  SPIKE predictions 
were run on structured Cartesian grids of 342×114 cells, resulting in an approximately 
equal cell volume as the Spiderman cases. 
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It can be seen from the results presented in Figure 5-9 to Figure 5-14 that the flow 
predictions of Spiderman compare favourably with those produce with SPIKE.  The 
contour plots of density (non-dimensionalised using the inflow value) show that in each 
case, the second order (MLG limiter) Spiderman results closely match those of SPIKE.  
In addition, Mach number profile taken from the floor and ceiling of the channel 
demonstrate that the Spiderman results achieve a comparable resolution. 
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Figure 5-9: Density variation for the case of subsonic flow over a bump in a channel.  The second order 
results produced using Spiderman (top) are shown against those of SPIKE  (inverted, 
bottom). 
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Figure 5-10: Mach number variation across the floor and ceiling of the channel, for the subsonic case 
The results are seen to be approximately symmetric about the centre of the bump. 
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Figure 5-11: Density variation for the case of transonic flow over a bump in a channel  A shock is seen 
to stand on the bump, approximately three quarters of the way along its chord. 
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Figure 5-12:  Mach number variation across the floor and ceiling of the channel, for the transonic case. 
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Figure 5-13: Density variation for the case of supersonic flow over a bump in a channel.  Two shocks are 
generated at the front and rear of the bump. 
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Figure 5-14:  Mach number variation across the floor and ceiling of the channel, for the transonic  case. 
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5.3 Supersonic Flow over a Forward Facing Step 
Flow over a forward facing step represents the last of the comparisons presented here.  
The flow domain, presented in Figure 5-15, consists of a tunnel section, 3.0 units long 
and 1.0 unit wide.  The step is 0.2 units high and is located 0.6 units in from the inflow 
boundary.  The inflow boundary condition has been applied to the left of the 
computational domain and outflow boundary condition to the right.  Along the top and 
bottom of the tunnel reflecting (wall) boundary conditions are applied.  The initial 
conditions of the flow are constant though out the domain: density = 1.4, pressure = 1.0 
and velocity = 3.0.  The inflow boundary conditions match the initial conditions.  
Results are taken at time t = 4. 
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Figure 5-15: The geometry for the problem of flow over a forward facing step. 
The flow over this geometry is composed of a shock standing in front of the step, 
normal to the lower surface.  The shock arcs over the step and is reflected as it proceeds 
downstream; exhibiting Mach stems in the earliest of the reflections.  Results are 
presented for predictions made using the HLLE solver at first and second order 
accuracy (using the MLG limiter) with Spiderman over a mesh of 39589 cells.  These 
are compared with results from SPIKE (Figure 5-16 and Figure 5-17).  The predictions 
of SPIKE and were made at second order accuracy and with matching cell areas. 
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Figure 5-16: Comparison of flow predictions for the forward-facing step problem.  Descending, density 
results are shown from Spiderman, run using the first order solver and at second order 
accuracy with the MLG limiter, along with results from SPIKE.  Thirty contours cover the 
range of densities from 0.7 to 6.5, at time t = 4. 
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Figure 5-17: Comparison of flow predictions for the forward-facing step problem.  Descending, pressure 
results are shown from Spiderman, run using the first order solver and at second order 
accuracy with the MLG limiter, along with results from SPIKE.  Thirty contours cover the 
range of pressures from 0.5 to 11.9, at time t = 4. 
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Once again it can be seen that the Spiderman results match those produced by SPIKE.  
However, though the second order solver achieves an improved resolution than that 
obtained by the first order solver it may be seen that here, it fails to match that of the 
(structured grid) SPIKE solution; particularly in the region in front of the step, and at 
the Mach stem. 
5.4 Particle Motion in a Steady Flow 
In addition to the example continuum flow solutions given previously, the ability of the 
numerical model to predict the motion of the particle phase of a flow was investigated.  
Two cases, of the acceleration of a particle cloud in a constant flow and of the 
deceleration of a particle cloud to rest, were simulated at both first and second order 
accuracy. 
 
In the first of these cases of particle motion, a cloud of particles is initially at rest in a 
square region at one end of the flow domain (see Figure 5-18).  The surrounding 
continuum phase, with uniform density ρ , flows toward the opposite end of the domain 
with velocity u .  A force described by a constant drag coefficient then accelerates the 
particle cloud.  Other potential contributions to the force acting on the particles are 
neglected. 
 
In the second case of particle motion, the cloud initially moves with velocity u  toward 
the opposite end of the flow domain while the continuum phase is now at rest.  The 
geometry of the flow domain and the initial position of the particle cloud are identical to 
those of the first case.  This second case is therefore related to the first by a change in 
the frame of reference. 
Chapter 5  Validation 
 169 
 
O
utflo
w
 
In
flo
w
 
Wall 
Wall 
1.0 
0.2 ρ 
u 
0.1 
0.1 
0.15 
 
Figure 5-18: Problem geometry for the two cases of particle acceleration and deceleration. 
In order to gauge the performance of the model when making first or second order 
predictions of particle motion; it is necessary to make comparisons with the exact 
analytical result.  The equation of motion of a spherical particle with a fixed drag 
coefficient, in a uniform flow, is given by Equation 226 as 
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Since this contains the term pu V− , Equation 226 has two solutions: 
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where Equation 227 is applied for the case of pu V<  and Equation 228 for pu V> . 
 
 
Note that these exact solutions differ from the treatment of Equation 133 given 
previously in Section 3.7.1.  This previous treatment for the momentum response time 
was used to give only an estimate for the response of particles to changing conditions. 
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The flow conditions for each of the cases are presented in Table 5-3.  In addition, a CFL 
number of 0.5 was used for each case. 
Case 1 Case 2
Acceleration Deceleration
Continuum velocity u (ms-1) 1000.0 0.0
Continuum density ρ (kg m-3) 1.125 1.125
Particle Velocity V p  (ms-1) 0.0 1000.0
Particle Density ρ p (kg m-3) 1000.0 1000.0
Particle Diameter d p (m) 1.0e-005 1.0e-005
Particle Area A p  (m2) 7.853981e-011 7.853981e-011
Particle mass m p  (kg) 5.235987e-013 5.235987e-013
Drag Coefficient C D 0.5 0.5
 
Table 5-3: Flow conditions and particle parameters for the cases of particle acceleration and 
deceleration. 
Numerical solutions were generated using both the first order (Euler) and second order 
(predictor-corrector) ODE integrators.  Since the continuum flow is uniform, these tests 
do not offer any comparison of the first and second order methods for interpolating flow 
variables from the mesh to the particle positions. 
 
The results for the cases of particle acceleration and deceleration are presented, together 
with the exact solutions, in Figure 5-19 and Figure 5-20 respectively.  In each case, the 
velocity of the particle cloud tends to continuum velocity.  The changes in cloud 
velocity also reflect the fact that each case is an expression of the same flow problem, 
each occurring with the same response time and with velocity profiles which are 
reflections about a velocity of pV = 500.0 ms
-1
.   
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Figure 5-19: Acceleration of a spherical particle as a function of time for Case 1.  It can be seen that the 
change in particle velocity predicted by the second order solution is in very good agreement 
with the analytical result. 
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Figure 5-20: Deceleration of a spherical particle as a function of time for Case 2. Once again, the change 
in particle velocity predicted by the second order solution is in very good agreement with 
the analytical result. 
Chapter 5  Validation 
 172 
It can be seen that the predictions of the numerical model, especially those made at 
second order accuracy, are in very good agreement with the analytical result.  In 
addition, it can be seen that the first case, describing the acceleration of the cloud, 
includes a greater number of points (time-steps).  This is due to the fact that the solution 
time-step must decrease with increasing particle speed, in order to comply with the 
particle CFL condition. 
 
Having demonstrated that the model is capable of predicting solutions of both 
continuum flow and particle motion, the next two chapters present a series of 
experimental measurements of particle motion along with comparisons of these 
measurements with numerical prediction. 
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Chapter 6  
Particle / Shock Interaction 
Experiment 
In order to provide further validation evidence for predictions produced using the new 
numerical model described in the Chapter 4, a series of linear shock-tube experiments 
was conducted.  These experiments were designed to measure the motion of clouds of 
inert seeding particles as they were encountered and swept up by a shock system.  The 
experiments capture, on high-speed film, the particle cloud position as a function of 
time, allowing calculation of the cloud velocity.  Simultaneously, the passage of the 
shock is measured with each firing, accruing enough information to enable the accurate 
calculation of the initial shock-tube conditions, prior to firing; thus enough information 
is gathered to enable comparison with numerical prediction.  This chapter describes the 
experimental set-up, key apparatus characteristics and the techniques used to acquire 
and analyse the resulting data. 
6.1 Experimental Apparatus 
The shock-tube was selected as the means to generate a flow field through which a 
particle cloud would be introduced.  The shock-tube was selected for the following 
reasons: 
 Since the flow is initially stationary, it is relatively simple to introduce particles of 
known size, shape, density and particularly velocity, into the flow. 
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 The flow generated by a shock-tube is well understood and highly repeatable; i.e. 
there is little variation in the passage of the shock, and the development of the 
flowfield, between experiments (what variation that does exist is presented in Table 
7-1). 
 The evolution of the flow generated by the shock-tube can be readily characterised, 
both analytically and numerically (the model of Schmelzer (2003) was used for 
preliminary design of the experiments). 
 The shock-tube provides a robust facility that will not be affected by contamination, 
since it is mechanically simple and can be easily cleaned between each firing.  In 
these experiments, it is important that contamination is eliminated in order that the 
particle size distribution can be known reliably. 
 
A shock-tube consists of a long rigid walled pipe, typically with either a rectangular or 
circular cross-section.  A diaphragm separates the tube into two sections, a high 
pressure driver section and a low (or ambient) pressure driven section.  The shock-tube 
is fired by bursting this diaphragm, allowing the high pressure gas to flow into the 
driven section.  Upon firing, the two pressure regions (Figure 6-1 and Figure 6-2) 
interact and produce a further two flow regions.  The shock quickly develops (the 
development time is of the order of 10-4 µs), progressing at a constant velocity into the 
driven section, where the shock speed is supersonic with respect to the unshocked 
driven region’s speed of sound.  In addition, the shock develops such that the surface is 
normal to the direction of travel.  A contact discontinuity follows the shock into the 
driven section, progressing more slowly but again with a constant velocity. In the 
opposite direction, an expansion wave expands into the driver section.  When these flow 
features reach, and interact with, the end walls of the shock-tube the flow system 
becomes increasingly complex and must eventually be predicted via numerical 
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techniques (in this case using the model described in Chapter 3 and Chapter 4).  Section 
7.2 contains a description of how the numerical model is used to predict the shock-tube 
flow using the measured flow properties. 
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Figure 6-1: Generation of the flow system within a shock-tube. 
 
 
Figure 6-2: Conditions of the initial four shock-tube flow regions (prior to interaction with the end 
walls). 
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The reflection of the shock at the end wall and its passage back up the shock-tube 
creates a fifth flow region, providing an opportunity to measure particle motion in two 
flow conditions (ignoring the stationary gas prior to shock passage).  Upon reflection, 
the shock proceeds back up the shock-tube (until it encounters the contact surface) with 
a Mach number given by: 
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Where the Mach number RM  is defined 22 )( auuM RR +=  
6.2 Description of the Shock-tube Facility 
The selected shock-tube facility that was used comprises the shock-tube itself, complete 
with a particle hopper to introduce the seeding material and pressure transducer 
instrumentation, along with a high speed camera to capture the effects of the shock 
passage, and a laser and mirror assembly to illuminate the seeding material (Figure 6-3 
and Figure 6-4). 
 
Figure 6-3: The shock-tube facility. 
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Figure 6-4: The laser sheet in operation.  The high-speed camera can be seen in the right of the image, 
focussed on the test section. 
 
The shock-tube’s internal dimensions are described by a total length of 9225mm, a 
width of 100mm and a height of 200mm.  The interior of the shock-tube was smooth 
and continuous along its whole length, save for an access port in the roof of the working 
section and any fragments of the diaphragm which may remain held in place after it is 
burst when the shock-tube is fired. 
 
The test cell was of a modular construction, allowing the installation of components for 
the introduction and venting of gases or vapours, or sections with different profiles.  In 
addition, the side walls could each be replaced with window sections allowing the use 
of photographic techniques. 
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Figure 6-5:  The shock-tube internal dimensions (all dimensions are given in millimetres) and 
 pressure transducer locations. 
Pressure transducers, located along each side of the driven section, recorded the passage 
of the shock.  In addition, transducer B (closest to the diaphragm and the first to 
experience the shock passage, see Figure 6-5) was used to provide a signal to trigger the 
laser and camera in time to capture its passage through the ballotini drop region. 
6.3 Description of the Pressure Transducers 
Both the pressure transducers and amplifiers used in the experiment were constructed 
specifically for the shock-tube facility and hence are not available commercially.  The 
pressure transducers are piezoelectric with a dynamic range from zero (ambient) to 
approximately 2×105 Pa (30psi).  The voltage sensitivity of the transducer output is 
50mV/psi.  The transducer 10% to 90% rise time was stated to be 5 µs.  Additionally, 
the amplifier 10% to 90% rise time was of the order of 1µs.  The performance of the 
pressure transducers is further investigated in Section 7.1. 
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6.4 Description of the High Speed Cameras (CCD and wet film) 
Particle motion was captured using a high-speed, 35mm wet film Cordin camera.  This 
camera was loaded with one metre long ribbons of film loaded onto a rotating drum. 
During operation, this drum can run at up to 30 revolutions per second inside its 
evacuated housing, with the film being continuously exposed.  The main advantage of 
using such a camera is that it can provide high-speed capture without suffering the loss 
in image resolution which still besets all but the most advanced (and hence expensive) 
of modern CCD (Charged Coupled Device) camera systems.  The camera was capable 
of recording fifty-one images within the approximately 4 ms duration of the experiment.  
However, due to the way in which a loop of film must be loaded within the camera and 
exposed during operation, it is possible for an image to fall within the gap between each 
end of the film, resulting in only fifty useable images.  Note that the camera shutter 
opened only once during each shock-tube firing.  Individual images were captured by 
each pulse of the laser. 
 
In addition to the wet film camera, two CCD cameras were available to allow image 
capture at low seeding levels of the order of 1000 particles per litre, where the CCD 
cameras are able to resolve individual particles.  Though these CCD cameras could 
capture images at high resolution, each was only capable of capturing two images from 
each firing. 
6.5 Description of the Laser 
The test particles were illuminated by a 2mm thick sheet of light from a copper-vapour 
laser source; the thin sheet ensuring that any measurements of the flow velocity only 
measured those velocity components parallel to the plane of the sheet.  Limiting the 
velocity measurements in this way is useful as it eliminates any depth of field issues 
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when recording the two dimensional particle flow.  This light enters through the 
transparent end wall of the shock-tube and illuminates the test cell.  The laser source 
was an LS35 Oxford Lasers Cu-vapour laser.  The laser provides two wavelength of 
light, 511 and 578 nm in an energy ration of approximately 2:1.  The laser operates in 
an unstable cavity mode, essential for sheet-forming applications, and has a pulse 
duration of approximately 30ns.  Such a short pulse duration allows the capture of sharp 
images, free of motion blur.  In each experiment, the laser pulsed 51 times with a 
repetition rate of 12.5 kHz. 
 
The use of a single laser light source to illuminate the particle cloud allows rapid 
multiple exposures.  In addition, the illumination is consistent between exposures, in 
pulse rate, brightness and orientation.  This contrasts with experiments such as those of 
Boiko and Poplavski (2005) which utilised three xenon lamps, set up about the camera. 
6.6 Description of the Seeding Material 
Ballotini was selected as the seeding material.  Ballotini consists of small spherical glass 
beads, available in sizes of 70 µm up to 850 µm in diameter.  These dimensions cover 
the range of ice particles seen in high altitude weather though cannot cover all shapes or 
crystal forms (see Chapter 2 for more detail).  At low altitude, the ballotini particles are 
a better simulation of the densely rimed and approximately spherical hail type.  In terms 
of particle density, the ballotini is approximately one and a half times as dense as ice.  
However, air inclusions or voids in weather particles lead to a greater disparity, 
especially at high altitude.  These beads are commonly mixed with paint to give a 
reflective surface to road markings.  In addition, ballotini is used in metal hardening 
applications.  The material properties of the ballotini used for the experiments are 
summarised in Table 6-1.   
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Percentage rounds Minimum of 80% spherical 
particles.
Size range Not more than 20% (by weight 
outside the nominal size range.
Angular particles Not more than 3% by number.
Air inclusions Not more than 10% of beads with 
more than 25% of projected 
surface area (tested visually by 
microscope).
Specific gravity 2.45 to 2.55 g/cm3
Bulk density 1.5 g/cm3
Hardness 6 Mohs
 
Table 6-1: Ballotini specifications supplied by the manufacturer. 
Though the ballotini was supplied in pre-graded packs, it was decided that the material 
should be further graded using a set of calibrated sieves.  The ballotini material was 
added to the top of the sieve stack and gently filtered down.  The collected material was 
further graded in this way until only a small fraction would be collected in any of the 
non-target sieves.  The graded material was then analysed using an automated optical 
technique.  This automated analysis was performed by sprinkling samples of the graded 
material onto the glass surface of an ordinary desktop scanner.  An image of the 
material was then scanned and stored using a high-resolution lossless bitmap, to be 
interrogated using a bespoke analysis tool.  This tool employed a series of simple image 
analysis techniques to detect and measure each particle.  Thus it was possible to 
accurately measure the size distribution of each batch of particles introduced to the 
shock-tube.  The technique used to measure the particle size distributions is described in 
greater detail in Annex E.  Annex E also presents histograms of the particle distributions 
which are summarised in Table 6-2. 
Particle Diameter Mean Std. Deviation
140-150 147.8 28.7
200-212 222.0 21.1
300-315 304.7 37.7
 
Table 6-2: Measured size distributions of ballotini samples, expressed in µm. 
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A ballotini hopper device for seeding the flow was designed to be placed into the roof 
access port of the working section of the shock-tube.  This hopper consists of a frame 
that supports a pair of perforated plates, along with a stack of fine grills (Figure 6-6 to 
Figure 6-9).  The first, uppermost plate acts as a tray, holding the seeding material prior 
to the experiment.  This plate then lies flush upon a second plate; both plates are 
perforated with matching arrays of holes.  By carefully placing the first plate upon the 
second, it is possible to keep all of the holes closed, preventing the seeding material 
from falling through.  At the start of an experiment, just prior to firing, a small electric 
motor drives a cam to slide the first plate such that all the holes line up and allow the 
seeding material to fall through.  The particles will then pass through a series of finer 
grills.  These grills are placed within the device to ensure an even a distribution of 
particles.  Finally, the seeding material drops through an opening in the base of the 
hopper and into the test section. 
 
 
Figure 6-6:  The internal arrangement of the ballotini hopper, with a series of perforated plates and grills 
stacked between an array of steel rods.  At the left-hand side of the stack a cam is used to 
disturb the uppermost perforated plate, allowing the ballotini to fall through.  In addition, 
the cam causes the lower grills to oscillate, enhancing the scattering of the pouring 
particles.  At the opposite end of the stack, a small foam wedge ensures that the stack is in 
contact with the cam.  (Ballotini hopper images provided by the staff of the shock-tube 
facility workshop.) 
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Figure 6-7: Perspective view of the ballotini hopper (compare with the photograph of Figure 6-8), 
displaying the arrangement of the stacked perforated plates and grills within the hopper.  
(Ballotini hopper images provided by the staff of the shock-tube facility workshop.) 
 
Figure 6-8: Photograph (perspective view) of the ballotini hopper showing the upper perforated plate 
used to hold the ballotini particles prior to the experiment. 
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Figure 6-9: Left End view of the ballotini hopper, showing the holes used to support the steel rods 
which hold and separate a stack of grills.  Right Lower view of the ballotini hopper showing 
the opening through which the ballotini drops.  The lowest of the grills used to scatter the 
ballotini (preventing the particles from simply pouring through the hopper in streams) can 
be seen through the opening. 
 
In an early shock-tube test firing it was observed that when the shock interacted with a 
cloud of larger particles (approximately 800 µm) that the cloud split into two 
components moving with different velocities, as shown in Figure 6-10.  It is thought 
that this is due to the existence of two size distributions in the particle cloud, where the 
first distribution is consistent with the particle sizes obtained by grading the ballotini 
and the second, more rapid, cloud is due to much smaller particles.  This second cloud 
may have originated as small grains stuck to the larger sieved particles, it may be the 
result of contamination in the hopper from previous tests, or it may be a result of the 
particle breaking up.  To counter this, the ballotini was washed and the hopper was 
thoroughly cleaned between tests.  The ballotini was examined post-test to search for 
evidence of particle break-up.  No such evidence of fractured particles was found in the 
recovered ballotini samples.  Following these measures, the secondary cloud did not 
appear in the high-speed camera images. 
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Figure 6-10: CCD image of observed cloud splitting following interaction with a shock.  The shock 
passes from left to right.  The laser sheet enters the shock-tube from the right. 
 
6.7 Processing of Camera Footage and Frame Extraction 
The film resulting from each shock-tube firing was processed in the same manner as 
ordinary camera film, producing a strip of developed negative images.  Each frame in a 
strip was then analysed using software especially written for the task.  To ready the 
images for input into the software each film strip was scanned in to a PC using a flat bed 
scanner.  The film was scanned in four sections with each section containing 
approximately sixteen frames.  The sections were scanned such that images at each end 
of the section of film would be repeated at the start of the next section.  Images were 
then stored as lossless TIFF (Tagged Image File Format) files. 
 
The original intention was to use a light emitting diode (LED), synchronised with the 
laser sheet, to provide a point of reference for each frame.  Therefore, this LED can be 
seen in some of the earlier images (the unlit LED assembly is visible in shots of the 
calibration sheet used to scale the camera footage).  Due to problems with capturing the 
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LED in the footage of some of the later shock-tube firings, a second technique was 
developed to extract a set of aligned images from the camera footage.  This second 
technique made use of the holes on each side of the camera film to provide a frame of 
reference in the horizontal direction of the images. 
 
The images are processed, and frames suitable for velocity analysis are extracted, using 
a tool created specifically for the task.  This tool consists of an interface (Figure 6-11) to 
allow the experimenter to manipulate and define the images whilst automating the 
process of locating and extracting image frames. 
 
The procedure for extracting frames from each scanned section of the high-speed film is 
as follows: 
i. Each image is cropped, removing any background (white) portions that might lie 
to the left and right of the film.  This crop is performed to minimise the amount 
of memory required to store the images.  (Note that images were scanned at as 
high a resolution as possible while still permitting processing on the PC’s 
available RAM.) 
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Figure 6-11: Extracting frames from scanned high-speed camera footage. 
ii. The images are inspected to ensure that all frame segments have been scanned in 
the correct orientation.  This can be achieved by noting that all of the numbers 
printed down the edge of the film appear on the same side and in sequence.  Any 
film image that is not in the correct orientation is rotated. 
iii. Images may be reordered to ensure the break in the loop of film appears at the 
top of the first image and the bottom of the fourth image.  In addition, the cloud 
images should be continuous (except at the breaks which mark the small space 
between the first and last frame recorded by the camera). 
iv. The centres of each of the holes running down each edge of the film are 
automatically detected (highlighted by red points in Figure 6-11) treating the 
holes as objects within the image and finding the centroid pixel position in each 
of those objects.  The hole ‘objects’ are detected using connected-component 
labelling; a method for identifying each object - or cluster of connected pixels - 
in a binary image. 
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v. For each film segment edge, a polynomial curve is fitted to the detected hole 
centre points.  Low order polynomials were selected to smooth the hole 
positions, while at the same time recognising that the film does not lie straight 
when placed on the scanner. 
vi. For each film segment, a third order polynomial is fitted to the hole positions, 
marking the centre of the film (the blue lines in Figure 6-11). 
vii. The position of the break which between the first and last exposure is identified 
interactively by placing a black band on the appropriate image. 
viii. To extract frames from the four images, a box is interactively placed about an 
exposure of the particle cloud.  To ease the extraction process, the selected 
exposure should not appear on the same segment as the break defined in step vii.  
In addition, the selected exposure should appear near the middle of its film 
segment. 
ix. The software automatically searches for the next exposure in the sequence via 
two-dimensional cross-correlation.  Using an estimated exposure spacing, the 
software examines a region on the same frame segment.  Differences in the 
horizontal position of the cloud exposures are accounted for using the 
polynomial fit of step vi.  Such differences in horizontal exposure are most 
significant when the fitting process proceeds from one segment to the next. 
x. The software iteratively searches for the next exposure sweeping through the 
image sequence until it meets the last exposure and the black band placed in step 
vii.  As the location of each new frame is found, its position on the film segment 
is outlined by a yellow box. 
xi. The software returns to the first frame (selected in step viii) and iteratively 
searches for the preceding exposures. 
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xii. Using the assumption that all exposures are evenly spaced on the film (a valid 
assumption since the camera drum spins at a high speed inside a low pressure, 
low friction casing), the software calculates new frame positions (seen in Figure 
6-11 as green boxes with dashed outlines).  This step reduces the amount of 
jitter, particularly in the vertical direction, seen in the final frame sequence. 
xiii. Due to the way in which the film is scanned, image segments overlap.  
Consequently, exposures at the end of one image segment may also appear at the 
start of the next segment.  Therefore instances of duplicate frames must be 
removed from the frame sequence. 
xiv. Due to the calculation of new frame positions made in step xii, boxes marking 
the location of image frames may in fact lie on the top or bottom edge of the 
image segment.  These frames are removed, resulting in a frame sequence of 
fifty-one images.  A single blank frame may be left in the sequence if an 
exposure occurred in the break in the film loop.  Such frames are seen in the 
some of the sequences as a blank grey image. 
xv. Frames sequences are assembled as an AVI format movie file.  In addition, data 
describing the position of the polynomial marking with respect to the frame 
position is stored in a separate binary data file.  This data is used in the next 
stage to improve the accuracy of the PIV process to calculate particle cloud 
velocity. 
6.8 Processing of Images and Extraction of Velocity 
Having scanned and assembled frame sequences the image require calibration before 
the cloud velocity can be calculated, via PIV or direct measurement of cloud 
displacement between frames.  An example frame is depicted in Figure 6-13. 
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6.8.1 Resolution 
The resolution of the images used to analyse the motion of the particle cloud may be 
found by measurement of the point-spread function (PSF).  The recorded image can be 
described as the convolution of the geometric image and the point-spread function.  
Thus the point-spread function can be found by measurement of the image of a point 
source or sources (such as provided by the ballotini particles).  Measurement of the 
spread of particle images reveal that the resolution of the high-speed camera images is 
approximately 2.5 pixels (scaling as 1.1mm) in the images used for velocity field 
extraction, based on the width of a Gaussian fit of intensity values across particles. 
The point spread function impacts upon the accuracy of any particle image velocimetry 
performed on the experimental footage, both during the PIV process itself and when 
measuring length scales from calibration images. 
6.8.2 Calibration 
All images recorded with the high-speed camera were calibrated by the use of additional 
images - also taken using the high-speed camera - of a gridded calibration panel (Figure 
6-12).  This panel was photographed using the high-speed camera under ordinary 
lighting conditions with the drum of film held stationary.  The panel was positioned 
inside the shock-tube test section, below the ballotini hopper and in the plane of the 
laser sheet.  In addition, the camera is sufficiently far from the particle cloud region to 
ensure that there is no distortion of the images due to perspective.  Thus the scale 
measured from the panel can be used for calibration of the images without further 
processing. 
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Figure 6-12: Image of the calibration board, placed into the plane of the laser sheet.  (Image taken 
 using a high-speed CCD camera)  Dark crosses on the board, spaced 25 mm apart, were 
 used to determine the scale of all of the image sequences. 
The position and focus of the camera remained constant throughout the period that the 
experiments were conducted; special precautions to ensure that the set-up was not 
altered included clamping the camera in place, restricting access to the laboratory and 
applying sticky tape to the camera lenses. 
6.8.3 Particle Image Velocimetry 
Particle Image Velocimetry (PIV) is a non-intrusive optical technique, used to measure 
the velocity field of flow particles via analysis of recorded images.  The PIV technique 
allows the whole of the image field to be probed with a high spatial resolution.  The PIV 
code used was based on the MPIV toolbox for Matlab (Mori and Chang, 2003). 
 
The geometry of the experiment (Figure 6-1) lends itself to PIV in many ways (Heartig 
et al., 2002) and allows for a simple approach to the image analysis. 
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 As the laser light sheet is perpendicular to the shock and the camera axis, with the 
camera looking across the plane of the shock, the captured images may provide a 
record of shock position without the need to account for effects of perspective. 
 As the seeding particles are subject only to three forces: gravity, buoyancy and drag, 
the particle motion can be expected to be restricted to the vertical plane, parallel to 
the laser light sheet.  (It is assumed that lift forces are negligible since the particles 
are spherical.)  Inspection of the acquired image frames shows that this is not 
actually the case; the particles do acquire an out of plane velocity component.  
However, the time between image exposures is short enough such that particles are 
confined to the light sheet long enough to appear, typically, in approximately 15 
frames.  Furthermore, just as particles are observed to leave the plane of the light 
sheet, other particles are observed to enter it. 
 The flowfield itself is not the target of scrutiny since the behaviour of the shock-tube 
is well understood.  Rather, it is the interaction of the particles with the shock that is 
to be studied.  Therefore, a lower number density of particles may be used than 
would normally be required to perform PIV.  The particle size is also greater than 
would normally be employed.  The smallest particle grade to be used will be 120 µm 
in diameter.  This compares with the maximum seeding (smoke) particle sizes of 
around 120 µm used by Arakeri et al. (2004) for the PIV study of vortex ring 
formation at the open end of a shock-tube. 
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Figure 6-13: An example frame extracted from the high-speed film. 
 
6.8.4 Changes in Cloud Shape/Distribution 
In determining the motion of a particle cloud it is necessary to define some consistent 
means of accurately measuring the cloud position.  As the shock envelops the cloud in a 
finite time, those particles at the front of the cloud will be accelerated before those 
downstream, causing the cloud to be compressed.  However, this view is further 
complicated by the fact that the particle size distribution will also give rise to a 
distribution in the particle location, acting to spread-out the cloud even at the same 
streamwise location (i.e. given distance upstream from the shock front). 
6.9 Processing of Pressure Data 
The passage of the shock is monitored by analysis of the output of the pressure 
transducers placed along each side of the shock-tube.  In each experiment, pressure 
transducer data was recorded at a rate of 1000 kHz for 22 milliseconds.  Output from 
the transducers was calibrated and amplified such that data is recorded in units of kPa, 
above atmospheric.  The resulting pressure data was stored in an ASCII file format; 
each transducer contributing a single file (organised as a simple list) of measurements. 
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Small differences in the set up of each channel’s amplifier result in an offset of the data.  
This offset is removed by calculating, for each channel, the mean pressure prior to the 
first pass of the shock.  This mean value is then subtracted from the entire transducer 
recording. 
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Figure 6-14: Pressure recordings obtained from the transducers located down each side of the shock-
tube.  Data is recorded at 1000 kHz. 
In order to ensure consistency, the processing of transducer data was automated so that 
for each channel, and each experiment, the time of shock passage past a transducer was 
calculated in an identical manner.  The time of shock passage was calculated by taking 
the first derivative of the transducer data and finding the location of the two largest 
peaks (the first peak occurs with initial shock passage, the second occurs following 
reflection).  Since the spacing between the transducers is known, it is a simple step to 
calculate shock velocities.  It was found that the initial shock passage is of constant 
velocity.  However, following reflection the shock is observed to decelerate slightly as it 
encounters the reflected expansion from the driver section of the tube. 
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On shock passage, the transducer output was quoted to change with a characteristic 
response time of the order of 40 µs (Holder et al., 2003).  However, as the time of shock 
passage is found automatically by the processing software, the point at which the shock 
passes a transducer can be considered to be consistent for each transducer and for each 
firing. 
6.9.1 Calculation of Initial Shock-tube Conditions 
In the next chapter, the results of the image and pressure output analysis are presented 
together with numerical predictions of the particle cloud motion.  These numerical 
predictions were made using initial conditions based on measurements of the shock 
passage. 
 
The pressure, 4P , in the driver section at the start of the experiment is calculated from 
the pressure ratio across the initial shock (in flow regions one and two), using 
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The ratio 12 PP  can be obtained directly from measurement of the mean pressure of the 
respective flow regions or from measurement of the shock Mach number using 
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Where the Mach number, defined by 1auM SS = , must itself be calculated using a 
value for the speed of sound derived from the measured room temperature.  Thus 
measurements of the shock strength and velocity are each used to determine the initial 
shock-tube conditions, providing two corroborating values for the pressure in the driver 
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section and an estimate of the measurement error.  Using such an estimate it was found 
that the experimental error in calculating the driver pressure was less than one percent.  
The conditions in the open driven section match those in the rest of the laboratory and 
are measured separately.  In practice, those conditions derived from the shock velocity 
were used since the precision afforded by the temporal measurement of the signals 
provides more precise values for the driver pressure. 
6.9.2 Variation in Reflected Shock Velocity 
Upon reflection at the end wall of the shock-tube, the shock progresses back up through 
the tube and passes once more through the particle cloud.  The transducer output reveals 
that the shock speed gradually slows following reflection.  Over the distance spanned by 
the pressure transducers, the deceleration of the shock can be described by a polynomial 
curve.  Thus it is possible to calculate the location of the end wall of the shock-tube 
from the shock passage.  Comparison of this calculated value with the known shock-
tube dimensions provides an estimate of the error in any predictions of shock location.   
 
Using polynomial fits of the shock position as a function of time - a linear fit for the 
initial shock passage and a quadratic following reflection – the position of the end wall 
of the shock-tube can be calculated.  The end wall was calculated to lie 4412±2 mm 
from the diaphragm, this compares with a figure of 4415 mm obtained by direct 
measurement.  From this result, it is inferred that the presence of the cavity in the roof 
of the shock-tube due to the hopper has a negligible influence on the flow, or the motion 
of the particle cloud. 
6.10 Summary 
This chapter has described all of the apparatus, the ballotini test material and analysis 
tools and techniques used to measure the passage of particle clouds through a normal 
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shock.  These various tools and measurements each contribute a source of error (random 
and systematic) toward the overall experimental uncertainty.  Estimates of the 
contributions from each of these element (PIV processing, scaling etc) are presented in 
Table 6-3 along with the overall uncertainty, calculated by summing the major 
contributions in quadrature. 
Source Uncertainty 
PIV (Image Correlation)
Based on the range of particle velocities observed in cloud images.
A
± 2 ms-1 ~5%
Image Scaling
Based on the apparent (pixel) resolution of the cross features on the 
calibration card shown in Figure 6-12.
A
± 2.5 pixels <1%
Horizontal Image Alignment
The uncertainty introduced by the need to scan high speed footage 
in four strips.
A
Within strips
Between strips
<1%
~3%
Shock Velocity / Driver Pressure
The uncertainty associated with shock velocity measurements.
A
± 2 ms-1 <1%
Cloud Position
The uncertainty in measurement of cloud position (the cloud 
velocity is sampled at the centre of the cloud in each image).
A
~8mm ~5%
Cloud Width
The uncertainty in cloud width in each image.  Particle motion 
predictions assume the initial cloud width is equal to the apperture 
in the base of the ballotini hopper.
A
~15mm ~5%
Particle Diameter Distributions
The approximate spread in particle diameters used in each 
experiment.
A
~10%
Total ± 4ms-1 ~15%
 
Table 6-3: Contributions to the overall experimental error. 
 
In the next chapter, the results of the shock-tube experiments are presented together 
with predictions of particle motion based on the shock-tube flow conditions.  
Additionally, the performance of the pressure transducers is examined, including 
response time and the noise contribution of the transducer signal output. 
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Chapter 7  
Presentation of Experimental 
Results 
This chapter presents the analysis and results following from the set of experiments 
described in Chapter 6.  The measured particle cloud motion following passage of the 
shock is presented for the six shock-tube firings in Annex F. 
 
The results of the shock-tube experiments are compared with numerical prediction of 
particle cloud motion obtained using the Spiderman numerical model.  All numerical 
predictions have been made using the initial conditions obtained by the measurement of 
shock velocity.  Since a wide range of drag correlations exists for the prediction of the 
forces acting on flow particles, a sample has been selected for comparison with the 
experimental results.  Predictions have also been made which include the effect of 
additional drag terms (for example buoyancy). 
 
The analysis of the experiment includes an examination of the performance of the 
pressure transducers used to determine shock strength, velocity and location. 
7.1 Analysis of Pressure Transducer Output 
Data describing the performance of the pressure transducer instrumentation was 
presented in Section 6.3.  Though this data was of use for the design of the experiment a 
further analysis of the recorded pressure output was performed to provide a precise 
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record of their performance (since the transducers were bespoke manufactured at the 
facility, little other information is available on their response to the shock).   
7.1.1 Measurement of Transducer Response Time 
The measured transducer response time is a function of three contributing effects.  
Firstly, the transducer has a finite diameter of 5 mm.  Therefore, shock passage at a 
velocity of 433 ms-1 (typical of the experiments) is calculated to take approximately 10 
µs.  The second contribution is due to the rise time associated with a simple change in 
pressure, where the pressure change is uniform across the sensitive face of the 
transducer.  Lastly, a contribution may arise as a result of amplifying the transducer 
signal for capture and storage to file.  In gauging the strength of each of these effects, 
the second and third contributions may be combined, thus the response time of the 
measurement system is given by, 
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Using a measure of shock duration similar to that of the shock thickness presented in 
Section 5.1 and depicted in Figure 5-7, the total response time is measured to be 
approximately 24.0 µs.  Hence, from Equation 232, the instrumentation response time is 
taken to be 21.8 µs, an improvement on the value of 40 µs given in Section 6.3 and less 
than 0.2% of the total time over which useful pressure data can be gathered.  Since the 
calculation of shock velocity used an automated method which treated shock passage in 
a consistent manner, it can be seen that the transducer response time introduces a 
negligible error. 
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7.1.2 Measurement of Pressure 
As can be seen from the signals depicted in Figure 6-14, the pressure measurements 
suffer from a noisy contribution.  In addition, it can be seen that the strength of this 
noise increases following shock passage.  The noisy contribution prior to initial shock 
passage (though following the firing of the shock-tube) is of the order of 0.1 kPa.  
Following shock passage this value rises to the order of 1.0 kPa.  Thus the uncertainty 
in the measured post shock pressure is of the order of ± 0.6%. 
 
The noisy contribution appears to rise still further when the reflected shock passes the 
transducers on its way back toward the driver section.  However, as the pressure values 
do not maintain a plateau it is difficult quantify.  
7.1.3 Transducer Output 
The pressure transducer output, together with the calculated driver pressure values is 
presented in Table 7-1.  This table includes the pressure records of all of the 
instrumented shock-tube firings (twenty-four in total) which occurred over the period of 
the experiments, including those used to test equipment (such as the ballotini hopper) 
and to synchronise the laser/high speed camera.  It can be seen that the experiments 
listed Table 7-1 include some ranges for ballotini size which would be excluded from 
later analysis.  These wide particle size distributions, such as 315 to 630µm range of 
LST 349 were produced as a result of the grading and sieving process described in 
Section 6.6.  Unlike the narrow size distribution samples of Annex E these samples did 
not suggest the use of a simple analytical description of their distributions. 
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005 425 1.6879 1.6810 2.9529 69.0 434.24 296 9.230 150-200
006 426 1.6850 1.6899 2.9771 69.9 434.72 296 9.218 150-200
007 427 1.6896 1.6859 2.9783 69.5 435.30 296 9.210 150-200
008 428 1.6693 1.6918 2.9507 70.1 432.96 296 9.255 200-212
009 429 1.6752 1.6918 2.9619 70.1 433.69 296 9.241 200-212
010 431 1.6814 1.6938 2.9776 70.3 434.20 296 9.230 140-150
011 432 1.6678 1.6869 2.9383 69.6 433.33 297 9.247 200-212
012 433 1.6712 1.6889 2.9487 69.8 433.30 297 9.248 200-212
013 434 1.6820 1.6948 2.9808 70.4 434.57 297 9.223 140-150
014 435 1.6658 1.6928 2.9459 70.2 432.88 297 9.256 140-150
015 436 1.6716 1.6899 2.9513 69.9 433.93 297 9.236 300-315
016 437 1.6914 1.7126 3.0333 72.2 436.11 297 9.190 140-150
017 438 1.6918 1.7106 3.0303 72.0 436.60 298 9.182 212-300
018 439 1.6767 1.6928 2.9668 70.2 434.53 297 9.224 315-630
019 440 1.6678 1.6899 2.9439 69.9 432.89 297 9.257 212-300
020 441 1.6661 1.6928 2.9463 70.2 432.69 297 9.261 212-300
021 442 1.6668 1.6908 2.9439 70.0 432.92 297 9.255 315-630
022 443 1.6750 1.6859 2.9501 69.5 433.08 296 9.253 212-300
023 444 1.6695 1.6869 2.9416 69.6 432.66 296 9.262 300-315
024 448 1.6686 1.6839 2.9343 69.3 432.52 296 9.265 212-300
025 449 1.6740 1.6849 2.9464 69.4 433.15 296 9.251 212-300
026 452 1.6797 1.6820 2.9518 69.1 433.79 296 9.238 300-315
027 453 1.6759 1.6820 2.9444 69.1 433.41 296 9.246 315-630
029 455 1.6705 1.6820 2.9340 69.1 431.38 294 9.287 212-300
Mean ratios: 1.676 1.690 2.960
 
Table 7-1: Overview of measurements from all shock-tube experiments.  The figures for temperature 
refer to the laboratory temperature taken on the morning of each session.  The time of the 
first frame is the period which is calculated to have elapsed between the bursting of the 
diaphragm and the first exposure of the laser.  Those shock-tube runs which are presented in 
the next section are highlighted in grey. 
 
7.2 Particle Motion 
The set of Figure 7-1 to Figure 7-6 present both the measured and predicted values for 
particle cloud velocity.  Data is presented for each set of experiments, covering the three 
particle ranges (140 µm to 150µm, 200 µm to 212 µm and 300 µm to 315 µm) 
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successfully studied.  In each case, experimental data is presented as discrete velocity 
measurements associated with consecutive frame pairs.  The velocity values fall 
between the exposures of the high speed camera.  Since the numerical prediction time-
step is much shorter than the period between the frames of the experiments, the 
predicted particle motion is presented as continuous datasets. 
 
Flow predictions were made at second order accuracy using the MLG slope limiter and 
the HLLE approximate Riemann solver.  (In order to simplify the process of producing 
each prediction, predictions for each particle size were made in parallel with three 
shock-tube geometries merged into a single problem.  Therefore, any set of predictions 
for the three particle sizes will share a common time step.)  A Courant number of 0.35 
was applied throughout.  The domain representing a single shock-tube matched the 
dimensions given in Figure 6-5 with a total length of 5.915 m, and a height set at 0.25 
m.  The domain was filled by 51220 cells where the edge of any cell had a maximum 
length of 10.0mm. 
 
Given the consistency of flow conditions seen in Table 7-1, a single set of initial 
continuum flow conditions was used for each of the flow predictions.  A mean driver 
gas pressure of 2.99×105 Pa and density of 3.62 kg m-3 were derived from the 
experiments; the driven gas conditions were taken as ambient pressure and density.  As 
it was desirable to ensure that particles were not removed from the calculation should 
there be any impacts with the shock-tube wall and that there were no curved surfaces in 
the problem, symmetry conditions were applied to each boundary. 
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In each prediction, the particle cloud is initialised in a rectangular region at the far end 
of the driven section between 4110.0 mm and 4210.0 mm from the diaphragm, 
coinciding with the aperture in the ceiling of the shock-tube for the ballotini hopper. 
 
It was predicted, via CFD simulation with the expected experiment conditions, that the 
gas temperature would increase by only 47.0 K following shock passage, far short of the 
melting point of glass ballotini material.  Therefore, the effects of heat and mass transfer 
were omitted from the predictions.  This in turn negates any requirement to include a 
mass source term.  However, momentum and energy source terms were included in the 
simulations. 
 
Predictions were made using a the drag correlations employed in the studies of Section 
1.3 describing previous efforts to predict particle motion about a hypersonic vehicle, 
with the correlations of Henderson (Equations 63, 64 and 65) and Swain (Equations 67 
and 68) , along with the correlation of Carlson and Hoglund (1964) and Clift and 
Gauvin (1970).  In addition, a prediction was made using the Henderson correlation 
which included the effects of buoyancy, Saffman lift, the Faxen force, Cunningham 
correction factor and virtual mass. 
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Figure 7-1: Particle motion measured during shock-tube run LST 429, (Bal 009), 200-212 µm diameter 
range.  The large error bar at approximately 11.6ms does not correspond to any discernable 
defect in the high-speed footage but is an artefact of the PIV process. 
9 9.5 10 10.5 11 11.5 12 12.5 13 13.5
-5
0
5
10
15
20
25
30
35
40
Time / milliseconds
C
lo
u
d 
V
el
o
ci
ty
 
/ m
s-
1
Extracted PIV Values
Mean PIV Cloud Velocity
Henderson
Henderson with additional terms
Swain
Carlson & Hoglund
Clift & Gauvin
 
Figure 7-2: Particle motion measured during shock-tube run LST 431, (Bal 010), 140-150 µm diameter 
range. 
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Figure 7-3: Particle motion measured during shock-tube run LST 432, (Bal 011), 200-212 µm diameter 
range.  The gap in the measured velocity corresponds to a frame falling in the break of the 
film loop. 
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Figure 7-4: Particle motion measured during shock-tube run LST 433, (Bal 012), 200-212 µm diameter 
range. 
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Figure 7-5: Particle motion measured during shock-tube run LST 434, (Bal 013), 140-150 µm diameter 
range. 
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Figure 7-6: Particle motion measured during shock-tube run LST 444, (Bal 023), 300-315 µm diameter 
range. 
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7.3 Discussion of Results and Summary 
It can be seen from each of the results (Figure 7-1 to Figure 7-6) that the expected 
velocity profile has been generated.  Following initial shock transit, the particle cloud 
rapidly accelerates.  This acceleration is halted when the cloud encounters the reflected 
shock passing back up the shock-tube; the cloud motion then switches to a gentler 
deceleration in the approximately stationary continuum flow. 
 
The results of LST 434 show a larger range of calculated velocities, evident by the large 
error bars of Figure 7-5.  This result is somewhat paradoxical, as the dense cloud 
appears to move as a single entity in the frames captured by the high-speed camera 
(Annex F).  Comparison of the velocity profiles with the images presented in Annex F 
reveals that in some instances, large spreads or deviations in cloud velocity may be 
identified with image defects in one or both of the corresponding frames. 
 
The profiles show good agreement with the prediction results produced using the drag 
correlations employed by Henderson and Swain.  In particular, the acceleration and 
subsequent deceleration of the cloud is in good agreement with predictions.  However, 
difficulties in making comparisons of particle motion arise due to two factors: 
i. Though the aperture in the ceiling of the shock-tube is 100 mm long, the 
ballotini hopper must be shorter in order to fit in the location above, leaving 
space at each end of the sliding perforated plate for the motorized cam and foam 
segment.  Thus the particle cloud cannot be assumed to fall within in a neat, 
100mm wide volume.  This introduces an uncertainty in the location of the 
cloud, and hence the time of each shock passage (Britan et al., 1995).  In any 
case where the cloud is closer to the driver section, the cloud will experience a 
longer period of acceleration and subsequently reach a higher velocity.  This 
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acceleration will also occur earlier, shifting the velocity profile forward.  
Conversely, in any case where the particle cloud is located further from the 
driver section the profile will be delayed and a lower cloud velocity will result. 
ii. PIV extraction of the particle motion produces a velocity field in the location of 
the cloud.  As discussed in Section 6.8.4, the particle size distribution results in a 
velocity gradient with those particles at the front of the cloud moving more 
quickly than those closest to the driver section.  To measure the mean cloud 
velocity values are sampled from a small region in the centre of the cloud.  This 
must be done as useful values of velocity can only be calculated in regions 
where particles appear in the camera footage.  However, this has the effect of 
filtering out both the slowest and fastest particles.  No such filtering occurs when 
calculating the mean velocity resulting from numerical prediction. 
 
The use of additional drag terms appears to offer no justifiable improvement in 
predicting the motion of the particle clouds. 
 
In the final chapter, recommendations for the development of further particle interaction 
experiments - including enhancements to and analysis and the inclusion of new test 
particle - will be discussed. 
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Chapter 8  
Prediction of Erosion 
The previous chapter demonstrated the use of the numerical model to make calculations 
of particle motion under conditions measured from a series of shock-tube experiments.  
In this chapter, the same model is used to generate predictions of the flow fields and 
resultant particle motion about the representative vehicle geometry (first introduced in 
Section 1.4.1).  These predictions provide data sets describing the state of particles as 
they impact upon the vehicle surface; data which may be used to calculate the erosive 
effect of the impacts. 
8.1 Flight Conditions and Geometry 
The two cases presented here correspond to flight at two points taken from the 
representative trajectory.  The first case corresponds to Mach 10 flight at an altitude of 
6.0 km, the second to Mach 14 flight at 12.0 km.  At these altitudes, the continuum 
flowfield about the vehicle can be considered to be inviscid (following the analysis set 
out in Section 1.4.1), though the effects of viscosity are included in calculation of 
particle drag.  In both cases, ice particle cloud properties consistent with the each given 
altitude are used; these particles enter the flow domain with a velocity and temperature 
matching the free-stream conditions.  A full list of conditions is given in Table 8-1, 
overleaf. 
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The erosion calculations are based on the erosion mass ratio formulae given in Section 
3.3.2 and impact data obtained from the numerical model.  It must be noted that a virgin 
(without erosion or ablation) surface, is assumed for each flow prediction and 
subsequent erosion calculation.  However, in any flight such a high-speed vehicle must 
reach the given flight conditions, for example following launch from the ground or 
during descent after atmospheric re-entry.  Therefore, the vehicle may be expected to 
have experienced a continuous change in shape as described in Section 1.2. 
Variable Case 1 Case 2
Altitude 12.0 km 6.0 km
Freestream Mach Number 14.0 10.0
Freestream Density 0.312 kg m-3 0.660 kg m-3
Freestream Velocity 4106.0 ms-1 3133.2 ms-1
Freestream Pressure 19166.1 Pa 46288.3 Pa
Particle Scale 1.0×10-4 m 1.0×10-4 m
Shape Function 4.0 0.15
Particle Bulk Density 837.0 kg m-3 837.0 kg m-3
Number Density 1.0×106 m-3 1.0×106 m-3
 
Table 8-1: Freestream continuum and particle properties for each of the particle erosion cases. 
For the erosion problems considered here, only the forward surface of the vehicle and 
forward portion of the flowfield need be included in the flow predictions.  The 
continuum phase is considered to be inviscid and so no boundary layer is present in the 
calculation to pass information upstream from the wake region.  The flow domain is 
presented in Figure 8-1; the inflow boundaries share common freestream properties (for 
both the continuum and particle properties).  Though a symmetry boundary condition is 
applied at the vehicle’s axis, the geometry of the problem prevents any particles from 
crossing though the boundary. 
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Figure 8-1: Layout of the domain used to predict the continuum and particle fields about the 
representative geometry introduced in Section 1.4.1. 
 
A computational mesh of 70162 cells was generated using three iterations of cell 
refinement on an initial, coarse mesh of 439 cells.  Cell refinement was based on the 
density gradient of the continuum solution at the end of each iteration; thus the fine 
portion of the mesh accommodates the entire shock layer.  The particle phase was 
included in the flow calculations once a refined mesh had been generated, entering from 
the inflow boundary. 
 
The cases were initially run at first order accuracy with no source terms (except 
geometrical), increasing to second order accuracy together with the mass, momentum 
and energy source terms once convergence had been achieved.  The HLLE approximate 
Riemann solver was used throughout.  Inspection of the first order flow predictions 
revealed that although the (computational) particles had entered the shock layer with a 
uniform distribution, following their passage through the shock the particle would tend 
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to flow along lanes.  These lanes followed the local particle velocity (see Figure 8-2).  
Upon extension to second order accuracy the appearance of these lanes would recede; 
those particles already in the lanes progress downstream out of the flow domain and are 
replaced by particles that then maintain their smooth distribution. 
 
As the data used for the calculations relies on discreet particle impacts, the results were 
filtered (smoothed) using locally weighted least squares linear fitting.  The use of such a 
method avoids the loss of resolution such as would be suffered when using a moving 
average filter.  In Figure 8-3 to Figure 8-10, the impact data is presented and compared 
with the particle impact properties which would be expected if the shock layer were to 
have no effect on the passage of the particles (i.e. the particles impact upon the surface 
in the absence of any flow).  All data is plotted against radial position. 
 
Figure 8-2: The location of computational particles (black points) superimposed over the density field 
for Case 2.  A single weighting value is applied to all particles.  The interior of the particle 
layer lies approximately six centimetres from the conical surface of the vehicle. 
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8.2 Case 1 Results 
In Case 1, the velocity of the prolate particles is found to be retarded to approximately 
69% of the freestream value in the stagnation region.  Further downstream, at the base 
of the conic portion of the vehicle, the particles impact upon the surface with 
approximately 84% of their freestream speed, having been accelerated in the radial 
direction, away from the axis.  These particles glance upon the surface at impact angles 
of seven to ten degrees.  Particle mass loss due to heating results in impact masses at the 
stagnation point and base approximately 80 and 27% respectively of the original value. 
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Figure 8-3: Variation in particle impact speed as a function of radial position, for Case 1.  The relative 
velocity of the freestream particles with respect to the vehicle surface is 4106.0 ms-1. 
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Figure 8-4: Variation in the mass of particles impacting the vehicle surface as a function of radial 
position, for Case 1.  This variation in particle mass at impact compares with a freestream 
particle mass of 2.93×10-11 kg. 
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Figure 8-5: Variation in particle impact angle as a function of radial position, for Case 1. 
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Figure 8-6: Calculated mass loss ratio over the vehicle surface for Case 1, based on the variation in 
impact properties. 
 
8.3 Case 2 Results 
In Case 2, those oblate particles entering the shock along the stagnation line are retarded 
by a factor of 3% of their original velocity.  Like Case 1, those particles entering the 
flowfield downstream of the nose are deflected away from the body.  However, here the 
deflection occurs such that these particles do not impact upon the surface.  Instead, a 
region is formed within the shock layer which is free from the particle phase.  As the 
flow prediction was made using a single particle size, there is a sharp discontinuity in 
particle number density between this particle free region and the rest of the shock layer, 
with the number density reaching a maximum at the interface between the two regions.  
Were the flow prediction to include a distribution of particle sizes, this discontinuity 
would be replaced by a smooth variation in number density, the more massive particles 
approaching closer to the surface. 
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Figure 8-7: Variation in particle impact speed as a function of radial position, for Case 2.  The relative 
velocity of the freestream particles with respect to the vehicle surface is 3133.2 ms-1. 
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Figure 8-8: Variation in the mass of particles impacting the vehicle surface as a function of radial 
position, for Case 2.  This variation in particle mass at impact compares with a freestream 
particle mass of 1.08×10-11 kg.  Note that the radial position over which the particles strike 
the vehicle surface covers only a small range about the nose (rather than the whole surface as 
is Case 1).  As a result, the range in particle mass at impact is also much narrower, with the 
consequence that differences in particle motion within the cells adjacent to the surface are 
evident.  These differences are evident in spite of the flow having converged to the same 
limit as that achieved in Case 1. 
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Figure 8-9: Variation in particle impact angle as a function of radial position, for Case 2. 
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Figure 8-10: Calculated mass loss ratio over the vehicle surface for Case 2, based on the variation in 
impact properties.  The large peak at the edge of the particle impact region (at 
approximately 0.1m) is a result of the mass loss correlation presented in Section 3.3.2 
(Equation 38) breaking down as the impact angle tends to zero. 
 
In both cases, inspection of the results demonstrates that as expected, those particles 
entering the shock layer about the stagnation region undergo a sharp deceleration.  
Further downstream those particles which enter the oblique shock are deflected away 
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from the vehicle surface, resulting in many of those particles which would otherwise 
strike the vehicle surface passing out of the flow domain. 
 
From the results of both cases, it can be seen that the potential erosive effect of higher 
altitude weather particles is mitigated by the presence of the vehicle’s shock layer.  The 
differences seen in the particle impact properties (mass, velocity, angle of impact) 
between the two cases are a result of the differences in the effect of the flow field on the 
particle habits found at the two altitudes (12.0 and 6.0 km).  Although the two particle 
habits modelled are of the same scale, the shape functions lead to very different masses 
and drag coefficients.  The ratios of particle inertia to drag lead to the two behaviours.  
The higher mass of the oblate particles at 12.0 km overcomes the greater drag 
coefficient giving rise to a moderate deceleration.  The low mass prolate particles 
modelled at 6.0 km are rapidly decelerated by the flow in the nose region.  Further 
round the vehicle surface the flow deflect the particle to the extent that they do not 
strike the vehicle, limiting the particle impacts to a small region about the nose.   
 
It has been shown that the model output can be used with existing formulae to calculate 
mass loss ratio.  In the final chapter, recommendations will be given for the further 
development of the numerical model to produce a tool for the prediction of the 
evolution of the shape of a vehicles thermal protection system during flight through 
weather. 
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Chapter 9  
Conclusions 
9.1 Study Aims 
The main aims of this study were to develop, and to provide supporting evidence for, a 
numerical model capable of predicting the motion of particulates within a high-speed 
flow.  The data from such a model can be used with existing erosion formulae to predict 
the erosive effect on a vehicle surface. 
9.2 Key Conclusions 
A CFD model, Spiderman, has been developed which predicts the motion of particulates 
within a hypersonic flowfield.  This model predicts both the particle and continuum 
flow in a time accurate manner.  Predictions are made to second order accuracy over an 
unstructured triangular mesh. 
 
It has been shown, via comparison with other numerical and exact results, that the CFD 
model can successfully predict the development of an inviscid flow.  In addition, the use 
of such comparisons has demonstrated the improvements in resolution, which are 
available through the use of slope limiting algorithms.  However, these improvements 
coincide with an increase in the computational expense of the solution process.  It is 
clear that improvements in resolution must approach a limit defined by cell size.  
Therefore, in order to achieve a high quality flow prediction while at the same time 
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making best use of computer resources, the use of a high order solver was 
complemented by the use of adaptive mesh refinement. 
 
Other conclusions drawn from the development of the numerical model include: 
 The calculation of continuum flow property gradients required as a step in the 
MUSCL-Hancock method may be utilised for second order calculation of flow 
properties at particle locations, thus reducing the computational expense. 
 The drag correlations employed by previous studies (described in Section 1.3), 
namely the correlations of Henderson, Swain and (to a lesser extent) Clift and 
Gauvin, have been shown to be appropriate for use in the numerical model for the 
purpose of predicting particle/shock interaction. 
 
Conclusions regarding the shock-tube experiment include: 
 A hopper device was constructed for use in a series of shock tube experiments.  This 
hopper proved to be effective at dispersing a cloud of test particles (ballotini or other 
material with a diameter or length of 630 µm or less) into the working section for 
shock passage. 
 The use of a closed shock tube provided an additional flow condition, behind the 
reflected shock, in which the particle cloud would decelerate.  The presence of an 
aperture due to the particle hopper had a negligible effect on the reflected shock’s 
passage. 
 The use of ballotini as a test material provides particle clouds with consistent shape 
and, once graded and processed, known size distributions.  The ballotini is inert and 
has proven to be resistant to mechanical break-up. 
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Using results from the numerical model, it has been shown that the presence of a shock 
layer affords a hypersonic vehicle protection against the erosive effects of atmospheric 
ice particles.  The predictions of the numerical model may be used to predict surface 
erosion which may occur as a result of particle impact. 
9.3 Recommendations 
Sections 9.3.1 to 9.3.4 deal with recommendations for the further development of the 
numerical model into a shape change model.  Following this, Sections 9.3.5 deals with 
proposals for further shock-tube experiments, including suggested improvements to 
instrumentation and analysis. 
 
The current ice interaction study has limited itself to consider the motion of ice particles 
through and behind a shock with a view to predicting particle states (velocity, mass, 
impact point) upon striking the surface of a vehicle.  Further effects may be included for 
accurate predictions of a vehicle flowfield and of ablation/erosion with the associated 
changes in drag. 
9.3.1 Extension to Three Dimensions 
The most obvious extension to the problem of modelling of ice particles through a 
vehicle flow field is to consider the general case of a body at incidence.  All of the 
effects and modelling techniques employed by the Spiderman code may be applied in 
three dimensions.  Three dimensional unstructured meshes consisting of tetrahedral 
replace the two dimensional triangular mesh.  The flow solvers and their extensions to 
second order accuracy can be applied to tetrahedra (this is one reason why they were 
selected).  The calculation of particle trajectories in three dimensions requires little 
additional data, though it is likely that more computational particles would be required.  
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Interpolation of flow variables from the mesh to particle positions would be handled 
using a scheme similar to that currently employed.   
9.3.2 Extension to Include Viscous Effects 
The effects of viscosity can be included as an addition to the existing flow solvers.  This 
may necessitate changes to the mesh handling of the numerical model to accommodate 
boundary layers.  In addition, as the surface of an eroding vehicle will undergo changes 
to its surface roughness, models or correlations should be included to capture the effect 
of this roughness on the boundary layer and the presence of turbulence. 
9.3.3 Extension to Include Chemistry 
The inclusion of chemistry would likely require the most effort.  Considering the 
surface of the vehicle to consist of Carbon only, at least four elements (oxygen, 
nitrogen, hydrogen and carbon) would need to be included in the calculations along with 
various other species.  The complexity of such modelling would likely be prohibitive, 
both in terms of producing a model and in running it. 
9.3.4 Modelling of Erosion/Ablation during Flight 
Since the model already provides a tool to predict the drag force acting upon a body, it 
is a simple matter to use the drag data to calculate a vehicle trajectory.  It is envisaged 
that if provided with an initial vehicle geometry and state vector (position and velocity), 
the extended model could calculate a trajectory through weather.  If required, a second 
trajectory model could be used to provide the initial state vector.  In addition, such a 
trajectory model could provide values such as the surface temperature of the vehicle, 
and estimates of charring or ablation effects. 
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The use of a three dimensional extension would allow the prediction of trajectories with 
six degrees of freedom.  That is, the trajectory calculation takes account of a vehicle’s 
rotation, as well its translational motion.  It is unlikely however that such detail would 
be required.  Flow calculations would therefore be made by assuming axial symmetry, 
with the vehicle aligned to the relative air velocity vector. 
 
It is recommended that a further study be undertaken to generate data, via experimental 
measurement or numerical modelling, describing the mass loss resulting from ice 
particle impact with a thermal protection system material.  It is envisaged that this 
impact data could then be made available to the Spiderman model via table look up.  
Smoothed Particle Hydrodynamics (SPH) has been identified as a means to generate 
such data numerically.  SPH is a technique which has been applied to a wide range of 
applications including fluid flow, heat transfer and structural mechanics problems. 
 
In addition to the inclusion of erosion effects, ablation may be more fully accounted for 
by modelling heat transfer from the surface into the heat sink represented by the internal 
structure of a vehicle.  The use of a mesh to represent external flow provides a simple 
means to include the solution of heat transfer equation (a parabolic partial differential 
equation) by finite element methods.  Just as subdomains may be used to define initial 
flow properties in the vehicle exterior, similar subdomains may be used to define the 
material and thermal characteristics of the vehicle interior.  The use of multiple interior 
subdomains would also allow the representation of complex thermal protection systems 
which might make use of a variety of materials.   
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Figure 9-1: Modelling of surface recession due to erosion/ablation, extrapolating from mean rates over 
edge segments to nodes lying on the surface.  
In order to maintain cell quality (such that triangles are not excessively elongated) it 
may be necessary to restructure the mesh.  Restructuring may be achieved by the 
addition (via refinement) of cells, or the exchange of cell nodes.  Maintenance of cell 
quality may also be aided by relocating interior nodes; the translation of interior nodes 
would then be based on the translation of their counterparts (siblings belonging to the 
same cell) on the mesh edge.  However, since the likely geometry of a problem is 
simple, and since the erosion of a vehicle surface will tend to remove any complex 
surface features, it is expected that the problem of mesh distortion would be trivial. 
9.3.5 Experimental 
It is suggested that further experiments should be conducted to examine particle motion 
behind a shock.  Such experiments may benefit from the use of alternative optics to 
improve image capture, e.g., the backlighting of particle clouds, or the use of Schlieren 
or shadowgraph techniques.  In addition such experiments may benefit from the 
increasing availability of high-speed digital cameras capable of competing (in terms of 
resolution and speed) with the wet film camera used in the experiments presented in 
Chapter 6 and Chapter 7.  The use of digital cameras will improve the accuracy of 
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velocity measurements (having removed the requirement to align frames) and may 
eliminate any noisy elements in the images. 
 
Future experiments should examine the passage of a range of non-spherical particles, 
through a shock.  Of particular interest are the plate and rod like particle shapes 
representative of high altitude weather.  Measurements of such particles’ rotational 
motion should be included in such experiments in order to test and perhaps modify the 
assumptions made in Section 3.5.9 used to develop the shaped particle drag formulae. 
 
The use of additional or alternative shock-tube facilities capable of operating over a 
broader range of conditions (different Mach number, employing alternative driver 
gasses etc) should be considered. 
 
Finally, efforts should be made to generate ice particle clouds to be introduced to a 
shock-tube.  Realistic ice particles that reflect the formation of natural weather particles 
may be grown via the use of a cloud chamber.  Experiments making use of ice particle 
grown in this way may then investigate particle break-up. 
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Annex A 
Ice Crystal Habit Classification 
This annex presents tables depicting snow and ice crystal habits defined according to 
the classification of Magano and Lee (Magano  and Lee 1966).  Particle classes are 
grouped according to shape and formation.  It can be seen that the a large proportion of 
the particle classes may be described as plate or rod like hexagonal prisms 
corresponding to the non-spherical particle drag correlation presented in Section 3.5.9. 
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N1a 
Elementary needle
C1f
Hollow column
P2b
Stellar crystal with 
sectorlike ends
N1b
Bundle of elementary 
needles
C1g
Solid thick plate
P2c
Dendritic crystal with 
plates at ends
N1c
Elementary Sheath
C1h
Thick plate of skelton 
form
P2d
Dendrtit ic crystal with 
sectorlike ends
N1d
Bundle of elementary 
sheaths
C1i
Scroll
P2e
Plate with simple 
extensions
N1e
Long solid column
C2a
Combination of 
bullets
P2f
Plate with sectorlike 
extensions
N2a
Combination of 
needles
C2b
Combination of 
columns
P2g
Plate with dendritic 
extensions
N2b
Combination of 
sheaths
P1a
Hexagonal plate
P3a
Two-branched crystal
N2c
Combination of long 
solid columns
P1b
Crystal with sectorlike 
branches
P3b
Three-branched 
crystal
C1a
Pyramid
P1c
Crystal with broad 
branches
P3c
Four-branched crystal
C1b
Cup
P1d
Stellar crystal
P4a
Broad branch crystal 
with twelve branches
C1c
Solid bullet
P1e
Ordinary dendritic 
crystal
P4b
Dendritic crystal with 
twelve branches
C1d
Hollow bullet
P1f
Fernlike crystal
P5
Malformed crystal
C1e
Solid Column
P2a
Stellar crystal with 
plates at ends
P6a
Plate with spatial 
plates
 
 
Table A-1: Magano-Lee ice and snow crystal classification scheme. 
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P6b
Plate with spatial 
dendrites
CP3d
Plate with scrolls at 
ends
R3c
Graupellike snow with 
nonrimed extensions
P6c
Stellar crystal with 
spatial plates
S1
Side planes
R4a
Hexagonal graupel
P6d
Stellar crystal with 
spatial dendrites
S2
Scalelike side planes
R4b
Lump graupel
P7a
Radiating 
assemblage of plates
S3
Combination of side 
planes, bullets and 
columns
R4c
Conelike graupel
P7b
Radiating 
assemblage of 
dendrites
R1a
Rimed needle crystal
I1
Ice particle
CP1a
Column with plates
R1b
Rimed columnar 
crystal
I2
Rimed particle
CP1b
Column with 
dendrites
R1c
Rimed plate or sector
I3a
Broken branch
CP1c
Multiple capped 
column
R1d
Rimed stellar crystal
I3b
Rimed broken branch
CP2a
Bullet with plates
R2a
Densely rimed plate 
or sector
I4
Miscellaneous
CP2b
Bullet with dendrites
R2b
Densely rimed stellar 
crystal
G1
Minute column
G2
Germ of skelton form
G3
Minute hexagonal plate
G4
Minute stellar crystal
G5
Minute assemblage of 
plates
G6
Irregular germ
CP3c
Stellar crystal with 
scrolls at ends
CP3b
Stellar crystal with 
columns
CP3a
Stellar crystal with 
needles
R2c
Stellar crystal with 
rimed spatial 
branches
R3b
Graupellike snow of 
lump type
R3a
Graupellike snow of 
hexagonal type
 
Table A-2: Magano-Lee ice and snow crystal classification scheme (continued). 
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Annex B  
Derivation of the Stokes Drag Law 
This annex presents a derivation of the Stokes drag law (Stokes, 1851), which describes 
the drag of spherical, non-rotating particles in a steady, low Reynolds number flow. 
 
The Stokes flow regime for which 0.1Re <<  may be accurately described by a 
simplification of the Navier-Stokes equations in which the inertial (convection) and 
unsteady terms are neglected: 
 u2∇=∇ µP  (1) 
 
Note that this also neglects the buoyancy force due to any pressure gradient associated 
with gravity. 
 
Consider a particle in a low Reynolds number flow in uniform motion with no rotation 
(see Figure B-1). 
 
Figure B-1: Definition of the flowfield geometry about a spherical particle for the calculation of Stokes 
drag. 
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Working in the particle frame of reference and defining the angle θ  to fall to zero in the 
direction of the freestream flow, the solution to the simplified Navier-Stokes equations 
may now be expressed in spherical co-ordinates: 
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By introducing a Stokes stream function, ψ , and ensuring continuity, the radial and 
tangential components of the velocity may be expressed as: 
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Substitution of Equations 3 into 2 result in 
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where the operator 2∇′  is defined by: 
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Elimination of the pressure terms in Equation 4 now yields: 
 
 ( ) 022 =∇′∇′ ψ  (6) 
 
Equation 6 must be solved by defining boundary conditions at the particle surface and in 
the far field.  At the surface, the application of a no slip condition ensures that the flow 
velocity falls to zero.  In addition, it is clear that far from the influence of the particle, as 
the distance r  tends to infinity, the components of the flow velocity may be given by: 
 
θcos
∞
→ uur  (7) 
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and 
 
θθ sin∞−→ uu  (8) 
 
where 
∞
u  is the freestream velocity (far from the particle).  Hence by application of 
these conditions, the solution for the stream function is found to be: 
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where a  is the particle radius.  By substitution of Equation 9 into 3, the radial and 
tangential components of the velocity field are found to be: 
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which exhibit symmetry in the fore and aft flow.  In addition to the velocity 
components, the solution for the pressure field can be expressed as 
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The force per unit area, σ , acting on the particle surface is given by the sum of the 
components of the pressure and viscous forces acting in the direction of the freestream 
flow: 
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The total force is simply given by the product of σ  and the particle surface area.  Thus 
the Stokes drag force varies linearly with the flow velocity as: 
 
auF
∞
= piµ6Stokes  (14) 
 
Alternatively, the pressure and viscous contributions to the Stokes drag may be 
determined separately.  The pressure contribution can be found by integrating the 
streamwise component of the pressure distribution over the particle surface. 
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This pressure, or form drag, results from the pressure gradient acting across (fore and 
aft) the particle.  Likewise, the drag contribution due to viscosity is found by the 
integration of the shear stress acting over the surface to yield a friction or viscous drag, 
where the shear stress is given by: 
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Resulting in the expression: 
 
 
∞
= uaFShear µpi4  (17) 
 
It can be seen that the contribution of the viscous drag is twice that of the pressure drag. 
Where the particle Reynolds number is based on particle diameter the Stokes drag law is 
expressed simply as: 
 
Re
24
=DC  (18) 
 
The Stokes drag law may be validly applied to the motion of spherical particles for 
Reynolds numbers less than unity.  Oseen (1910) developed an enhancement to the 
Stokes term by extending the derivation to include inertial effects, which are of 
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importance in the far field.  The inclusion of inertial effects allows for the presence of a 
wake (Rosenhead, 1963) behind the body, breaking the symmetry exhibited by 
Equations 10 and 11.  The resulting drag expression: 
 

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
+=
16
Re31
Re
24
DC  (19) 
 
may be applied to Reynolds numbers up to five.  For greater Reynolds numbers the 
particle drag may be predicted by the use of correlation. 
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Annex C 
Non-spherical Particle Drag 
Relations 
This annex presents the fitted drag curve data used to populate Table 3-7.  Each figure 
(Figure C-1 to Figure C-6) contains the relative (with respect to the spherical value) 
variation in the drag contribution as a function of particle shape function. 
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Figure C-1: Variation in pressure force contribution to the orientation-averaged drag on the family of 
spheroidal particles.  The data has been normalised using the pressure drag contribution of a 
sphere, resulting in fitted curves which will return the sphere drag value for a shape function 
of unity.  It can be seen that though the two fitted functions (for oblate and prolate shape 
function values) are relatively simple (red dashed lines), they accurately reflect the original 
trends. 
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Figure C-2: Variation in viscous force contribution to the orientation-averaged drag on the family of 
spheroidal particles.  As with the pressure values of Figure C-1 the data has been normalised, 
using the viscous drag contribution of a sphere.  The variation in the relative viscous can be 
seen to closely match the form of the pressure data. 
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Figure C-3: Variation in the orientation averaged area (presented to the oncoming flow) for the family of 
spheroidal particles.  The data has been normalised by the area of a circle of unit diameter 
(i.e. the presented area of a sphere of unit diameter).  Once again, the orientation-averaged 
data can be seen to closely match the form of the pressure and viscous force data. 
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Figure C-4: Variation in pressure force contribution to the orientation-averaged drag on the family of 
hexagonal prisms.  The data has been normalised using the pressure drag contribution of a 
sphere of unit diameter.  Thus it can be seen that particles with a shape function of the order 
of unity possess an averaged pressure exceeding that of the sphere.  Though the particle 
shape now differs somewhat from the spheroidal particle family, the use of the five 
parameter exponential fit function once again accurately captures the original data. 
Annex B  Non-spherical Particle Drag Relations 
 239 
-8 -6 -4 -2 0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
1.2
 y  = offset + a.exp(bx) + c.exp(dx)
 
offset = 4.13500e-001
a = 9.51559e-001
b = 2.30259e+000
c = -9.51560e-009
d = 3.52152e-009
 y  = a.exp(bx) + c.exp(dx)
 
a = 4.13500e-001
b = -4.60517e+000
c = 9.51559e-001
d = -2.30259e+000
log10 (Shape Function)
R
ela
tiv
e 
D
iff
er
en
ce
 
in
 
V
isc
o
u
s 
C
o
n
tr
ib
u
tio
n
 
to
 
D
ra
g
Drag Trend
Fitted Functions
 
Figure C-5: Variation in viscous force contribution to the orientation-averaged drag on the family of 
hexagonal prisms.  The viscous force data has been normalised using the viscous drag 
contribution of a sphere of unit diameter.  As was the case with the family of spheroidal 
particles, the variation in the normalised viscous drag contribution closely matches that of 
the pressure force contribution. 
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Figure C-6: Variation in the orientation-averaged area (presented to the oncoming flow) for the family of 
hexagonal prisms.  The orientation-averaged data has been normalised by the area of a circle 
of unit diameter.  As with the family of spheroidal particles, the variation in the orientation-
averaged area data can be seen to closely match the pressure and viscous force data. 
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Annex D  
Droplet Break-up 
This annex presents depictions of the break-up of liquid droplets during interaction with 
a post shock flow as a function of Weber number (Table D-1).  Though the break up of 
ice particle conglomerates will differ, lacking the surface tension force of a liquid 
droplet, the behaviours depicted are suggestive of the break-up of ice particles under 
similar conditions (from Reinecke and Waldman, 1975). 
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1 
 
Vibrational mode (Weber number ~10):-  Drop oscillates, then brakes up into two 
smaller drops. 
 
 
2 Bag break-up mode (Weber number ~20):-  Hollow bag is formed spanning a 
ring of fluid: Bag bursts and ring breaks up into many droplets. 
 
 
3 Claviform break-up mode (Weber number ~70):-  Similar to bag break-up, but 
with formation of central club prior to disintegration. 
 
4 Stripping mode (Weber number ~1000):-  Drop flattens and mist of droplets is 
stripped away from circumference into wake. 
 
 
5 Catastrophic mode (Weber number ~50,000):-  Drop is suddenly torn apart. 
 
 
Table D-1: Droplet break-up modes as a function of Weber number. 
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Annex E 
Ballotini Size Distributions 
This annex describes the procedure used to measure the ballotini particle size 
distributions for the graded material used in the shock-tube experiments of Chapter 6 
and Chapter 7.  The measured particle size distributions are presented in Figures Figure 
E-1 to Figure E-3. 
E-1 Description of Ballotini Size Distribution Measurement 
Following careful sieving, the Ballotini test material was measured by scanning images 
of the material scattered over the surface of a high-resolution flat bed scanner.   
Image scale was established using a series images of a steel ruler placed on the scanner 
at various angles.  Varying the placement of the ruler demonstrated that the resolution 
of the scanner, and thus the scale of the image, was the equal across the horizontal and 
vertical directions of the images. 
 
Scanned images were converted to greyscale intensity images before being subjected to 
a thresholding step.  The threshold step highlights the dark particles against a white 
scanner background and converts the intensity images to binary arrays in which the 
particles are identified as regions of ones against a background of zeros.  Separate 
regions were identified using a labelling procedure.  The object connected-component 
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labelling procedure, described by Haralick and Shapire (1992), results in a list of 
discreet image objects which can be rapidly characterized. 
 
Any instances in which particles are clustered within the image are dealt with by 
identifying such objects and excluding them from the analysis.  The circularity of the 
objects was used to identify single particles within the image.  The circularity of the 
particles was calculated using two methods.  The first method used the measured object 
area and the length of the object perimeter (equal to the circumference in the case of a 
lone spherical particle).  For a lone spherical particle, the ratio of the square of the 
perimeter length to the object area should be equal to 4pi.  The second method treated 
the image objects as ellipses, measuring the lengths of the minor and major axes and 
calculating the eccentricity.  It was determined that wherever the value of the ratio of 
the first method or the eccentricity of the second departed from the established values 
for a circle the image object was composed of two or more particles in close proximity.  
Such image objects were rejected and did not contribute to the measurement of size 
distribution.  In addition, object diameters more than three standard deviations from the 
mean value were removed from the sample; thus dealing with any other artefacts in the 
image.  Mean and standard deviation of the particle distributions were calculated from 
the remaining particle diameters. 
E-2 Size Distributions 
Figures Figure E-1 to Figure E-3 display histograms of the raw binned data taken from 
the scanned images of scattered ballotini.  Superimposed over the histograms are fitted 
Gaussian curves idealising each distribution and used to predict the shock-tube motion.  
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Figure E-1: Measured particle size distribution for the 140-150 µm diameter range of graded ballotini.  
Superimposed over the histogram of the measured data is a least-squares fitted Gaussian 
curve representing an idealisation of the distribution for use an input to the numerical model.  
The mean particle diameter for the sample is 147.8 µm with a standard deviation of 28.7 µm. 
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Figure E-2: Measured particle size distribution for the 200-212 µm diameter range of graded ballotini.  
The mean particle diameter for the sample (based on the least-squares Gaussian fit) is 222.0 
µm with a standard deviation of 21.1 µm. 
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Figure E-3: Measured particle size distribution for the 300-315 µm diameter range of graded ballotini.  
The mean particle diameter for the sample (based on the least-squares Gaussian fit) is 304.7 
µm with a standard deviation of 37.7 µm. 
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Annex F 
High Speed Camera Sequences 
In this annex, the image sequences of the high-speed camera footage used for the 
experiments described in Chapter 6 and Chapter 7 are presented.  The images in (Figure 
F-1 to Figure F-6) each of these sequences have been extracted using the process 
described in Section 6.7 thus are properly aligned, cropped and presented in the correct 
order.  Only those sequences which are clear enough to be presented in this manner 
shown.  To improve the appearance of the printed sequences, the negative images are 
displayed (the velocity extraction process handles light particles on a dark background).  
In each case, the particle cloud can be seen to move towards the right of the image. 
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Figure F-1: Particle motion sequence from shock-tube firing LST 429.  The particle cloud has a clear and 
well defined appearance in this sequence, individual particles can be distinguished.  A light 
vertical band appears on the right hand side of each of these frames (though this band is 
barely discernible in the images presented here).  This band is the result of the process of 
scanning the developed film for computer processing.  The appearance of this band was 
removed by a post-processing step prior to PIV processing.  Frame 3 in the sequence 
displays dark horizontal bands which are a source of error for the two velocity calculations 
involving Frame 3 and its neighbours.  Each frame measures 670 pixels wide by 252 pixels 
high. 
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Figure F-2: Particle motion sequence from shock-tube firing LST 431.  The particle cloud in this 
sequence is of a lower number density then that of the previously presented sequence (LST 
429).  Therefore, these images exhibit a lower contrast; though individual particles can still 
be clearly distinguished.  Frames 5 and 7 display flaws in the developed footage, affecting 
velocity measurements for the earliest stages of shock passage.  Each frame measures 670 
pixels wide by 305 pixels high. 
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Figure F-3: Particle motion sequence from shock-tube firing LST 432.  Image 28 in the sequence does 
not contain useful data as the image fell across the break in the loop of film.  The contrast in 
the images is satisfactory for use with PIV and no defects are apparent.  Each frame 
measures 670 pixels wide by 287 pixels high. 
Annex C  High Speed Camera Sequences 
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Figure F-4: Particle motion sequence from shock-tube firing LST 433.  As in the LST 432, this sequence 
contains a blank frame due to the image falling across the break in the loop of film.  Once 
again, the image contrast is satisfactory and individual particles are clearly apparent.  Each 
frame measures 670 pixels wide by 287 pixels high. 
Annex C  High Speed Camera Sequences 
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Figure F-5: Particle motion sequence from shock-tube firing LST 434.  The number density of the 
particle cloud is higher in this sequence resulting in high contract.  Some individual particles 
can be seen to the right of the cloud though the dense cloud itself appears to move as a single 
deforming mass.  The deformation of the cloud seen in this sequence is not discernible in the 
other, lower density, shock-tube firings.  Each frame measures 670 pixels wide by 242 pixels 
high. 
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Figure F-6: Particle motion sequence from shock-tube firing LST 444.  Image 12 in the sequence 
contains a large dark band due to it lying close to one end of the loop of film.  Similarly, 
image 13 also contains a defect (a perforation in the film).  Though quality of these images is 
disappointing when compared with those presented in Figures F-1 to F-5 the appearance of 
the particles is still clear enough to be useful for the calculation of cloud velocity.  Each 
frame measures 670 pixels wide by 283 pixels high. 
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