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Abstract
The matrix element method usually employs leading-order matrix elements. We discuss the
generalisation towards higher orders in perturbation theory and show how the matrix element
method can be used at next-to-leading order for arbitrary infrared-safe jet algorithms. We
discuss three variants at next-to-leading order. The first two variants work at the level of the
jet momenta. The first variant adheres to strict fixed-order in perturbation theory. We present
a method for the required integration over the radiation phase space. The second variant
is inspired by the POWHEG method and works as the first variant at the level of the jet
momenta. The third variant is a more exclusive POWHEG version. Here we resolve exactly
one jet into two sub-jets. If the two sub-jets are resolved above a scale pmin⊥ , the likelihood
is computed from the POWHEG-modified real emission part, otherwise it is given by the
POWHEG-modified virtual part.
1 Introduction
Precision particle physics relies on our ability to extract the fundamental parameters of the theory
(like couplings and masses) from the experimental data. The matrix element method [1–6] is
a very helpful tool to this aim. It allows us to make maximal use of all available kinematic
information for each individual event. A prominent application of the matrix element method is
the determination of the top mass. For a review of the experimental aspects of the matrix element
method with an emphasis on top mass measurements we refer to [7].
Usually these analyses are based on leading-order matrix elements. With increasing precision
one would like to extend the matrix element method to higher orders in perturbation theory. First
steps in this direction were done in [8–12]. In particular, in [9, 10] the extension of the matrix
element method to next-to-leading order (NLO) for processes with colourless final states was
presented. Coloured final states were considered in [12], however the technique presented there
is based on a very special 3 → 2 jet clustering algorithm. It is desirable to extend the matrix
element method at NLO to arbitrary infrared-safe jet algorithms.
In this paper we solve this problem and describe how the matrix element method can be used
at NLO for general processes and general (infrared-safe) observables. The typical application
is a process with hadronic final states, where jets are defined by an arbitrary infrared-safe jet
algorithm. The evaluation of the likelihood at NLO requires the integration over the radiation
phase space of the real emission. We show how this integration can be done numerically for an
arbitrary infrared-safe jet algorithm. We present three alternative variants of the matrix element
method at NLO. The differences among these three variants are on the one hand related to how
smearing effects due to imperfect detector resolutions are implemented in the transfer function
and on the other hand related to the used matrix elements, either strictly next-to-leading order or
POWHEG-modified matrix elements.
Within the first variant, which we may call “strict fixed-order”, we first cluster in the theo-
retical perturbative calculation the partons into jets. Smearing effects are then applied to the jet
momenta. The matrix elements are – as the name implies – the strict NLO matrix elements.
The second variant is a small modification of the first variant. The second variant works as
the first variant on the level of the jets. However, we take now the matrix elements to be the
POWHEG-modified matrix elements, i.e. matrix elements where Sudakov factors are included.
For a perfect detector and an infrared-safe observable the first two variants agree at NLO, nu-
merical differences are due to higher-order effects (entering through the Sudakov factor within
the POWHEG method).
The third variant is a more exclusive POWHEG version. Here we resolve exactly one jet
into two sub-jets. If the two sub-jets are resolved above a scale pmin⊥ , the likelihood is computed
from the POWHEG-modified real emission part, otherwise it is given by the POWHEG-modified
virtual part.
This paper is organised as follows: In the next section we give an overview of the matrix
element method. Section 3 is devoted to the transfer function. In section 4 we describe the
essential ingredients of a NLO calculation. Section 5 contains the main results of this article: We
present the three variants (“strict fixed-order”, “POWHEG-inspired” and “sub-jet based”) of the
matrix element method at NLO. Finally, section 6 contains our conclusions.
2
2 The matrix element method
Let us consider a theory, depending on parameters which we assemble in a vector~α. The entries
of ~α are called model parameters. Typical examples are couplings or masses. Let us denote by
~x the experimentally measured variables in an event. Typically, ~x consists of jet energies, jet
rapidities and the azimuthal angles of the jets. We further denote by~y the corresponding partonic
variables of a single event within a perturbative calculation. Within a leading-order calculation
a jet is modelled by one parton and the jet momenta coincide with the parton momenta. Thus in
typical applications at leading-order we may take the variables~y as the theoretical jet momenta
(or equivalently as the parton momenta). Identifying a jet with a single parton is a very crude
approximation. This approximation is improved by including higher-orders from perturbation
theory. Starting from NLO, a jet may be modelled by more than one parton. This implies that at
NLO we have to distinguish between jet momenta and parton momenta.
Let r and s be the dimensions of the vectors ~x and ~y, respectively. Note that the dimensions
of~x and~y need not to be the same. We denote by
dsσ
dy1...dys
(1)
the differential cross section. The total cross section is given by
σ =
∫
dsy d
sσ
dy1...dys
. (2)
At leading-order the differential cross section is given by
dσLO = ∑
fa, fb
∫
dxa
∫
dxb
f fa(xa) f fb(xb)
2sˆns(a)ns(b)nc(a)nc(b) ∑spins,colour
∣∣∣A(0)∣∣∣2 dφn. (3)
The sum involving fa and fb is over the flavours of the two initial state partons, xa and xb denote
as usual the momentum fractions of the two initial state partons. The variable sˆ denotes the
partonic centre-of-mass energy, ns(i) and nc(i) give for parton i the number of spin degrees of
freedom and the number of colour degrees of freedom, respectively. The relevant Born matrix
element is denoted by A(0). The quantity dφn stands for the phase space measure of n external
particles. The phase space for n final state particles is (3n− 4)-dimensional. We denote the
n-particle phase space by Φn and a point in the phase space by φn. It will be convenient to
abbreviate eq. (3) as
dσLO = B(φn)dφn. (4)
The model-dependent likelihood to observe an event~x for model parameters~α is given by
L (~x|~α) = 1
σ
∫
dsy d
sσ
dy1...dys
W (~x,~y) . (5)
The matrix elements enter in the partonic differential cross section dσ. At leading order, the dif-
ferential cross section dσLO/(dy1...dys) is a non-negative function, as required for the interpre-
tation of the left-hand side of eq. (5) as a likelihood function. If eq. (5) is used with leading-order
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matrix elements, we assumed implicitly that the leading-order matrix elements are integrable
over the n-particle phase space. If this is not the case, one adds a jet function. This is discussed
in more detail in section (4).
The function W (~x,~y) is called the transfer function and gives the probability that a partonic
event~y is measured in the detector as an event~x. The transfer function satisfies
∫
drx W (~x,~y) = 1. (6)
For a set of events {~x}= {~x1, ...,~xN} one defines the likelihood function for this set as
L ({~x}|~α) =
N
∏
i=1
L (~xi|~α) . (7)
The best fit for the model parameters ~α is given by the values, which maximise L({~x}|~α), or
equivalently maximise
lnL ({~x}|~α) . (8)
Contours of a standard deviations for the model parameters~α are obtained from the equation
lnL ({~x}|~α) = lnL ({~x}|~αmax)− a
2
2
. (9)
3 The transfer function
Let us briefly recapitulate our theoretical understanding of high-energy scattering events in had-
ron-hadron collisions. We start from the hard scattering event. The hard scattering event may be
calculated reliably in perturbation theory and involves only a few partons. The hard scattering is
followed by parton showering, hadronisation and the decay of unstable particles. In addition to
the particles originating from the hard scattering there will be particles originating from the inter-
actions of the hadron remnants. Soft particles from the hadron remnants constitute the underlying
event, hard particles from the hadron remnants are referred to as multiple interactions. Further-
more there might be more than one hadron-hadron scattering within a bunch crossing. This is
known as pile-up events. The physical particles (photons, electrons, muons, mesons, hadrons,
etc.) are then detected in the detector. Typical detectors are multi-purpose detectors, consisting
of sub-systems for tracking, electro-magnetic and hadronic calorimeters and muon chambers.
The raw data from the detector is then passed through the trigger, followed by a reconstruction
of the jet momenta.
The transfer function W (~x,~y) describes the conditional probability to observe a detector-level
event~x, given a certain partonic event~y. The transfer function models detector effects. As already
mentioned, the dimensions of the vectors~x and~y need not to be the same. For example, this will
be the case if one or more particles escape detection (like neutrinos), such that there is not enough
information to reconstruct all kinematic variables. The momenta of all particles (detected and
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undetected) will appear in the partonic variables ~y, however the variables corresponding to the
missing information will be absent in the detector-level variables ~x. In the following we will
assume that s ≥ r and we recall that s = dim~y and r = dim~x. It is beneficial to choose the two
sets of variables~x and~y as closely related as possible. By an appropriate choice of the two sets
of variables~x and~y it is often possible to assume that the transfer function factorises
W (~x,~y) =
r
∏
i=1
Wi (xi,yi) . (10)
This assumption implies that the y-variables yr+1, ..., ys, which have no partner in the x-variables,
are marginalised. For the modelling of the individual functions Wi(xi,yi) one chooses in practical
applications often a simple delta distribution
Wi (xi,yi) = δ(xi− yi) , (11)
or a Gaussian distribution
Wi (xi,yi) =
1
σi
√
2pi
e
− 12
(
xi−yi
σi
)2
. (12)
The delta distribution may be viewed as the limit σ→ 0+ of a Gaussian distribution:
δ(x− y) = lim
σ→0+
1
σ
√
2pi
e−
1
2(
x−y
σ )
2
(13)
Of course, more sophisticated models for the transfer function are possible, but the cases dis-
cussed above suffice for our purpose.
4 Next-to-leading order calculations
In the notation of eq. (4) we may write the differential NLO cross section as
dσNLO = [B(φn)+V (φn)+C (φn)]dφn +R(φn+1)dφn+1, (14)
where V (φn) denotes the renormalised virtual contribution, R(φn+1) the real contribution and
C(φn) a counter term for initial state collinear singularities. The terms in the square bracket live
on the phase space of n final state particles, while the real emission contribution lives on the
phase space of (n+ 1) final state particles. The two contributions are individually divergent,
only their sum is finite. In order to render the individual contributions finite, one either employs
phase space slicing [13–19] or the subtraction method [20–39]. Within the subtraction method
one subtracts and adds a suitable approximation term A(φn+1) and rewrites eq. (14) as
dσNLO = [B(φn)+V (φn)+C (φn)+A(φn+1)dφunres]dφn +[R(φn+1)−A(φn+1)]dφn+1. (15)
Here we used the fact that we may write the (n+ 1)-particle phase space as a product of a n-
particle phase space and a radiation phase space (also called unresolved phase space):
dφn+1 = dφndφunres. (16)
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Within the subtraction method one defines in addition for each subtraction term a projection from
the (n+1)-particle phase space to the n-particle phase space, which we denote by
φn = pi(α) (φn+1) , (17)
where α labels the individual subtraction terms.
For our purpose it will be more convenient to use phase space slicing. The phase space slicing
approach has recently seen a revival in the form of n-jettiness slicing [17–19,40]. One introduces
a small parameter τminn and divides the (n+ 1) phase space into the two regions τn > τminn and
τn < τminn . The former region is free of singularities and can be integrated numerically. The
latter region contains all infrared singularities. Here, one approximates the real emission matrix
element with its soft and collinear limits. This introduces an error of order O(τminn ). By choosing
τminn small enough one ensures that this approximation error can be neglected. Within the slicing
method we have
dσNLO = [B(φn)+V (φn)+C (φn)+ I (φn)]dφn +θ
(
τn− τminn
)
R(φn+1)dφn+1, (18)
where I (φn) denotes the integral of the soft and collinear approximation term over the unresolved
region τn < τminn . The theta function ensures that the real contribution is restricted to the resolved
region τn > τminn .
Let us now consider an infrared-safe jet algorithm. Typical examples used in hadron colli-
sions are the k⊥-algorithm [41–43], the SISCone algorithm [44] or the anti-k⊥-algorithm [45].
A jet algorithm defines a jet function Θn, which equals one if the (partonic) event is classified as
an n-jet event and zero otherwise. The n-jet cross section is given within the phase space slicing
approach by
σNLOn =
∫
Θn (φn) [B(φn)+V (φn)+C (φn)+ I (φn)]dφn
+
∫
Θn (φn+1)θ
(
τn− τminn
)
R(φn+1)dφn+1. (19)
Note that the jet function is evaluated either with n-particle kinematics φn or (n+ 1)-particle
kinematics φn+1. The latter situation occurs in the real emission term.
In addition, a jet algorithm clusters the parton momenta to jet momenta. We assume that each
jet is characterised by three variables, typically the jet energy and two angles, subject to the con-
straints imposed by momentum conservation: For hadron-hadron collisions we have momentum
conservation in the transverse plane, giving us two constraints. In electron-positron annihilation
all four components of the sum of the four-momenta of the two incoming particles are conserved,
giving us four constraints. We assemble the variables describing a n-jet configuration in a vec-
tor ~j. The dimension of the vector ~j is (3n− 2) for hadron-hadron collisions and (3n− 4) for
electron-positron collisions. A jet algorithm defines a map between the partonic phase space
variables φn and φn+1 and the jet momenta. We write this map as
~j = ~Jn,n (φn) and ~j = ~Jn,n+1 (φn+1) . (20)
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The jet algorithm records in addition, which partons are clustered into a specific jet. At LO, each
parton is assigned to an individual jet, while at NLO we have on the (n+1)-particle phase space
the possibility that two partons are clustered into a single jet, while all remaining (n−1) jets are
formed by one parton.
Eq. (19) gives the perturbative NLO prediction for the total n-jet cross section. It is clear that
in a comparison between a theoretical perturbative calculation and experimental measurements
the same jet algorithm has to be used. The formulation of the NLO prediction in the form of
eq. (19) has the advantage, that once this formula is implemented into a numerical NLO program
the actual definition of the jet algorithm (or more general the infrared-safe observable) can easily
be changed.
We may also consider differential cross sections. The most detailed information is provided
by the differential cross section which is differential in all the independent jet momenta variables
~j. We have with t = dim~j
dtσNLOn
d j1...d jt =
∫
dφnΘn (φn) [B(φn)+V (φn)+C (φn)+ I (φn)]δ
(
~j− ~Jn,n (φn)
)
+
∫
dφn+1Θn (φn+1)θ
(
τn− τminn
)
R(φn+1)δ
(
~j− ~Jn,n+1 (φn+1)
)
. (21)
The fully differential cross section in eq. (21) will be for reasonable input parameters a non-
negative function. Negative values from eq. (21) signal a breakdown of perturbation theory, for
example caused by a bad choice of renormalisation/factorisation scales or too extreme resolution
cuts.
The delta distributions in the first line of eq. (21) localise the integrand of the Born contri-
bution to a point. Thus for this contribution there are no integrals to be done. Up to an addi-
tional convolution involving Altarelli-Parisi splitting functions hidden in the terms C and I this
is the case for all terms appearing in the first line of eq. (21). In the second line of eq. (21) we
have (3n−2) delta distributions for hadron-hadron collisions and (3n−4) delta distributions for
electron-positron collisions. The number of integrations is (3n− 1) for electron-positron colli-
sions and (3n−1)+2 for hadron-hadron collisions, where the extra two integrations refer to the
integration over the momentum fractions xa and xb in eq. (3). In both cases we can use the delta
distributions to eliminate all but three integrations. Thus the real emission part involves an in-
tegration over a three-dimensional manifold. The technical challenge is the efficient integration
over this three-dimensional manifold. We discuss techniques to do that in the next section.
5 The matrix element method at NLO
In this section we discuss the new ingredients which appear when extending the matrix element
method to NLO. We will assume that we know how to handle the matrix element method at
leading order. In particular we assume that in the case of electron-positron collisions there is a
bijection between a jet momentum configuration ~j and a Born parton configuration φn. In the
case of hadron-hadron collisions we assume that there is a bijection between a jet momentum
configuration ~j and the set {φn,xa,xb}.
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We make only very mild assumptions on the jet algorithm. We assume an infrared-safe jet
algorithm, which provides a jet function Θn, jet momenta ~Jn,m and information which particles
are clustered into which jets. The jet algorithm may be provided as a computer code. In particular
we do not require that the jet algorithm is given by analytic formulae.
Our default transfer function is simply a product of delta distributions:
W (~x,~y) =
r
∏
i=1
δ(xi− yi) . (22)
This is no real restriction: Once we know how to solve the problem for the delta distributions, it
is an easy generalisation to allow Gaussian distributions for some or all variables.
5.1 The strict fixed-order variant
We first discuss a variant based on strict fixed-order perturbation theory. We take the experi-
mentally measured variables ~x to be the (experimentally measured) jet momenta configuration
~j exp:
~x = ~j exp (23)
We take the variables ~y to be the jet momenta configuration ~j theo from the perturbative NLO
calculation. The likelihood function at NLO is given by
L
strict (~x|~α) = 1
σNLOn
{∫
dφnΘn (φn) [B(φn)+V (φn)+C (φn)+ I (φn)]δ
(
~x− ~Jn,n (φn)
)
+
∫
dφn+1Θn (φn+1)θ
(
τn− τminn
)
R(φn+1)δ
(
~x− ~Jn,n+1 (φn+1)
)}
. (24)
Eq. (24) follows directly from eq. (21) and is nothing else than the NLO prediction to observe
n jets with jet momenta ~x. The technical challenge is a method to evaluate numerically the
likelihood given in eq. (24). To this aim we split eq. (24) into two parts:
L
strict (~x|~α) = L strictn (~x|~α)+L strictn+1 (~x|~α) , (25)
with
L
strict
n (~x|~α) =
1
σNLOn
∫
dφnΘn (φn) [B(φn)+V (φn)+C (φn)+ I (φn)]δ
(
~x− ~Jn,n (φn)
)
,
L
strict
n+1 (~x|~α) =
1
σNLOn
∫
dφn+1Θn (φn+1)θ
(
τn− τminn
)
R(φn+1)δ
(
~x− ~Jn,n+1 (φn+1)
)
. (26)
The numerical evaluation of L strictn (~x|~α) is basically a leading-order problem: Given~x we find the
corresponding variables~z= {φn} (for electron-positron collisions) or~z= {φn,xa,xb} (for hadron-
hadron collisions), and evaluate the integrand at this point including the appropriate Jacobian
JBn =
∣∣∣∣∣det
(
∂~Jn,n (φn)
∂~z
)∣∣∣∣∣
−1
. (27)
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In most applications the Jacobian JBn is trivial. Thus we obtain
L
strict
n (~x|~α) =
1
σNLOn
Θn (φn) [B(φn)+V (φn)+C (φn)+ I (φn)]JBn . (28)
The numerical evaluation of L strictn+1 (~x|~α) is more challenging. We explain in detail the case of
electron-positron collisions. The extension towards hadron-hadron collisions is straightforward,
however the notation is more cumbersome, as we have to take in addition the two integrations
over the momentum fractions xa and xb into account.
We may divide the (n+ 1) particle phase space Φn+1 into regions, where particles i and j
are clustered into a jet plus an irrelevant remainder region, which corresponds to the (n+1)-jet
region or to regions with less than n jets. This defines a function θi, j which equals one if particles
i and j are clustered into one jet and zero otherwise. Thus, we may rewrite L strictn+1 (~x|~α) as
L
strict
n+1 (~x|~α) =
1
σNLOn
∑
(i, j)
∫
dφn+1θi, jΘn (φn+1)θ
(
τn− τminn
)
R(φn+1)δ
(
~x− ~Jn,n+1 (φn+1)
)
.
(29)
In the region θi, j = 1 we use variables for Φn+1, which correspond to a factorisation into Φn and
Φunres. In more mathematical terms we think about a fibre bundle, where the total space is given
by Φn+1, the base space by Φn, the fibre by Φunres and the projection by pi(α). Given variables for
the Born configuration φn and three variables for φunres we may construct a point φn+1 in Φn+1.
We may think of these maps as the inverse of the Catani-Seymour projections pi(α) appearing in
eq. (17). The appropriate formulae can be found in the literature [12,46–49] and are not repeated
here. We denote this map as
s : Φn×Φunres →Φn+1,
φn+1 = s(φn,φunres) . (30)
Let us first recapitulate the method proposed in [12]. There the authors define a dedicated jet
algorithm based on the Catani-Seymour combination prescription with the property that this
jet algorithm combines the (n+ 1)-parton configuration φn+1 exactly back to the original Born
configuration φn. All points of the region θi, j = 1 in Φn+1, which map under this jet algorithm
to φn lie in the fibre above φn. This is illustrated in the left picture of fig. (1). The integral over
the radiation phase space is therefore a three-dimensional integral in the variables φunres. The
variables φn are fixed.
Let us now consider an arbitrary infrared-safe jet algorithm. Keeping the same coordinate
system with variables φn and φunres as before we have now the situation that the pre-image of
the jet configuration ~x is no longer in the fibre above φn. One solution could be to find the
analogue of the map s for the specific jet algorithm under consideration. However, this analytic
inversion needs to be done for each jet algorithm separately and can be quite challenging or even
impossible. We are interested in a flexible method, which allows us to change the jet algorithm
easily. Thus, we look for a numerical solution. The basic idea is to view the pre-image for an
arbitrary jet algorithm as a deformation of the pre-image of the jet algorithm advocated in [12].
9
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φunres
~x
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φunres
~x′
Figure 1: A sketch of of the region, which maps under the jet algorithm to the same jet configu-
ration. In the left figure we show the situation for the dedicated jet algorithm of [12]. The region
is in the fibre above ~x. On the right figure we show the situation for an arbitrary jet algorithm,
using the same coordinate system as before. The region is now no longer within a single fibre.
We may however still parametrise the three-dimensional manifold by φunres.
Thus, we may still parametrise the three-dimensional manifold by φunres. This is illustrated in
the right picture of fig. (1). In other words, there is a function
f : Φunres →Φn (31)
with
~Jn,n+1 (s( f (φunres) ,φunres)) = ~x. (32)
The function value f (φunres) is given as the value φn = f (φunres), which satisfies eq. (32). The
point φn can be found by standard numerical methods, for example Broyden’s method [50].
With these prerequisites the likelihood L strictn+1 (~x|~α) becomes
L
strict
n+1 (~x|~α) =
1
σNLOn
∑
(i, j)
∫
dφunresθi, jΘn (φn+1)θ
(
τn− τminn
)
R(φn+1)JR, (33)
where φn+1 is given by
φn+1 = s( f (φunres) ,φunres) . (34)
The Jacobian JR is given by
JR =
∣∣∣∣∣det
(
∂~Jn,n+1 (s(φn,φunres))
∂~z
)∣∣∣∣∣
−1
(35)
and can be computed numerically by replacing derivatives with small finite differences. For
specific jet algorithms it might be possible to obtain an analytic formula for the Jacobian.
Let us summarise: The likelihood for an event within strict fixed-order perturbation theory
is given by the sum of the terms in eq. (28) and eq. (33). The evaluation of eq. (28) is similar
to an evaluation at leading-order. On the other hand, the evaluation of eq. (33) involves a three-
dimensional integration. For each integration point the method requires the numerical evaluation
of the function f (φunres) and of the Jacobian JR.
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The method described above is efficient to compute the likelihood Ln+1(~x|~α) for an individ-
ual event ~x and model parameters ~α. However, in practical applications we have to repeat this
calculation a large number of times. Indeed, from eq. (7) we see that this calculation has to be
repeated N times for a set of events {~x1, ...,~xN} and fixed model parameters ~α. For large N it
might be more efficient to proceed as follows: One performs for given model parameters~α a sin-
gle NLO calculation of the n-jet cross section σNLOn with high Monte Carlo statistics and bins the
differential cross section in a multi-dimensional grid with bin sizes ∆xi. The Monte Carlo statis-
tics has to be high enough such that the statistical Monte Carlo error in each bin is acceptable.
This NLO calculation can be performed either with the subtraction method according to eq. (15)
or with the phase space slicing method according to eq. (18). If one uses the subtraction method
one encounters in particular for small bin sizes the problem, that the subtraction terms end up in
neighbouring bins, thus spoiling a cancellation within an individual bin. Once this NLO calcula-
tion has been performed, we obtain the differential cross section for any~x by interpolation from
the grid values. The likelihood is then given by
L
strict (~x|~α) = 1
σNLO
drσNLOn
dx1...dxr
. (36)
5.2 The POWHEG-inspired variant
Let us now discuss a small modification based on the POWHEG method [51–53]. As before
we take the experimentally measured variables~x to be the experimentally measured jet momenta
configuration ~j exp and we take the variables ~y to be the jet momenta configuration ~j theo from
the theory calculation. In the POWHEG-inspired variant we replace the strict fixed-order cross
section σNLO with the POWHEG cross section σPOWHEG.
Let us first introduce the quantity ¯B(φn), given within the phase space slicing method by
¯B(φn) = [B(φn)+V (φn)+C (φn)+ I (φn)]+
∫
dφunresθ
(
τn− τminn
)
R(φn+1) . (37)
Note that up to prefactors the quantity ¯B(φn) is very similar to the differential jet cross section
in eq. (21) and the NLO likelihood in eq. (24). The essential difference is that in eq. (37) the
(n+1)-jet region is included. The quantity ¯B(φn) can be computed with the methods discussed
in section 5.1.
Let us further introduce a (shower-ordering) variable p⊥, which equals in any singular limit
the transverse momentum. We define the Sudakov factor by
∆
(
φn, pmin⊥
)
= exp
(
−
∫
dφunresθ
(
p⊥− pmin⊥
) R(φn+1)
B(φn)
)
. (38)
Within the POWHEG-inspired approach we again write the likelihood as a sum of two terms
L
POWHEG (~x|~α) = LPOWHEGn (~x|~α)+LPOWHEGn+1 (~x|~α) , (39)
where LPOWHEGn (~x|~α) is given by
L
POWHEG
n (~x|~α) =
1
σPOWHEGn
Θn (φn) ¯B(φn)JBn ∆
(
φn, pmin⊥
)
. (40)
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and LPOWHEGn+1 (~x|~α) is given by
L
POWHEG
n+1 (~x|~α) =
1
σPOWHEGn
¯B(φn) ∑
(i, j)
∫
dφunresθi, jΘn (φn+1) R(φn+1)B(φn) J
R∆(φn, p⊥ (φn+1)) .
(41)
Re-expanding the Sudakov factors one can show that the POWHEG cross section σPOWHEG
agrees with the strict fixed-order cross section σNLO up to NNLO terms.
5.3 The variant based on identifying sub-jets
In this sub-section we consider for concreteness the k⊥-algorithm. Up to now we always took
the experimentally measured variables ~x to be the experimentally measured jet momenta con-
figuration ~j exp. A jet is made out of several particles and in this sub-section we investigate
the possibility that the transfer function is directly applied to the particles making up a jet. Of
course, our experimental and theoretical abilities are limited in this regard, but at next-to-leading
accuracy the following approach seems reasonable: We fix a (small) value pmin⊥ and we divide
the experimentally measured events into two sets: The first set consists of all events, where no
additional sub-jets are resolved above pmin⊥ . The second set is the complement: at least one jet
is resolved into sub-jets at a value p⊥ > pmin⊥ . Let us consider the second set in more detail. We
denote by psplit⊥ the largest value of p⊥, where a jet is resolved into two sub-jets. We replace thisjet by the two sub-jets. In this way we arrive at an (n+1) jet configuration.
The experimentally measured variables~x are now given either by an n-jet momenta configu-
ration ~j expn (if the event belongs to the first set) or by an (n+1)-jet momenta configuration ~j expn+1
(if the event belongs to the second set).
If the event~x corresponds to the first set (no sub-jets resolved above pmin⊥ ), we set
L
sub−jets
n (~x|~α) =
1
σPOWHEGn
Θn (φn) ¯B(φn)JBn ∆
(
φn, pmin⊥
)
, (42)
otherwise, if the event~x belongs to the second set (i.e. there is a jet which is resolved into sub-jets
above pmin⊥ ) we set
L
sub−jets
n+1 (~x|~α) =
1
σPOWHEGn
Θn (φn+1) ¯B(φn) R(φn+1)B(φn) J
B
n+1∆(φn, p⊥ (φn+1)) . (43)
The likelihood L sub−jetsn (~x|~α) in eq. (42) can be interpreted as follows: The quantity
Θn(φn) ¯B(φn)JBn
σPOWHEGn
(44)
gives the NLO probability for the n-jet event~x. This is multiplied by the Sudakov factor ∆(φn, pmin⊥ ),
giving the probability that no radiation above pmin⊥ occurs. In the same way we may interpret
eq. (43): The quantity
Θn (φn+1)R(φn+1)JBn+1
σPOWHEGn
(45)
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gives at the same order in perturbation theory the probability for a (n+1)-sub-jet event, which
will be clustered into a n-jet event. This is multiplied by the Sudakov factor ∆(φn, p⊥(φn+1)), giv-
ing the probability that no additional radiation with p⊥> p⊥(φn+1) occurs. The ratio ¯B(φn)/B(φn)
equals 1 up to higher orders in perturbation theory.
In this paragraph we considered for concreteness the k⊥-algorithm. For other jet algorithms
one replaces in the definition of the Sudakov factor in eq. (38) the argument of θ(p⊥− pmin⊥ ) with
the appropriate resolution variable from the jet algorithm.
The evaluations of ¯B(φn) and of the Sudakov factor ∆(φn, p⊥(φn+1)) require a three-dimen-
sional integration over the unresolved phase space. However, it should be possible to extract at
least the integrands of these integrals from the POWHEG BOX [53], making the POWHEG BOX
a convenient starting point for an implementation of this variant.
6 Conclusions
In this paper we considered the extension of the matrix element method towards next-to-leading
order. We discussed three variants. Within the first two variants we take as the experimentally
variables entering the transfer function the experimentally measured jet momenta. The first vari-
ant adheres to strict fixed-order perturbation theory and gives the likelihood of an event exactly
to next-to-leading order. Within the second variant we replace the NLO cross section σNLO by
the POWHEG cross section σPOWHEG. Within the third variant we try to identify sub-jets above a
scale pmin⊥ . If this is possible, the likelihood is given by the POWHEG-modified (n+1)-particle
matrix element, otherwise the likelihood is given by the POWHEG-modified n-particle matrix
element.
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