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En el presente trabajo, estudiaremos el problema de optimización de dividendos pa- 
ra  una  compañı́a  de  seguros  cuya  reserva  de  efectivo  y  la  tasa  de  interés  de  descuento 
son modelados por procesos de difusión con los coeficientes de la tendencia y la volatili- 
dad  dependiendo  del  régimen  económico  externo  (condiciones  macroeconómicas).  Este 
cambio de  régimen  está  modelado por una cadena de  Markov  observable de  estados  fi- 
nitos. El objetivo es encontrar un esquema de distribución de dividendos que maximice 
el valor esperado de los dividendos acumulados descontados hasta el tiempo de ruina. 
Consideramos dos escenarios: 
(I) Cuando el proceso de dividendos tiene una tasa y esta es uniformemente 
acotada. En este caso,  probaremos  un Teorema  de verificación  que indica que la 
solución  de  la  ecuación  Hamilton-Jacobi-Bellman  correspondiente  coincide  con 
la  función  de  valor  asociada  a  nuestro  problema  y  que  bajo  ciertas  condiciones 
una estrategia óptima existe. Además, encontraremos una forma expĺıcita de una 
estrategia óptima,  en el  caso de dos  reǵımenes.  Esta  estrategia consiste en que la 
compañ́ıa pagará dividendos  con  la tasa  máxima siempre y cuando el  proceso  de 
reservas después  de pagar dividendos sea igual  o mayor  a algunos  niveles  cŕıticos 
(barreras) y no pagar nada cuando se encuentre por debajo de estas barreras. 
(II) En general, cuando el proceso de dividendos es solo cadlag. En este caso, 
obtenemos una cota superior para la función de valor asociada a nuestro problema. 
Además, a  partir de los resultados obtenidos  en la literatura existente en proble- 
mas similares y de los resultados obtenidos en el presente trabajo conjeturamos 
una posible forma de la estrategia óptima. 
Palabras  clave:  Distribución óptima  de  dividendos,  procesos  de  difusión,  cambio  de 










In the present work, we will study the dividend optimization problem for an insu- 
rance entity whose cash surplus process and the discounting interest rate are modeled 
by diffusion processes with drift and volatility coefficients dependent on the extern 
economic regime (macroeconomic conditions). This regime switching is modeled by an 
observable finite-sate Markov chain. The aim is to find a dividend distribution po- 
licy that maximizes the expected total discounted amount of dividend payments up to 
bankruptcy. We consider two situations: 
(I) When the dividend process has a rate and this is uniformly bounded. In 
this case, we will prove a verification Theorem which indicates that the solution 
of the Hamilton-Jacobi-Bellman equation corresponding coincides with the value 
function associated with our problem and that under certain conditions an optimal 
strategy exists. Also, we will find an explicit form for optimal dividend strategy, 
in the case of two regimenes. This consists in that the company will pay out 
dividends at the maximun rate as long as the reserve process after the payment 
of pay dividends is bigger than or equal to than some critical levels (barriers) and 
do not pay dividends when is below these barriers. 
(II) In general, when the dividends process is cadlag only. In this case, we 
get an upper bound for the value function associated with our problem. Also, 
from the results obtained in the existing literature in similar problems and the 
results obtained in the present work, we conjecture a possible form of an optimal 
strategy. 
Keywords: Optimal distribution of dividends, diffusion processes, regime switching, 










Uno de los temas clásicos de investigación durante muchos años por parte de la cien- 
cia actuarial y literatura financiera es el problema de distribución óptima de dividendos 
en  una  compañı́a  financiera.  Este  problema  de  optimización  de  dividendos  es  conoci- 
do  como  “el  problema  de  la  gerencia  de  determinar  el  momento  óptimo  y  el  tamaño 
de  los  pagos  de  dividendos  en  presencia  de  riesgo  de  ruina”.  El  ejemplo  más  t́ıpico  de 
una corporación financiera con este tipo de problemas es el de una compañ́ıa de seguros. 
 
La atención y el interés alcanzado en el estudio de este tema, se debe en gran parte a 
la importancia que implica para una compañ́ıa las decisiones que tome con respecto a la 
distribución o pago de dividendos, al ser cruciales porque no solo representan una señal 
importante sobrelas oportunidades de crecimientofuturoy larentabilidad de esta,sino 
que además pueden influir en las decisiones de inversión y financiación incluso afectando 
la riqueza de los accionistas. Debido a que los dividendos se pagan del beneficio neto, 
los dividendos que se han de pagar no deben ser demasiado altos ya que las utilidades 
retenidas  pueden  llegar  a  ser  bajas  y  esto  podŕıa  causar  una  inestabilidad  financiera 
o disminuir las oportunidades de crecimiento. Pero si los dividendos son muy bajos, 
las  acciones  de  la compañı́a  pueden  volverse  menos  atractivas  para los  inversionistas  o 
futuros  inversionistas.  Por  tanto, seleccionar  una poĺıtica  de  dividendos  óptima  es  una 
de las decisiones  más importantes que cada compañ́ıa debe tomar. 
 
En la literatura, De Finetti B., en [5], fue uno de los primeros que estudió este proble- 
ma bajo un modelo de tiempo discreto. Karl Borch,  en [3] y [4],  discutió extensamente 
el  problema  de  encontrar  la  estrategia  óptima  de  pago  de  dividendos.  Jeanblac-Piqué 
y Shiryaev, en [11], aś ı como Asmussen y Taksar, en [2], plantearon y resolvieron el 
problema en tiempo continuo modelando la reserva de la compañ́ıa por un movimiento 
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Browniano.  Estos  últimos  emplearon  teoŕıa  de  control  ́optimo  en  este  tipo  de  modelo. 
Desde entonces ha aparecido una extensa literatura sobre el problema del dividendo 
y sus extensiones, incluyendo el de reaseguro (por ejemplo, Schmidli H., en [21]), la 
inversión  óptima  de  las  reservas  (por  ejemplo,  Højgaard  B.,  en  [10]),  el  impuesto  y el 
costo proporcional (por ejemplo, Løkka y Zervos, en [16]). 
 
En  este  contexto,  el  problema  principal  consiste  en  encontrar  una  poĺıtica  de  dis- 
tribución  de  dividendos  que  maximice  el  valor  esperado  de  los  dividendos  acumulados 
descontados (función de retorno) hasta el primer instante en el que el nivel de la reserva, 
después de pagar dividendos, llega a cero (tiempo de ruina). 
 
Diversos modelos tales como, procesos de difusión (por ejemplo, Asmussen y Taksar, 
en  [2]),  procesos  de  difusión  con  salto  (por  ejemplo,  Paulsen  y  Gjessing,  en  [19])  y  el 
proceso compuesto de Poisson (por ejemplo, Schmidli H., en [22]) se han utilizado para 
representar la reserva en ausencia de pago de dividendos. Sin embargo, teniendo pre- 
sente que es poco probable que los parámetros que influyen en el crecimiento económico 
sean constantes en horizontes de largo plazo (por ejemplo, por la presencia de ciclos 
económicos), estos modelos no reflejaŕıan los cambios que pueden ocurrir gradualmente 
o  producirse  abruptamente  en  la  reserva  de  una  compañ́ıa  y  en  la  tasa  de  descuento, 
las cuales podŕıan ser producidas por algún régimen económico externo. 
 
Para entender mejor uno de estos modelos consideremos un espacio de probabilidad 
completo  (Ω, F , P)  con  una  filtración {Ft} = {Ft; t ≥ 0} que  satisface las  condiciones 
usuales.  Representaremos  por  un  proceso  de  difusión  {Xt; t  ≥ 0} a  la  reserva  de  la 
compañı́a,  y  por  µ y  σ  la  tendencia  y  la  volatilidad  respectivamente.  Adicionalmente, 
consideremos  un movimiento  Browniano {Wt; t ≥ 0} con  respecto a la filtración {Ft}. 
De este modo, la reserva de la compañı́a será modelada por 
 
dXt = µdt + σdWt. (1.0.1) 
 
En este modelo, los coeficientes µ y σ son constantes y la incertidumbre causada por 
movimientos  minúsculos  y continuos  de la reserva está representada por el  movimiento 
Browniano. Sin embargo, la reserva (que está sujeta a los cambios que sucede en la eco- 
nom ı́a) puede variar de vez en cuando entre, digamos, un estado “tranquilo”(estable, 
con baja volatilidad) y un estado “turbulento”(inestable, alta volatilidad). Entonces, 
es necesario definir un modelo que tenga presente estos cambios aleatorios que se dan 
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a lo largo del tiempo. 
 
Durante  los  últimos  años,  ha  habido  un  gran  número  de  trabajos  donde  se  han 
tenido en cuenta estas condiciones cambiantes, agregando a estos modelos un cambio 
de  régimen  controlado  por  una  cadena  de  Markov  de  tiempo  continuo  {αt; t  ≥ 0} y 
espacio  de  estados  finito  S = {1, 2, ...N }.  En  general,  el  cambio  de  régimen  se  utilizó 
para caracterizar  el  cambio de la condición económica. Por ejemplo, es apropiado para 
describir las cantidades macroeconómicas, lo cual es apoyado por una literatura sustan- 
cial en econometŕıa (por ejemplo, Hamilton D., en [9], quién introdujo por primera vez 
el modelo con  cambio de régimen). Para estudiar más modelos donde se tiene presente 
el  cambio  de  régimen  aplicados  en  otras  áreas  de  finanzas,  recomendamos  leer  Roger 
M. y en Robert E., [17]. Los estados de la cadena de Markov representan los posibles 
estados de la econom ı́a concebible. As´ı,obtenemos el siguiente modelo 
 
dXt  =  µ(αt)dt + σ(αt)dWt. (1.0.2) 
Notemos  que  en  (1.0.2)  los  parámetros  µ y  σ  ahora  dependen  de  α,  es  decir,  cam- 
biarán según el régimen  bajo el cual se esté rigiendo la reserva. Indicando  aśı que estos 
dependerán del estado en el cual se encuentre la economı́a. Existen varios trabajos que 
han utilizado el modelo (1.0.2) para representar la reserva como por ejemplo, Jiang 
y  Pistorius,  en  [12],  Jinxia  Z.,  en  [26]  y  también  Sotomayor  y  Cadenillas,  en  [23].  En 
estos trabajos, la estrategia de pago de dividendo es considerado un proceso estocástico 
{Ct; t  ≥ 0} llamada  estrategia  o  poĺıtica  de  dividendo,  la  cual  es  definida  de  manera 
adecuada según el problema y además la dinámica del  proceso de reserva {XC ; t ≥ 0} 
en presencia de pago de dividendos es dada por 
 
 
dXC = µ(α )dt + σ(α )dW − dC . (1.0.3) 
El problema de control estocástico clásico que se define en una compañ́ıa de seguros 
está  sujeto  a  una  dinámica  adecuada  y  a  una  tasa  de  descuento  constante  δ  >  0;  el 
objetivo  es  hallar  una  estrategia  de  distribución  de  dividendos  que  maximice  el  valor 
esperado de los dividendos acumulados descontados hasta τC (tiempo de ruina bajo la 
estrategia  C).  Es  decir,  bajo  la  ecuación  con  cambio  de  régimen  (1.0.3),  maximizar  el 
valor de la media  
V C(x) = E 











sobre  el  conjunto  de  estrategias  adecuadas,  encontrar  una  estrategia  óptima  C∗  y  la 
correspondiente función de valor 
 
V (x) = V C
∗ 
(x) = sup V C(x). 
 
La expresión (1.0.4) es  el valor actual (según su propia tasa de descuento) que pagará 
la gerencia por la inversión de sus accionistas en la compañ́ıa. 
 
Sin  embargo,  las  tasas  de  interés  constituyen  una  parte  integral  de  la  economı́a  de 
mercado, que puede influir desde decisiones que se toman con respecto a grandes inver- 
siones dentro de las compañı́as,  hasta pequeñas  decisiones  de gasto en los hogares. Las 
incertidumbres presentes en los mercados financieros pueden cambiar el comportamien- 
to monetario de un inversionista, conduciendo a un resultado totalmente diferente del 
esperado bajo la suposición de una tasa de interés constante. Intuitivamente, está claro 
que  una  tasa  de  interés  estocástica  refleja  fluctuaciones  en  el  mercado  mejor  que  una 
determińıstica  y  esto  ayudaŕıa  a  tener  un  modelo  más  realista  que  los  modelos  antes 
mencionados. 
 
Teniendo en cuenta la importancia de estos factores, en este trabajo de tesis mo- 
delaremos  la  tasa  de  interés  de  descuento  por  un  proceso  de  difusión  con  cambio  de 
régimen con el próposito que este refleje las fluctuaciones presentes en el mercado, ayu- 
dando  aśı  a  tener  un  modelo  más  general  y  realista.  Existen  trabajos  recientes  en los 
que  esta  tasa  de  descuento  es  representada  de  una  manera  estocástica:  Eisenberg,  en 
[6], trabajó con  el modelo de Vasicek y el modelo de  Dothan para representar el factor 
de descuento pero para la reserva utilizó un proceso de difusión sin cambio de régimen; 
Zhengjun y Pistorius, en [12], representaron la reserva por la difusión dada en (1.0.2) y 
la tasa modelada por la cadena de Marvov α. Zhu y Chen, en [27], utilizaron el mismo 
modelo para la tasa de descuento y para la reserva el mismo modelo con parámetros de 
la difusión más generales. 
 
En este trabajo, representaremos a la tasa de descuento como un proceso con cambio 






t t t i 2 
para i = 1, 2, ...N. (1.0.5) 
5  
t 0  t t 
Además, {Bt; t ≥ 0} es un movimiento Browniano estándar y B, W , α son procesos 
estocásticos independientes. 
 
Nuestro problema de control estocástico que es objeto de estudio a lo largo de esta 
tesis es encontrar la estrategia óptima C∗  que maximice el valor esperado 








bajo el modelo (1.0.3) y (1.0.5). 
 
El principal aporte del presente trabajo de tesis es que el modelo que estudiaremos 
es una extensión de los modelos considerados  en la literatura (por ejemplo, [2], [6], [12] 
y [23]), y por tanto describe de una mejor manera la evolución de la tasa de descuento. 
 
La  estructura  del  trabajo  es  la  siguiente.  El  caṕıtulo  2  consiste  en  la  presentación 
del  modelo.  En  este caṕıtulo se  describirán los  objetos  matemáticos  involucrados  en el 
modelo, se presentarán las ecuaciones diferenciales estocásticas que rigen las dinámicas 
correspondientes  y  se  formulará  detalladamente  el  problema  de  optimización  de  pago 
de dividendos a resolver. 
 
En el caṕıtulo 3, abordaremos el problema de control óptimo bajo estrategias admi- 
∫ t 
sibles de la forma C = c dt, donde c representa un proceso de tasas de dividendos 
acotadas. Esto ayudará a entender la ecuación de tipo Hamilton-Jacobi-Bellman (HJB) 
asociada al problema. Además, encontraremos condiciones suficientes para que una fun- 
ción sea la función de valor y para que una estrategia de pago de dividendos sea óptima 
(Teorema de verificación). Estas condiciones son tenidas en cuenta para la construcción 
de  un  candidato  para  la  función  de  valor,  que  se  realizará  en  este  capı́tulo  con  el  fin 
de  encontrar  de  forma  expĺıcita  la  función  de  valor  y  una  estrategia  de  pago  óptima. 
Además, realizamos la demostración de que el candidato obtenido es la función de valor. 
Este  caṕıtulo  finaliza  con  una  comparación entre  los  resultados  obtenidos  en esta tesis 
y los obtenido en el trabajo de Eisenberg, en [6], donde no se tiene presente el cambio 
de régimen. 
 
En el cap ı́tulo4, consideramos estrategias con tasas de dividendos no acotadas. Las 
estrategias admisibles en este caso son cadlag, adaptados a la filtración {Ft}, con trayec- 
toriascrecientes no negativas. Demostraremos en este contexto una partedel Teorema 
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de  verificación  correspondiente.  De  manera  más  precisa,  probaremos  que  bajo  ciertas 
condiciones, una cierta función es mayor o igual que la función de valor. Además, cons- 
truiremos  un  candidato  a  ser  cota  superior  para  la  función  de valor  y conjeturamos  la 
posible  forma  de  una  estrategia  óptima  basados  en  varios  trabajos  que  han  estudian 
problemas similiares y los propios resultados obtenidos en esta tesis. 
 












Optimizacion de dividendos 
 
2.1. Modelo  matemático 
A lo largo de este trabajo de tesis asumiremos que (Ω, F, {Ft}, P) es un espacio de 
probabilidad filtrado completo donde {Ft} = {Ft; t ≥ 0} es una filtración que satisface 
las  condiciones  usuales.  Asumiremos  además  que  W, B  y  α  son  procesos  estocásticos 
independientes tales que: 
• {Wt; t ≥ 0}  es  un  movimiento  Browniano unidimensional  estándar  con  respecto 
a la filtración {Ft}. 
• {Bt; t ≥ 0}  es  un  movimiento  Browniano  unidimensional  estándar  con  respecto 
a la filtración {Ft}. 
• {αt; t ≥ 0} es una Ft-cadena de Markov en tiempo continuo con espacio de 
estados finito S = {1, 2, ..., N }, N ≥ 2, y con una matriz generadora irreducible 
Q = [qij]N ×N tal que qii = −λi < 0 para cada i ∈ S. 
Asimismo, para cada i ∈ S, 
• µi = µ(i) y σi = σ(i) son constantes positivas. 
2 
• mi = m(i) y δi = δ(i) son constantes positivas tales que mi >2 i . 
En  el  presente  modelo  la  reserva  de  una  compañı́a  de  seguros  X  =  {Xt, t  ≥ 0} 
evoluciona, enausencia de pago de dividendos, regida por el movimiento Browniano W 
y la cadena de Markov α, de acuerdo a la siguiente ecuación: 
 
dXt  = µ(αt)dt + σ(αt)dWt, X0 = x ≥ 0, α(0) = i, (2.1.1) 
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con  un  nivel  inicial  de  la  reserva  x.  Este  modelo  de  difusión  con  cambio  de  régimen 
captura  ocasionalmente  cambios  simultáneos  y  sustanciales  de  los  parámetros.  De  es- 
te modo, nuestro modelo no solo considera las perturbaciones continuas inciertas y 
minúsculas sobre la reserva que son  generadas  por el  movimiento Browniano sino tam- 
bién  considera  los  diversos  escenarios  que  se  pueden  presentar  en  la  compañı́a.  Para 
ser  más  precisos  con  respecto  a  la  importancia  de  considerar  en  nuestro  modelo  una 
cadena de Markov, entendamos que los estados de dicha cadena representan los dife- 
rentes  estados  de  una  economı́a.  El  cambio  de  régimen  de  los  estados  de  la  economı́a 
puede  atribuirse  a  los  cambios  estructurales  en  las  condiciones  (macro-)económicas, 
los  cambios  en  los  regı́menes  poĺıticos,  el  impacto  de  las  noticias  (macro-)económicas 
y los ciclos económicos, etc. Estas condiciones serán modelas por la cadena de Markov α. 
 
En este modelo, los procesos X y α son completamente observables por la com- 
pañı́a.  Es  decir,  en cada  instante la compañı́a  tiene información sobre  estos  dos,  desde 
el  principio  hasta el  presente. En base a  esta  información la compañ́ıa  decide cuál será 
la estrategia de dividendos adecuada que ha de pagar a los accionistas por invertir su 
dinero en la compañ́ıa. 
 
Una  estrategia  o  poĺıtica de pago de dividendos  consiste  en  un  proceso  estocástico 
C = {Ct; t ≥ 0}, el cual representa la cantidad acumulada de dividendos que se ha 
pagado hasta el instante t. Asumiremos que, además de reducir las reservas, el pago de 
dividendos  no tienen efecto en el  negocio y que no hay costos  de transacción asociados 
al pago o recibo de dividendos. Siguiendo la estrategia C  el proceso de reserva después 
de pagar los dividendos (excedente) es XC  = {Xt − Ct; t ≥ 0}, el cual sigue la dinámica 
 
dXC = µ(α )dt + σ(α )dW − dC . (2.1.2) 
 
Denotaremos por τ C el tiempo de ruina del proceso XC bajo la estrategia C, 
 
τ C  := ́ınf{t ≥ 0; XC  ≤ 0}. 
Dado que tener información sobre el proceso más allá del tiempo de ruina es irrelevante 
paranuestro modelo, consideramos que luego de este tiempo la reserva en presencia de 
pago es nula. Es decir, Xt C  = 0 para t ∈ 
Σ
τ C, ∞) . 
Como medida de riesgo, consideramos el valor de los dividendos descontados espera- 
dos bajo una tasa estocástica r = {rt; t ≥ 0} la cual evoluciona regida por el movimiento 
t 
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Browniano B y la cadena de Markov α, de la siguiente manera 
 
drt = m(αt)dt + δ(αt)dBt, r0 = r. (2.1.3) 
 
 
2.2. Formulación  del  problema 
Uno de los problemas clásicos que es objeto de diversas investigaciones es encontrar 
la ditribución óptima de dividendos de una compañ́ıa bajo una tasa de interés constante. 
Este  problema  consiste  en  hallar  una  poĺıtica  de  pago  de  dividendos  que  maximice el 
valor esperado de los dividendos acumulados descontados hasta el tiempo de ruina. Es 
decir, para una tasa constante δ > 0, se desea maximizar la media 






Esta  expresión  es  el  valor actual  (según  su  propia tasa  de  descuento)  de  lo  que  los 
accionistas esperan obtener por su inversión en la compañ́ıa. 
 
Si  tenemos  presente  que  es  poco  probable  que  el  crecimiento  económico  (el  cual 
puede influir en las decisiones de losinversionistas) sea constante enhorizontes de lar- 
go  plazo  entonces  seŕıa  adecuado  utilizar  una  tasa  de  interés  de  descuento  estocástica 
que  podŕıa  reflejar  los  factores  de  incertidumbre  que  hace  que  el  crecimiento  no  sea 
constante.  Por  tanto  trabajar  con  la  tasa  estocástica  (2.1.3)  nos  ayudaŕıa  a  capturar 
esas  pequeñas  fluctuaciones  del  mercado.  Aśı,  podemos  representar  una  situación  más 
realista en este contexto económico. Es por esto que redefinimos el problema de control 
bajo una tasa estocástica, que será objeto de estudio en este trabajo de tesis. 
 
Pero antes de plantear el nuevoproblema de controldenotamos por Pr,x,i alamedida 
P condicionada a {r0 = r, X0 = x, α0 = i} y por Er,x,i a la esperanza con respecto Pr,x,i. 
También  denotamos  por  R+ el  conjunto  de  números  reales  no negativos  y por  R++ el 
conjunto de números reales positivos. Por último, denotamos µ̂, σ̂, m̂   y δˆ como 
 
µ̂ = máx µi, 
i∈S 
σ̂ = máx σi, 
i∈S 
m̂  = máx mi, 
i∈S 
δ̂  = máx δi. (2.2.4) 
i∈S 
 
Bajo las dinámicas (2.1.2) y (2.1.3) definimos las siguientes funciones: 
10  
Función de retorno : 
 
 
Función de valor : 
 
V C(r, x, i) := Er,x,i 







V (r, x, i) := sup V C(r, x, i) (2.2.6) 
C∈C 
donde el supremo se toma sobre el conjunto C de todos los procesos estocásticos C  que 
son estrategias admisibles según las restricciones  del problema. 
 
Observación   2.2.1.   Para nuestro problema de control se entiende que V (r, 0, i) = 0, 
debido a que si la reserva inicial de la compañ́ıa es 0, la compañ́ıa estaŕıa en quiebra 
en el instante 0 y no se podŕıa pagar ningún dividendo. 
En este trabajo, nos enfocaremos prinicipalmente en: 
 
- Primero, encontrar la forma explićıta de la función de valor. 
 
- Segundo, encontrar una estrategia adecuada que maximice la función de retorno. 
 
Para tal fin consideremos dos situaciones (de acuerdo al conjunto de estrategias admi- 











Optimizacion con tasas de 
dividendos acotadas 
 
En  el  presente  caṕıtulo  estudiaremos  el  problema  de  optimización  de  pago  de  di- 
videndos mencionado en el cap ı́tulo anterior considerando como estrategias admisibles 
a aquellas que posean tasas uniformemente acotadas por una constante previamente 
establecida. 
De  manera  más  precisa,  fijamos  una  constante  ξ  >  0  (la  cual  permanecerá  fija 
durante este caṕıtulo) y las estrategias admisibles serán aquellos procesos estocásticos C 
= {Ct; t ≥ 0} que satisfacen las siguientes condiciones: 
1. Existe un proceso estocástico c = {ct; t ≥ 0} tal que Ct 
2. El proceso c es adaptado a la filtración {Ft}; 
3. ct ∈ [0, ξ] para todo t ≥ 0; 
Σ 




0 s ds para todo t ≥ 0; 
5. Si A ⊂ R es un conjunto Borel medible tal que m(A) = 0 (donde m es la medida 
de Lebesgue) entonces P(XC ∈ A) = 0 para todo t ≥ 0; 
Llamaremos control admisible a todo aquel proceso c asociado a una estrategia admisible 
C  de  acuerdo a  la condición 1. Dicho  proceso  representa  la tasa  a  la cual se pagan los 




Observaciones 3.0.1.  1. En términos económicos, la condición 3 significa que la com- 
pañ́ıa no paga dividendos después de la ruina. 
 
2. La condición 5 nos indica que, para todo t ≥ 0, la medida µt sobre (R, B(R)) definida 
por µt(A) = P(XC   ∈t A) , es absolutamente continua con respecto a la medida de 
Lebesgue.  Esta  condición nos  será  útil  más  adelante  para  adaptar  la  fórmula  de  Itô 
para una clase especial de funciones. 
De este modo, al utilizar una estrategia admisible C asociada a un control admisible 
c, la reserva después de pagar los dividendos es 
 








σαs dWs, para cada t∈ 
 
Σ 
0, τ C) . (3.0.1) 
 
En este contexto, nuestro problema consiste en encontrar: 
 
1. La función de valor  
 
V (r, x, i) := sup Er,x,i 
c∈Cξ 
 









2. Un control admisible c∗ tal que 
 
V (r, x, i) = V C
∗ 
(r, x, i). (3.0.3) 
 






El  siguiente  resultado  garantiza  que  la  función  de  valor  es  finita  y  uniformemente 
acotada con respecto a (x, i) ∈ R+ ×S, lo cual será de mucha utilidad en la demostración 
















para cada (x, i) ∈ R+ 
 
× S. 
Sea c el control admisible asociado a la estrategia admisible C, 
 




Σ∫  τC 
 
0 





























































Mt = e 0 αs 2 0 αs 
 
Como Mt es una martingala con valor esperado Er,x,i [Mt] = 1 (ver 4.4.56), podemos 
concluir que ∫ 
V C(r, x, i) ξe −r 
∞ 










3.1. Teorema de  verificación 
El  principal  propósito  de  esta  sección  es  encontrar  condiciones  suficientes  que  nos 
permitan  garantizar  primero  que  una  cierta  función  es  en  efecto  la  función  de  valor 
(Teorema de verificación) y segundo que una cierta estrategia de pago de dividendos es 
óptima. 
El siguiente resultado auxiliar será de mucha utilidad en la prueba de los resultados 
antes mencionados. 
Proposición  3.1.1.  Sean C una estrategia admisible y τ  el tiempo de ruina del proceso 
de reserva XC . Suponga que τk  es una sucesión de tiempos de parada tal que τk ↑ τ  c.s. 
y que F  : R+ × S → R+ es una función acotada tal que, para cada i ∈ S , 
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τ ∧tk τ 
τ ∧  
kt(ω)k 
∧ 
(i) F (0, i) = 0; 
(ii)  La función F (·, i) es continua. 












 Er,x,i e τk∧t F X
τk∧t 
, ατk∧t → Er,x,i e F 
τ∧t, ατ∧t 




Fijemos t ≥ 0. Primero veamos que 
 
e−rτk ∧t F (XC , ατ  ∧t) −c→.s   e
−rτ ∧t F (XC , ατ ∧t ) cuando   k → ∞. (3.1.6) 
τk∧t k τ ∧t 
 
Para tal fin, fijemos ω ∈Ω y consideremos las dos posibles situaciones: 
• Cuando τ(ω) > t. Entonces τ(ω) ∧ t = t y, ya que τk ↑ τ , 
τk(ω) ∧ t = t, a partir de un cierto k = k(ω). 
Obtenemos as´ı (3.1.6). 
 
• Cuando τ (ω) ≤ t. Entonces τ (ω) ∧ t = τ (ω) y 
τk(ω) ∧ t = τk(ω), para todo  k ≥ 1. 
Como τ (ω) < ∞ y τ es el tiempo de ruina del proceso continuo XC entonces, 
para cada i ∈ S, 
. 
C Σ .  C Σ F X 
τ ∧t 
(ω), i = F Xτ (ω), i = F (0, i) = 0. 
 
Recordemos que el proceso rs, s ≥ 0, tiene trayectorias continuas y que, para cada 


























XC (ω), ατ ∧t(ω) 
 







t(ω)(ω), ατ∧t(ω)    . 
 












Por tanto, a fin de demostrar (3.1.5), basta probar que, para cada t ≥ 0, la sucesión de 
variables aleatorias Yk = e−rτk ∧t F 
. Σ 
XC ,ατ ∧t es uniformemente integrable. Fijemos 
τ ∧tk k 
















Por tanto,  
Σ 
1 
∫ τk∧t ∫ τk∧t Σ 
Er,x,i [|Yk|
p 
] ≤Kpe−prEr,x,i Mτ ∧t + 
0 
αs ds − p 
0



























r,x,i [Mτk∧t] . 







, u 0. Como M u, u ≥ 0, es una martingala 










] < +∞ , (3.1.8) 
k 
 
lo cual implica que la sucesión Yk  es uniformemente integrable y se cumple (3.1.5). 
 
El  Teorema  de  verificación  que  presentaremos  hace  uso  de  una  clase  especial  de 
funciones, la cual definimos  a continuación.  Diremos  que una función F  : R+ × S → R 
es  de  clase C 2  por tramos  si,  para  cada  i  ∈ S,  existe  un  conjunto  de  números  reales 
positivos Ni = {bi1, b2i , · · ·n,i bi  }, con1bi  < 2bi , · · ·n<i     bi , de modo que: 
1. La función F (·, i) es de clase C 1  en R+; 
2. La derivada F jj(·, i) existe y es continua en R+\Ni; 
3. Los ĺ ımites 
 
 
existen y son finitos. 
F jj(bi , i) := l´ım 
x→bi± 










Si  F  :  R+ × S  →  R es  una  función  de  clase  C 2  por  tramos,  i  ∈  S,  x  ∈  R+\Ni  y 
f(r, x, i) = e−rF (x, i), definimos 
1 2 
Lcf (r, x, i) :=mifr(r, x, i) + (µi − c) fx(r, x, i) + 
2 
σi fxx(r, x, i) 
+ 
2 





i) = qijf (r, x, j). 
r, x, )(  
i∈S 
Teorema  3.1.2.  Sea F  : R+ × S → R+ una función de clase C 2  por tramos tal que, 
para cada i ∈ S, se cumple que: 
(i) F (0, i) = 0; 
(ii)  Las funciones F (·, i) y Fx(·, i) son acotadas en R+. 
Sea f (r, x, i) = e−rF (x, i). Suponga que para cada i ∈ S, cada r ∈ R y cada x ∈ 









Lcf (r, x, i) + e−rc 
 
= 0. (3.1.10) 
a) f(r, x, i) ≥ V (r, x, i) para todo (r, x, i) ∈ R × R+ × S. 




L f(r , XC 
∗ 
, α ) + e−rt c
Σ 
si t ∈ 
Σ
0, τ C 
∗ 
), 
ct∗ = 0≤ c≤ξ 




0, si t ∈ τ C , ∞), 
(3.1.11) 




Sean C una estrategia admisible arbitraria, X = XC el proceso de reserva bajo la 
estrategia   C , y τ  = τ C   su tiempo de ruina. Aplicando la fórmula de Itô (ver 4.4.7) al 
proceso con cambio de régimen f (rt, Xt , αt) = {e−rt F (Xt, αt); t ≥ 0}, obtenemos 
 
 
f (rt, Xt, αt) =f(r,x, i)+ 
∫ t 
∫ t 




σαs fx(rs, Xs, αs)dWs 
0 











donde el proceso {Mf ; t ≥ 0}, es una martingala local con Mf = 0, P-c.s (ver 4.4.7). 
t 
Para cada entero k ≥ 1, sea 
 
Dk = (−k, k) ×(0, k). 
Observemos  que  Dk  es  una sucesión creciente de  abiertos  acotados,  y que  R × R++ = ∞
∪  D . Para cada entero k ≥ 1, sea τ  el primer tiempo de salida del proceso (r , X ) 
k=1 k k t t 
del conjunto Dk  
τk := ́ınf{t ≥ 0; (rt, Xt) ∈/ Dk}. 
Fijemos t ≥ 0. Para cada k ≥ 1, sea ak = t ∧ τk. Entonces, de (3.1.12), 
 
∫ a 
f (rak , Xak , αak ) =f (r, x, i) + 
 
Lcf (rs, Xs, αs)1{s;Xs ƒ∈Nαs   }ds +Ma f 
∫ a 0 








rs F (Xs, αs)dBs, 
 
Por la ecuación (3.1.10), tenemos 
 
Lcf (r, x, i)1{x ƒ∈Nα  }  ≤ −ce
−r













cse−rs 1{s;Xs ƒ∈Nα  } ds. (3.1.14) 
 
Por otro lado, tenemos 





∫ ak  c e−
rs
 
s s 1 {s;Xs∈Nαs }ds + 
0 0 0 
s 1  {s;Xs ƒ∈Nαs  }ds, 
 
donde m(Ni) = 0, por tanto, a partir de la proposición 4.4.3, se cumple 
 
m({s ∈ [0, τk ∧ t] ; Xs ∈ Nαs }) = 0, P − c.s. 
Por tanto debido a las propiedades de Lebesgue integral, para cada t y k fijos, la integral 
∫  ak ∫ 





























1  {s;Xs ƒ∈Nαs  } 
 
ds, P − c.s. 
 
A partir de esta última igualdad y de (3.1.14) se tiene que 
 






−rF (x, i) − 
ak ∫ 












Afirmamos  que  las  dos  últimas  integrales  estocásticas  son  martingalas  con  esperanza 
cero. En efecto, ya que para todo i ∈ S , F (·, i) y Fx(·, i), son acotadas, entonces existen 
dos números reales positivos K1 y K2 tales que 
 
|F (x, i)| ≤ K1, 
|Fx(x, i)| ≤ K2, 
para todo x ∈ R+. Además, σi  y δi  toma un conjunto finito de valores y {e−rs ; s ≥ 0} es 
un proceso continuo cumpliendo (ver prueba de 3.1.5) 
 
Er,x,i     e











































αs x s s 
0 




Aśı,  estas  dos  últimas  integrales  estocásticas  son  martingalas  (ver  [15]).  Tomando  es- 
peranza condicional con respecto a r0 = r, X0 = x, y α0 = i, a ambos lados de la 




k F (Xak , αak ) 
 
≤e−rF (x, i) − Er,x,i 












Para  cada  i  ∈ S,  f(·, ·, i)  es  acotada  en  [−k, k] × [0, k] ,  ya  que  f (·, ·, i)  es  continuo. 
Aś ı, f (rs, Xs, αs) es acotado para cada s ∈ [0, t ∧τk] . Entonces,  {Mt 
f  










t∧ t   τ  )τk







una martingala cuadrado integrable con Er,x,i 





= 0. Por tanto, la desigualdad 
 
Σ 




≤e−rF (x, i) − Er,x,i 


















e−rs csds, c.s cuando k → ∞. 
Entonces por el Teorema de convergencia monótona, se tiene que 
 
Er,x,i 











cuando k → ∞. 
 
Recuerde además que  
Er,x,i 
Σ∫  t∧τ 
0 
Σ 
e−rs csds < ∞. 
Por tanto, cuando k → ∞ en (3.1.17) obtenemos que 
Σ 




≤e−rF (x, i) − Er,x,i 







esto debido al uso de la Proposición 3.1.1. Por último analizamos el valor esperado del 
lado izquierdo de (3.1.18) 
E 
Σ 
−rt∧τ Σ Σ 
−rt
 Σ Σ 
−rτ 
Σ 








F (Xt, αt) 1{τ>t} 
 
{ ≤ } 
 
porque si τ  < ∞, entonces F (Xτ , ατ ) = F (0, ατ ) = 0. Recuerde que, para i ∈ S, F (·, i), 









F (Xt, αt)1{τ>t} 
Σ , , Σ 
≤ K 1Er,x,i e
−r− t mαs ds− t δαs dBs 




























e−rt∧τ F (Xt∧τ , αt∧τ = 0. 




e−rs csds ↑ e−rs csds, c.s cuando t → ∞, 
0 0 
y que ∫ τ 
0 e−rs csds, ∀k ≥ 1. 
Entonces por el Teorema de convergencia monótona, se tiene que 
 
Er,x,i 












cuando t → ∞. 
 
Por último, cuando t → ∞ en (3.1.18) 
e−rF (x, i) ≥ V C(r, x, i), para un C = {ct} arbitrario. 
En particular, la desigualdad (3.1.16) se convierte en una igualdad bajo la estrategia 
c = {c∗t }. En efecto, por la ecuación (3.1.10) 
Lc∗ f(r, x, i)1{x ƒ∈Ni} + e−
rc∗1{x ƒ∈Ni}  = 0, (3.1.20) 
donde  yt  =  (rt, Xt, αt).  Substituyendo  c∗t    por  ct  en  (3.1.12),  vemos  que  la  desigual- 
dad  (3.1.15)  se  convierte  en  igualdad,  demostrando  ası́  la  afirmación.  A  partir  de  lo 
demostrado se puede concluir 
 
V (r, x, i) ≥ V 
C∗ (r, x, i) = F (x, i)e−r ≥ sup V 








3.2. Construcción  de  una  solución 
En  la  presente  sección,  intentaremos  encontrar  una  solución  F  de  clase  C2   por 
tramos para   la ecuación  (3.1.10) que además para   cada i ∈ S, satisfaga las  siguientes 
condiciones 
 
1. F (0, i) = 0. 
 
2. La función F (·, i) es creciente. 
3. La función F (·, i) es acotada. 
4. La función Fx(·, i) es decreciente. 
5. La función Fx(·, i) es acotada tal que ĺımx→+∞ Fx(x, i) = 0. 
Las condiciones 2 y 4 son condiciones comunes en este tipo de funciones de valor. Las 
demás  condiciones  están  asociadas  a  las  hiṕotesis  del  Teorema  3.1.2.  La  construcción 
que hacemos está basada en el trabajo realizado por Sotomayor y Cadenillas en [23]. 
 
Como f (r, x, i) = e−rF (x, i), entonces la ecuación (3.1.10) es equivalente a 
 
2 
µiFx(x,i) + i 
2 
 



















observamos que para t ∈  0, τ C ), la expresión que es maximizada es una función lineal 
de c para cada x e i. El óptimo c∗  en cada punto x e i es alcanzando según 
 
 
c∗(x, i) = arg sup 
0≤c≤ξ 
, . Σ, 
c  1 − Fx(x, i) = 
0, si   Fx(x, i) > 1, 
∈ [0, ξ ] , si Fx(x, i) = 1, 
ξ, si   Fx(x, i)  < 1, 
 
observamos  que  nuestro  control  dependerá  de  los  valores  de  x  e  i  excepto  en  el  caso 
cuando Fx(x, i) = 1 que puede tomar cualquier valor. Por tanto, el candidato para 
control óptimo c∗  = {c∗t } tiene la forma c∗t   = ϕ(X
C , αt) para t ∈ [0, τ∗ ), donde ϕ(·, i), i ∈ 
S,  es  una  función  medible  definida  por  ϕ(x, i)  =  0,  si  Fx(x, i)  >  1,  y  ϕ(x, i)  =  ξ,  si 
Fx(x, i)  ≤ 1.  Bajo  la  suposición  4  dada  al  inicio  de  la  presente  sección,  tenemos  que 
para  todo  i  ∈ S,  F (·, i)  es  cóncava  y  entonces  podemos  resolver  la  ecuación  (3.2.21) 





1 1 1 1 2 2 2 2 1 2 
(3.2.21) tiene la siguiente forma 
σ2 
. Σ2 Σ 
   i F (x, i) + µ F (x, i) − 
mi − 
δi
 F (x, i) = − qijF (x, j), (3.2.22) 












(x, i) + (µi 
 











qijF (x, j). (3.2.23) 
 
Por  simplicidad,  asumiremos  en  el  resto  de  esta  sección  que  la  economı́a  cambia  sólo 
entre dos regı́menes; es decir, i = {1, 2}. Entonces, consideramos los tres únicos posibles 
casos: 
 
1. Fx(0, i) > 1 para i ∈ {1, 2}. 
2.  Fx(0, i◦) ≤ 1 y Fx(0, 3 − i◦) > 1 para algún i◦ ∈ {1, 2}. 
3. Fx(0, i) ≤ 1 para i ∈ {1, 2}. 
El siguiente lema, nos garantiza que las soluciones de la ecuación caracteŕıstica asociada 
al sistema de ecuaciones diferenciales (3.2.22) y (3.2.23) son reales y diferentes. 
Lema  3.2.1.  Para i ∈ S , considere la función real φi(z) = −βiz2 − µiz + λi + ri. Dado 
que r1 , r2 , β1 , β2 , λ1 y λ2 son positivas, la ecuación φ1(z)φ2(z) = λ1λ2 tiene cuatro ráıces 
reales tales que z1 < z2 < 0 < z3 < z4 
Demostración. 




−β α2 − µ α + λ + r 
Σ .
−β α2 − µ α + λ + r 
Σ 
− λ λ . 
Sean θ1 y θ2 las ráıces de la siguiente ecuación cuadrática 
 
−β1x2 − µ1x + r1 = 0, 
Es fácil comprobar que estas dos ráıces son reales y diferentes. Claramente, la función 
g es continua y satisface 
 
• g(0) > 0. 




i − (3.2.24)− 
2 
• ĺ ımx→−∞ g(x) = +∞. 
• g(θi) = −λ1λ2 < 0 para i = 1, 2. 
Como, g(θ1) = g(θ2) = −λ1λ2 y también g(0) = (λ1 + r1)(λ2 + r2) − λ1λ2. Entonces, a 
partir del Teorema de valor intermedio, se tiene que en cada intervalo (−∞, θ1), (θ1, 0), 













De  acuerdo  a  la  suposición  4  dada  al  inicio  de  la  presente  sección,  la  función  es 
cóncava  entonces  existe  una barrera  bi  > 0 tal  que  bi  = ı́nf{x ≥ 0 :  Fx(x, i) = 1}. Por 
tanto, tenemos  que Fx(x, i) > 1 o Fx(x, i) ≤ 1 según x < bi  o x ≥ bi. En vista  de esto, 
para x ∈ (0, bi), 
σ2 
F  (x, i) + µ F (x, i) r F (x, i) = λ F (x, i) λ F (x, 3 i) 
2 
y para x ∈ [bi, ∞) tenemos 
σ2 
i F  (x, i) + (µ 
2 
−ξ) F (x, i) −r F (x, i) + ξ = λ F (x, i) −λ F (x, 3 −xi). (3.2.25) 
 
La  relación  entre  b1  y  b2  dependerá  de  las  relaciones  entre  los  parámetros  que  estan 
presentes en nuestro modelo. Consideraremos el caso b1 < b2. El otro caso tiene un 
tratamiento similar. Aś ı, tenemos que considerar tres posibilidades: x ∈ (0, b1), x ∈ 
[b1, b2 ) y x ∈[b2, ∞). 
1. Cuando x ∈ (0, b1) 
Tenemos el siguiente sistema de ecuaciones diferenciales 
 
σ2    1 F   (x, 1) + µ F (x, 1) − r F (x, 1) = λ F (x, 1) −xx λ 1F (x, 2), 
2 
σ2    2 F   (x, 2) + µ F (x, 2) − r F (x, 2) = λ  F (x, 2) −xx λ 2F (x, 1). 
 
La ecuación caracteŕıstica asociada al sistema (3.2.26) es 
 











φ1(z) := − σ1 
2 
2  − µ  z + λ   + r , 
1 
z 1 1 1 
2 (3.2.27) 
σ2 
φ1(z) := − 2 z2 − µ2z + λ2 + r2. 
Por  el  Lema  3.2.1,  dicha  ecuación  caracteŕıstica tiene  cuatro  ráıces  reales  y  dife- 
rentes α1 < α2 < 0 < α3 < α4. Entonces, la solución para el sistema (3.2.26) (ver 
[25]) es de la forma 
Σ 4 
F (x, 1) = A1eαj  x 
, 
F (x, 2) = 
j=1 




1 1 j 
j=1 
 
donde A1 son constantes. 
 
2. Cuando x ∈ [b1, b2 ) 
Tenemos el siguiente sistema de ecuaciones diferenciales 
 
σ2 
1 F (x, 1)+ (µ 
2 − 
ξ) F (x, 1) − r F (x, 1) + ξ = λ F (x, 1) −xx λ 1F (x, 2), 
σ2 
   2 F   (x, 2) + µ F (x, 2) − r F (x, 2) = λ  F (x, 2) −xx λ 2F (x, 1), 
(3.2.29) 
 
la ecuación caracteŕıstica asociada al sistema (3.2.29) es 
 




φ2(z) := − σ1 z2 − (µ1 − ξ)z + λ1 + r1, 
1 2 (3.2.30) 
σ2 
φ2(z) := − 2 z2 − µ2z + λ2 + r2. 
Por  el  Lema  3.2.1,  dicha  ecuación  caracteŕıstica  tiene  cuatro  ráıces  reales  y  di- 









F (x, 1) = A2 eα̃j x  + â1 
, 
F (x, 2) = 
j=1 
Σ4 λ−1 φ2 (α̃j)A2 eα̃j 
x  + ã1 
(3.2.31) 
1 1 j 
j=1 
donde 
â1  =  
  (λ2 + r2)ξ  
, 
(r1 + λ1)(r2 + λ2) − λ1λ2 
ã1  =  
  λ2ξ 
, 
(r1 + λ1)(r2 + λ2) − λ1λ2 
y A2 son constantes. 
 
3. Cuando x ∈ [b2, ∞) 
Tenemos el siguiente sistema de ecuaciones diferenciales 
 
σ2 
1 F   (x, 1)+ (µ 
2 
2 
2 F   (x, 2)+ (µ 
2 
− ξ) F (x, 1) − r F (x, 1) + ξ = λ F (x, 1) −xx λ 1F (x, 2), 
− ξ) F (x, 2) − r F (x, 2) + ξ = λ F (x, 2) −xx λ 2F (x, 1), 
(3.2.32) 
 
la ecuación caracteŕıstica asociada al sistema (3.2.32) es 
 




φ3(z) := − σ1 z2 − (µ1 − ξ)z + λ1 + r1, 
1 2 (3.2.33) 
σ2 
φ3(z) := − 2 z2 − (µ2 − ξ)z + λ2 + r2, 
Por  el  Lema  3.2.1  dicha  ecuación  caracteŕıstica  tiene  cuatro  ráıces  reales  y  dife- 
rentes  γ1 < γ2 < 0 < γ3 < γ4.  Entonces, la solución para el sistema (3.2.32)  es  de 
la forma 
Σ 4 
F (x, 1) = A3 eγj x   + â2 
, 
F (x, 2) = 
j=1 
Σ4 λ−1 φ3 (γj)A3 eγj 
x  + ã2 
(3.2.34) 






j j j 
2 
donde 
â2  =  
   (λ1 + λ2 + r2)ξ    
,
 
r1r2 + λ1r2 + λ2r1 
 
ã2  =  
   (λ1 + λ2 + r1)ξ  
r1r2 + λ1r2 + λ2r1 
 
y A3  son  constantes.  Por la  suposición  3  y  4  dadas  al  inicio  de  la  presente sección,  es 
necesario que A3  = A3  = 0. Por tanto la solución (3.2.34) es reducida a 
F (x, 1) = A31eγ1x  + A32eγ2 x  + â2 , 
F (x, 2) = λ−1 
Σ
φ3 (γ  )A3 eγ1 x  + φ3 (γ  )A3 eγ2 x
Σ 
+ ã2 . 
 
(3.2.35) 
1 1 1 1 1   2 2 
 
Para encontrar los ĺ ımites b1 y b2, y los coeficientes en las soluciones, suponemos que 
la  condición  de  suavidad  se  mantiene.  También  queremos  que  Fx(bi, i)  = 1  para  cada 
i = 1, 2. As´ı,necesitamos resolver el siguiente sistema de ecuaciones: 
 
F (0, 1) = 0, F (0, 2) = 0, 
F (b1− , 1) = F (b1+ , 1), F (b2− , 2) = F (b2+ , 2), 
F (b2− , 1) = F (b2+ , 1), F (b1− , 2) = F (b1+ , 2), (3.2.36) 
Fx(b1− , 1) = Fx(b1+ , 1) = 1, Fx(b2− ,2) = Fx(b2+ , 2) = 1, 
Fx(b2− , 1) = Fx(b2+ , 1), Fx(b1− , 2) = Fx(b1+ , 2). 
 
Observamos que este sistema tiene doce ecuaciones y doce incógnitas. Una solución del 
sistema  (3.2.36)  nos  dará  los  valores  de  b1 y  b2 ,  y  de  A1 ,  A2 ,  j  =  1, 2, 3, 4,  y  de  A3 , 
j = 1, 2. Recordemos que hemos supuesto que Fx(0, i) > 1 para ambos i = 1, 2. Esto 
ocurre si los coeficientes encontrados a través del sistema (3.2.36) satisfacen 
A1α1 + A1α2 + A1α3 + A1α4 > 1, 
1 2 3 4 
A1φ1(α1)α1 + A1φ1(α2)α2 + A1φ1(α3)α3 + A1φ1(α4)α4  > λ1, (3.2.37) 
1  1 2  1 3  1 4 1 
b2 > b1 > 0. 
 
Caso 2: Existe i◦ ∈ {1, 2} tal que Fx(0, i◦) ≤ 1 y Fx(0, 3 − i◦) > 1 
Bajo la  suposición  4  dada  al  inicio  de  la  presente sección,  se tiene que  Fx(x, i◦) ≤ 
Fx(0, i◦) ≤ 1 para cada 0 < x. Entonces, para i◦ tenemos 
σ2 
   i◦ Fxx(x, i◦) + (µi◦  − ξ) Fx(x, i◦) − ri ◦F (x, i◦) + ξ = λi ◦F (x, i◦) − λi ◦F (x, î) 
 
donde î = 3 − i◦  para cada x ≥ 0. Además, puesto que Fx(0, ̂i) > 1, un análisis similar 
al primer caso implica que existe una barrera bî  > 0 (definida como en el anterior caso) 
27  
◦ 
î 2 i i i 
tal que Fx(b̂i, ̂i) = 1. Aśı, para cada x ∈ (0, bî) 
σ2    î  F (x, î) + µˆF ˆ ˆ 
2 xx i x(x, i) − (rˆi + λˆi)F (x, i) = −λˆiF (x, i ◦), 
y cuando x ∈ [b̂i, ∞) 
σ2    î  F ˆ ˆ ˆ 
2 xx (x, i) + (µ î − ξ)Fx(x, i) − (r î + λ î)F (x, i) + ξ = −λ îF (x, i ◦), 
 
Por tanto, tenemos los siguientes casos 
 
1. Cuando  x ∈ (0, bî) 
Tenemos el siguiente sistema de ecuaciones diferenciales 
 
σi◦ Fxx(x, i◦) + (µi   − ξ)Fx(x, i◦) − (ri   + λi  )F (x, i◦) + ξ = −λi  F (x, î), 
2 ◦ ◦ ◦ ◦ σ2 ˆ ˆ ˆ 
   î  Fxx 
(x, i) + µˆF
x
(x, i) − (rˆ + λˆ)F (x, i) = −λˆF (x, i  ). 
2 i i i i ◦  
(3.2.38) 
 
La ecuación caracteŕıstica asociado al sistema (3.2.38) es 
 




φ4 (z) := − σi
2 
z2 − (µ − ξ)z + λ +r , 
i i i 
i◦ 2 ◦ ◦ ◦ 
σ2 
φ4 (z) := −   î  z2 − µ ẑ + λˆ+ r .̂ 
(3.2.39) 
 
Por el Lema 3.2.1, la ecuación caracteŕıstica tiene cuatro ráıces reales y diferentes 
θ1 < θ2 < 0 < θ3 < θ4. La solución para el sistema (3.2.38) es de la forma 
 
Σ 4 






F (x, î) = λ−1 φ4 (θ )B1 eθj x  + ̃b1 , 
 
j=1 







b̂1  = 
(λî  + rî)ξ 
(ri◦  + λi◦ )(r̂i  + λî) − λ2λ1 
 
, b̃1  = 
λîξ 
 
(ri◦  + λi◦ )(r̂i  + λî) − λ2λ1 
 
y B1 son constantes. 
2. Cuando  x ∈ [bî, ∞) 
Tenemos el siguiente sistema de ecuaciones diferenciales 
 
σi◦ Fxx(x, i◦) + (µi   − ξ)Fx(x, i◦) − (ri   + λi  )F (x, i◦) + ξ = −λi  F (x, î), 
2 ◦ ◦ ◦ ◦ σ2 ˆ ˆ ˆ 
   î  F (x, i) + (µˆ − ξ)F  (x, i) − (rˆ + λˆ)F (x, i) + ξ = −λˆF (x, i  ). 
2 xx i x i i i ◦ 
(3.2.41) 
 
Este sistema es idéntico al sistema (3.2.32) y su solución es de la forma 
 
Σ 4 






F (x, î) = λ−1 φ3 (γ )B2 eγj x  + ̃b2 , 
 
j=1 
i◦ i◦ j j 
 
donde 
b̂2  =  
(λ1 + λ2 + rî)ξ 
r1 r2 + λi◦ rî  + λîri◦ 
, b̃2  = 
(λ1 + λ2 + ri◦ )ξ 
r1 r2 + λi◦ rî  + λîri◦ 
y B1 son constantes. Por las suposición 3 y 5 dadas al inicio de la presente seccion, 
es necesario que B2  = B2  = 0. Por tanto, la solución (3.2.42) es reducida a 
F (x, 1) = B21eγ1 x  + B2eγ2x  + b̂2 , 
F (x, 2) = λ−1 
Σ
φ3 (γ )B2 eγ1 x  + φ3 (γ  )B2 eγ2 x
Σ 
+ ̃b2 . 
 
(3.2.43) 
i◦ i◦ 1 1 i◦ 2 2 
Para encontrar el l´ımiteb3−i◦, y los coeficientes en las soluciones, suponemos que 




necesitamos resolver el siguiente sistema de ecuaciones: 
 
F (0, i◦) = F (0, ̂i) = 0, 
F (bî−, i◦) = F (bî+ , i◦), 
F (bî− , ̂i) = F (bî+ , ̂i), 
Fx(b̂i− , ̂i) = Fx(bî+ , ̂i) = 1, 







Observamos  que  el  número  de  incógnitas  coincide  con  el  número  de  ecuaciones. 
Una  solución  del  sistema  (3.2.44)  nos  dará  los  valores  de  bˆ,  B1 ,  j  =  1, 2, 3, 4  y 
i j 
B2 , j = 1, 2. Recordemos que hemos supuesto que Fx (0, ̂i)  >  1  y  Fx (0, i◦) ≤ 1. 
Esto ocurre si los coeficientes encontrados a través del sistema (3.2.44) satisfacen 
 
0 ≤ B11θ1 + B21θ2 + B31θ3 + B14θ4 ≤ 1, 
λi < B1θ1φ4  (θ1) + B1θ2φ4 (θ2) + B1θ3φ4  (θ3) + B1θ4φ4 (θ4), (3.2.45) 
◦ 1 i◦ 
bî  > 0. 
2 i◦ 3 i◦ 4 i◦ 
 
Caso 3: Fx(0, i) ≤ 1 para i = 1, 2 
Fx(x, i) ≤ 1 para cada 0 < x e i = 1, 2. Esto debido a la suposición 4 dada al inicio 
de la presente sección, entonces tenemos 
 
σ2 
   1 F   (x, 1)+ (µ 
2 
2 
2 F (x, 2)+ (µ 
2 
− ξ)F  (x, 1) − (r  + λ )F (x, 1) + ξ = −xxλ 1F (x, 2), 




este sistema es idéntico al sistema (3.2.32). Por tanto la solución es de la forma 
 
Σ4 












−F (x, 2) = 1 λ γ
j
φx  (γ 
)C e + c̃j=,j1    j1 
ĉ1  =  
   (λ1 + λ2 + r2 )ξ   
, 
r1r2 + λ2r1 + λ1r2 
c̃1  =  
   (λ1  + λ2  + r1 )ξ  










1 2 1 1 1 2 2 
− 
y  Cj  son  constantes.  Por  la  suposición  3  y  5  dadas  al  inicio  de  la  presente  sección,  es 
necesario que C3 = C4 = 0. Por tanto la solución (3.2.47) es reducida a 
 
F (x, 1) = C1eγ1
x  + C2eγ2 
x  + ĉ1 , 
F (x, 2) = λ−1 
Σ
φ3 (γ  )C  eγ1 x  + φ3 (γ  )C  eγ2 x
Σ 
+ c̃1 . 
(3.2.48)
 
1 1 1 1 1   2 2 
 
Además, por la suposición 1 de (3.2), obtenemos 
  −ξ  
.
(λ1 + λ2 + r2)(φ3 (γ2) − λ1) + λ1(r2 − r1) 
Σ
 
 C1 = r r + λ r + λ r (   ) − φ (γ ) , 1  2 2  1 1 2 . γ2 1 1 1 Σ (3.2.49) 
C  =




r1r2+ λ r2 +1 λ r
1 2 
φ31(γ 2) − φ31(γ 1) 
Por último, la suposición que FX (0, i) ≤ 1 para i = 1, 2 es equivalente a 
 −ξ(λ1 + λ2 + r2) 
. 




r1r2 + λ2r1 + λ1r2 
   1 1  
. φ1
3(γ2) − φ13(γ1) ≤ 1, 
0   −ξ  (λ1 + λ2 + r2) {φ
3 (γ1)γ1 [φ3 (γ2) − λ1] + φ3(γ2)γ2 [λ1 − φ3 (γ1)]} 
 ≤ r1r2 + λ2r1 + λ1r2 1 1 (γ2) 1 1 φ3(γ1) 





− φ3(γ ) 
1





Observemos  que  en  el  caso  3,  conocemos  de  forma  expĺıcita  la  función  F  ya  que  los 
coeficientes  dependen  solo  de  los  parámetros  del  modelo,  mientras  que  en  el  caso  1  y 
2  es  necesario  encontrar  la  solución  de  los  sistemas  de  ecuaciones  (3.2.37)  y  (3.2.45) 
respectivamente. 
 
3.3. Verificación  de  una  solución 
En  la  sección  anterior,  construimos  un  candidato  para  la  función  de  valor  y  un 
candidato para el  control óptimo.  Para demostrar que ellos en efecto son la función de 
valor y control óptimo del  problema (3.0.2) es suficiente demostrar que ellos satisfacen 







Teorema 3.3.1. a) Suponga que A1, A2, j = 1, 2, 3, 4, y A3, bj, j = 1, 2, constituyen 
j j j 
una solución del sistema de ecuaciones (3.2.36) y que ellos satisfacen (3.2.37). Sea f 
la función dada por 









, si x ∈ [0, b1 ), 
f(r, x, 1) = −r 
. Σ4






Aje  j     + â , si x ∈ [b1, b2), 
Σ 









−1  1 1 α x 
e 
j=1 




. Σ4 λ1  φ1(α̃j)Aje  
j     + ã Σ, si x ∈ [b1, b2 ), 
f(r, x, 2) = r j=1 −1   2 2  α̃  x  1 
e−r  
 
. φ3(γ )1 
   1 A3eγ1x + 
φ3(γ2) 
   1  A3 eγ2x  + ã2 
Σ 








Entonces f  coincide con la función de valor V  del problema (3.0.2). Además, el control 
admisible c∗ dado por 
. . 0, si α = 1 y X
C∗ ∈ [0, b Σ . ) o α = 2 y X





t t 1  
Σ . 
t t 2 ) , 
t 
ξ, si α  t = 1 y XC
∗  
∈ [b1, ∞) o  α  t  = 2 y X
C∗ ∈ [b , ∞2)
Σ
 
para t ∈ [0, τ∗ ), y c∗t   = 0 para [τ∗, ∞), es un control óptimo para el problema (3.0.2). 
b) Suponga que B1 , B2 , j = 1, 2, y b̂, b◦ constituyen una solución del sistema de ecua- 






















B1e θj x  + ̂b1 
 
, si x ∈ [0, b̂i ), 
Σ 









Σ 1 θj x ˜1 
 






4 (θj)Bj e + b , si x ∈ [0, b̂i ), 
e−r 
φ3 (γ )1 




φ3 (γ2) Σ 
   i◦  
B2eγ x  + ̃b2 
, si x ∈ [bî, ∞). 
(3.3.52) 
Entonces f  coincide con la función de valor V  del problema (3.0.2). Además, el control 
admisible c∗ dado por 
. ξ, si α = i o 
. 
= î   y XC 
∗  
∈ [b , ∞)
Σ
 
 c∗t   = 
0, si  α 
t ◦ t 
t  = î y XC
∗  
∈ [0, bˆ), 
t î , 
 
para t ∈ [0, τ∗ ), y c∗t   = 0 para [τ∗, ∞), es el control óptimo para (3.0.2). 
 
c) Suponga que se satisface (3.2.50). Sea f  la función dada por 
f(r, x, 1) = e−r 
.

























+ c̃1 , 
(3.3.53) 
 
donde C 1 y C2 son dadas (3.2.49). Entonces f  coincide con la función de valor V  del 
problema (3.0.2). Además, el control admisible c∗  dado por 
. 
c∗t   = 




∈ [0, τ∗ ), 
0, si XC
∗ 
∈ [τ ∗,∞), 







t t t 
face las condiciones del Teorema 3.1.2. Dado que las pruebas para cada uno de los tres 
casos son similares, consideraremos solo el primer caso. 
 
a)  Por  la  construcción  de  F  (ver  caso  1)  y  por  las  condiciones  en  (3.2.36),  podemos 
deducir  que  F (·, i)  ∈  C 2 ([0, ∞) − {b1, b2}), i  ∈  S,  y  que  las  funciones  F  y  Fx  son 
continuas en x ∈ [0,∞). De este modo, demostrar que estas funciones son acotadas es 
suficiente analizar para x ∈ [b2, ∞), 
F (x, 1) = A3eγ1x  + A3eγ2x 
 (λ1 + λ2 + r2)ξ 
 
1 2 r1r2 + λ1r2 + λ2r1 
φ3(γ1) 
















r1r2 + λ1r2 + λ2r1 
donde γ1 < γ2 < 0. Por ello, 
 
 
ĺ ımF (x, 1) = 
   (λ1 + λ2 + r2)ξ  
< +∞, 
x→∞ r1r2 + λ1r2 + λ2r1 
 
 
ĺ ım F (x, 2) = 
   (λ1 + λ2 + r1)ξ  
< +∞, 
x→∞ r1r2 + λ1r2 + λ2r1 
teniendo  aśı que F (·, i), i = 1, 2, es acotada. De la misma manera, Fx(·, i), i = 1, 2, es 
acotada porque ĺımx→∞ Fx(x, 1) = ĺımx→∞ Fx(x, 2) = 0. Además, la primera condición 
del sistema (3.2.36) garantiza que F (0, 1) = F (0, 2) = 0. 
 
Definamos la función ϕ : [0, ∞) × {1, 2} → [0, ξ ] , de la siguiente manera 
. 
ϕ(x, i) = 
0, si x ∈ [0, bi ), 
ξ, si x ∈ [bi, ∞). 
















0, si x ∈ [0, bi ), = ϕ(XC
∗ 
, α ) 
ξ, si x ∈ [bi, ∞), 
 
para t ∈ [0, τ ∗ ), y por tanto 
. 
0, si αt = i y XC
∗ 
t∈ [0, bi ), 
c∗t   = 
ξ, si α = i y XC
∗ 
∈t  [b , ∞i ). t 
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t 
para t ∈ [0, τ∗ ), y c∗t   = 0 para t ∈ [τ ∗, ∞ ). 
 
Por último, sólo resta demostrar que f (·, ·, i) , i = 1, 2, satisface la ecuación (3.1.10) 
que es equivalente a que F (·, i), i = 1, 2, satisfaga (3.2.21). A partir de la definición de 
ϕ y las ecuaciones caracteŕısticas definidas anteriormente, se tiene que la ecuación 
 
Lϕ(x,i)F (x, i) + ϕ(x, i) = λi(F (x, i) − F (x, 3 − i)). (3.3.54) 
se  mantiene  para  i  =  1, 2.  De  hecho,  para  x  ∈ [0, b1 ),  la  función  F (x, i), i =  1, 2,  es 
solución del sistema de ecuaciones diferenciales (3.2.26); para x ∈ [b1 , b2 ), es solución del 
sistema (3.2.29); y para x ∈ [b2 , ∞), es solución del sistema (3.2.32). Es decir, la función 
F (·, i),  i  =  1, 2,  satisface  la  ecuación  (3.2.21)  porque  la  igualdad  (3.3.54)  también  se 
cumple  cuando  reemplazamos  ϕ(XC 
∗ 
, αt) = c∗t  para  t ∈ [0, τ∗ )..  Por tanto, la  función 
f  cumple con las condiciones del Teorema 3.1.2, demostrando aśı que f(·, ·, i), i = 1, 2, 
es la función de valor y c∗  el control óptimo del problema (3.0.2). 
 
3.4. Ejemplos numéricos y comparación con el caso 
de  un  régimen 
En  esta  sección  realizaremos  una  comparación  entre  los  resultados  obtenidos  en  la 
primera parte del trabajo realizado por Julia Eisenberg, en [6], (donde no se tiene pre- 
sente el cambio de régimen) y los resultados obtenidos en la presente tesis. 
 
En  [6],  se  estudió  el  problema  de  optimización  de  dividendos  de  una  compañ́ıa  de 
seguros bajo una tasa estocástica. El ingreso de la compañı́a esta modela por un movi- 
miento Browniano con drift, Xs = x + µs + σWs, y el factor de descuento se modela con 
un  proceso  estocástico.  En  la  primera  parte  de  este  trabajo,  el  factor  de  descuento  es 
un  movimiento geométrico Browniano,  mientras  que en la segunda parte es presentado 
como una función exponencial de un proceso integrado de Ornstein-Uhlenbeck. En este 
trabajo se considera un único régimen, es decir no hay cambio de régimen. 
 
En el primer modelo, cuando la tasa de descuento está dada por rs = r + ms + δBs, 
se muestra que la estrategia óptima es una estrategia de barrera constante en el nivel 
.






 x̂ = , 









ξ   
donde 
.    
η = 
ξ − µ − 
. 






















De  acuerdo  a  esta  estrategia,  se  muestra  que  la  poĺıtica  ́optima  de  dividendos  es  no 
pagar  dividendos  mientras  el  proceso  XC
∗    
=  {XC∗; t  ≥  0},  este  por  debajo  de  x̂, 
y  pagar  dividendos  a  la  tasa  máxima  ξ,  cuando  exceda  x̂.  Es  decir,  la  estrategia  de 
dividendo óptima C∗  = {c∗t } es dada por 
c∗t (x) = ξ1 C∗ . 
{Xt     >x̂} 
 




  −ξη 
 
V (r, x) = (1 
ηx), si 
m − 2 
2 
≤ 1, 





e−rF (x), si 
 
 
   −ξ  
eθx − eζx  
 
. 





 > 1, 
m − 2 
 
 
si x ≤ x̂, 
e (θe ζeζx) , si x > x̂. 
F (x) = 
2    .1 + η(eθx̂ − eζ x̂) − θ−e




Podemos observar que estos resultados son comparables al presentado en la sección 
anterior, dado por el Teorema 3.0.6. La diferencia (en el caso de 2 reg ı́menes) es la 
existencia de dos l´ımitesdiferentes (bajo ciertos supuestos) b1 y b2, donde uno de ellos 
puede ser utilizado en el caso de recesión económica y el otro en el caso de crecimiento 
económico. En el  modelo con cambio de régimen, la solución para el problema de opti- 
mización  de  pago  de  dividendos  es  más  compleja  y  esto se  debe  a  que  se  involucra  un 
nuevo  proceso que no se consideró en el  modelo de  un  solo régimen.  Sin embargo,  esta 
solución también es  más precisa y adecuada, porque el nuevo proceso es relevante para 
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También  podemos  observar  que  a  partir  de  los  resultados  obtenidos  en  el  presente 
trabajo de tesis, se tiene que la estrategia óptima de dividendos en el   Caso 1, depende 
del  régimen  de  la  economı́a.  Es  decir,  si  la  economı́a  está  en  régimen  i  y  el  proceso 
XC
∗ 
,  está  por  debajo  del  ĺımite  bi  (el  nivel  bi,  depende  de  i),  la  compañ́ıa  no  pagará 
dividendos.  Sin  embargo,  si la  economı́a  está  en  el  régimen  i y  el  proceso  alcanza  o  es 
mayor que bi, la compañ́ıa pagará dividendos a la tasa máxima ξ. Algo similar ocurre en 
el Caso 2 cuando î = 3 − i◦ es el régimen de la economı́a. Sin embargo, en el régimen i◦, 
la compañı́a  pagará  dividendos  a  la tasa  máxima,  independientemente  del  nivel  donde 
se  encuentre  el  proceso.  En  el    Caso  3,  en  todos  los  reǵımenes,  la  compañ́ıa  pagará 
dividendos a la tasa  máxima, independientemente del nivel de efectivo. 
 
Ejemplos  numéricos 
A  continuación  presentamos  3  resultados  numéricos  (estos  muestran  los  diferentes 
casos presentes en el Teorema 3.0.6.) que muestran los coeficientes y los ĺ ımites pre- 
sentes  en  la función de  valor  y la  estrategia óptima.  Recordemos  que  para  hallar  estos 
coeficientes nos limitabamos a resolver un sistema no lineal y luego verificar que los 
coeficientes  cumplan  las  condiciones  dadas  según  cada  caso.  Para  resolver  el  sistema 
de  ecuaciones  no  lineales  asociado  a  nuestro  problema  hemos  aplicado  el  método  de 
Newton. 
1. Supongamos que en nuestro modelo se tiene presente los siguientes parámetros: 
 
µ1 = 0.05,   σ1 = 0.7, m1 = 0.3, δ1 = 0.6, λ1 = 0.06, 
µ2 = 0.15, σ2 = 0.45,   m2 = 0.2, δ2 = 0.4, λ2 = 0.04 y ξ = 5. 
 
Entonces,  resolvemos  el  sistema  de  ecuaciones  y  obtenemos  que  la  solución  (los 
coeficientes de la función de valor) está dada por 
 
A1 = −0.0218,  A1 = −0.7024, A1 = 0.7100, A1 = 0.0143, 
A2 = 0.0032, A2 = −30.3055,  A2 = 0.0069, A2 = 0, 
A3 = 0.4886, A3 = −42.1481. 
Verificandoentre las condiciones en(3.2.37), en (3.2.45) y en (3.2.50), vemosque 
estos coeficientes cumplen las condiciones en (3.2.37). Es decir, encontramos en 
el caso 1. Por ello, existen 2 ĺ ımites 
 
b1 = 0.4670   y   b2 = 0.9037. 
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2. Si consideramos  ahora los parámetros 
 
µ1 = 0.50, σ1 = 0.70, m1 = 0.3, δ1 = 0.6, λ1 = 0.06, 
µ2 = 0.15, σ2 = 0.45, m2 = 0.2, δ2 = 0.4, λ2 = 0.04 y ξ = 6. 
 
Entonces,  resolvemos  el  sistema  de  ecuaciones  y  obtenemos  que  la  solución  está 
dada por 
 
B1 = 10.72910, B1 = −82.3328, B1 = 35.3782, B1 = −0.1382, 
B2 = −2.8146, B2 = −47.1854. 
Verificandoentre las condiciones en(3.2.37), en (3.2.45) y en (3.2.50), vemosque 
estos coeficientes cumplen las condiciones en (3.2.45). Es decir, encontramos en 
el caso  2, por ello existe un único ĺımite 
 
b2 = 0.00013514. 
 
3. Por último, si los parámetros son dados por 
 
µ1 = 0.03,   σ1 = 0.5, m1 = 0.46, δ1 = 0.9, λ1 = 0.05, 
µ2 = 0.15, σ2 = 0.45,   m2 = 0.2, δ2 = 0.4, λ2 = 0.03 y ξ = 3. 
 
Entonces,  resolvemos  el  sistema  de  ecuaciones  y  que  los  dos  únicos  coeficientes 
presentes en la función de valor esta dado por 
 
C1 = 5.4816 y C2 = −47.5869. 
En  este  caso  los  parámetros  dados  cumplen  con  la  condición  (3.2.50).  Al  encon- 
trarnos  en el  caso   3,  la  estrategia  óptima  no depende  que  el  proceso  de  riqueza 
este o no por encima de algún ĺımite. 
3  









Optimizacion con tasas de 
dividendos no acotadas 
 
En  este  capı́tulo,  estudiaremos  el  problema  de  optimización  de  pago  de  dividendos 
considerando como estrategias admisibles a ciertos procesos crecientes y continuas por 
la  derecha  (con  posibilidad  de  saltos).  Esto  requiere  un  tratamiento  matemático  más 
delicado del problema, por ello redefinimos las estrategias admisibles bajo este contexto 
de una manera más general que en el caṕıtulo anterior. 
Definición  4.0.1.  Un proceso estocástico C  = {Ct; t ≥ 0} es una estrategia admisible 
si cumple las siguientes condiciones: 
 
1. Es cadlag, es decir, sus trayectorias son continuas por la derecha y existe el ĺ ımite 
por la izquierda; 
2. Es adaptado a la filtración {Ft}; 
3. Para cada ω ∈ Ω, dCt = 0 para t ≥ τC; 
4. Xt
C ≥ C − C − para todo t < τC; 
 
5. Es un proceso no negativo con trayectorias crecientes; 
 
6. Para cada ω ∈ Ω y cada t > 0, el conjunto de instantes de saltos 
{s ∈ [0, t] ; C(s, ω) > C(s−, ω)} es finito; 
 
7. Si A ⊂ R es un conjunto de Borel medible tal que m(A) = 0, donde m es la 






El conjunto de todas las estrategias admisibles será denoto por C∞. 
Observación  4.0.2.  La condición (4) indica que no se permite un pago instantáneo 
de dividendos mayor que el nivel actual de la reserva. 
De  este  modo,  bajo  la  estrategia  admisible  C  tenemos  que  la  reserva  después  de 
pagar los dividendos es 
 










dWs − Ct, para cada t ∈ 
Σ 
0, τ C) . (4.0.1) 
 
Observemos en particular que X0C = x − C0, significa que si hay un pago de dividendo 
en el instante t = 0 entonces el excedente XC decrece instantaneamente de x a x − C0. 
Aś ı,convencionalmente escribimos XC0− = x y asumimos que C0− = 0. 
Observación  4.0.3.  A lo largo de este caṕıtulo consideramos que en la integral que 
representa la cantidad de dividendos acumulados descontados 
∫ τ C  
e−rs dC   está incluido 
el punto 0 dentro de la región de integración con el fin de considerar un posible pago de 
dividendos inmediato C0 > 0 en el valor. 
Al igual que en el cap´ıtulo anterior, nuestro problema (2.2.6) consiste en encontrar 
 
1. La función de valor  
 














2. Una estrategia admisible C∗ tal que V (r, x, i) = V C
∗ 
(r, x, i). 
 
Observación  4.0.4.  Debido a que la estrategia admisible C  es continua por la derecha 
y tiene l ı́mitepor la izquierda, representamos por ∧ = {s ≥ 0; Cs− ƒ= Cs} el conjunto de 
instantes en los que C tiene discontinuidad. Este conjunto es numerableporque C solo 
puede saltar un cantidad numerable de veces durante el peŕ ıodo [0, τC). 
 
Observacion 4.0.5. El proceso tCd 
Σ 
:= 0≤s≤t (Cs − Cs−) , es conocido como la parte 
discontinua de la estrategia admisible C 
s∈∧ 
y el proceso c := Ct − Cd es conocido co- 
mo la parte continua de C. Por tanto, toda estrategia admisible presenta la siguiente 
descomposición 
Ct = Cc + 
Σ 










Lema 4.0.6. Sea r ∈ R. Entonces, 
V (r, x, i) ≥ V (r, y, i), para 0 ≤ y ≤ x e i ∈ S. 
Demostración. 
Sea  s  >  0  y  Cy,i   una  s−estrategia  óptima  para  el  proceso  con  valor  incial  XC0 







= y y 
V C
y,i 
(r, y, i) ≥ V (r, y, i) − s. 
Para el proceso (XC, α) a partir del valor inicial (x, i) (x > y ≥ 0), se construye una 
estrategia  Ĉt,  la  cual  consiste  en  pagar  en  el  instante  0  la  cantidad  de  x − y  y  luego 
sigue la estrategia Cy,i inmediatamente. Es decir, 
 








como resultado, tenemos 
 
V (r, x, i) ≥ V Ĉ
 
(r, x, i) ≥ e−r(x − y) + V C 
y,i 
(r, y, i) ≥ e−r(x − y) + V (r, y, i) − s, 
que implica V (r, x, i) ≥ V (r, y, i) para todo x > y ≥ 0. 
 
4.1. Teorema de  verificación 
Si  F  :  R+ × S → R es  una  función  de  clase  C 2  por  tramos,  i  ∈ S,  x  ∈ R+\Ni  y 
f(r, x, i) = e−rF (x, i), definimos 
1 2 
Lf(r, x, i) :=mifr(r, x, i)+ µifx(r, x, i) + 
2
σi fxx(r, x, i) 
+ 
2 





i) = q f (r, x, j). 
r, x, )( ij 
j∈S 
Denotaremos por Co el conjunto de estrategias admisibles que no saltan en el mismo 
instante en que lo hace la cadena cadena de Markov α. Es decir, para cada ω ∈ Ω, se 
tiene: 
{s ≥ 0; C(s, ω) > C(s−, ω)} ∩ {s ≥ 0; α(s, ω) ƒ= α(s−, ω)} = ∅. 
El Teorema de verificación que demostraremos es el resultado principal de este caṕıtulo. 




aproximar los dividendos acumulados descontados bajo cualquier estrategia admisible 
hasta un instante mediante dividendos acumulados descontados de estrategias que per- 
tenecen al conjunto Co. 
















e−rt dCt, c.s. (4.1.4) 
Sea C una estrategia admisible arbitraria y T > 0, fijo. Si C no tiene saltos en [0, T ] , 
es fácil demostrar que se cumple la igualdad (4.1.4) tan solo definiendo  a Cn, como 
 
Cn  = C , para t ∈ [ 0, τ C ∧ T ) , 
Cn = CτC ∧T , para t ∈[ τC ∧ T, ∞ ) . 
Por eso nos enfocaremos en el caso en que C  presenta algún salto. La idea principal que 
usaremos para construir la estrategia Cn consiste en hacerla igual a C en ciertos inter- 
valos  de  tiempo  y  constantes  en  los  demás  intervalos  de  tiempo  de  manera adecuada. 




Figura 4.1: Aproximación a la estrategia C  mediante Cn. 
 
Definimos el funcional JT por  
 













por J = {j1, j2, · · · jθ} y los de C por S = {s1, s2, · · · sβ}. Con el fin de construir la 
sucesión Cn   a partir de C  tal que no tenga instantes de saltos en común con C  ni con α, 
definimos para cada k = 1, 2, · · · , β. 
























, si existe el instante de salto s o k β, 
 
en caso contrario. 
an = , 1 sk + jˆ
, 
Note 
k β  =s β+(ω  , k+1 C , T ] . 
k )  es  el  número  del  último  salto  de n dentro del intervalo [0 n A continuación construiremos  para  cada  n,  la  estrategia  C 
Figura (4.2), donde se muestran los únicos 6 posibles casos: 
pero antes observemos la 
 
•  Caso 1, el tiempo de ruina de acuerdo a la estrategia C sucede antes del instante 
T  y además C  no salta en el instante τ C . Es decir, 
 
τ C < T ∧ CτC = Cτ C − . 
 
•  Caso 2, el tiempo de ruina de acuerdo a la estrategia C sucede antes del instante 
T  y además C  salta en el instante τ C . Es decir, 
 
τ C < T ∧ CτC  ƒ= Cτ C − . 
 
•  Caso 3, si el tiempo de ruina de acuerdo a la estrategia C no sucede hasta el 
instante T  y además C  no salta en el instante T . Es decir, 
 
τ C > T ∧ CT = CT − . 
 
• Caso 4, el tiempo de ruina de acuerdo a la estrategia C sucede en el instante T 
y además C  no salta en el instante T . Es decir, 
 
τ C = T ∧ CT = CT − . 
 
•  Caso 5, si el tiempo de ruina de acuerdo a la estrategia C no sucede hasta el 
instante T  y además C  salta en el instante T. Es decir, 
 






Figura 4.2: Posibles comportamientos de la estrategia C hasta el instante T . 
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• Caso 6, el tiempo de ruina de acuerdo a la estrategia C sucede en el instante T 
y además C  salta en el instante T. Es decir, 
 
τ = T ∧ CT ƒ= CT − . 
 
Para el caso 1, 3 y 4 definimos para cada n, la estrategia Cn por 
Cn  = Ct, para  t ∈ [ an , sk ) y k = 1, 2, · · · , β, 
t k−1 
n n 
C = C − , para t [ sk, a ) y k = β, 
k 
n n C 
C = C − , para t [ sβ, a τ T ) , 
β 
n n C 
Ct  = Ct  ∧ CτC  ∧ CT , para t ∈ [ aβ ∧ τ   ∧ T, ∞ ) . 
Para el caso 2, 5 y 6 definimos para cada n, la estrategia Cn por 
Cn  = Ct, para  t ∈ [ an , sk ) y k = 1, 2, · · · , β, 
t k−1 
n n 
C = C − , para t [ sk, a ) y k = β, 
k 
n n 
C = C − , para t [ sβ, a γ ) , 
β 
Cn  = Cs   , para t ∈ [ an ∧ γ, ∞) , 
donde  γ  = ı́nf{t  >  sβ ; Xt  =  Cs− }.  Observemos  que  la  estrategia  C 
n no salta en el 
mismo  instante  en  que  lo  hace  C  o α  y además se tiene  que  τ C   ≤ τ C
n 
.  Para  verificar 
la igualdad (4.1.4), primero vamos a demostrar que independientemente en el caso en 
que nos encontremos, siempre se cumple que para todo k ∈ {1, 2, · · · , β − 1}, 
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c.s    
0, (4.1.5) 
k k k] 
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C(an)k − C(s−k) . 
1 
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an 




e−rt dCn  −
c
→
.s    e−r(sk)∆C(sk ). (4.1.7) 
 
























Por otro lado, para cada ω fijo, la función t ›→ e−rt (ω)  es acotada en t ∈ [0, T ] . Es decir, 
existe un K = K(ω) > 0, tal que 
 
|e−rt(ω)| < K, para todo t ∈ [0, T ]. 
Esto nos permite acotar el segundo integrando del lado derecho en (4.1.8). 
∫ 
e−r(sk)∆C(s ) ≤ e−rt dC 
 
≤ e−r(sk)∆C(s ) + 
. 
(an) − C(s ) 
 
Σ . (4.1.9) 
[sk,an] 
k k k 
 





c.s    
e−r(sk)∆C(sk ). (4.1.10) 
 













c.s    
0. (4.1.11) 
 
Demostrando aśı la afirmación (4.1.5). Por otro lado, es obvio que a partir de la defini- 
Σ 
ción de Cn  sobre a














e−rt dCt = 0, (4.1.12) 
 
para k = 1,2, · · · β. Por tanto, podemos concluir que independientemente del caso en 








[0,sβ  ) 
 
e−rtdCt −
















Ahora s´ı,examinemos los casos presentados: 
 
• Caso 1 
Aqú ı tenemos que τ C  = τ C
n 
, τ C  ∧ T  = τ C  y Ct ∧ Cτ C  ∧ CT  = Ct ∧ Cτ C . Además, 
Cn   = C , para  t ∈ [ a −1, sk ) , k = 1, 2, · · · , β. 
t t k 
n 
Ct   = Cs− , para t ∈ [ sk, ak ) , k β, 
n n C 
C = C − , para t [ sβ, a τ ) , 
β 
n n C 
Ct   = Ct ∧ CτC , para t ∈ [ aβ ∧ τ , ∞ ). 
Debido (4.1.13), si deseamos demostrar (4.1.4) solo nos resta analizar la integral 
sobre los conjuntosΣ 
Σ 
sβ , anβ ∧ τ C )  y 
Σ Σ 
anβ ∧ τ C , τ C .  Debido  a  la  definición  de  Cn 
sobre el conjunto sβ, an ∧ τC ), tenemos 
∫ 
 
[sβ ,an∧τ C ) 
e−rt dCn = 0. (4.1.14) 
 
Mientras que la integral para C sobre 
∫ 
Σ 
sβ, an ∧ τ C ), se cumple 
, . Σ , 
e−r(sβ)∆C(sβ) ≤ 
[sβ ,an∧τ C ) 
e−rt dCt ≤ e−r(sβ 
)∆C(sβ)+K C (an∧τ C)− −C(sβ) . 
(4.1.15) 
Debido a que la estrategia C  es constante después del tiempo de ruina se afirma 
que sβ < τ C. Aś ı, 
 
Entonces, cuando n → ∞, 
∫ 
1 




[sβ ,an∧τ C ) 
e−rtdCt −
c.s    
e−r(sβ  )∆C(sβ ). (4.1.16) 
Σ Σ 
El último análisis es sobre el conjunto   an ∧β  τ C , τ C    . Recordemos que en el caso 1 
el tiempo de ruina no es un salto para C y que la estrategia nunca salta en an,β 
por esto ∫  
 


















t β β 
A partir de la definición de Cn, se tiene 
∫ ∫ 
e−rtdCn = e−r(a







[an∧τ C  ,τ C  ] 
t 
, ( a,n∧τ C∫, τ C  ]  −rt 
= e−r(a
n∧τ C ) C (an ∧ τ C ) − C (s−)   + β e dC 
 


















( an∧τ C  ,τ C ] 
 
 
c.s    e−r(sβ  )∆C(sβ ). (4.1.17) 
− 
[an ∧τ C ,τ C ] β 
Debido a (4.1.16), (4.1.14) y (4.1.17), podemos afirmar que cuando n → ∞, 
∫ 
 





[sβ ,τ C ] 
 
e−rtdCt −
c.s    
0. (4.1.18) 
 
Con esto hemos demostrado que en el caso 1 la igualdad (4.1.4) se cumple. La 
demostración para el caso 3 y 4 es similar y por ello omitimos su prueba. 
• Caso 2 
Aqu´ı observamos que sβ = τ C < T . Por (4.1.13), solo resta analizar la integral 
Σ 




y {sβ}. La definición de Cn sobre esos conjuntos esta 
 
n n 
C = C − , para t [ sβ, a γ ) , 
β 
Cn  = Cs   , para t ∈ [ an ∧ γ, ∞) , 
donde  γ  = ı́nf{t > sβ ; Xt  =  Cs− }.  Observemos  que  si  el  tiempo  de  ruina  de  C 
n
 
sucede este será después  del  instante γ  y además  que antes y después de an  ∧ γ, 
será constante. Por ello 
∫ ∫ ∫ 
∫ τ Cn 
e−rt dCn − s } e−rt dC = n e−rt dCn − 
 
e−rt dC 
t { β 
β 
t {a ∧γ} β n∧γ) 
t {sβ } t ) 
= e−r(a 
β 
∆Cn(an ∧ γ) − e−r(sβ ∆C(s ) (4.1.19) 
β β 
 











e−rt dCn −  
{sβ} 
e−rtdCt  −







Con esto hemos demostrado una vez más que se cumple (4.1.4). La demostración 
para el caso 5 y 6 es similar y por ello que omitimos también su demostración. 
 
Teorema  4.1.2.  Sea F  : R+ × S → R+, una función de clase C2  por tramos tal que, 
para cada i ∈ S, se cumple que: 
(i) F (0, i) = 0, 
(ii)  F (·, i) es cóncava sobre R+. 
Sea f(r, x, i) = e−rF (x, i). Suponga que para cada i ∈ S, cada r ∈ R, y cada x ∈ R++ 
se cumple que 
 
. Σ 
máx   Lf(r, x, i)1{x ƒ∈N i}, e−r  − fx(r, x, i) = 0. (4.1.20) 
 
Entonces,  
V (r, x, i) ≤ f (r, x, i) (4.1.21) 
para todo (r, x) ∈ R × R+ e i ∈ S. 
Demostración. 
Primerodemostraremosquese cumple la desigualdad (4.1.21) sobreel conjunto Co. Sea 
C un elemento de Co , X = XC y τ = τ C el proceso excedente y el tiempo de ruina 
respectivamente. Por la observación (4.0.5), se tiene que XC   satisface 
 
XC = x + 
∫ t ∫ t 
µαt ds + 
0 0 
 






(Cs − Cs− ) . 
 
Aplicando  la  fórmula  de  Itô  generalizado  para  el  proceso  {f(rt, Xt, αt)} (ver  4.4.7), 
tenemos 
∫ t 
f(rt, Xt, αt) = f(r, x, i) + Lf(rs, Xs− , αs− )1{s;X  − ƒ∈Nα  − } ds 
s s 
∫ t 














f(rs, Xs, αs) − f(rs, Xs− , αs−) 
 
c f 
fx(rs, Xs− , αs− )dCs + Mt 
0 
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donde el proceso {Mf ; t ≥ 0} es una martingala local con Mf = 0, P-c.s. (ver 4.4.7). 
t 




Dk = (−k, k) ×(0, k). 
Sea k ≥ 1 tal que −k < r0 = r < k y 0 < X0 = x < k. Para cada k ≥ 1, consideramos 
el primer tiempo de salida del proceso (rt, Xt) conjunto Dk 
 
τk := ́ınf{t ≥ 0; (rt, Xt) ∈/ Dk}. 
A partir de la observación (4.0.5) y Xs  = Xs−  − ∆Cs, podemos reescribir la igualdad 
(4.1.22) y obtener 
∫ 
e−rt F (Xt, αt) − e














∫ t rs s s ∫ 
e − fx(rs, Xs− , αs− ) (4.1.23) 
+   0   σαs− e
− 
Σ Σ 
Fx(Xs− , αs− )dWs − 
t 
s− 





e−rs F (Xs− − ∆Cs, αs) − F (Xs− , αs− ) + ∆Cs + Mt    
f . 
 
Entonces, para cada t ≥ 0 y cada k ≥ 1, tenemos 
 
e−rak F (Xa , αa 
∫ 
) − e




∫ ak ∫ ak Σ 
Σ 
= Lf(rs, Xs− , αs− )1{s;X 
0 
− ƒ∈Nα  − } ds + 0 e




∫ ak −rs 
s s 
∫ −rs + σ e Fx(Xs− , αs− )dWs− ak δ
 e F (Xs− , αs− )dBs 
0 αs− 
Σ Σ + 
0 αs− 

















s α  −s 
s∈∧ k 
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Σ∫  a 
 
Σ 
, αak ) 
 
− e−
rF (x, i)+ Er,x,i 









 ak Σe r
 




− s  



















rs F (Xs− , αs− )dBs 
s− 
Σ ΣΣ 
r,x,i e−rs F (X − − ∆C , α ) − F (X − , α − ) + ∆C . 
0≤s≤ak 
s∈∧ 
s s s s s s 
 
De la hipótesis se tiene que para cada i ∈ S, f (r, x, i) satisface la ecuación (4.1.20) para 
(r, x) ∈ R ×R++. Entonces, 
Lf(r, x, i)1{x ƒ∈N  }  ≤ 0 y er ≤ fx(r, x, i). 
As´ı, para cada s ∈ [0, ak ), tenemos 
Lf(rs, Xs, αs)1{s;X  ƒ∈N }  ≤ 0 y er
s  
≤ fx(rs, Xs, αs). 






k F (Xa , αa ) 
 
− e− 
rF (x,i)+ Er,x,i 













F (Xs− − ∆Cs, αs) − F (Xs− , αs− ) + ∆Cs Σ (4.1.26) 
+ Er,x,i 
















F (Xs− , αs− )dBs . 
 
El siguiente paso es reducir esta última expresión, para ello debemos tener presente 
que (rs, Xs) ∈ Dk, cuando s  ∈ [0, ak ). Es decir,  rs  ∈ [−k, k]  y  Xs  ∈ [0, k]  , cuando 






















−rs F (Xs− , αs− )dBs. 
∫0 
ak 




son martingalas para cada k fijo. En efecto: 
 
• Cuando s ∈ [0, ak ) se tiene que rs ∈ [−k, k] y Xs ∈ [0, k] , recordemos que para  
cada  i  ∈  S,  la  función  F (·, i)  es  continua  y  f (r, x, i)  =  e−r F (x, i)  para (r, x)  
∈  R × R+ .  Aśı,  f (rs, Xs, αs)  es  acotado  para  cada  s  ∈  [0, ak ).  Además, 
observemos  que  a  partir  del  hecho  que  para  cada  i  ∈  S,  la  función  f (·, ·, i), 
satisface la ecuación (4.1.20) obtenemos  que F (·, i) es creciente. Esto es debido a 
que para cada i ∈ S, se tiene Fx(x, i) ≥ 1. As´ı,cuando x ∈ [0, k] , setiene 





Σ∫  a 
 
Σ Σ∫  a Σ 
1 
Er,x,i 2 e−2rs F 2(X − , α − )ds ≤ δ̂







≤ δ̂2 K2e2kEr,x,i 
Σ∫  t 
0 
dΣs 
ds < ∞, 
para cada t ∈ [0, ∞), lo que implica 
Σ∫  a Σ 
Er,x,i 
k 




• Procediendo de manera analoga que en el paso anterior se tiene que el proceso 
fx(rs, Xs, αs)  =  e−rs Fx(Xs, αs)  es  acotado  para  cada  s  ∈ [0, ak ).  Además,  para 
cada i ∈ S, la función Fx(·, i) es decreciente por ser cóncavo. Aśı, para x ∈ [0, k] , 
se tiene 















e−2rs F 2(X − , α − )ds 
 
Σ∫  a Σ 
≤ σ̂2K2e2kEr,x,i ds 
0 
αs− x s s 2 
Σ∫0 t Σ 
2 ∞ 
 
para cada t ∈ [0, ∞), lo que implica 
Σ∫  a 
≤ σ̂2 K2e2kEr,x,i 
 
Σ 
0  ds   < , 
Er,x,i σα − e−




Con el mismo argumento utilizado en el cap´ıtulo anterior para obtener la desigual- 
dad (3.1.17) podemos afirmar que {Mf ; t ≥ 0} es una martingala cuadrado 
Σ 












k F (Xa , αa ) 
 
− e− 
rF (x, i) + Er,x,i 


















Analizaremos el último término del lado derecho de la expresión (4.1.28). A partir de que 
para cada i ∈ S, la función F (·, i) satisface la desigualdad Fx(x, i) ≥ 1 para x > 0 y por 
el Teorema de valor medio, tenemos 
 
∆Cs ≤ F (Xs− , αs) − F (Xs− − ∆Cs, αs) . 
Definamos el conjunto de instantes donde saltan C y α, por 
 
∧1 = {s ≥ 0; αs ƒ= αs−    y Cs Cs− }, (4.1.29)
 
∧2 = {s ≥ 0; αs = αs− y Cs ƒ= Cs− }. 
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ĺ ıminf Er,x,i 
k→∞ 
e−rt∧τk F (Xt∧τk , αt∧τ ) + 
0 
e−rs dCs ≤ e−
rF (x, i). (4.1.32) 
 





















e−rt∧τk F (X t∧τ  , αt∧τk ) −
c
→
.s    
e−rt∧τ F (Xt∧τ , αt∧τ ). 
 
Esta última convergencia es por la Proposición 3.1.5. Por el Lema de Fatou aplicado a la 
desigualdad (4.1.32), tenemos 
 
Er,x,i 












e−rs dCs ≤ e−
rF (x, i). 
(4.1.34) 
 
Aplicando el Teorema de convergencia monótona, obtenemos 
 
Er,x,i 







rF (x, i). 
 
Con esta desigualdad demostramos la desigualdad (4.1.21) sobre el conjunto Co, ya que 









≤ f (r, x, i) (4.1.35) 
 
Para extender la desigualdad (4.1.35) sobre el cojunto C∞, recordemos que por el Lema 





∫ τ Cn 
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Debido a esto y por el Lema de Fatou, resulta 






≤ĺ ıminf E 
Σ∫  τCn 
0 
Σ 







τ C ∧T 
Σ 
e−rt dCt ≤ f (r, x, i). 
Por último, aplicando el Teorema de convergencia monótona cuando T  → ∞, se tiene 






≤ f (r, x, i). (4.1.36) 
 
Aś ı,  






Al igual  que en el  capı́tulo anterior intentaremos  encontrar una solución F  de clase 
C2  por  tramos  para  la  ecuación  (4.1.20)  y  que  además  para  cada  i ∈ S, satisfaga  las 
siguientes condiciones: 
1. F (0, i) = 0. 
 
2. La función F (·, i) es creciente. 
3. La función F (·, i) es cóncava. 
El procedimiento para encontrar esta función también está basada en el trabajo reali- 
zado por Sotomayor y Cadenillas en [23]. 
 
Debemos  tener  presente  que  la  función  f  dada  por  f(r, x, i)  =  e−r F (x, i)  satisface  la 
ecuación (4.1.20) si y solo si F  satisface la siguiente ecuación 
 














Observemos  que la función indicadora es  omitida  en la  ecuación (4.2.37).  Esta  función 
indicadora era necesaria para evitar aquellos puntos donde la segunda derivada no 
exist́ıa.  Esta  omisión  no  afectará  los  cálculos  ya  que  cuando  intentemos  encontrar  la 
solución  del  sistema  (4.2.37)  se  tendrá  presente  en  cuáles  puntos  la  segunda  derivada 
pueda no existir. Definimos para cada i ∈ S, 
bi := ́ınf{x ≥ 0; Fx(x, i) ≤ 1}, 
y supondremos que mı́n{bi; i ∈ S} > 0. 
A  partir  de  la  definición  de  bi  se  tiene  que  Fx(x, i)  >  1,  para  todo  x  ∈  (0, bi ). 
Entonces, de la ecuación (4.2.37), tenemos que la función F  satisface 
 
σ2 





qijF (x, j) = 0. (4.2.38) 
 
Debido a la suposición 3 y 4 dadas al inicio de la presente sección tenemos que cuando 
x ∈ [bi, ∞), 
Fx(x, i) = 1. 
 
Bajo esta suposición tenemos que Fxx(bi+ , i) = 0 y podemos asumir que Fxx(bi− , i) = 0. 
Entonces,  la  función  F  que  necesitamos  debe  resolver  el  siguiente  sistema  sistema  de 




2i  Fxx(x, i) + µiFx(x, i) (ri + λi) F (x, i) = jƒ 
=i qij F (x, j), 0 < x < bi, 
F (x, i) = x + K̂i, bi ≤ x, 
Fxx(bi, i) = 0, 
F (0, i) = 0, 
 
para cada i ∈ S. 
(4.2.39) 
 
Caso: dos  reǵımenes 
 
Nos restringiremos al caso de dos reg ı́menes, S = {1, 2}. Bajo este caso tenemos solo 









del modelo. El sistema (4.2.39) se reduce a 
 
2 
2 Fxx(x, i) + µiFx(x, i) − (ri + λi) F (x, i) = −λiF (x, 3 − i), 0 < x < bi, 
F (x, i) = x + K̂ , bi 
F (0, i) = 0, 
Fx(bi, i) = 1, 
Fxx(bi, i) = 0, 
≤ x,  
(4.2.40) 
 
para i ∈ S = {1, 2}. Para hallar la solución de este sistema consideraremos  sin perdida 




2 1 Fxx(x, 1) + µiFx(x, 1) − (r1 + λ1) F (x, 1) = −λ1F (x,2), 
2 
σ2 
F xx (x, 2) + µ2Fx(x, 2) − (r2 + λ 2) F (x, 2) = −λ2F (x, 1). 
(4.2.41) 
 
Y cuando x ∈ [ b1, b2) , F satisface 
σ2 
   2 Fxx(x, 2) + µ2Fx(x, 2) − (r2 + λ2) F (x, 2) = −λ2F (x, 1). 






La siguiente proposición nos indicará cúal es la solución para el sistema (4.2.42). 
Proposición 4.2.1.  Si 0 < b1 < b2 y se cumple el sistema (4.2.40) entonces 
αjr e−α
j (x−b2) αjr2e−α
j (x−b2) λ  x 
2  2 1 1 
2 2 
F (x, 2) = . Σ 
α1j α




j − j 
Σ 2  + λ2 ) r2 + λ 2 (4.2.43) 
µ  λ  + λ  K̂ + λ ) α 2 α 1 ) α 2 (r 




(r2 + λ 2)
2 
Cuando 0 < b1 ≤ x < b2, se sigue a partir del sistema (4.2.40) que 
2 
2 Fxx(x, 2) + µ2Fx(x, 2) − (r2  + λ2) F (x, 2) = −λ2(x − ̂K1), 
resolviendo esta ecuación diferencial ordinaria tenemos que la solución es dada por 
 
j 
F (x, 2) = K eα 
 
j 
+ K eα + K x + K , 









donde αj1  < 0 < αj2  son las ráıces de la ecuación caracteŕıstica, φ(α) :=  1 σ22α2 + µ2α − 
(λ2 + r2). Los coeficientes K3 y K4 (encontrados a partir de la solución homogénea) son 
λ2 µ2λ2 + λ2K̂1(r2 + λ2) 
K3  =  
r2 + λ2 
y K4 = 
(r2 + λ 2)2 
, (4.2.44) 
usando las condiciones Fx(b2, 2) = 1 Fxx(b2, 2) = 0, tenemos 
 
αjr  e−α
j b2 αjr e−α
j b2 
K  = 2 2 
1
 < 0 y K  = 1  2 2 > 0. (4.2.45) 
αj (αj − αj ) (r2 + λ2) αj (αj − αj ) (r2 + λ2) 
El  procedimiento  para  hallar  la  solución  del  sistema  (4.2.41)  es  idéntica  que  en 
el  caṕıtulo  anterior.  Este  sistema  de  ecuaciones  diferenciales  homogéneas  tiene  como 
ecuación caracteŕıstica a 




φ1(α2) := α−1    + µ  α 1   (λ + r1 ), 
φ2(α2) := 
σ2
α   + µ α  (λ + r ). 
2 2 2  2 
Por el Lema 3.2.1, se tiene que la ecuación tiene 4 ráıces α1 < α2 < 0 < α3 < α4. Por 
tanto, la solución de (4.2.41) es de la forma A.8 y A.9solucion(b2,infinito) 
Σ4 
F (x, 1) = akeαk 
x, 
k=1 









Recordemos que cuando x ∈ [ b2, ∞) , tenemos 
F (x, 1) = x + K̂1 , 
F (x, 2) = x + K̂ 
(4.2.47) 
2. 
Como  para  cada  i ∈ S, la función F (·, i), debe satisfacer la condición  4 dada  al  inicio 
de la presente sección entonces, los ĺımites b1 y b2, los coeficientes ak, k = 1, 2, 3, 4 y las 
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F (0, 1) = F (0, 2) = 0, 
F (b1− , 1) = F (b1+ , 1), 
F (b1− , 2) = F (b1+ , 2), 
F (b2− , 2) = F (b2+ , 2), 
Fx(b1− , 1) = 1, 
Fx(b1− , 2) = Fx(b1+ , 2), 







En la presente sección demostraremos  que la función obtenida en la anterior sección 
satisface  las  condiciones  de  la  hipótesis  del  Teorema  4.1.2  y  por  tanto  esta  función es 
mayor o igual que la función de valor. 
Teorema 4.3.1. Suponga que bk,  K̂k ,  k  =  1, 2,  y ak, k  =  1, 2, 3, 4,  constituyen una 
solución del sistema de ecuaciones (4.2.48). Sea f , la función dada por 
 
 








, si x ∈ [0, b1 ), 
 
e−r(x + K̂1), si x ∈ [b1 , ∞), 
y 
. 








j x + K eα
j x  + K x + K ), si x ∈ [b , b ), 
f(r, x, 2) = 1 1 2 2 3 4   1 2 
                 −r ˆ
2 2
 
e (x + K ), si x ∈ [b , ∞), 
 





a3eα1x + a3eα2x + a3eα3x + a3eα4x > 0 







x < 0. 




Entonces, f (r, x, i) ≥ V (r, x, i) para todo (r, x) ∈ R × R+ y para i = 1, 2. 
Demostración. 
A  partir  de  que  los  coeficientes  y  constantes  presentes  en  las  expresiones  de  F (·, 1)  y 
F (·, 2) (ver (4.2.46) y (4.2.47)) satisfacen el sistema de ecuaciones (4.2.48), tenemos que 
F (·, 1)  es  de  clase  C 2  y F (·, 2)  es  de  clase  C 2  por tramos,  observemos  que la  segundas 
derivadas  laterales  de  esta función  en  x = b2 , existen  pero no son  iguales.  Recordemos 
que para cada i = 1, 2, teńıamos que bi := ́ınf{x ≥ 0; Fx(x, i) ≤ 1}. Entonces, 
Fx(x, i) > 1 ∀ x ∈ [0, bi ), 
Fx(x, i) = 1 ∀ x ∈ [bi, ∞). 
Por tanto, para  cada  i = 1, 2, la función  F (·, i)  es  estrictamente creciente.  La  función 
F (·, 1) es cóncava. En efecto, si x ∈ [0, b1 ) entonces 
Fxxx(x, 1) = a3eα1
x + a3eα2x + a3eα3x + a3eα4x > 0. 
1 2 3 4 
 
Por tanto, Fxx(x, 1) es estrictamente creciente sobre [0, b1 ) y 
 
Fxx(x, 1) < Fxx(b1− , 1) = Fxx(b1, 1) = 0, ∀ x ∈[0, b1), 
Fxx(x, 1) = 0,  ∀ x ∈ [b1, ∞). 
Aśı,  la  función  F (·, 1)  es  cóncava.  Usando  el  mismo  argumento  anterior  tenemos  que 
Fxx(x, 2) < 0 sobre [0, b1 ). Cuando x ∈ [b1, b2 ), tenemos que 
α jαjr2 
F    (x, 2) = 1 2 (eα
j  (x−b2) − eα
j  (x−b2)) < 0. 
xx j j 
1 2 
(α2 α1) (r2 + λ2) 
De esta desigualdad, F (·, 2)  es también  una función cóncava. El sistema de ecuaciones 
(4.2.48) garantiza que F (0, 1) = F (0, 2) = 0. Solo resta probar que f satisface la 
ecuación (4.1.20), que es equivalente a que para cada i = 1, 2. F (·, i) satisface la ecuación 




L(x, i) = 
 
σ2 
i  F   (x, i) + µ F (x, i) −r F (x, i) −λ F (x, i) + λ F (x, 3 −xi). 
 
A partir del sistema de ecuaciones (4.2.48), se tiene que L(·, 1) es continua sobre [0, ∞) 






i = 1, 2, las funciones F (·, i) resuelven el sistema (4.2.41). Por tanto, 
L(x, 1) = L(x, 2) = 0, ∀ x ∈ (0, b1). 
 
Además, para cada i = 1, 2, la función F (x, i) > 1, porque x ∈ (0, b1) ⊂ (0, b2). Lo cual 
implica que para cada i = 1, 2, la ecuación (4.3.50) es satisfecha en (0, b1). Recordemos 
que  cuando  x  ∈ [b1 , b2 ),  la  función  F (·, 2)  es  la  solución  del  sistema  (4.2.42)  y  por  la 
definición de b2 se tiene que 
 
F (x, 2) > 1 ∀ x ∈ [b1, b2 ). 
Aśı, la ecuación (4.3.50) es satisfecha para i = 2, en [b1 , b2 ). Ahora falta demostrar que 
para i = 1, la ecuación (4.3.50) es satisfecha en [b1 , b2 ). Para ello observemos que 
 
Lx(x, 1) =  −(λ1 + r1) + λiFx(x, 2), ∀ x ∈ [b1, ∞), 
Lxx(x, 1) = λiFxx(x, 2) < 0, ∀ x ∈ (b1, ∞). 
Aśı,  las  funciones  Lx(·, 1)  y  Lxx(·, 1)  son  continuas  sobre  (b1 , ∞)  y  L(·, 1)  es  cóncava 
sobre ese conjunto. Por otro lado, la función F (·, 1) que es la solución de (4.2.41) sobre 
(0, b1) satisface 
 
λ −F (1x, 2) = 
σ2
F  (x, 1) µ F (x, 1) + (r + λ ) F (x, 1). 
21 xx i    x 
 
Del sistema de ecuaciones (4.2.48) se tiene que Fx(b1− , 1) = 1 y Fxx(b1− , 1) = 0. Recor- 
demos que bajo nuestras hipótesis, la función Fxxx(x, 1) > 0 sobre (0, b1). En particular 
Fxxx(b1− , 1) ≥ 0, y además a partir de la definición de φ1(α), se tiene que 
Σ4 
λ1Fx(b1− , 2) = −φ1(αk)αkeαk 
b1 ak 
k=1 




α3eαk b1 a − µ 
Σ4 
α2eαk b1 a  + (r + λ ) α α b 
2 
k=1 
2    1 
k 1 k 
k=1 
k 1 1 ke 




Fxxx(b1− , 1) − µiFxx(b1− , 1) + (r1 + λ1) Fx(b1− , 1) ≤ λ1 + r1. 
Teniendo presente esta desigualdad y que L(·, 1) es cóncava sobre (b1 , ∞), tenemos 
 
Lx(x, 1) ≤ Lx(b1, 1) = −(r1 + λ1) + λ1Fx(b1, 2) 





A partir de esto, tenemos que L(·, 1) es decreciente sobre (b1, ∞). En particular tenemos 
que 
L(x, 1) ≤ L(b1, 1) = 0, ∀ x ∈ [b1, b2 ). 
Esto demuestra que la ecuación (4.3.50) es satisfecha en el intervalo [b1 , b2 ). Por último, 
resta  probar  que  para  i  =  1, 2,  la  ecuación  (4.3.50)  también  es  satisfecha  en  [b2, ∞). 
Debido a que L(·, 1) es decreciente, se tiene 
L(x, 1) ≤ L(b2, 1) ≤ L(b1, 1) = 0, ∀x ∈ [b2, ∞). 
 
Además,  
Lx(x, 2) = −(r1 + λ1) + λ1 < 0. 
Por tanto, L(·, 2) es estrictamente decreciente sobre [b2 , ∞). Aśı 
Lx(x, 2) ≤ L(b2, 2) = L(b2− , 2) ≤ 0. 
Esto  demuestra  que  la  ecuación  (4.3.50)  es  satisfecha  en  [b2 , ∞). Por  todo  lo  anterior 
se demostró que para cada i = 1, 2, la función F (·, i) satisface la ecuación (4.3.50) que 




4.4. Una  estrategia  óptima 
En la sección anterior se demostró, bajo ciertas condiciones, que una función  f  de la 
forma f (r, x, i) = e−rF (x, i) cumple que 
f (r, x, i) ≥ V C(r, x, i), para toda estrategia admisible C. 
En  la  presente  sección,  intentaremos  construir  una  estrategia  asociada  a  la  función  F 
que  cumple  con  las  condiciones  del  Teorema  4.1.2  y  que  satisface  la  ecuación  (4.2.37). 
Conjeturamos  que  esta  estrategia  podŕıa  ser la  óptima.  Esta  conjetura  es  producto  de 
los  diversos  resultados  obtenidos  anteriormente  sobre  la  estrategia  óptima  cuando  el 
proceso de reserva es modelado por un proceso de difusión con o sin cambio de régimen 
con tasa de pago de dividendos no acotada (por ejemplo, [2], [6], [12] y [27]) y los re- 
sultados obtenidos en el cap ı́tulo anterior. 
 




S = {i}. En el trabajo realizado por Julia Eisenberg, en [6], donde el factor de descuento 
es  modelo  por  un  movimiento  Browniano,  se  muestra  que  la  estrategia  óptima  C∗  es 














µ2 + 2σ2(m 
2ln(ζi ) 
x̂i = θi    , 
θi − ζi 
 





















y θi = 
i i i 2 
2 . 
i 
De acuerdo a esta estrategia, el excedente de la reserva sobre el nivel x̂i  es inmediata- 
mente pagado como dividendo, es decir, 
, 
c∗t   = máx sup 
, 




X0 = x + µ s + σ W y τ denota el tiempo de ruina bajo C∗. 
s i i s 





V (r, x) = 
 
 
e−  r 
 
. 
eθix − eζix 




, si x ∈ [0, x̂i ), 
Σ 
e−r 
  µi   
+ x − x̂i , si x ∈ [x̂i, ∞), 
δ 
mi  − 2i 
A  partir  de  lo  anterior,  se  observa  que  cuando  hay  un  solo  régimen  o  estado,  existe 
una única barrera o nivel x̂i, que depende de los parámetros presentes en el modelo. Es 
entonces  razonable  pensar  que  para  un  modelo  con  cambio  de  régimen  con  n estados, 
debeŕıan existir n barreras.  Esta idea se acerca a la  definición de estrategia de barrera 
modulada en el nivel b = {bi; i ∈ S}, dada en [12], que es una estrategia que paga el 
excedente de la reserva sobre el nivel dependiente de régimen. 
Definición  4.4.1.  Una estrategia de barrera modulada en el nivel b  =  {bi; i  ∈ S} es 
una estrategia Cb ∈ C∞ que satisface: 
1. 
∫ ∞ 














donde Xb es el proceso de (2.1.2) correspondiente a Cb. 
 
De acuerdo  a esta  estrategia, los dividendos solo son pagados cuando X b  está  en la 
barrera b, que implica que el proceso Cb es un tiempo local. Se puede verificar que Cb 
puede ser expresado explic´ıtamente como sigue: 
. 








µαu du + 
∫ s 
σαu dWu − bαs 
0 
, Σ 
, 0 . 
 
Para conocer quienes seŕıan ser los candidatos a barreras óptimas, observemos  que 
para cada i ∈ S, la solución F (·, i) de (4.2.37) divide el intervalo [ 0, ∞)  en dos regiones: 
Región de continuación: 
 
 
C(i) := {x > 0; L(x,i) = 0 y 1 − Fx(x, i) < 0} . (4.4.52) 
Región de intervención: 
 
 
Σ(i) := {x > 0; L(x, i) < 0 y 1 − Fx(x, i) = 0} . (4.4.53) 
Para  cada  i ∈ S,  definimos  b∗i   := inf {x > 0; Fx(x, i) ≤ 1}.  Supongamos  que  existe  el 
nivel  b∗  =  {b∗i ; i  ∈ S},  con  0  <  b∗i 














Xs − b∗αs , 0   , 
donde Xs = x + µαu du + s u dW . Observamos que C > 0 si y solo si x > b . 
0 0 0 α0 
 
Como se indicó al inicio de esta sección conjeturamos una posible estrategia óptima en 
base a resultados anteriores. Esta estrategia es Cb
∗ 
, que consiste en pagar como 
dividendos el exceso de las reservas por encima de una cierta barrera óptima, donde esta 
barrera salta hacia arriba o hacia abajo  exactamente en el momento en  que el  régimen 
cambia.  Por  tanto,  en  el  momento  de  un  cambio  de  régimen,  cuando  los  parámetros 
















En esta tesis,  aplicamos la teoŕıa de control óptimo estocástico con  cambio de régi- 
men para resolver un problema importante de econom´ıa financiera. Este problema con- 
siste en maximizar el valor esperado de los dividendos acumulados descontados hasta 
el tiempo de ruina del proceso de reserva pero considerando una tasa de descuento es- 
tocástico. El proceso de reserva se ve afectado por condiciones  (macro)-económicas que 
pueden  generar  peŕıodos  de  crecimiento  económico  y  peŕıodos  de  recesión  económica. 
Es por ello que utilizamos una cadena de Markov con espacio de estados finito para 
modelar el cambio de régimen. 
 
Cuando formulamos el problema consideramos dos casos: cuando la tasa de pago de 
dividendos es acotada y cuando esta tasa no es acotada. En ambos casos el objetivo era 
encontrar la función de valor y una estrategia óptima.  Para ello hemos supuesto varias 
condiciones que son propias de este tipo de problemas y otras para adaptarla a un tipo 
de función de clase C 2  por tramos. 
 
En  el  primer  caso,  bajo  ciertas  condiciones,  hemos  podido  encontrar la  función  de 
valor de manera explic ı́ta y una estrategia   óptima.  La  estrategia  óptima  encontrada 
sigue siendo una estrategia de barrera como en los otros modelos en los que no se con- 
sidera  el  cambio  de  régimen.  Esta  estrategia  de  barrera  consiste  en  pagar  la  máxima 
tasa de dividendo si el proceso excedente se encuentra por encima de una barrera y no 
pagar nada si se encuentra por debajo de la barrera. 
 
Nuestro  modelo  resalta  la  importancia  de  tener  presente  el  régimen  en  el  cual  se 
encuentra  la  compañı́a,  esto es  debido  a  que  mientras  la  estrategia  ́optima  en  modelos 
sin  cambio  de  régimen  solo  depende  que  el  excedente  se  encuentre  por  debajo  o  por 
encima de una barrera para aś ı poder pagar o no dividendos, la estrategia en nuestro 
modelo  dependerá  además  del  régimen  de  la  economı́a.  Es  decir,  que  para  pagar  divi- 
dendos óptimos,  la  compañ́ıa  debe considerar  primero  en  que  régimen  se  encuentra  la 
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econom ı́a, y luego verificar que el nivel de reserva (excedente) bajo esta estrategia sea 
mayor o igual a una cierta barrera que depende del régimen. 
 
En el caso de tasa de pago de dividendos no acotada, hemos podido encontrar con- 
diciones  suficientes  para  que  una  función  sea  mayor  o  igual  que  la  función  de  valor. 
Además,  conjeturamos  sobre  una  posible  estrategia  ́optima  basándonos  en  diversos  si- 
milares  de  trabajos  anteriores  los  cuales  consideraban  o  no  el  cambio  de  régimen.  En 
el caso que la tasa de pagos de dividendos no es acotada. Al tener presente las carac- 
teŕısticas  de  estas  estrategias  óptimas,  conjeturamos  que  una  estrategia  óptima  para 
nuestro modelo debe ser una estrategia de barrera modulada, que consiste en pagar 
como dividendos  el  excedente de las  reservas  por  encima  de ciertas barreras óptimas  y 
no  pagar  nada  si  se  encuentra  por  debajo  de  esta.  Este  candidato  a  estrategia  óptima 
está  asociado  a  la  función  que  cumple  con  las  condiciones  del  teorema  principal  del 














Exponencial  estocástica 
Para  cada  matingala  local  continua  Mt  con  M0 = 0, la  exponencial  estocástica  de 
Mt es definido como 
Mt− 
1 [M ] 
ε (M )t = e 2 t , t ≥ 0, 
donde [M ]t  es la variación cuadrática de Mt. 
Teorema  4.4.2.  (Condición  de  Novikov) 
Sea T > 0 y Mt un martingala local continua con M0 = 0. Supongamos que 
. Σ 
E e 
1 [M ]T 
 
< ∞. (4.4.54) 
 
Entonces, ε(M)t, 0 ≤ t ≤ T es una martingalacontinuaconmediaigualauno. 
Demostración. 
El resultado es probado en [14] página 226. 
 
Si h(t) es un proceso Ft−adaptado y existe una constante K > 0 tal que 
|h(t)| ≤ K, ∀ t ∈ [0, T ] , 
 
es conocido que Mt  = 
∫ 
0 h(s)dB s, 0 ≤ t ≤ T, es una martingala cuadrado integrable 
con M0 = 0 y su variación cuadrática es dada por 
∫ t 
[M ]t = (M)t = 
h(s)2dBs. (4.4.55) 
0 
En nuestro modelo, teniendo presente la igualdad (4.4.55), podemos concluir que la 
exponencial estocástica ε(M )  para la martingala M  = − 
∫ t 
δ2  dB  . es dada por 
 
ε(M )  











En este caso, . Σ 
E e 
1 [M ]T 
. Σ 





donde δ̂  = máx δi. Por tanto, a partir de (4.4.54), la exponencial ε(M ) es un martingala 
i∈ S 




Fórmula  de  Itô  para  una  función  de  clase  C 2   por tramos 
 
Recordemos el Teorema de la fórmula de Itô en su versión más simple. Este teorema 
en  esencia  nos  indica  que  dado  un  proceso  de  difusión  de  Itô  Xt  y  una  función  f  de 
clase C 2  entonces el proceso f(Xt) es también un proceso de difusión de Itô. 
 
En diversos trabajos, bajociertas condiciones adecuadas, sehaobtenido una exten- 
sión  de  este  resultado  que  funciona  bien  para  funciones  continuas  no  necesariamente 
suaves. Por ejemplo,  Aebi,  en [1], obtuvo una versión de esta fórmula donde el proceso 
subyacente  es  una semimartingala  continua  con  una  estructura  especial  y  la  función  f 
es continua con primera y segunda derivada que existen en el sentido distribucional. 
Föllmer  y  Shiryayev,  en  [8],  discuten  una  extensión  de  la  fórmula  para  un  movimien- 
to  Browniano  estándar  unidimensional  y  una  función  f  absolutamente  continua  con 
derivada  localmente  cuadrado  integrable.  Este  resultado  fue  ampliado  por  Föllmer  y 
Protter, en [7], a un movimiento Browniano multidimensional. Karatzas y Shreve, en 
[13],  proporcionan  una fórmula  de  Itô para  un  proceso  Browniano cuando la función  f 
es convexa. 
 
Debemos  indicar  que  en  los  trabajos  anteriormente  señalados,  los  procesos  subya- 
centes son continuos. Con respecto a los procesos discontinuos, la fórmula de Meyer-Itô 
(ver [20] el Teorema 70, Capı́tulo IV) proporciona una extensión bastante general de la 
fórmula de Itô para una semimartingala y para aquellas funciones f  que son diferencias 
de dos funciones convexas pero solo para el caso unidimensional. 
 
En  nuestro  caso,  probaremos  una  fórmula  de  Itô  para  los  dos  procesos  r  y  XC 
(definidos  en  el  capı́tulo  2  y  3)  con  cambio  de  régimen  para  funciones  de  clase  C 2 
por  tramos.  Antes  de  demostrar  dicho  resultado  enunciaremos  una  proposición  que 
garantiza,  bajo  cierta  condición,  que  casi  seguramente  la  medida  de  Lebesgue  de  la 
cantidad de tiempo que pasa un proceso cadlag en un conjunto de Borel es cero para 
cualquier conjunto de Borel de medida cero. 
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Proposición   4.4.3.   Sea X  :  [ 0, ∞ ) × Ω  −→ U  ⊂ Rd   un proceso estocástico cadlag 
sobre un espacio de probabilidad completo (Ω, F, P). Suponga que para todo s ≥ 0, la 
medida µs sobre (U,B(U)), definidapor µs(A)= P(Xs ∈ A) es absolutamente continua 
con respecto ala medida de Lebesgue. Si D ⊂ R+ × U es un conjunto de medida(de 
Lebesgue) nula entonces, para todo t ≥ 0, 
P ({ω ∈ Ω : m ({s ∈ [0, t] : (s, Xs(ω)) ∈ D}) = 0}) = 1, 
donde m es la medida de Lebesgue. En particular, para casi todo ω ∈ Ω, el conjunto 
{s ∈ [0, t] : (s,Xs(ω)) ∈ D} es Lebesgue medible para todo t ≥ 0. 
Demostración. 
El resultado es probado en [18] página 7. 
 
Observación   4.4.4.   Si A  = [0, t] × B,  B  ∈ B(Rd)  entonces m({s ∈ [0, t] : (s, Xs) ∈ 
A}), se puede interpretar como la cantidad de tiempo que el proceso pasa en el cojunto 
B en el intervalo de [0, t]. 
 
Observación  4.4.5.  Si B  es un conjunto de Borel de medida nula y t ≥ 0, 
m({s ∈ [0, t] : Xs ∈ B}) = 0, P − c.s. 
Para ver esto, basta considerar el conjunto A = [ 0, ∞) × B  en la proposición anterior. 
Observación   4.4.6.   Debido a que un proceso cadlag tiene un cantidad numerable de 
discontinuidades en [0, t], el conjunto de discontinuidades en dicho intervalo es de me- 
dida nula. Entonces, si B es un conjunto de medida nula, 
 
m({s ∈ [0, t] : Xs ∈ B}) = m({s ∈ [0, t] : Xs− ∈ B}) = 0, P − c.s. 
Teniendo  presente  todo  lo  anterior  podemos  demostrar  una  Fórmula  de  Itô  para 
una  función  de  clase  C 2   por  tramos.  Recordemos  la  definición  de  una  función  F  de 
clase  C 2  por  tramos  dada  en  el  capı́tulo  3.  La  función  F  :  R+ × S  → R es  de  clase 
C2  por  tramos  si,  para  cada  i  ∈  S,  existe  un  conjunto  de  números  reales  positivos 
Ni = {bi1, b2i , · · · n, ibi }, con1bi  < b2 i , · · · <ni  bi , de modo que 
1. F (·, i) y F j(·, i) son continuas. 






3. Los ĺ ımites 
 
 
existen y son finitos. 
 
F jj(bi±, i) := l´ım 
x→bi± 
 
F jj(x, i) 
 
Teorema  4.4.7.  (Fórmula de Itô para una función de clase C2  por tramos) 
Sean F  :  R+ × S  → R una función de de clase C2   por tramos y Ct  una estrategia 
admisible (de acuerdo al cap ı́tulo 4). Considere los procesos r, y X dados por 
∫ t 





















−rt −r ∫ t r  
. . Σ j 
e F (X , α ) − e F (x, i) = e
−
 
1 δ2 − mα F (Xs− , αs− ) + µα F (Xs− , αs− ) 
t t 0 Σ 
2   αs− s− sΣ− 
+ qα   jF (Xs− , j) + 1σ2 
≥ 
F jj(Xs− , αs− ) 1{s:X ƒ∈N }ds 








− 0 δαs− 












F (Xs, αs) − F (Xs− , αs− ) 






F (Xs− , αs− )dCs 






donde ∧ = {s ≥ 0; Cs− Cs} y π = π − ν es una medida aleatoria compensada con 
Σ 
• π(dt, dj)   = s≥0 1{∆αs(ω)ƒ=0}δ(s,αs(ω))(dt, dj), con δ(s,z) denotando la medida de 
Dirac en el punto (s, z). 
• El compensador ν es dado por 














donde p (j) = 
qαt−,j







t  = j | αt− t 
Para cada i ∈ S y para cada n ≥ 1, existe una función Hi    de clase C
1  tal que 
 |   i ( ) − j( . 
)| 
≤ 1 , si x ∈ Ii,n, 
Hn x F x, i 
n k 
= 0 si x ƒ∈ Ii,n, 
donde I i,n  := 
Σ
bi   − 1 , bi  + 1 
Σ 
, k = 1, 2, · · · , n . Sea F 
 
 
(·, i) la función en R  dada por 
k k n k n  
 
Fn(x, i) = 





Notemos que, para cada i ∈ S , Fn(·, i) es una función de clase C 2 (ya que F j (·, i) = H i ). 
n n 
Observamos que, para cada i ∈ S, 
i) |Fnj (x, i) − F j(x, i)| ≤
 1 
, para cada x ≥ 0. 
 





En consecuencia, para cada x ≥ 0. 
. ∫ x i j 
∫ x 
i j 2ni 
iii) |Fn(x, i) − F (x, i)| = . (Hn(t) − F (t, i))dt. ≤ |Hn(t) − F (t, i)|dt ≤ 2 . 
0 0 n 
Podemos asumir además sin perdida de generalidad que 
 
iv)  F jj (x,i) 
. Σ
  jjjj  i −+  1 jjj    ii−+  1
Σ  jjj    ii +−  jjj   ii−+ 
n ∈ F (bk , i) − n , F  (bk 
,,ii))+   n    , si F ((b  k,,i)i)> F  ((bb k ,,ii)),, 
para cada x  ni k 
i,n 
 





En  particular  de  iii),  la  sucesión  (Fn(·, i))n≥1 converge  uniformemente  a  F (·, i).  Para 
cada i ∈ S, sea (fn)n≥1 la sucesión de funciones dada por 
fn(r, x, i)  = e−rFn(x, i), ∀(r, x, i) ∈ R × R+ × S, ∀n ≥ 1. 
Entonces,  para  cada  i  ∈ S,  fn(·, ·, i)  es  de  clase  C 2  sobre  R × R+.  Aplicando  la 








Figura 4.3: Aproximación a la función F j(·, i) mediante la sucesión H i . 
 
para cada t ≥ 0, tenemos 
∫ t . .  2 Σ j 




δ − mα − Fn(Xs− , αs− ) + µα − Fn (Xs− , αs− ) 
0 2   αs− s Σs 
+ qα   jFn(Xs− , j) + 1σ2 F jj(Xs− , αs− )   ds 
≥ 




σα e rs F j (Xs− , αs− )dWs 
∫0 t
 s−   − 
n 
− 0 δαs− e
−








Fn(Xs, αs) − Fn(Xs− , αs− ) 






Fn(Xs− , αs− )dCs 






El resto de la prueba será dividida en los siguientes pasos: 
 
• Cuando n → ∞, Fn converge uniformemente a F entonces el lado izquierdo de 
(4.4.59) converge casi seguramente a 
 





• Fijemos ω ∈ Ω y t ≥ 0. Como la cadena de Markov α es irreducible y el conjunto 
de estados S es finito se sigue que el número de saltos de α(·, ω) sobre el conjunto 
[0, t] es  finito,  teniendo  ası́  que la  medida π
∼
([0, t], S) es  finita. Además,  debemos 
tener presente que la función s ›→ e−rs (ω)  es acotada en s ∈ [0, t] por ser continua. 
Por la convergencia uniforme de Fn a F y por lo anterior, se puede afirmar que 
cuando n → ∞, en ω, 
∫ 
e−rs [Fn(Xs− , j) − Fn(Xs− , αs)] 
∫ 




• Fijemos ω ∈ Ω y t ≥ 0. Para garantizar la existencia de la integral de Lebesgue- 
Stieltjes ∫ t rs j c 
e−  Fn(Xs− , αs− )dCs, 
0 
tengamos presente que el proceso Cc es creciente y que 
 
- Para cada n ≥ 1, la función s ›→ F j (s, i) es continua para cada i ∈ S. 
- El proceso s ›→ Xs− (ω) es continua por partes en [0, t]. 
- La cadena s ›→ αs− (ω) es continua por partes en [0, t]. 
Tenemos  aśı  que  la  función  s  ›→ F j(Xs−(ω), αs−(ω))  es  continua  por  partes  en 
[0, t]. Recordemos que el número de saltos de los procesos X  y α son finitos sobre 
[0, t]. De  este  modo  la  integral  de  Lebesgue-Stieltjes  está  bien  definida.  Por  otro 
lado,  la  función  s  ›→ e−rs (ω)  es  acotada  (ya  que  es  continua)  en  s  ∈ [0, t]  y  F j 
converge uniformemente a F j. Por tanto, en ω, 
∫ t ∫ t e−rs F j(Xs− , αs− )dCc → e











Σ Σ Σ Σ 






F (Xs, αs) − F (Xs− , αs− ) 
debido a que el número de términos de la sumatoria es finita y que Fn converge unifor- 
memente a F . 
• Cuando m → ∞, la integral estocástica 
∫ t 
δα − e


























∫ t . 
Σ 











= Er,x,i (δα − e−
rs Fm(Xs− , αs− ) − δα − e− 








Σ (X − , α − ) − F (X − , α − )) ds 
(4.4.60) 
δ 
2 ∫ t ˆ2 E 
 
 




≤ 4δ m4 0
 r,x,i     
e ds 
 











s− s− . m4 
r,x,i δα e−rs Fm(Xs− , αs− ) − δα e−rs F (Xs− , αs− )  dBs ≤ −r 
(4.4.61) 
 
Esto muestra lo afirmado arriba. 
• Procediendo de la misma manera que en el punto anterior, obtenemos que cuando 
t 




e−rs F j (Xs− , αs− )dWs converge en L2 a 
σαs− e−rs F j(Xs− , αs− )dWs. 
0 
Podemos entonces de estas dos  últimas  convergencias  en  L2 ,  encontrar  una  sucesión 













e−rs F (Xs− , αs− )dBs, 









Fmk (Xs− , αs− )dWs −→ σαs− e 
0 
F (Xs− , αs− )dWs. 
• Tenemos que m(Ni) = 0 por ser Ni un conjunto finito y 
∫ t 
e−rs ( 1 δ2 −
 
)Fn(Xs− , αs− )ds 
2 
0 ∫ t 
αs− mαs− 
= e−
rs (1 δ2 
 























2  α − 
Por tanto por la Proposición 4.4.3 y la observación 4.4.6 
 
m(Dt) = 0, P-c.s. 
 
donde Dt = {s ∈ [0, t] ; Xs− ∈ Nαs− }. En consecuencia, para cada t fijo, 
∫ t 
e−
rs (1 δ2  
 
− − mα )Fn(Xs− , αs− )1{s;X ∈N }ds 
2  αs s − 
0 ∫ 
s− α s− 
(4.4.62) 
= e−r s (




As´ı,para t ≥ 0 fijo, 
∫ t 
e−rs (1 δ2 − mα )Fn(Xs− , αs− )ds 
2 
0 ∫ t 
αs− s− 
= e−









− }ds, P-c.s. 
 
Fijemos ω ∈ Ω y t ≥ 0 tal que vale (4.4.62). Para todo s ∈ [0, t], 
 






podemos hallar una cota para s ›→ F (Xs− (ω), αs− (ω)) que solo dependa de ω y t 
por ser una función continua por partes. La continuidad por parte sobre [0, t], se 
debe a que: 
- La función s ›→ F (s, i) es continua para cada i ∈ S. 
- El proceso s ›→ Xs− (ω) es continua por partes. 
- La cadena s ›→ αs− (ω) es continua para por partes en [0, t]. 
Por tanto, existe un K > 0, tal que para cada i ∈ S 
|F (s, i)| ≤ K, ∀s ∈ [0, t]. 
 
Aś ı,  
|Fn(Xs− , αs−)| ≤ K + n̂. 
 
Recordemos  además  que  δαs (ω)  y  mαs (ω)  toman  un  conjunto  finito  de  valores  y 
que la función s ›→ e−rs (ω)  es acotada en s ∈ [0, t]. Por tanto, podemos aplicar el 
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t 
−rs 1 2 
s 
∪ 
Teorema de convergencia acotada y tenemos, en ω, 
∫ t 
 
ĺ ım e−rs ( 





= ĺ ıme −


















l´ım e−rs (1 δ2 − mα )Fn(Xs− , αs− )ds 
n→∞ 0 ∫ 
2  αs− s− 
= e ( 2 δα −  − mα − )F (Xs− , αs− )1{s;X  − ƒ∈Nα  − }ds, P-c.s. 
0 
s s s s 
 
De manera similar podemos probar que las siguientes convergencias son válidas P-c.s. 
∫ t ∫ 
e−rs µα − F j (Xs− , αs− )ds → 
 
t 
e−rs µα  − F 













e rs qα − j Fn(Xs− , j) ds → e−rs qα − j F (Xs− , j) 















−rs F jj(Xs− , αs− )ds. 
0  
2  αs− n 
 
Bajo el mismo argumentoqueutilizamos para obtener la igualdad (4.4.62), tene- 
mos que, para cada t fijo, 
∫ t ∫ 
1 σ2 e−rs F jj(Xs− , αs− )ds = 
 
t 






2 αs− n 
0  
2 αs− n s s− 
Definiendo una sucesión de conjuntos An, como 
An := {X nαs Iαs,n} 





1 σ2 s s s s s;X N } 








e−rs |F jj(X − , α − ) − F jj(X − , α − )|1{ ƒ∈ ds 




= 1 σ2 e
−rs |Fnjj(Xs− , αs− ) − F jj(Xs− , αs−)|1{  ; − ƒ∈An− }ds 
0 




 σ2 e−rs |F jj(Xs− , αs− ) − F jj (Xs− , αs−)|1{s;X ∈ An \N }ds 




Recordemos que para cada i ∈ S, se cumple 
F jj(x, i) = F 
 
Entonces, para cada t fijo 
∫ t 
 





−rs |Fnjj(Xs− , αs− ) − F jj(Xs− , αs−)|1{  ; − ƒ∈N }ds 
0 
2 αs− s X s αs− 
∫ t 
= 1 σ2 e
−rs |F jj(Xs− , αs− ) − F jj(Xs− , αs−)|1{s;X ∈ An \N }ds, P-c.s. 
0  
2  αs− n s− s− αs− 
Con los mismos argumentos usados en el paso anterior podemos hallar una cota 
superior para 1 σ2 e−rs(ω) que solo dependa de ω y t. Aś ı 







e−rs |Fnjj(Xs− , αs− ) − F jj(Xs− , αs− )|ds 
∫ t 
≤ κ |F jj(Xs− , αs− ) − F jj(Xs− , αs− )|1{s;X  −∈ An    \Nα }ds, P-c.s. 
n 
0 
s s− s− 
 
donde κ es una cota superior para  1 σ̂2 e−rs (ω). Como para cada i ∈ S, 
|F jj(x, i) − F jj(x, i)| 
estaacotada superiormente porunaconstantequeno depende de n entonces, solo 






















- An+1 ⊂ An. 
∞ 
n=1 An = ∅. 
Entonces, 
 
l´ım m(An) = 0. 
n→∞ 




1{s;X −s ∈ A
n  
− \Nαs− }
ds = 0 










−rs Fnjj(Xs− , αs− )ds → 
1 σ2 
0 2 αs− e
−rs F jj(Xs− , αs− )1{s;X s− ƒ∈Nα 
}ds. 
 
Finalmente, para un t ≥ 0 fijo, si en (4.4.59), tomamos n = mk y hacemos k → ∞, 
obtenemos la siguiente igualdad P-c.s. 
 
∫ t e−rt F (Xt, αt) − e 
−rF (x, i) = 
 
e−rs 
. . 1 δ2 − − mα s− 
Σ 
F (Xs− , αs− ) + µα s− F j(Xs− , αs− ) 
0 Σ 
2  αs Σ 
+ qα jF (Xs− , j) + 1 σ2 F jj(Xs− , αs− ) 
≥ 










s F (Xs− , αs− )dWs 
+ σ ∫ s−e−rs F X , α dB 
− δα 







e−rs [F (Xs, αs) − F (Xs− , αs− )] 
−r j c 
0 
e s F (Xs− ,αs− )dCs 
∫ 








Esto  prueba  nuestro  teorema.  El  teorema  aún  sigue  siendo  válido  para  un  tiempo  de 
parada.  Solo  basta  observar  que  el  proceso  del  lado  izquierdo  presente  en  la  ecuación 
(4.4.64)  es  una  versión  o  modificación  del  proceso  del  lado  derecho  de  (4.4.64).  Pero 
debido a que ambosprocesos, del lado izquierdo ydel lado derecho, tienen trayectorias 
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[7] Hans Föllmer and Philip Protter.  On itô s formula for multidimensional brownian 
motion. Probability Theory and RelatedFields, 116(1):1–20, 2000. 
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