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The conductance of graphene subject to a strong, tilted magnetic field exhibits a dramatic change
from insulating to conducting behavior with tilt-angle, regarded as evidence for the transition from
a canted antiferromagnetic (CAF) to a ferromagnetic (FM) ν = 0 quantum Hall state. We develop
a theory for the electric transport in this system based on the spin-charge connection, whereby the
evolution in the nature of collective spin excitations is reflected in the charge-carrying modes. To this
end, we derive an effective field theoretical description of the low-energy excitations, associated with
quantum fluctuations of the spin-valley domain wall ground-state configuration which characterizes
the two-dimensional (2D) system with an edge. This analysis yields a model describing a one-
dimensional charged edge mode coupled to charge-neutral spin-wave excitations in the 2D bulk.
Focusing particularly on the FM phase, naively expected to exhibit perfect conductance, we study a
mechanism whereby the coupling to these bulk excitations assists in generating back-scattering. Our
theory yields the conductance as a function of temperature and the Zeeman energy - the parameter
that tunes the transition between the FM and CAF phases - with behavior in qualitative agreement
with experiment.
I. INTRODUCTION AND PRINCIPAL
RESULTS
One of the most intriguing manifestations of many-
body effects in graphene is the observation of a quantum
Hall (QH) state at ν = 0 in the presence of strong perpen-
dicular magnetic fields1–14. This unique state is charac-
terized by a plateau at σxy = 0, and a peak in the longi-
tudinal resistance which typically exhibits insulating be-
havior. The high resistance signature is difficult to recon-
cile with a non-interacting theory15, which implies a he-
lical nature of the edge states: right and left movers have
opposite spin flavors, resolved by the Zeeman splitting of
the n = 0 Landau level in the bulk. In analogy with the
quantum spin Hall (QSH) state in two-dimensional (2D)
topological insulators16,17, the edge states are hence im-
mune to backscattering by static impurities, and a nearly
perfect conduction is expected.
Coulomb interactions do not change the character
of the edge states in a fundamental way, as long as
the many-body state forming in the bulk remains spin-
polarized, i.e. is a ferromagnet (FM). Such a bulk phase
supports a gapless collective edge mode associated with
a domain wall in the spin configuration, which can be
modeled as a helical Luttinger liquid18–21. Insulating be-
havior therefore suggests that the true ground state is not
a FM. Indeed, at half filling of the n = 0 Landau level,
there is a rich variety of ways to spontaneously break
the SU(4) symmetry in spin and valley space, leading
to a multitude of possible ground states with distinct
properties22–30. The combined effect of interactions and
external fields can assist in selecting the favored many-
body ground state, particularly when accounting for
lattice-scale interactions which do not obey SU(4) sym-
metry. Most interestingly, the tuning of an external pa-
rameter can drive a transition from one phase to another.
As a concrete example, it has been proposed25,26,31 that
a phase transition can occur from a canted antiferromag-
netic (CAF) to a FM state, tuned by increasing the Zee-
man energy Ez to appreciable values.
Recent experiments in a tilted magnetic field32,33 ap-
pear to confirm the predicted phase transition in a trans-
port measurement. In these experiments, the perpendic-
ular field B⊥ is kept fixed while the Zeeman coupling
Ez is tuned by changing the parallel component. At
ν = 0 and relatively low Ez, the system exhibits a van-
ishing two-terminal conductance which slightly increases
to finite values with increasing temperature T ; i.e., it
indicates an insulating behavior as in earlier studies of
the ν = 0 state. However with increasing values of Ez,
the sample develops a steep rise of conductance and ap-
proaches an almost perfect two-terminal conductance of
G ≈ 2e2/h, a behavior characteristic of a QSH state with
protected edge states.
The most natural interpretation of these findings is in
terms of the predicted phase transition from a CAF to a
FM bulk state. However, while the theory dictates a sec-
ond order quantum phase transition at a critical Zeeman
coupling Ecz (and T = 0), the transport data (obtained at
finite T ) reflects a smooth evolution of G with Ez. The
critical point Ecz can be estimated only roughly by, e.g.,
identifying the value of Ez where G(T → 0) approaches
the mid-value e2/h, or where dG/dT changes sign. At the
highest accessible Ez (where presumably Ez > E
c
z), the
conductance still falls below the perfect quantized value.
The above described behavior suggests that the low en-
ergy charge-carrying excitations smoothly evolve through
the CAF-FM phase transition, so that their change
of character reflects the critical properties of the bulk
phases. In earlier work34,35, we showed that in both
phases one can construct collective charged modes asso-
ciated with textures in the spin and valley configurations
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2near the edges of the system, and characterized their es-
sential properties. Such excitations are supported due to
the formation of a domain wall (DW) structure, where
the spin and valley are entangled and vary with position
towards the edge. The nature of collective edge modes
continuously evolves as Ez is tuned through the transi-
tion. In particular, the CAF phase supports a gapped
charged edge mode, which becomes gapless at the tran-
sition to the FM phase and is smoothly connected to the
helical edge mode characteristic of the QSH state.
In terms of the spin degree of freedom, the gapless
charged collective edge mode in the FM phase corre-
sponds to a 2pi twist of the ground-state spin configu-
ration in the XY -plane18. This spin twist is imposed
upon the spatially-varying Sz associated with the DW,
thus creating a spin texture (i.e. a Skyrmion stretched
out along the entire edge), with an associated charge that
is inherent to quantum Hall ferromagnets36–38. In con-
trast, the energy cost of generating such a spin texture
in the CAF phase is infinite. A proper description of the
lowest energy charged excitations in this phase therefore
involves a coupling between topological structures at the
edge and in the bulk34, and yields a charge gap on the
edge that encodes the bulk spin stiffness for rotations in
the XY -plane.
In both the CAF and FM phases, the collective ex-
citations also contain charge-neutral modes, and among
them the low-energy ones are spin-waves in the bulk35.
Their behavior across the transition is the opposite of
the charged edge modes: in the CAF phase, where the
charged edge excitations are gapped, a broken U(1) sym-
metry in the bulk (associated with XY -like order param-
eter) implies a neutral, gapless Goldstone mode. In con-
trast, in the FM phase where the charged edge mode is
gapless, the bulk spin-waves acquire a gap which grows
with (Ez − Ecz). While the neutral modes do not con-
tribute to electric transport as carriers, their coupling to
the charged modes can play an important role in the scat-
tering processes responsible for a finite resistance. Most
prominently, in the FM phase where the helical edge
modes are protected by conservation of the spin compo-
nent Sz, the coupling to the bulk spin-waves is essential
to relax this conservation, and therefore dominates the
electric resistance at finite T .
In a previous work35, three of the present authors car-
ried out a detailed time-dependent Hartree-Fock (TDHF)
analysis of the HF state of our first paper34. TDHF is
similar in spirit to a spin-wave analysis, in that it diag-
onalizes the Hamiltonian in the Hilbert space of a single
particle-hole excitation. However, for our present pur-
pose of investigating the transport on the edge near the
transition, we need to go beyond TDHF in several ways.
Firstly, we need to include a coupling between the edge
and bulk modes that allows the relaxation of the edge
spin, which is otherwise a good quantum number. Sec-
ondly, we need to introduce disorder at the edge, which is
extremely hard to do in TDHF. Thirdly, we would like the
temperature-dependence of transport coefficients close to
the transition to compare to experiments.
To accomplish these objectives, in this paper we will
first derive a low-energy effective field-theoretic descrip-
tion of the coupled system of bulk and edge, which en-
codes the information on the nature of the collective
modes as well as the symmetries of the problem (over-
all Sz conservation, including both bulk and edge). The
parameters appearing in this effective theory have to
be matched with the results of TDHF as well as phys-
ical constraints such as the fact that the stiffness is not
singular at the transition. Since we focus on the low-
energy sector, the theory contains the charge-carrying
edge mode (gapless in the FM phase) and neutral spin-
wave excitations of the bulk (gapped in the FM phase).
Interestingly, some of the parameters of the effective the-
ory do behave in a singular way as the transition in ap-
proached, reflecting a divergent length scale.
This effective theory contains all the ingredients we
need to compute transport coefficients at low tempera-
tures. The detailed TDHF calculation35 shows that all
other collective excitations are high in energy, and re-
main gapped through the transition. They will thus con-
tribute, at best, to a finite renormalization of the param-
eters of the effective theory.
Focusing particularly on the FM phase, we study the
mechanism whereby the coupling of the charged edge
mode to the charge-neutral bulk excitations assists in
generating back-scattering. Our theory yields the two-
terminal conductance G as a function of T and the Zee-
man energy Ez. The main results are summarized in
Fig. 1, and Eq. (4.24) below which describes the intrin-
sic resistance (dictating the deviation of G from 2e2/h)
as a scaling function of T and the critical energy scale
∆ = Ez − Ecz. In the low T limit where T  ∆, this
yields a simple activation form [see Eq. (4.25)]. This
behavior is dual to the exponentially small conductance
expected in the insulating CAF phase. Our results are
in qualitative agreement with experiment.
The paper is organized as follows. In Sec. II we de-
tail the derivation of a 2D field theoretical model for the
quantum fluctuations in the spin and valley configura-
tion for a system with an edge potential. In Sec. III we
study the normal modes of low energy collective excita-
tions in the FM phase, and derive an effective Hamilto-
nian describing the 1D edge mode coupled to 2D bulk
spin-waves. This section is supplemented by Appendix
A, devoted to a derivation of the scaling of the model pa-
rameter when Ez approaches the critical value E
c
z. Based
on the resulting effective model, in Sec. IV we evaluate
the two-terminal conductance G as a function of T and
Ez. Some further details of the calculation are included
in Appendix B. Finally, our main results and some out-
look are summarized in Sec. V.
3II. MODEL FOR SPIN-VALLEY
FLUCTUATIONS IN TWO-DIMENSIONS
We consider a ribbon of monolayer graphene in the
x − y plane, subject to a tilted magnetic field of magni-
tude BT and perpendicular component B⊥. These two
distinct field scales independently determine the Zeeman
energy Ez ∝ BT and the magnetic length ` =
√
~c/eB⊥.
At zero doping, the n = 0 Landau level is half-filled and
we assume that mixing with other Landau levels can be
neglected. In addition, for the time being we focus on
an ideal system uniform in the yˆ-direction but of finite
width in the xˆ-direction, so that single-electron states can
be labeled by a guiding-center coordinate X = `2ky with
ky the momentum in the y-direction. Similarly to Ref.
34, the boundaries of the ribbon are accounted for by an
edge potential U(x)τˆx where τˆx denotes a valley isospin
operator, and U(x) grows linearly over a length scale w,
from zero in the bulk to a constant Ue on the edge. It
is therefore convenient to represent electronic states in a
basis of 4-spinors |Xs τ〉 where s =↑, ↓ denotes the real
spin index sz, and τ = ± are the eigenvalues of τˆx corre-
sponding to symmetric and antisymmetric combinations
of valley states.
The microscopic Hamiltonian describing the system,
projected into the above manifold of n = 0 states, as-
sumes the form25,26,34
H =
∑
X
c†(X)[−Ezσzτ0 + U(X)σ0τx]c(X) +Hint , (2.1)
Hint =
pi`2
L2
∑
α=0,x,y,z
∑
X1,X2,q
e−q
2`2/2+iq(X1−X2)gα : c†(X1 +
q`2
2
)ταc(X1 − q`
2
2
)c†(X2 − q`
2
2
)ταc(X2 +
q`2
2
) :,
where c†(X), c(X) are creation and annihila-
tion operators written as 4-spinors, [c†(X) ≡
(c†K,↑(X), c
†
K,↓(X), c
†
K′,↑(X), c
†
K′,↓(X))], σα (τα) are
the spin (isospin) Pauli matrices and σ0, τ0 are unit
matrices, L is the system size and : : denotes normal
ordering; gα denote lattice-scale interaction parameters
obeying gx = gy ≡ gxy and gz > −gxy > 0. The latter
condition is required25 to stabilize a CAF phase for small
Ez. Finally, g0 parametrizes an SU(4) symmetric inter-
action which mimics the effect of Coulomb interactions,
and dominates the spin-isospin stiffness.
As we have shown in Ref. 34, for arbitrary Ez and
U(X) the Hartree-Fock solution of the Hamiltonian Eq.
(2.1) at 1/2-filling is a spin-valley entangled domain
wall, characterized by two distinct canting angles ψa(X),
ψb(X) which vary continuously as a function of X when
approaching an edge. This corresponds to a Slater de-
terminant with two (out of four possible) occupied states
for each X:
|aX〉 = cos ψa
2
|X ↑ +〉 − eiφa sin ψa
2
|X ↓ −〉, (2.2)
|bX〉 = − cos ψb
2
|X ↑ −〉+ eiφb sin ψb
2
|X ↓ +〉,
where the X-dependence of ψν , φν is implicit. The many-
body state is therefore a hybridized spin-valley configu-
ration, which may be represented in terms of two local
spin-1/2 pseudospin fields Sa(X), Sb(X) encoded by the
Euler angles ψν ∈ [0, pi], φν ∈ [0, 2pi]:
Sν =
1
2
(sinψν cosφν , sinψν sinφν , cosψν) , (2.3)
where ν = a, b. Note that in Ref. 34, our focus was on
the derivation of the ground state and we had assumed
trivial phase factors in Eq. (2.2): φa = φb ≡ φ = 0. How-
ever, there is actually a manifold of degenerate ground
states with an arbitrary global phase φ 6= 0. This implies
the existence of a gapless mode associated with a slowly
varying twist of the angle φ, consistent with Ref. 35 as
will be discussed in more detail below.
We now allow for fluctuations in the collective variables
ψν(r), φν(r) [where r = (x, y)] which vary slowly in space
with respect to the magnetic length `. Assuming further
that g0 ∼ e2/` and hence is much larger than the other
interaction scales (for α = x, y, z, gα ∼ e2a0/`2 with
a0 the lattice spacing
25), a semi-classical approximation
yields an effective Hamiltonian of the form
H[Sa(r),Sb(r)] =
∑
r
ρ02 ∑
α=x,y,z
∑
ν=a,b
|∇Sαν |2 +Hloc(r)

(2.4)
where ρ0 ∝ g0 is the pseudospin-stiffness, and Hloc(r)
is a local term. The latter can be derived by evaluating
the expectation value of the microscopic Hamiltonian Eq.
(2.1) in a state of the form Eq. (2.2), with the label X
replaced by r. Defining a local projector
P(r) = |ar〉〈ar|+ |br〉〈br| , (2.5)
the local energy term can be expressed as
Hloc(r) =
∑
α=x,y,z
gα
{
(Tr[P(r)σ0τα])2 − Tr[(P(r)σ0τα)2]
}
,
(2.6)
4where Tr is the trace of a 4 × 4 matrix in the basis set
by the 4 states | ↑ ±〉, | ↓ ±〉. Employing Eqs. (2.2) and
(2.5), we obtain
Hloc(r) = −[Ez − U(x)] cosψa(r)− [Ez + U(x)] cosψb(r) (2.7)
− (gz + 3gxy) cosψa(r) cosψb(r)− (gz − gxy) sinψa(r) sinψb(r) cos[φa(r)− φb(r)] .
Note that since the physical parameters obey gz > 0 and
gxy < 0, the coefficient of the last term is always negative.
Indeed, this term arises from the ferromagnetic coupling
between the a and b pseudospins in the XY plane, and
tends to lock the relative planar angle φ− = φa − φb to
φ− = 0. In contrast, Hloc does not contain any explicit
dependence on the symmetric combination φ+ = φa+φb,
signifying the gapless nature of its fluctuations.
Inserting Eq. (2.7) with φ− = 0 into Eq. (2.4), and
minimizing H[Sa(r),Sb(r)] with respect to the remaining
collective fields ψa(r) and ψb(r), yields the static domain
wall structure ψ0a(r), ψ
0
b (r) described in Ref. 34: in the
bulk, ψ0a = ψ
0
b = ψ where in the CAF phase (Ez <
Ecz = 2|gxy|) ψ is a nontrivial canting angle25 obeying
cosψ = Ez/E
c
z, and in the FM phase (Ez > E
c
z) ψ =
0; the angles smoothly change towards the edge where
ψ0a = −pi, ψ0b = 0 in both phases. Close to the CAF/FM
transition (Ez → Ecz), the effective width of the domain
wall is given by the diverging length scale
ξ ∼
√
ρ0/|Ez − Ecz| . (2.8)
To describe the dynamics of quantum fluctuations in
the collective pseudospin fields compared to their ground
state configuration, we next construct a path-integral
formulation39 in terms of the Euclidean action
S2D =
∫ β
0
dτ
− i2 ∑
r
∑
ν=a,b
cosψν∂τφν +H[Sa,Sb]
 ,
(2.9)
where β = 1/T , H[Sa,Sb] is given by Eq. (2.4), and the
local fields are now ψν(r, τ), φν(r, τ) with τ the imagi-
nary time; here we have used units where ~ = kB = 1.
Defining the fluctuation fields Πν(r, τ) via the substitu-
tion
cosψν = cosψ
0
ν + Πν (2.10)
in the first term of Eq. (2.9), it is apparent that Πν
are the canonical momenta of the planar angle fields φν .
Employing the canonical transformation into symmetric
and antisymmetric fields
φ+ =
1
2
(φa + φb) , φ− = φa − φb, (2.11)
Π+ = Πa + Πb , Π− =
1
2
(Πa −Πb) ,
the effective action acquires the form
S2D = (2.12)∫ β
0
dτ
{
− i
2
∑
r
∑
µ=+,−
Πµ∂τφµ +H[Π+,Π−, φ+, φ−]
}
,
where in the last term, the dependence on φ+ is restricted
to gradient terms, while the φ−-dependence includes a
mass term [the last term in Eq. (2.7), ∝ cosφ−] inde-
pendent of Ez. As a result, the normal modes of the
antisymmetric sector are typically gapped, and a low-
energy effective field-theory model can obtained by pro-
jecting to the symmetric sector encoded by the pair of
conjugate fields φ+,Π+. We note that the local momen-
tum operator Π+, denoting a fluctuation in the total spin
component Sz,
Π+ = δS
z
a + δS
z
b = δS
z , (2.13)
commutes with all the local terms of H[Π+,Π−, φ+, φ−].
As we show in the next sections, in the FM phase this
leads to the emergence of a gapless edge mode which car-
ries fluctuations in φ+ (physically representing rotations
of the total spin in the XY plane), and is protected by
an approximate conservation of the spin component Sz
in the edge sector.
III. NORMAL MODES AND EFFECTIVE
MODEL
The low-energy dynamics of the model discussed in
the previous section is complicated by the fact that the
ground-state of the system is non-uniform in the xˆ direc-
tion due to the edge potential. In the FM phase, there
are gapless low-energy excitations which are confined to
the edge of the system18, whereas all excitations in the
bulk are gapped. As described above we are primarily
interested in transport due to the low-energy edge excita-
tions and how this is impacted by the bulk excitations at
low but finite temperature. Accomplishing this involves
the challenge of developing a theory which includes both
the edge and bulk excitations, and interactions between
them. A natural description of the edge modes involves
tilting the spin orientations away from their semiclassi-
cal groundstate, for example using the degrees of freedom
φ± and their conjugates Π± in Eq. (2.11). As argued in
5the last section, only gradient terms of the variable φ+
can appear in the effective action, Eq. (2.12), leading to
gapless modes which will dominate the low-temperature
transport properties of the system18,26.
The difficulty with using this parameterization for the
entire system lies in the rather different orientations of
the spins in the semiclassical ground-state configuration
near the edge and deep in the bulk. The problem is
apparent in Eq. (2.10). In the FM state, deep in the bulk
spins are oriented along the zˆ direction; i.e., ψ0ν = 0. This
means that one should restrict Πν < 0 for fluctuations
that are physically allowable: spins can only fluctuate
downward from this orientation. Such a constraint is very
challenging to implement in a fluctuating field theory.
One may prefer in this situation to retain the original
spin variables, ~Sν , for which 〈Szν 〉 = 1/2 in the ground-
state, and Sxν , S
y
ν are conjugate variables. This is just
the standard approach to spin waves39.
Thus, there is an essential tension between the natural
degrees of freedom in the bulk and at the edge. In this
section we will introduce an effective model in which we
write both the bulk and the edge degrees of freedom in
their “natural” representations, while retaining the basic
symmetries of the system, and thereby introducing cou-
plings that will allow energy to be exchanged between
the bulk and the edge.
A. Single Component Model: Ground state
We begin first with a simplified model meant to rep-
resent only the lowest energy degrees of freedom of the
system, which captures both the variation of the spins at
the edge and the change in the gapless mode structure as
the system passes through the CAF-FM transition, but is
simple enough to allow analytic progress to be made. By
developing this model we will be able to gain insight into
how parameters of our effective model should behave.
Towards this end we introduce the energy functional
E[nˆ] =
∫
x>0
d2r
{
−Eznz + g˜n2z +
ρ0
2
∑
α=x,y,z
|~∇nα|2
}
,
(3.1)
where n(r) is a unit vector field (
∑
α nα(r)
2 = 1) on
the two-dimensional domain r = (x > 0, y). Qualita-
tively, one could identify this degree of freedom with the
spin-1 field obtained from the symmetric combination
S = Sa + Sb of the spin-1/2 fields described in Section
II. Eq. (3.1) is essentially a low-energy approximation of
the model given by Eqs. (2.4) and (2.7) [with g˜ ∼ |gxy|],
where U(x) is replaced by a sharp boundary condition at
x = 0, and Sa, Sb are assumed to obey the bulk condi-
tion ψa(r) = ψb(r), φa(r) = φb(r) for all r except very
close to the boundary. This model supports two phases
in its bulk, a ferromagnet (nz = 1) for Ez > E
c
z ≡ 2g˜,
and a canted state (nz = Ez/2g˜) for Ez < E
c
z. To mimic
the behavior of the ν = 0 system edge, we impose the
boundary condition nz(x = 0) = −1, which forces a do-
main wall (DW) at the edge into the groundstate config-
uration. In the FM state, the DW configuration may be
found analytically with standard techniques40. Assuming
a classical groundstate in which the unit vector rotates
through the xˆ direction in going from the bulk to edge,
one writes nz(x) ≡ cos θ(x), nx(x) ≡ sin θ(x), and the
configuration θ(x) that minimizes the energy functional
satisfies
ρ0
d2θ
dx2
= Ez sin θ − g˜ sin 2θ. (3.2)
This is equivalent to the equation of motion for a parti-
cle at “position” θ accelerating with respect to “time” x
through a potential
V [θ] = Ez cos θ − 1
2
g˜ cos 2θ.
Assuming the system is in the FM state in the bulk,
we must have θ → 0 as x → ∞, which fixes the total
energy of the fictitious particle at Ez− g˜/2. Using energy
conservation one then finds that the particle “velocity”
obeys the equation
dθ
dx
= −
[
Ez(1− cos θ)− 12 g˜(1− cos 2θ)
]1/2√
ρ0/2
. (3.3)
Equation (3.3) may be recast in an integral form
x√
ρ0/2
= −2
∫ θ(x)/2
pi/2
dψ
sinψ [2Ez − 4g˜ cos2 ψ]1/2
,
for which the integral may be computed explicitly. Defin-
ing the length scale
`DW ≡
√
ρ0/2
2Ez − 4g˜ =
√
ρ0
4(Ez − Ecz)
, (3.4)
which is clearly the analog of ξ [Eq. (2.8)], this leads to
the equation
z ≡ e−x/`DW =
[
1− cos θ/2
1 + cos θ/2
]
Ez + 2g˜ cos θ/2 +
√
Ez − 2g˜
√
Ez − 2g˜ cos2 θ/2
Ez − 2g˜ cos θ/2 +
√
Ez − 2g˜
√
Ez − 2g˜ cos2 θ/2
. (3.5)
6Finally, Eq. (3.5) may be inverted, which (using the boundary conditions on θ) yields the result cos θ(x) = 2y2(x)+1,
with
y2(x) =
1
2 [2g˜(1− z)2 + r2(1 + z)2]
{
r2(z + 1)2 + (Ez + 2g˜)(z − 1)2 (3.6)
−
[(
r2(z + 1)2 + (Ez + 2g˜)(z − 1)2
)2 − 4Ez(z − 1)2(2g˜(1− z)2 + r2(1 + z)2)]1/2},
where the quantity r ≡ √Ez − Ecz measures how close the system is to the transition between the FM and canted
phases.
The DW in this model is essentially analogous to what
was found in the edge DW for the ν = 0 FM state dis-
cussed in Section II. At distances from the edge larger
that `DW , θ(x) becomes very small, and approaches
zero (the bulk value for the FM state) exponentially,
θ(x) ∼ e−x/2`DW . One can also solve for the DW shape
exactly at the critical value Ez = E
c
z, either using the
method above or by taking the r → 0 limit of Eq. (3.6).
The result is
θ(x)→ θc(x) ≡ 2arccot
[√
g˜
ρ0
x
]
. (3.7)
B. Single Component Model: Fluctuations
We next consider the normal modes around this classi-
cal energy minimum. A simple way to proceed is to define
a unit vector nˆ′(x) such that n′z(x) = 1 in the classical
groundstate. This is accomplished by taking n′y = ny,
and(
nx(x)
nz(x)
)
=
(
cos θDW (x) sin θDW (x)
− sin θDW (x) cos θDW (x)
)(
n′x(x)
n′z(x)
)
,
where θDW (x) is the DW configuration which minimizes
the energy functional. Substituting this into Eq. (3.1),
and writing n′z =
√
1− n′2x − n′2y ≈ 1−(n′2x +n′2y )/2, after
some algebra one arrives at an energy functional which
may be written to quadratic order in the form
H[nˆ′] ≈
∑
µ=x,y
∫
x>0
d2r
{
n′µ(r)
[
−ρ0
2
∇2 + Uµ(x)
]
n′µ(r)
}
,
(3.8)
with “potentials”
Ux(x) =
1
2
Ez cos θDW (x)− g˜ cos 2θDW (x), (3.9)
Uy(x) =
3
2
Ez cos θDW (x)− 2g˜ cos2 θDW (x)− Ez + g˜.
To obtain the normal modes from this, it is convenient
to impose angular momentum commutation relations on
the components of the unit vector, [n′x(r1), n
′
y(r2)] =
2iδ(r1−r2)n′z(r1) ≈ 2iδ(r1−r2). The last step, in which
n′z is replaced by its groundstate value of 1, is the spin-
wave approximation39.
The classical groundstate we have chosen in assuming
the DW rotates through the nx − nz plane is a broken
symmetry state of Eq. (3.1); globally rotating the unit
vector configuration around the nz axis yields a different
configuration with exactly the same energy. Because of
this, the quadratic Hamiltonian [Eq. (3.8)] must host
a zero mode40. This can be directly identified with an
eigenfunction of the operator −ρ02 ∇2 + Uy(x) with zero
eigenvalue, S0(x), where S0(x) ≡ sin θDW (x). Note that
this zero mode is confined to the region of the domain
wall, and is independent of the real-space coordinate y.
Because the Hamiltonian and groundstate are uni-
form in the yˆ direction, the normal modes have well-
defined momentum qy. One may exploit this by writ-
ing n′x(r) =
∫
dqymx(x, qy)e
iqyy/
√
2pi and n′y(r) =∫
dqym(x, qy)e
−iqyy/
√
2pi. The normal mode Hamilto-
nian may now be written as
H =
∫
dqy
∫ ∞
0
dx
{
mx(x,−qy)
[
hx(qy) +
1
2
ρ0q
2
y
]
mx(x, qy)
+ my(x,−qy)
[
hy(qy) +
1
2
ρ0q
2
y
]
my(x, qy)
}
, (3.10)
with operators hµ = − 12ρ0∂2x + Uµ(x). Note that we ex-
pect the effectively one-dimensional operators m to obey
mx,y(x, qy) = mx,y(x,−qy)†. The normal modes of the
system are determined by the eigenvalues and eigenfunc-
tions of the operators hx,y, which are difficult to deter-
mine analytically. The potentials associated with them,
Ux,y(x) [Eq. (3.9)], both reach the constant value of
Ez/2 − g˜ at large positive x. Thus these operators will
have continuous spectra of eigenvalues above this energy
scale, which becomes the frequency edge for spin-waves
in the bulk of the system.
C. Bulk Hamiltonian
If we wish to focus on the behavior deep in the bulk,
one can simply set Ux,y(x) → Ez/2 − g˜ and extend the
domain of x to −∞ < x <∞. The resulting bulk Hamil-
7tonian can be written
Hb =
1
2
∑
α=x,y
∫
d2r
[
Sα(r)
(
Ez − 2g˜ − ρ0∇2
)
Sα(r)
]
,
(3.11)
where we have made the identification mα(r) ≡ Sα(r),
the components of the unit vector in real space. Hb sup-
ports a gapped spin-wave mode of frequency ω(q) = Ez−
2g˜+ ρ0q
2 which becomes gapless at the phase transition,
i.e. when Ez acquires the critical value E
c
z = 2g˜; this be-
havior is highly analogous to what is found for the low en-
ergy modes in the full system near the transition in time-
dependent Hartree-Fock calculations35. Alternatively,
one may rewrite Eq. (3.11) in terms of bosonic rais-
ing and lowering operators, a(r) = (Sx(r) + iSy(r))/
√
2,
a†(r) = (Sx(r)− iSy(r))/
√
2, which upon taking the fer-
romagnetic groundstate average for the Sz component
of the spin39 yields the needed commutation relations
[a(r), a†(r′)] = δ(r− r′), so that
Hb =
∫
d2r
[
−1
2
ρ
(
a†(r)∇2a(r) + a(r)∇2a†(r))+ ∆a†(r)a(r)] . (3.12)
In writing Eq. (3.12) we have dropped the subscript 0 in
ρ0, and
∆ = Ez − 2g˜ = Ez − Ecz . (3.13)
Note that we expect Hb more generally to be the long-
wavelength form of the Hamiltonian governing the low
energy modes deep in the bulk of the FM state of the
ν = 0 quantum Hall state, with ∆→ 0 as the transition
to the CAF state is approached.
D. Edge Hamiltonian
We next turn to a discussion of the lowest energy mode
of the FM phase, which as discussed above is a gap-
less edge state mode. Near the edge, Uy of Eq. (3.9)
has a well potential which monotonically increases with
increasing x towards its asymptotic value. It is also
interesting to note that Ux = Uy + ∆U , with ∆U =
Ez[1 − cos θDW (x)] ≥ 0, so that Ux(x) ≥ Uy(x) for any
x. Presuming our domain wall structure is stable, there
cannot be any negative energy states associated with ei-
ther hx or hy in Eq. (3.10). We have seen that for qy = 0,
hy supports a zero energy state; this is unlikely to be the
case for hx because the effective potential associated with
it is larger than that of hy. It is possible that there are
bound states in the spectral interval [0, Ez/2− g˜], but as
the critical value of Ez is approached this becomes a very
small interval and so is unlikely to host any bound states.
Thus we assume that there is only one bound state in the
spectra of hx and hy for qy = 0, associated with hy, at
zero eigenvalue. With increasing qy there will be a sin-
gle linearly dispersing mode, which we associate with the
gapless edge excitation of the system. Then the lowest
energy modes of the system in the FM phase are the
single gapless edge mode and the bulk spin wave modes
discussed in subsection C. We note that the absence of
other low-energy modes is in apparent agreement with
time-dependent Hartree-Fock results for the full ν = 0
spectrum35.
In order to write down an effective Hamiltonian for the
edge mode it is useful to consider the equations of motion
for my(x) and my(x). Using ∂tO = i[H,O], we find
∂tmx = 4(hy +
1
2
ρ0q
2
y)my
∂tmy = −4(hx + 1
2
ρ0q
2
y)mx.
The two equations can be combined to give, after Fourier
transforming with respect to time,
ω2my = 16(hx +
1
2
ρ0q
2
y)(hy +
1
2
ρ0q
2
y)my. (3.14)
For qy = 0 this equation is solved by my = S0(x) and ω =
0, and we are interested in the solution that smoothly
joins to this in the limit qy → 0. To quadratic order
in qy, this may be written in real time as my(qy, t) =
[S0(x)+δS(x, qy)]φ(qy, t), with δS of order q
2
y. Using the
fact that hyS0(x) = 0, the equation of motion to order
q2y becomes
−∂2t S0(x)φ(qy, t) = 16[hxhyδS(x, qy)+
1
2
ρ0q
2
yhxS0(x)]φ(qy, t).
(3.15)
Recalling our assumption that hx does not support a
zero mode, it will have a well-defined inverse operator
h−1x which we can apply to Eq. (3.15). Finally, mul-
tiplying the whole equation by S0(x) on the left, in-
tegrating with respect to x, and using the fact that
〈S0|hy|δS〉 ≡
∫∞
0
dxS0(x)hyδS(x) = 0 for any δS, we
obtain the equation of motion[−8ρ0q2y − 〈S0|h−1x |S0〉∂2t ]φ(qy, t) = 0. (3.16)
Thus we find a linearly dispersing normal mode ω(qy) =
u0qy, with velocity u0 =
√
8ρ0/〈S0|h−1x |S0〉.
8The gapless edge mode obtained above is the only
mode in the FM phase that approaches zero energy. The
variable φ represents an amplitude to rotate the spins of
the DW into the yˆ axis from the xˆ axis through which
we assumed the spins spatially rotate in the classical DW
groundstate. Qualitatively, one may associate it with an
azimuthal angle of the spins at the center of the DW,
and it plays a role highly analogous to the φ+ degree of
freedom in Section II. Quantizing this degree of freedom
leads to a standard Luttinger liquid Hamiltonian, which,
after Fourier transforming into real space, may be written
in the form
He =
u
NM
2pi
∫
dy
{
K
NM
(piΠ(y))
2
+
1
K
NM
(∂yφ(y))
2
}
,
(3.17)
with [Π(y), φ(y′)] = −iδ(y − y′), and u
NM
= u0. Note
that because Π and φ are conjugate, the former can be
identified with deviations of spins near the center of the
DW into the Sz direction, as expected from the general
considerations of Section II. Because the energy cost for
spatial gradients in φ descends directly from the two-
dimensional spin stiffness ρ0, we expect uNM /piKNM ∼
ρ0, which remains finite and non-vanishing even as the
transition point is approached (i.e., when the gap Eq.
(3.13) obeys ∆ → 0). This implies that the Luttinger
parameter behaves as
K−1
NM
∼ pi
2
(
ρ0〈S0|h−1x |S0〉
)1/2
. (3.18)
Two comments are in order. First, as explained in
Appendix A, 〈S0|h−1x |S0〉 ∼ ∆−1/2, which is divergent
as ∆ → 0, so that the Luttinger parameter K vanishes
in this limit. This means that the edge mode becomes
extremely sensitive to perturbations at the edge (in the
renormalization group sense), so that the edge Luttinger
liquid cannot remain stable as the bulk transition from
a FM to a CAF phase is approached. Secondly, the be-
havior of the coefficients of the edge theory as the system
approaches the transition point are chosen to match what
is found in the normal mode theory. Going beyond this to
include coupling terms between the bulk and edge modes
will be most naturally accomplished by writing them in
a way that includes quadratic contributions, so that this
edge-bulk coupling leads to significant contributions to
the edge theory. Rather than deviate from our develop-
ment of our effective model, we defer a fuller discussion
of this to Appendix A. At this point, we introduce our
model of the edge-bulk coupling.
E. Bulk-Edge Coupling
As described in Sec. I, the gapless edge mode of this
system is in fact a helical, charge-carrying mode. Spin
waves described by the effective one-dimensional theory
above should be understood as carrying current in the
positive or negative direction, with amplitude propor-
tional to the deviation of the expectation value of Sz in
the excited state from its groundstate value. As in other
topological systems17, dissipation at zero temperature in
this edge system is then suppressed because backscatter-
ing requires spin-flip, which cannot be accomplished by
static disorder18,19. At finite temperature, however, spin
waves will always be present in the bulk, so that the edge
system can exchange angular momentum with it.
We thus introduce a phenomenological coupling which
captures this process and respects conservation of angu-
lar momentum, in the form
Hint = g
∫
dy
{
a†(0, y)eiφ(y) + a(0, y)e−iφ(y)
}
. (3.19)
Recalling that the bulk bosonic operators are actually
spin raising and lowering operators (a = (Sx + iSy)/
√
2,
a† = (Sx− iSy)/
√
2), one sees that the two terms in Hint
respectively flip a spin down and up in the degrees of
freedom associated with Hb, at x = 0, which is treated
as the location of the DW. Compensating these spin flip
operators are the operators e±iφ(y), which represent the
opposing spin flips in the edge system He. This is eas-
ily understood when one recalls that the Π(y) operator
represents the deviation of Sz from its groundstate con-
figuration due to excitation of edge modes, and one may
verify that e±iφ(y) are raising/lowering operators with re-
spect to the Π operator42. The two terms in Hint thus
each conserve Sz in the system as a whole (Hb +He).
Finally, we note that our full effective model, Hb +
He + Hint, can be expanded around a classical ground-
state configuration to produce the normal modes of the
system. To be consistent, modes deep in the bulk and at
the edge should behave as ∆ → 0+ in the same way as
what we found for the model introduced at the beginning
of this section. This analysis is discussed in more detail
in App. A. It leads to the conclusion that the effective
“bare” Luttinger parameter K and spin wave velocity u
in He scale with ∆ in the same way as those in the nor-
mal mode theory, and the phenomenological constant g
vanishes with ∆. Specifically one finds
u ∼ ∆1/4,
K ∼ ∆1/4,
g ∼ ∆3/4.
(3.20)
With this scaling one finds among the normal modes for
the fully coupled bulk-edge system a gapless spin-wave
mode, at the edge, with velocity scaling as ∆1/4, as found
for the simple model developed at the beginning of this
section.
With this phenomenological model, we are now in a po-
sition to understand how the coupling between the edge
and bulk can impact transport in the ferromagnetic state.
9IV. CONDUCTANCE
We now turn to the calculation of electric conductance,
and investigate its dependence on temperature (T ) and
the Zeeman energy Ez. The results can be compared to
the two-terminal conductance data of Ref. 32, and to
potentially more systematic future studies at low T . We
note that in both the CAF and FM phases, the lowest
energy charged excitations are edge modes, and these are
expected to dominate the d.c. electric transport. How-
ever, in the CAF the edge modes are still gapped, and the
conductance at finite T is therefore expected to exhibit
an activated behavior of the form
G(Ez < E
c
z) ∼ e−∆c/T , (4.1)
where ∆c has been shown
34 to vanish when approach-
ing the transition as ∆c ∼ (Ecz − Ez) log(Ecz − Ez). We
therefore focus on the behavior in the FM phase, where
the edge mode is gapless and naively one expects per-
fect conduction. Interestingly, as we show below, in this
phase the resistivity at finite T exhibits a similar acti-
vated form, reflecting a “duality relation” between the
two phases.
Our starting point is the effective Hamiltonian derived
in the previous section:
Heff = He +Hb +Hint (4.2)
He =
u
2pi
∫
dy
{
K (piΠ)
2
+
1
K
(∂yφ)
2
}
,
Hb =
∫
d2r
{
−1
2
ρ
(
a†∇2a+ a∇2a†)+ ∆a†a} ,
Hint = g
∫
dy
{
a† (0, y) eiφ(y) + a (0, y) e−iφ(y)
}
,
which describes a helical Luttinger liquid coupled to a
bath of 2D massive bosons along the line x = 0. For
simplicity, we assume here the 2D bulk to be an infinite
plane rather than the semi-infinite plane x > 0 consid-
ered in App. A: a straightforward calculation shows that
the effect of bulk-edge coupling in the two cases is the
same for an appropriate definition of the coupling con-
stant g. The local bosonic fields a(r), a†(r) correspond,
in the spin-wave approximation, to the bulk spin oper-
ators S−(r), S+(r), respectively; the canonically conju-
gate operators φ(y), Π(y) encode, respectively, the planar
angle and spin density Sze (y) on the edge. We recall that
the last term, representing the most relevant coupling
between edge and bulk modes, can be traced back to a
spin-flip term of the form (S+b S
−
e + h.c.).
To the Hamiltonian describing the clean system Eq.
(4.2), we next add a term which accounts for the coupling
to a random potential associated with static impurities,
Hdis = −
∫
dyµ (y) ρe(y) =
1
pi
∫
dyµ (y) ∂yφ, (4.3)
where in the last step we have used the expression for
the edge density operator in terms of the bosonic field φ.
Note that the helicity of the edge mode forbids standard
backscattering terms [e.g. cos(2φ)] which would normally
dominate the relaxation of charge current on the edge je
by direct coupling of left and right moving components.
In the absence of coupling to the bulk via the termHint in
Eq. (4.2), the edge mode thus obeys conservation of the
total spin operator Sze =
∫
dy Sze (y), which is equivalent
to the d.c. component of the charge current,
Je =
∫
dy je(y) = Ku
∫
dyΠ(y) . (4.4)
The forward scattering term Eq. (4.3) can be absorbed
into a redefinition of φ by the transformation42,43 φ (y)→
φ (y)+(K/u)
∫ y
0
dy′µ (y′) leading to a random phase shift
of the operators appearing in Hint:
eiφ(y) → eiφ(y)ζ (y) ,
ζ (y) ≡ ei(K/u)
∫ y
0
dy′µ(y′) . (4.5)
For a generic disorder potential, the random variable
ζ (y) can be assumed to satisfy
〈ζ (y)〉dis = 0, 〈ζ (y) ζ∗ (y′)〉dis = Dδ (y − y′) , (4.6)
where 〈. . . 〉dis denotes an average over disorder.
The two-terminal conductance G is next evaluated un-
der the assumption that due to the almost conservation
of Sze (and hence Je) on each of the two edges, the in-
trinsic electric resistivity is small; i.e., in units of e2/h,
G =
2
R0 + δR
(4.7)
where R0 ≈ 1 is the contact resistance arising from cou-
pling of the leads to a single 1D channel, and δR  1.
Deviations of R0 from the ideal value R0 = 1 due to
extrinsic processes (e.g., spin-relaxation in the contacts)
reduces G from the perfect G = 2 value but may be as-
sumed to have a negligible T -dependence. The intrinsic
contribution δR = L/σ (where L is the length of the sam-
ple in the edge direction and σ is the d.c. conductivity)
is treated perturbatively in the rate of scattering.
To this end, we employ a hydrodynamic
approximation44 of the Kubo formula for σ,
σ = lim
ω→0
1
Lω
∫ ∞
0
dt eiωt〈[Je(t), Je(0)]〉 (4.8)
(the ee component of the conductivity matrix σˆ in a basis
of current operators {Jp}), whereby it can be recast in
terms of the inverse of a memory matrix Mˆ , encoding
relaxation rates:
σˆ = χˆ[Mˆ ]−1χˆ . (4.9)
Here χˆ is the matrix of static susceptibilities
χpq =
1
L
∫ β
0
dτ 〈Jp(τ)Jq(0)〉 ≡ (Jp|Jq) (4.10)
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(describing an “overlap” of the operators Jp, Jq), and
Mˆ is determined by correlation functions of the force
operators
Fp = J˙p = i[H,Jp] ; (4.11)
generally, the explicit form of Mˆ is quite complicated44,
however in the case where (Fp|Jp) = 0 it greatly simplifies
and
Mpq = lim
ω→0
Cpq(ω)− Cpq(ω = 0)
iω
,
Cpq(ω) =
−i
L
∫ ∞
0
dteiωt〈[Fp(t), Fq(0)]〉 . (4.12)
In Eqs. (4.8) through (4.12), 〈...〉 denotes thermal expec-
tation value at temperature T . It is apparent from Eq.
(4.9) that the matrix elements of σˆ are dominated by slow
modes, for which Fp and hence the the matrix element
Mpp is small. In particular, the presence of a conserved
operator Jc which commutes with the Hamiltonian (i.e.
Fc = 0) leads to the divergence of any physical conduc-
tivity σpp (and hence vanishing of the resistivity) pro-
vided the cross susceptibility χpc 6= 0; in such a case, the
current Jp is protected by the conservation law and can
not decay45. When the conservation law is only approx-
imate, one obtains a finite relaxation rate dominated by
the small memory matrix element Mcc.
In our case, the approximate conservation law protect-
ing the charge current on each edge is Sze , which is iden-
tical to Je up to a constant prefactor [Eq. (4.4)]
46. This
justifies a diagonal version of Eq. (4.9) and one obtains
δR =
L
σ
=
LMee
χ2ee
, (4.13)
where, for a Luttinger liquid, χee is easily computed
42 to
yield a constant χee = 2uK/pi. Employing Eq. (4.12)
for p = q = e (and a standard identity for the retarded
correlation function) we get
δR = − 1
2(uK/pi)2
∫ ∞
0
dt t=m{〈Fe(t)Fe(0)〉} (4.14)
where, substituting Eq. (4.2) for the effective Hamilto-
nian,
Fe = i[Heff , Je] = i[Hint, Je] ; (4.15)
in the last step we have used [He, Je] = 0. The intrinsic
resistivity is therefore dominated by processes whereby
the edge spin is relaxed into the 2D bulk. We finally
introduce the disorder potential by performing the phase
shift Eq. (4.5), so that Hint acquires the form
Hint = g
∫
dy
{
ζ(y)a† (0, y) eiφ(y) + ζ∗(y)a (0, y) e−iφ(y)
}
.
(4.16)
Evaluating δR from Eq. (4.14) to leading order in Hint
[Eq. (4.16)], we modify the definition of angular brackets
〈...〉 to include the disorder averaging 〈...〉dis.
We next employ Eqs. (4.4), (4.15) and (4.16) to get
the correlation function
〈Fe(t)Fe(0)〉 = (guK)2
∫
dy
∫
dy′ 〈ζ (y) ζ∗ (y′)〉dis
〈
eiφ(y,t)e−iφ(y
′,0) {a† (0, y, t) a (0, y′, 0) + a (0, y, t) a† (0, y′, 0)}〉
≈ (guK)2D
∫
dy〈eiφ(y,t)e−iφ(y,0)〉e
{〈a† (0, y, t) a (0, y, 0)〉b + 〈a (0, y, t) a† (0, y, 0)〉b} , (4.17)
where in the last step we have used Eq. (4.6), and main-
tain the leading order in g for which the thermal expec-
tation value is evaluated with respect to H0 = He + Hb
(where the bulk and edge sectors are decoupled). Both
sectors are described by free bosonic theories [see Eq.
(4.2)]. The edge part of the correlation function is given
by the standard result for a Luttinger liquid42,
〈eiφ(y,t)e−iφ(y,0)〉e = lim
→0
(
piα
βu
)K/2
(−1)−K/4[
sinh
(
(t−i)pi
β
)]K/2 , (4.18)
where α is a short-distance cutoff. For the bulk, we use
the bosonic correlation functions in momentum space
〈a†k(t)ak′(0)〉b = eiωktnB (k)δk,k′ ,
ωk = ∆ + ρ|k|2, (4.19)
where n
B
(k) = 1/(eβωk − 1) is the Bose function, and
similarly
〈ak(t)a†k′(0)〉b = e−iωkt[1 + nB (k)]δk,k′ . (4.20)
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The local correlation functions thus become
〈a† (0, y, t) a (0, y, 0)〉b =
∫
d2k eiωktn
B
(k), (4.21)
〈a (0, y, t) a† (0, y, 0)〉b =
∫
d2k e−iωkt[1 + n
B
(k)] .
Inserting Eqs. (4.21) and (4.18) into (4.17) we obtain for
δR [Eq. (4.14)]:
δR ≈ −D
∫ ∞
0
dt t=m{C(t)} , where (4.22)
D ≡ pi
2g2DL
2
(
piα
βu
)K/2
, C(t) ≡ lim
→0
(−1)−K/4[
sinh
(
(t−i)pi
β
)]K/2 ∫ d2k(2pi)2 {eiωktnB (k) + e−iωkt[1 + nB (k)]} .
Note that D ∝ nimp where nimp is the density of impu-
rities per unit length; hence, the factor DL encodes the
number of impurities Nimp. Performing the integrals in
Eq. (4.22) we obtain (see Appendix B for details)
δR =
2
K
2 Dβ
8pi2ρ
Γ
(
1− K2
)
sin
(
piK
2
)
2pi
f(β∆) ,
f(z) ≡
∫ ∞
z
dx
∣∣∣∣Γ(K4 + i x2pi
)∣∣∣∣2 e− 12x1− e−x . (4.23)
Recalling the T -dependence of D [Eq. (4.22)], this yields
δR as a function of T for arbitrary values of the other
parameters:
δR(T ) ∝ T K2 −1f(∆/T ) . (4.24)
In Fig. 1 we present G vs. T obtained directly from Eqs.
(4.7) and (4.23), for several values of ∆ corresponding to
a range of Ez in the regime Ez > E
c
z.
We now consider the low T limit where T  ∆, and use
the asymptotic form of f(z) at large argument to obtain
the leading T -dependent contribution to the resistance
(see App. B):
δR(T ) ≈ Rinte−∆/T , (4.25)
Rint ≡
piΓ
(
1− K2
)
sin
(
piK
2
)
DL
8ρ
g2
∆
(
α∆
u
)K/2
,
where we note that the prefactor of the exponential Rint
is T -independent. This simple activation of the resistance
is remarkably reminiscent of the conductance in the CAF
phase [Eq. (4.1)], where here the activation energy ∆ ∝
(Ez − Ecz) [see Eq. (3.13)] corresponds to the gap for
spin-wave excitations in the bulk. Interestingly, the role
it plays here is equivalent to a superconducting gap. The
final expression for the low-T two-terminal conductance
in the FM phase is obtained by substituting Eq. (4.25)
into (4.7), yielding
G(Ez > E
c
z) ≈
2
R0 +Rint(∆)e−∆/T
, (4.26)
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FIG. 1: (Color online.) Conductance in units of e2/h as a
function of T , for different values of ∆ in units of Kelvin.
Assuming that Ecz ∼ 1K, we take R0 = 1, K = ∆1/4, u =
u0∆
1/4 and g = g0∆
3/4 where u0, g0 are such that the overall
∆-independent prefactor of δR [Eq. (4.23)] is 0.1. Inset: zoom
on the low-T regime 0.01K≤ T ≤ 0.1K.
where the Ez-dependence is dominated by the behavior
of ∆ .
V. SUMMARY
In this work we have developed an effective model for
the ferromagnetic ν = 0 quantized Hall state of graphene,
and used it to analyze the transport behavior of the sys-
tem at finite temperature. The model includes a bulk
system supporting a gapped spin wave mode, an edge
system supporting a charged gapless helical mode, and a
coupling term allowing an exchange of spin between the
two systems. In principle the parameters of the effective
theory which couples the edge and bulk are free. How-
ever, we use several ways to constrain them, especially
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in the ferromagnetic phase near the transition. We de-
velop a simple nonlinear theory of the edge in the FM
phase and match the EZ-dependence of the spin-wave
velocity of this model with the linear approximation to
our effective theory. We further make the physical de-
mand that the spin stiffness should neither diverge nor
vanish at the transition. This completely constrains the
EZ-dependence of all the free parameters of the effec-
tive theory. An analysis in terms of the memory ma-
trix approach allows us to determine the temperature-
dependence of edge transport in this system. In the
presence of disorder, charged modes of the system can
be backscattered, with the necessary angular momentum
for such processes within a helical channel supplied by
the bulk spin excitations. This leads to concrete predic-
tions for a two-terminal resistance measurement of the
system.
Our analysis leaves open a number of interesting fur-
ther questions. What is the effect of disorder on the bulk
of the system? In particular, is there a range of param-
eters for which gapless or nearly gapless spin excitations
persist in the bulk, leading to dissipative behavior over
a broad range of temperatures and/or Zeeman energies?
Our model can be easily generalized to capture the canted
antiferromagnetic phase, which is presumably seen as an
insulating state in experiments with relatively weaker
Zeeman coupling. Our approach in principle allows one
to compute the temperature dependence of transport in
this phase as well. More challenging, and potentially
very interesting, would be the transport behavior of the
system through the transition itself. Connected to this,
it would be generally interesting to understand the bulk
properties of the system in the critical regime. How the
system behaves upon doping is yet another interesting
direction, an understanding of which would allow further
connection of our model with existing experimental data.
These and related questions will be addressed in future
work.
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Appendix A: Renormalization of edge parameters
near criticality
In this Appendix we discuss some technical details that
determine how various parameters of our effective model
scale with ∆. In particular we demonstrate that the ma-
trix element 〈S0|h−1x |S0〉 scales as ∆−1/2, as was stated
in Section III D. We then discuss how this leads to the
scaling of the parameters u, K, and g in our effective
Hamiltonian.
1. Small ∆ behavior of 〈S0|h−1x |S0〉
We recall the operator hx ≡ − 12ρ0∂2x + Ux(x), with
Ux(x) =
1
2
Ez cos θDW (x)− g˜ cos 2θDW (x),
which has the asymptotic property Ux(x → ∞) =
Ez/2 − g˜ ≡ ∆/2. As discussed in Section III D, we as-
sume for small ∆ that hx has no bound states, in par-
ticular no zero energy states, so that the operator h−1x
is well-defined. The spectrum of hx then supports only
scattering states, which can be specified by eigenvalues
of the form 12ρ0k
2
x + ∆/2, with kx formally a continuous
set of parameters labeling the spectrum. Labeling the
corresponding eigenvectors as |kx〉, we then have
〈S0|h−1x |S0〉 = Lx
∫ ∞
0
dkx
2pi
|〈S0|kx〉|2
1
2ρ0k
2
x + ∆/2
, (A1)
where Lx is a size scale which is taken to infinity in the
thermodynamic limit. We next argue that the matrix el-
ement 〈S0|kx〉 is finite for any ∆, including at the critical
value ∆ = 0. Since the wavefunctions ψkx(x) = 〈x|kx〉
are increasingly unaffected by Ux as ∆ → 0, it is suf-
ficient to show that the matrix element is finite in this
limit. Because the wavefunctions in Eq. (A1) are nor-
malized, it is clear that the integrand is finite for large kx
and that the integral converges at its upper limit. To see
that there is no divergence at the lower limit, we identify
a length scale η above which the domain wall configu-
ration θDW (x) is not appreciably different than zero, so
that for x > η we can use an asymptotic scattering form
for ψkx(x), as well as S0(x) ≈ 2
√
2ρ0/g˜/x ≡ ξ/x [see Eq.
(3.7)]. Writing x = u/kx, the matrix element takes the
form
〈S0|kx〉 ≈ const.√
Lx
+
ξ√
Lx
∫ ∞
kxη
du
e−iu − eiue−2iδ(kx)
u
,
where δ(kx) is the phase shift, which for small kx has
the form δ(kx) ≈ −kxa, with a the scattering length.
It is clear from these forms that 〈S0|kx〉 is finite in the
limit kx → 0, and we write this limit as C/
√
Lx. Finally,
noting that, for small ∆, Eq. (A1) is dominated by the
lower limit on kx, we find
〈S0|h−1x |S0〉 ∼
∫ ∞
0
dkx
C2
ρ0k2x + ∆/2
∼ 1/
√
∆,
which leads to the uNM ∼ ∆1/4 behavior discussed in
Section III D.
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2. Scaling of u, K, and g with ∆
We next discuss how the parameters specifying the
one-dimensional part of our effective Hamiltonian, u and
K, behave as the transition to the canted antiferromag-
net (CAF) is approached from the ferromagnetic (FM)
side. Our approach is specifically to expand the Hamil-
tonian for small fluctuations around a classical ground-
state, and to specify the behavior of u and K to match
what was found in Section III. We begin by rewriting the
effective Hamiltonian in the form
Heff = He +Hb +Hint, (A2)
He =
u
2pi
∫
dy
{
K (piΠ)
2
+
1
K
(∂yφ)
2
}
,
Hb =
∫
d2r
{
1
2
ρ
(
~∇a†~∇a+ ~∇a~∇a†
)
+ ∆a†a
}
,
Hint = g
∫
dy
{
a† (0, y) eiφ(y) + a (0, y) e−iφ(y)
}
.
The Hamiltonian has a global symmetry of the form
φ(y)→ φ(y)+ϕ0, a→ aeiϕ0 , a† → a†e−iϕ0 . This implies
that classical groundstates form a degenerate continuous
manifold, and for convenience we consider fluctuations
around φ(y) = 0. For small but non-vanishing values of
this field, to quadratic order one finds
Hint ≈ g
∫
dy
{
[a+ a†][1− 1
2
φ(y)2] + iφ(y)[a† − a]
}
.
(A3)
Rewriting a(r) ≡ [P (r) + iQ(r)]/√2, a(r)† ≡ [P (r) −
iQ(r)]/
√
2 (i.e., P and Q denote the spin operators Sx
and Sy, respectively) with [P (r1), Q(r2)] = iδ(r1 − r2),
yields
Hint ≈
√
2g
∫
dy
{
P (0, y)[1− 1
2
φ(y)2] + φ(y)Q(0, y)
}
.
(A4)
If P is treated classically, it is clear that the Hamiltonian
will be minimized by P (r) 6= 0. Collecting terms involv-
ing P for φ = 0, the function doing so will minimize
HP =
∫
x≥0−
dr
{
1
2
ρ|~∇P |2 + 1
2
∆P 2 +
√
2gP (r)δ(x)
}
.
Minimizing this subject to the boundary condition
∂xP (x = 0
−, y)) = 0, which is appropriate to an open
boundary, one finds P = P0 with
P0(x) =
−√2g√
ρ∆
0− < x ≤ 0,
=
−√2g√
ρ∆
e−(
∆
ρ )
1/2
x x > 0.
Writing P = P0 + p, the effective Hamiltonian at the
quadratic level now has the form
Heff ≈
∫
x>0−
d2r
{
1
2
ρ
(
|~∇p|2 + |~∇Q|2
)
+
1
2
∆
(
p2 +Q2
)}
+ g
∫
dy
{
g√
ρ∆
φ(y)2 +
√
2φ(y)Q(0, y)
}
+
u
2pi
∫
dy
{
K (piΠ)
2
+
1
K
(∂yφ)
2
}
. (A5)
The middle term in Eq. (A5) encodes a coupling be-
tween the φ and Q fields, capturing the effects of the
global symmetry described above. The effect of this cou-
pling can be found explicitly by minimizing Eq. (A5)
with respect to Q, subject to the boundary condition
∂xQ(x = 0
−, y) = 0, which again is appropriate for an
open boundary. This minimum Φ(x, y) obeys the equa-
tion
−ρ∇2Φ + ∆Φ +
√
2gφ(y)δ(x) = 0 .
Fourier transforming with respect to y, the solution to
this equation for x ≥ 0 is
Φ(x, qy) = −
√
2g
ρ
φ(qy)√
∆ + ρq2y
e−
√
(∆+ρq2y)/ρ x.
We can finally write Q = Φ + q, with [p(r1), q(r2)] =
iδ(r1−r2) to fully decouple the edge mode from the bulk.
After some algebra, we arrive at the effective Hamiltonian
at the quadratic level in the form
Heff ≈
∫
x≥0
d2r
{
1
2
ρ
(
|~∇p|2 + |~∇q|2
)
+
1
2
∆
(
p2 + q2
)}
+
u
2pi
∫
dy
{
K (piΠ)
2
+
1
K
(∂yφ)
2
}
+ Ly
g2√
ρ∆
∫
dqy
2pi
1− 1√
1 + ρq2y/∆
φ(−qy)φ(qy).
(A6)
For small enough qy, it is apparent that the last two
terms of Eq. (A6) support a linearly dispersing normal
mode, whose dynamics is described by a Luttinger liquid
Hamiltonian with renormalized parameters. In partic-
ular, the renormalized coefficient of the (∂yφ)
2 term is
u/K + 2pig2
√
ρ/∆3/2. Our goal is to match the Hamil-
tonian controlling this mode as ∆ becomes small to the
result [Eq. (3.17)] of the model described in Section III,
in which non-Gaussian properties of the bulk system were
retained. This leads to two requirements: (i) The coeffi-
cient of the (∂yφ)
2 should remain finite and non-vanishing
in the limit of small ∆; (ii) the velocity of the gapless
mode should vanish as ∆1/4. The first condition will be
met if we assume g ∼ ∆3/4 and u ∼ K. Noting further
that the product uK [the coefficient of the (piΠ)
2
in Eq.
14
(A6)] is not renormalized, requirement (ii) on the veloc-
ity implies that our “bare” parameters u and K scale as
u ∼ K ∼ ∆1/4, in accordance with the scaling of the
normal mode parameters uNM , KNM derived in Section
III.
Appendix B: Derivation of the general expression
for δR vs. T
In this Appendix we first derive the general expression
for δR [Eq. (4.23)] starting from Eq. (4.22). Inserting ωk
from Eq. (4.19), writing the Bose function as a geometric
sum and performing the integral over k, the correlation
function C(t) becomes
C (t) = lim
→0
(−1)−K4
(
sinh
(
(t− i)pi
β
))−K2
(B1)
× 1
4piρ
( ∞∑
n=0
e−∆(nβ+it)
nβ + it
+
∞∑
n=1
e−∆(nβ−it)
nβ − it
)
.
To proceed with the calculation of δR, we recast Eq.
(4.22) as
δR ≈ − D
4piρ
I where
I ≡ 4piρ=m
{∫ ∞
0
dt tC(t)
}
. (B2)
Substituting (B1) for C (t), we get
I = =m
{∫ ∞
0
dt · t (−1)−K4
(
sinh
(
tpi
β
))−K2 ( ∞∑
n=0
e−∆(nβ+it)
nβ + it
+
∞∑
n=1
e−∆(nβ−it)
nβ − it
)}
= =m
{∫ ∞
0
dt · t (−1)−K4
(
sinh
(
tpi
β
))−K2 ∫ ∞
∆
d∆′
( ∞∑
n=0
e−∆
′(nβ+it) +
∞∑
n=1
e−∆
′(nβ−it)
)}
(B3)
= −
∫ ∞
∆
d∆′
∞∑
n=0
e−∆
′nβ ∂F− (∆
′)
∂∆′
+
∫ ∞
∆
d∆′
∞∑
n=1
e−∆
′nβ ∂F+ (∆
′)
∂∆′
,
where
F∓(∆) ≡ =m
{
(−1)−K4
i
∫ ∞
0
dt · e∓i∆t
(
sinh
(
pi
β
t
))−K2 }
= 2
K
2
β
2pi
=m
{
(−1)−K4
i
B
(
iγ ± K4 , 1− K2
)}
= −2K2 β
2pi
<e
{
Γ
(
1− K
2
) ∣∣∣∣Γ(K4 + iγ
)∣∣∣∣2
(
cospiK4 − i sinpiK4
)
pi
(
coshpiγ sin
piK
2
∓ i sinhpiγ cos piK
2
)}
(B4)
= −2K2 β
2pi
Γ
(
1− K
2
) ∣∣∣∣Γ(K4 + iγ
)∣∣∣∣2 1pi e∓piγ 12 sin piK2 ;
here γ = β∆2pi , B(x, y) =
Γ(x)Γ(y)
Γ(x+y) is the Beta function
and we have used the identity Γ(z)Γ(1− z) = pi/ sin(piz).
Inserting these expressions for F+ and F− in Eq. (B3)
yields
I = 2
K
2
β
2pi
Γ
(
1− K
2
)
1
2pi
sin
piK
2
× (B5){
−
∫ ∞
∆
d∆′
1
1− e−∆′β
∂
∂∆′
(∣∣∣∣Γ(K4 + iγ′
)∣∣∣∣2 e− β∆′2
)
+
∫ ∞
∆
d∆′
e−∆
′β
1− e−∆′β
∂
∂∆′
(∣∣∣∣Γ(K4 + iγ′
)∣∣∣∣2 e β∆′2
)}
.
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Finally, after integration by parts we obtain the expres-
sion of Eq. (4.23).
The asymptotic form of f(z), which dominates the
limit T  ∆ (namely, z → ∞), is now obtained from
Eq. (4.23) by substituting the asymptotic form of Γ(z)
at large arguments:
f(z) ≈ (2pi)2−K2
∫ ∞
z
dxx
K
2 −1e−x . (B6)
It is therefore proportional to the incomplete Gamma
function Γ(K2 , z), which can be further approximated for
z →∞ to give
f (z) ≈ (2pi)2−K2 zK2 −1e−z . (B7)
This leads to the approximate expression for δR in Eq.
(4.25).
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