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THE DIXMIER-MOEGLIN EQUIVALENCE
AND A GEL’FAND-KIRILLOV PROBLEM
FOR POISSON POLYNOMIAL ALGEBRAS
K. R. Goodearl and S. Launois
Abstract. The structure of Poisson polynomial algebras of the type obtained as semiclas-
sical limits of quantized coordinate rings is investigated. Sufficient conditions for a rational
Poisson action of a torus on such an algebra to leave only finitely many Poisson prime ideals
invariant are obtained. Combined with previous work of the first-named author, this estab-
lishes the Poisson Dixmier-Moeglin equivalence for large classes of Poisson polynomial rings,
such as semiclassical limits of quantum matrices, quantum symplectic and euclidean spaces,
quantum symmetric and antisymmetric matrices. For a similarly large class of Poisson poly-
nomial rings, it is proved that the quotient field of the algebra (respectively, of any Poisson
prime factor ring) is a rational function field F (x1, . . . , xn) over the base field (respectively,
over an extension field of the base field) with {xi, xj} = λijxixj for suitable scalars λij ,
thus establishing a quadratic Poisson version of the Gel’fand-Kirillov problem. Finally, par-
tial solutions to the isomorphism problem for Poisson fields of the type just mentioned are
obtained.
0. Introduction
Fix a base field k of characteristic zero throughout. All algebras are assumed to be over
k, and all relevant maps (automorphisms, derivations, etc.) are assumed to be k-linear.
Recall that a Poisson algebra (over k) is a commutative k-algebra A equipped with a Lie
bracket {−,−} which is a derivation (for the associative multiplication) in each variable.
We investigate (iterated) Poisson polynomial algebras over k, that is, polynomial algebras
k[x1, . . . , xn] equipped with Poisson brackets such that{
xi, k[x1, . . . , xi−1]
}
⊆ k[x1, . . . , xi−1]xi + k[x1, . . . , xi−1]
for i = 2, . . . , n (see §1.1 for more detail on the conditions satisfied by such a bracket).
Many such Poisson algebras are semiclassical limits of quantum algebras, and these provide
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our motivation and focus (see Section 2). The Kirillov-Kostant-Souriau Poisson structure
on the symmetric algebra of a finite dimensional Lie algebra g can be put in the form of
a Poisson polynomial algebra when g is completely solvable. This also holds for the basic
example of a Poissson-Weyl algebra, namely a polynomial algebra k[x1, . . . , xn, y1, . . . , yn]
equipped with the Poisson bracket such that
{xi, xj} = {yi, yj} = 0 {xi, yj} = δij(0-1)
for all i, j.
Our investigation has two main goals, namely to establish conditions under which Pois-
son analogs of the Dixmier-Moeglin equivalence and (a quadratic analog of) the Gel’fand-
Kirillov problem hold for Poisson polynomial rings.
0.1. The Poisson Dixmier-Moeglin equivalence. Let A be a Poisson algebra. A
Poisson ideal of A is any ideal I such that {A, I} ⊆ I, and a Poisson prime ideal is any
prime ideal which is also a Poisson ideal. The set of Poisson prime ideals in A forms the
Poisson prime spectrum, denoted P.specA, which is given the relative Zariski topology
inherited from specA. Given an arbitrary ideal J of A, there is a largest Poisson ideal
contained in J , called the Poisson core of J . The Poisson primitive ideals of A are the
Poisson cores of the maximal ideals. (One thinks of the Poisson core of an ideal in a Poisson
algebra as analogous to the bound of a left ideal L in a noncommutative algebra B, that
is, the largest two-sided ideal of B contained in L.) The Poisson primitive ideals in the
coordinate ring of a complex affine Poisson variety V are the defining ideals of the Zariski
closures of the symplectic leaves in V [2, Lemma 3.5], and they are the key to Brown and
Gordon’s concept of symplectic cores [2, §3.3].
The Poisson center of A is the subalgebra
Zp(A) = {z ∈ A | {z,−} ≡ 0}.
For any Poisson prime ideal P of A, there is an induced Poisson bracket on A/P , which
extends uniquely to the quotient field FractA/P (e.g., [14, Proposition 1.7]). We say that
P is Poisson rational if the field Zp(FractA/P ) is algebraic over k.
By analogy with the Dixmier-Moeglin equivalence for enveloping algebras, we say that A
satisfies the Poisson Dixmier-Moeglin equivalence (e.g., [19, pp. 7,8]) provided the following
sets coincide:
(1) The set of Poisson primitive ideals in A;
(2) The set of locally closed points in P.specA;
(3) the set of Poisson rational Poisson prime ideals of A.
If A is an affine (i.e., finitely generated) k-algebra, then (2) ⊆ (1) ⊆ (3) [19, Propositions
1.7, 1.10], so the main difficulty is whether (3) ⊆ (2). No examples are known of affine
Poisson algebras for which the Poisson Dixmier-Moeglin equivalence fails. The equivalence
has been established in [7] for Poisson algebras with suitable torus actions, as follows.
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0.2. Torus actions. Suppose that H is a group acting on a Poisson algebra A by Poisson
automorphisms (i.e., k-algebra automorphisms that preserve the Poisson bracket). For each
H-stable Poisson prime J of A, set
P.specJ A = {P ∈ P.specA |
⋂
h∈H
h(P ) = J},
the H-stratum of P.specA corresponding to J . These H-strata partition P.specA as J
runs through the H-stable Poisson primes of A.
Now assume that H = (k×)r is an algebraic torus over k. In this case, the action of H
on A is called rational provided A is generated (as a k-algebra) by H-eigenvectors whose
eigenvalues are rational characters of A. (See §1.4 for the general definition of a rational
action of an algebraic group, and [2, Theorem II.2.7] for the equivalence with the above
condition in the case of a torus.) Rationality will be clearly satisfied for the torus actions
given in the examples in Section 2. In view of the following theorem, all we will need to
establish is that the number of H-stable Poisson primes is finite in these examples.
0.3. Theorem. [7, Theorem 4.3] Let A be an affine Poisson algebra and H = (k×)r an
algebraic torus acting rationally on A by Poisson automorphisms. Assume that A has only
finitely many H-stable Poisson prime ideals.
Then the Poisson Dixmier-Moeglin equivalence holds in A, and the Poisson primitive
ideals are precisely those Poisson primes maximal in their H-strata. 
0.4. A quadratic Poisson Gel’fand-Kirillov problem. The original Gel’fand-Kirillov
problem asked whether the quotient division ring of the enveloping algebra of a finite
dimensional algebraic Lie algebra g over k is isomorphic to a Weyl skew field over a purely
transcendental extension K of k, i.e., the quotient division ring of a Weyl algebra over
K. Vergne raised the corresponding question for the Kirillov-Kostant-Souriau Poisson
structure on the symmetric algebra of g, namely whether the quotient field of S(g) is
isomorphic (as a Poisson algebra) to the quotient field of a Poisson-Weyl algebra [28,
Introduction], and answered this positively for nilpotent g [28, The´ore`me 4.1]. We shall
use the term Poisson-Weyl field for the quotient field of a Poisson-Weyl algebra, that
is, for a rational function field K(x1, . . . , xn, y1, . . . , yn) equipped with the (unique) K-
linear Poisson bracket satisfying (0-1). Vergne’s result was extended to algebraic solvable
Lie algebras g, and to Poisson prime factors of S(g) for such g, by Tauvel and Yu [26,
Corollaire 11.8]. We also mention that Kostant and Wallach showed that a Galois extension
of the quotient field of O(Mn(C)), with a natural Poisson structure, is a Poisson-Weyl field
[13, Theorem 5.24].
The above form of the Poisson Gel’fand-Kirillov problem, however, is not appropriate
for the algebras we consider. In fact, as we prove in Corollary 5.3, the quotient field of a
semiclassical limit of a typical quantum algebra can never be isomorphic to a Poisson-Weyl
field. A suitable version is suggested by quantum results, as follows.
Quantum versions of the Gel’fand-Kirillov problem have been studied by a number of
authors (e.g., see [2, pp. 230-231] for a summary). These involve quotient division rings
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of quantized Weyl algebras, which turn out to be isomorphic to quotient division rings of
quantum affine spaces
Oq(k
n) = k〈x1, . . . , xn | xixj = qijxjxi for all i, j〉
for multiplicatively antisymmetric matrices q = (qij) ∈ Mn(k
×). Semiclassical limits of
quantum affine spaces are Poisson polynomial rings k[x1, . . . , xn] with Poisson brackets
satisfying
(0-2) {xi, xj} = λijxixj
for all i, j, where λ = (λij) is an antisymmetric n× n matrix over k (see §2.2). It will be
convenient to denote this Poisson polynomial algebra by kλ[x1, . . . , xn], the corresponding
Poisson Laurent polynomial ring by kλ[x
±1
1 , . . . , x
±1
n ], and the corresponding Poisson field
by kλ(x1, . . . , xn). In all three cases, the Poisson bracket is uniquely determined by (0-2),
for instance because Poisson brackets extend uniquely to localizations [14, Proposition
1.7]. In the present situation, however, the extensions are easier to establish, since we can
give them by the formula
(0-3) {f, g} =
n∑
i,j=1
λijxixj
∂f
∂xi
∂g
∂xj
.
For semiclassical limits of quantum algebras, a natural version of the Gel’fand-Kirillov
problem is thus to ask whether the quotient field is isomorphic to a Poisson field of the
form kλ(x1, . . . , xn), or at least Kλ(x1, . . . , xn) where K is an extension field of k. We
establish the former for large classes of Poisson polynomial algebras, and the latter for
Poisson prime factors of these algebras.
In the last section of the paper, we introduce some invariants for Poisson fields, with
which we show that kλ(x1, . . . , xn) is never isomorphic to a Poisson-Weyl field, and with
which we can separate isomorphism classes of the Poisson fields kλ(x1, . . . , xn) in many
cases.
1. A finiteness theorem for torus-stable Poisson primes
In this section, we prove our finiteness theorem for the number of Poisson prime ideals
stable under a suitable torus action on an iterated Poisson polynomial algebra. We begin
by recalling the concept of a Poisson polynomial algebra as introduced by Oh [20].
1.1. Poisson polynomial algebras. Let B be a Poisson algebra. A Poisson derivation
on B is a (k-linear) map α on B which is a derivation with respect to both the multiplication
and the Poisson bracket, that is, α(ab) = α(a)b+aα(b) and α({a, b}) = {α(a), b}+{a, α(b)}
for a, b ∈ B. Suppose that δ is a derivation on B such that
(1-1) δ({a, b}) = {δ(a), b}+ {a, δ(b)}+ α(a)δ(b)− δ(a)α(b)
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for a, b ∈ B. By [20, Theorem 1.1] (after replacing our B and α with A and −α), the
Poisson structure on B extends uniquely to a Poisson algebra structure on the polynomial
ring A = B[x] such that
(1-2) {x, b} = α(b)x+ δ(b)
for b ∈ B. We write A = B[x;α, δ]p to denote this situation, and we refer to A as a Poisson
polynomial algebra.
The Poisson structure on A extends uniquely to the Laurent polynomial ring B[x±1],
and is again determined by α and δ. Hence, we write B[x±1;α, δ]p for the ring B[x
±1]
equipped with this structure, and we refer to it as a Poisson Laurent polynomial algebra.
In either of the above cases, we omit δ from the notation if it is zero, that is, we write
B[x;α]p and B[x
±1;α]p for B[x;α, 0]p and B[x
±1;α, 0]p respectively.
We will also need the converse part of [20, Theorem 1.1]: if a polynomial ring A = B[x]
supports a Poisson bracket such that B is a Poisson subalgebra and {x,B} ⊆ Bx + B,
then A = B[x;α, δ]p for suitable α and δ.
1.2. Lemma. Let A = B[x±1;α]p be a Poisson Laurent polynomial algebra, and assume
that α extends to a derivation α̂ on A such that α̂(x) = sx for some nonzero s ∈ k. Then
every α̂-stable Poisson prime of A is induced from a Poisson prime of B.
Proof. Let P be an α̂-stable Poisson prime of A, and note that P∩B is a Poisson prime ofB.
Then (P ∩B)[x±1] is an α̂-stable Poisson prime of A, and we may pass to A/(P ∩B)[x±1].
Thus, without loss of generality, P ∩B = 0, and we must show that P = 0.
If P 6= 0, then P ∩ B[x] 6= 0. Choose a nonzero polynomial p ∈ P ∩ B[x] of minimal
degree, say p = bnx
n + bn−1x
n−1 + · · ·+ b1x+ b0 with the bi ∈ B and bn 6= 0. Note that
n > 0, because P ∩B = 0. Now P contains the polynomial
α̂(p)− {x, p}x−1 = nsbnx
n + (n− 1)sbn−1x
n−1 + · · ·+ sb1x,
and hence also the polynomial
nsp−
(
α̂(p)− {x, p}x−1
)
= sbn−1x
n−1 + · · ·+ (n− 1)sb1x+ nsb0.
The latter must vanish, due to the minimality of n, and so bi = 0 for i < n. But then
bnx
n = p ∈ P and so bn ∈ P , contradicting the assumption that P ∩ B = 0. Therefore
P = 0, as required. 
1.3. Proposition. Let A = B[x;α, δ]p be a Poisson polynomial algebra, and assume that
α extends to a derivation α̂ on A such that α̂(x) = sx for some nonzero s ∈ k. For each
Poisson prime Q of B, there are at most two α̂-stable Poisson primes of A that contract
to Q.
Proof. Assume there exists an α̂-stable Poisson prime P in A that contracts to Q. For
b ∈ Q, we have {x, b} ∈ P and α(b) = α̂(b) ∈ P , whence δ(b) = {x, b} − α(b)x ∈ P , and so
α(b), δ(b) ∈ Q. It follows that {x,Q[x]} ⊆ Q[x], from which we see that Q[x] is an α̂-stable
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Poisson prime of A. Hence, we may pass to A/Q[x] and then localize B/Q to its quotient
field. Thus, without loss of generality, B is a field, and we must show that A has at most
two α̂-stable Poisson primes.
Assume there exists a nonzero α̂-stable Poisson prime P in A. Let n be the minimum
degree of nonzero elements of P , and choose a monic polynomial p ∈ P of degree n, say
p = xn + bn−1x
n−1 + · · ·+ b1x+ b0 with the bi ∈ B. Now P contains the polynomial
α̂(p)− nsp = [α(bn−1)− sbn−1]x
n−1 + · · ·+ [α(b1)− (n− 1)sb1]x+ [α(b0)− nsb0],
which must be zero by the minimality of n, and so α(bn−1) = sbn−1. For any b ∈ B, the
following polynomial lies in P :
{p, b} − nα(b)p =
[
nδ(b) + {bn−1, b}+ (n− 1)bn−1α(b)− nα(b)bn−1
]
xn−1
+
[
lower terms
]
.
This polynomial must be zero, and so nδ(b) + {bn−1, b} = α(b)bn−1. Thus, the element
d := 1nbn−1 ∈ B satisfies α(d) = sd and {d, b} = α(b)d− δ(b) for b ∈ B.
Set y := x + d. Then A is a Poisson polynomial algebra of the form A = B[y;α]p.
Further, α̂(y) = sy, and so Lemma 1.2 implies that the only α̂-stable Poisson prime of
B[y±1;α]p is zero. Therefore, the only α̂-stable Poisson primes of A are 〈0〉 and 〈y〉. 
Our finiteness theorem parallels a corresponding finiteness result of Letzter and the
first author [9, Theorem 4.7], which applies to torus actions on iterated skew polynomial
algebras. A key hypothesis in the latter theorem is that the automorphisms involved in
the skew polynomial structure must be restrictions of elements of the acting torus. In
the Poisson case, the corresponding ingredients are Poisson derivations, and the relevant
hypothesis relates these to the differential of the torus action. We next recall the key facts
about differentials of actions.
1.4. The differential of a group action. Let A be a k-algebra and G an algebraic group
over k, with Lie algebra g. Let α : G→ Autk-alg(A) be a rational action of G on a k-algebra
A by k-algebra automorphisms. Thus, A is a directed union of finite dimensional G-stable
subspaces Vi such that the induced maps αi : G → GL(Vi) are morphisms of algebraic
groups. In this situation, the following hold:
(1) The differentials dαi : g→ gl(Vi) are compatible with inclusions Vi ⊆ Vj , and they
induce an action dα : g→ Derk(A).
(2) If G is connected, the G-stable subspaces of A coincide with the g-stable subspaces.
That the dαi are compatible with inclusions Vi ⊆ Vj is a routine check, as in [25, Propo-
sition 23.4.17]. One thus obtains a linear action dα : g → Endk(A), called the differential
of the G-action. Statement (2) is proved in [25, Corollary 24.3.3] for the case that k is
algebraically closed, but the latter hypothesis is not required. The remainder of statement
(1) is standard, but we have not located a precise reference. It can be quickly obtained
from two results in [25], as follows. For each i, the multiplication map Vi ⊗ Vi → V
2
i ⊆ A
is G-equivariant, and so it is g-equivariant [25, Proposition 23.4.17]. Since the G-action
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on Vi ⊗ Vi is the diagonal one, so is the g-action [25, Proposition 23.4.12], from which we
conclude that g acts on A by derivations.
If G is a torus, rationality of the action means that A is the direct sum of its G-
eigenspaces, and the corresponding eigenvalues are rational characters of G (e.g., see [2,
Theorem II.2.7]). In this case, A is also the direct sum of its g-eigenspaces, and we have
the following explicit description of the g-action. We replace G and g by H and h to match
our later notation, and we write Ax for the x-eigenspace of A, where x is a member of the
character group X(H). Finally, we use (−|−) to denote the Euclidean inner product (or
“dot product”) in any kr.
1.5. Lemma. Let A be a k-algebra, equipped with a rational action of a torus H = (k×)r
(by k-algebra automorphisms). Identify h = LieH with kr, and let h act on A by the
differential of the H-action. Further, identify Zr with X(H) via the natural pairing
Z
r × (k×)r −→ k×
(m1, . . . , mr, h1, . . . , hr) 7−→ h
m1
1 h
m2
2 · · ·h
mr
r .
Then η.a = (η|x)a for η ∈ h, a ∈ Ax, and x ∈ X(H).
In particular, it follows that the h-action on A commutes with the H-action. 
Readers who do not wish to delve into the full theory of actions of algebraic groups may
take the formula in Lemma 1.5 as the definition of the h-action on A.
Whenever we have a torus H acting rationally on a k-algebra A, we will assume that
its Lie algebra h correspondingly acts on A by the differential of the H-action. We label
the action of H on A a rational Poisson action in case A is a Poisson algebra and H acts
rationally on A by Poisson automorphisms.
1.6. Lemma. Let A be a Poisson algebra, equipped with a rational Poisson action of a
torus H. Then h = LieH acts on A by Poisson derivations.
Proof. Let η ∈ h, and let a ∈ Ax and b ∈ Ay for some x, y ∈ X(H). Since h.{a, b} =
{h.a, h.b} = x(h)y(h){a, b} for all h ∈ H, we have {a, b} ∈ Ax+y. Taking account of the
identifications in Lemma 1.5, we see that
η.{a, b} = (η|x+ y){a, b} =
(
(η|x) + (η|y)
)
{a, b} = {η.a, b}+ {a, η.b}.
Therefore, since A is X(H)-graded, we conclude that η.(−) is a Poisson derivation on
A. 
1.7. Theorem. Let A = k[x1][x2;α2, δ2]p · · · [xn;αn, δn]p be an iterated Poisson polyno-
mial algebra, supporting a rational action by a torus H such that x1, . . . , xn are H-eigen-
vectors. Assume that there exist η1, . . . , ηn ∈ h = LieH such that ηi.xj = αi(xj) for i > j
and the ηi-eigenvalue of xi is nonzero for each i. Then A has at most 2
n H-stable Poisson
primes.
Remark. Here the elements ofH are only assumed to act onA by k-algebra automorphisms,
not necessarily by Poisson automorphisms. However, the assumption of a Poisson action
is needed in Corollary 1.8.
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Proof. Set Ai = k[x1][x2;α2, δ2]p · · · [xi;αi, δi]p for i = 0, 1, . . . , n. In view of §1.4, the H-
stable Poisson primes in Ai coincide with the h-stable Poisson primes. Obviously A0 = k
has only one h-stable Poisson prime. Now let i < n and assume that Ai has a finite
number, say ni, of h-stable Poisson primes. It follows from the relations ηi.xj = αi(xj)
that the action of ηi on Ai coincides with αi. Proposition 1.3 now implies that the number
of h-stable Poisson primes in Ai+1 is at most 2ni. The theorem follows. 
1.8. Corollary. Let A = k[x1][x2;α2, δ2]p · · · [xn;αn, δn]p be an iterated Poisson polyno-
mial algebra, supporting a rational Poisson action by a torus H such that x1, . . . , xn are
H-eigenvectors. Assume that there exist η1, . . . , ηn ∈ h = LieH such that ηi.xj = αi(xj)
for i > j and the ηi-eigenvalue of xi is nonzero for each i. Then A satisfies the Poisson
Dixmier-Moeglin equivalence.
Proof. Theorem 1.7 and [7, Theorem 4.3]. 
Theorem 1.7 and Corollary 1.8 can be extended to certain non-polynomial affine Poisson
algebras as follows.
1.9. Proposition. Let A be a Poisson algebra which is generated (as an algebra) by a
Poisson subalgebra B together with a single element x. Assume that A supports a rational
Poisson action by a torus H such that B is H-stable and x is an H-eigenvector. Moreover,
assume that there is some η0 ∈ h = LieH such that {x, b} − (η0.b)x ∈ B for all b ∈ B,
and such that the η0-eigenvalue of x is nonzero. Then there are at most twice as many
H-stable Poisson primes in A as in B.
Proof. We show thatA is an epimorphic image of a Poisson polynomial ring Â = B[X ;α, δ]p
to which Proposition 1.3 applies. Let α denote the restriction of η0.(−) to B. Then, by
Lemma 1.6, α is a Poisson derivation on B, and, by hypothesis, δ(b) := {x, b}−α(b)x ∈ B
for all b ∈ B. Since {x,−} and α are derivations, so is δ. For b, b′ ∈ B, we compute that
δ
(
{b, b′}
)
= {x, {b, b′}} − α({b, b′})x
= −{b, {b′, x}} − {b′, {x, b}} −
(
{α(b), b′}+ {b, α(b′)}
)
x
=
(
{{x, b}, b′} − {α(b)x, b′}
)
+ {α(b)x, b′} − {α(b), b′}x
+
(
{b, {x, b′}} − {b, α(b′)x}
)
+ {b, α(b′)x} − {b, α(b′)}x
= {δ(b), b′}+ {b, δ(b′)}+ α(b){x, b′}+ α(b′){b, x}
= {δ(b), b′}+ {b, δ(b′)}+ α(b)
(
α(b′)x+ δ(b′)
)
+ α(b′)
(
−α(b)x− δ(b)
)
= {δ(b), b′}+ {b, δ(b′)}+ α(b)δ(b′)− δ(b)α(b′).
Thus, the conditions for the existence of the Poisson polynomial ring Â = B[X ;α, δ]p are
verified.
Let f ∈ X(H) be the H-eigenvalue of x. The action of H on B extends to a rational
action of H on Â (by algebra automorphisms, at least) such that X is an H-eigenvector
with H-eigenvalue f . (It is easily checked that H acts on Â by Poisson automorphisms,
but we shall not need this fact.) Since x and X have the same H-eigenvalue, they have
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the same h-eigenvalue, and hence the same η0-eigenvalue. Thus, the η0-eigenvalue of X
is nonzero. Since η0 acts as a derivation on Â extending α, Proposition 1.3 now implies
that for each Poisson prime Q of B, there are at most two η0-stable Poisson primes of Â
that contract to Q. All H-stable ideals of Â are h-stable and thus η0-stable, and so we
conclude that for each H-stable Poisson prime Q of B, there are at most two H-stable
Poisson primes of Â that contract to Q. Thus, there are at most twice as many H-stable
Poisson primes in Â as in B.
Finally, the identity map on B extends to a k-algebra surjection π : Â → A such that
π(X) = x. Obviously π preserves brackets of elements of B, and
π({X, b}) = α(b)x+ δ(b) = {x, b} = {π(X), π(b)}
for b ∈ B, from which we see that π is a Poisson homomorphism. By construction, π is
also H-equivariant. Hence, the set map π−1 embeds the collection of H-stable Poisson
primes of A into the collection of H-stable Poisson primes of Â. Therefore, there are at
most twice as many H-stable Poisson primes in A as in B. 
1.10. Theorem. Let A be a Poisson algebra, equipped with a rational Poisson action by
a torus H. Assume that A is generated by H-eigenvectors x1, . . . , xn, and that there exist
η1, . . . , ηn ∈ h = LieH such that
(1) {xi, xj} − (ηi.xj)xi ∈ k〈x1, . . . , xi−1〉 for all i > j;
(2) For all i, the ηi-eigenvalue of xi is nonzero.
Then A has at most 2n H-stable Poisson primes, and A satisfies the Poisson Dixmier-
Moeglin equivalence.
Proof. The first conclusion is clear when n = 0. Now let n > 0, and assume that the
subalgebra B := k〈x1, . . . , xn−1〉 has at most 2
n−1 H-stable Poisson primes. Note that the
map δn := {xn,−} − (ηn.−)xn is a derivation on A. Since, by hypothesis, δn(xj) ∈ B for
all j < n, it follows that δn(B) ⊆ B. Since the ηn-eigenvalue of xn is nonzero, Proposition
1.9 implies that A has at most twice as many H-stable Poisson primes as B, thus at most
2n.
The final conclusion now follows from [7, Theorem 4.3]. 
2. Poisson polynomial algebras satisfying
the Poisson Dixmier-Moeglin equivalence
We show that semiclassical limits of many standard quantum algebra constructions yield
Poisson polynomial algebras to which Theorem 1.7 and Corollary 1.8 apply.
2.1. Semiclassical limits. Suppose that R is a commutative principal ideal domain,
containing k, and that ~ ∈ R with ~R a maximal ideal of R. If B is a torsionfree R-algebra
for which the quotient A := B/~B is commutative, then there is a well-defined bilinear
map 1
~
[−,−] : B × B → B, which induces a Poisson bracket on A (e.g., see [2, §III.5.4]).
The Poisson algebra A is known as the semiclassical limit (or quasiclassical limit) of B,
or of the family of algebras (B/mB)m∈maxR.
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There are two standard choices for R in quantum algebra constructions. In single
parameter cases, we take R to be a Laurent polynomial ring k[q, q−1] and ~ = q− 1, while
multiparameter cases are usually best handled by taking R to be a formal power series
algebra k[[~]]. In the latter situation, we use the abbreviation
e(α) := exp(α~) =
∞∑
i=0
1
i!
αi~i
for α ∈ k. Note that e(α+ β) = e(α)e(β) for α, β ∈ k.
2.2. Semiclassical limits of quantum affine spaces. (a) Suppose that q = (qij) is
an n × n multiplicatively antisymmetric matrix over k, that is, qii = 1 and qji = q
−1
ij for
all i, j. The corresponding multiparameter quantized coordinate ring of affine n-space is
the k-algebra Oq(k
n) with generators x1, . . . , xn and relations xixj = qijxjxi for all i, j.
Similarly, if q is a multiplicatively antisymmetric matrix over a commutative ring R, we
can form the R-algebra Oq(R
n). Observe that Oq(R
n) is an iterated skew polynomial
algebra over R, and hence a free R-module.
(b) To write the semiclassical limits of the above algebras, a change of notation is
convenient. Let q now be an (additively) antisymmetric matrix in Mn(k). Since the
matrix e(q) = (e(qij)) is a multiplicatively antisymmetric matrix over k[[~]], we can form
the k[[~]]-algebra B = Oe(q)(k[[~]]
n). As noted in (a), B is a free k[[~]]-module, and hence
it is torsionfree over k[[~]]. We identify the quotient A = B/~B with the polynomial
algebra k[x1, . . . , xn]. Since this algebra is commutative, it inherits a Poisson bracket such
that {xi, xj} = qijxixj for all i, j.
(c) There is a rational action of the torus H = (k×)n on A such that
(h1, . . . , hn).xi = hixi
for (h1, . . . , hn) ∈ H and i = 1, . . . , n. This action preserves the Poisson bracket on the
indeterminates, that is, h.{xi, xj} = {h.xi, h.xj} for h ∈ H and all i, j. Consequently, it
is a Poisson action. In this case, Theorem 1.7 is not needed, since A clearly has exactly
2n H-stable primes, namely the ideals 〈xi | i ∈ I〉 for I ⊆ {1, . . . , n}. That A satisfies the
Poisson Dixmier-Moeglin equivalence was shown in [7, Example 4.6].
2.3. Semiclassical limits of quantum matrices. (a) Given a nonzero scalar λ ∈ k×
and a multiplicatively antisymmetric matrix p = (pij) ∈ Mn(k
×), the multiparameter
quantum n×n matrix algebra Oλ,p(Mn(k)) is the k-algebra with generators Xij for i, j =
1, . . . , n and relations
(2-1) XlmXij =


plipjmXijXlm + (λ− 1)pliXimXlj (l > i, m > j)
λplipjmXijXlm (l > i, m ≤ j)
pjmXijXlm (l = i, m > j).
The standard single parameter case is recovered when λ = q−2 and pij = q for all i > j.
When λ = 1, we just have a multiparameter quantum affine n2-space, Oq(k
n2), for suitable
q.
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(b) Now let p be an antisymmetric matrix in Mn(k), and λ ∈ k an arbitrary scalar.
Form the algebra B = Oe(λ),e(p)(Mn(k[[~]])), and identify the quotient A = B/~B with
the polynomial algebra over k in the indeterminates Xij, that is, A = O(Mn(k)). One can
check directly that B is an iterated skew polynomial algebra over k[[~]]. Alternatively, it
is known that Oe(λ),e(p)(Mn(k((~)))) is an iterated skew polynomial algebra over the field
k((~)), and one observes that the automorphisms and skew derivations of this structure
map the relevant k[[~]]-subalgebras into themselves. Either way, we conclude that B is
torsionfree over k[[~]].
Now O(Mn(k)) inherits a Poisson bracket such that
(2-2) {Xlm, Xij} =


(pli + pjm)XijXlm + λXimXlj (l > i, m > j)
(λ+ pli + pjm)XijXlm (l > i, m ≤ j)
pjmXijXlm (l = i, m > j).
When λ = 0, we have a semiclassical limit of a quantum affine n2-space, a case covered in
§2.2. Hence, we now assume that λ 6= 0.
Observe that
{Xlm , k[Xij | (i, j) <lex (l,m)]} ⊆
k[Xij | (i, j) <lex (l,m)]Xlm + k[Xij | (i, j) <lex (l,m)]
for all l, m, and so when the Xij are adjoined in lexicographic order, O(Mn(k)) is an
iterated Poisson polynomial algebra of the form
O(Mn(k)) = k[X11][X12;α12, δ12]p · · · [Xnn;αnn, δnn]p .
In view of (2-2), we have
(2-3) αlm(Xij) =


(pli + pjm)Xij (l > i, m > j)
(λ+ pli + pjm)Xij (l > i, m ≤ j)
pjmXij (l = i, m > j).
(c) There is a rational action of the torus H = (k×)2n on O(Mn(k)) such that
h.Xij = hihn+jXij ( h = (h1, . . . , h2n) ∈ H )
for all i, j, and it is clear from (2-2) that this is a Poisson action. If we identify Z2n
with X(H) as in Lemma 1.5, then each Xij has H-eigenvalue ǫi+ ǫn+j , where (ǫ1, . . . , ǫ2n)
is the canonical basis for Z2n. Hence, the differential of the H-action gives an action of
h = LieH = k2n on O(Mn(k)) by derivations such that
η.Xij = (ηi + ηn+j)Xij ( η = (η1, . . . , η2n) ∈ h )
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for all i, j.
(d) For l,m = 1, . . . , n, define ηlm ∈ h as follows:
ηlm = (pl1, . . . , pln, p1m, . . . , pm−1,m, λ, λ+ pm+1,m, . . . , λ+ pnm).
Then observe that ηlm.Xij = αlm(Xij) for (i, j) <lex (l,m), and that the ηlm-eigenvalue of
Xlm is λ. Since we have assumed that λ 6= 0, the hypotheses of Theorem 1.7 and Corollary
1.8 are satisfied. Therefore A has at most 2n
2
H-stable Poisson primes, and A satisfies
the Poisson Dixmier-Moeglin equivalence. The case of the latter result with n = 2 and the
standard Poisson bracket was established by Oh in [19, Proposition 2.3].
2.4. Semiclassical limits of quantum symplectic and even-dimensional euclidean
spaces. Multiparameter versions of the mentioned quantum algebras are instances of the
algebras KP,Qn,Γ (k) introduced by Horton [11], and we treat that general class.
(a) Let Γ = (γij) ∈ Mn(k
×) be a multiplicatively antisymmetric matrix, and let P =
(p1, . . . pn) and Q = (q1, . . . qn) be vectors in (k
×)n such that pi 6= qi for all i. Then
KP,Qn,Γ (k) is the k-algebra with generators x1, y1, . . . , xn, yn and relations
(2-4)
yiyj = γijyjyi (all i, j)
xiyj = pjγjiyjxi (i < j)
xiyj = qjγjiyjxi (i > j)
xixj = qip
−1
j γijxjxi (i < j)
xiyi = qiyixi +
∑
ℓ<i
(qℓ − pℓ)yℓxℓ (all i).
See [11, Examples 1.3–1.7] for the choices of parameters which yield the standard quantum
symplectic and even-dimensional euclidean spaces, and related algebras. This construction
can be performed over a commutative ring R, assuming the pi, qi, and γij are units in R,
and as in [11, Proposition 2.5], KP,Qn,Γ (R) is an iterated skew polynomial algebra over R.
(b) Now let Γ be an antisymmetric matrix in Mn(k), and let P and Q be vectors in k
n,
with pi 6= qi for all i. Form the algebra B = K
e(P ),e(Q)
n,e(Γ) (k[[~]]), and identify the quotient
A = B/~B with the polynomial algebra k[x1, y1, . . . , xn, yn]. Now B is an iterated skew
polynomial algebra over k[[~]], so it is a torsionfree k[[~]]-module. Hence, A inherits a
Poisson bracket such that
(2-5)
{yi, yj} = γijyiyj (all i, j)
{xi, yj} = (pj + γji)xiyj (i < j)
{xi, yj} = (qj + γji)xiyj (i > j)
{xi, xj} = (qi − pj + γij)xixj (i < j)
{xi, yi} = qixiyi +
∑
ℓ<i
(qℓ − pℓ)xℓyℓ (all i).
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This Poisson algebra A was introduced by Oh in [21] and denoted AP,Qn,Γ (k). It is an iterated
Poisson polynomial algebra of the form
A = k[x1][y1;α1, δ1]p[x2;α
′
2]p[y2;α2, δ2]p · · · [xn;α
′
n]p[yn;αn, δn]p ,
such that
(2-6)
αj(xi) = (−pj + γij)xi αj(yi) = γjiyi
αj(xj) = −qjxj
α′j(xi) = (−qi + pj + γji)xi α
′
j(yi) = (qi + γij)yi
for all i < j.
(c) There is a rational Poisson action of the torus H = (k×)n+1 on A such that
h.xi = hixi h.yi = h1hn+1h
−1
i yi
for h ∈ H. Then h = LieH = kn+1 acts on A by derivations such that
η.xi = ηixi η.yi = (η1 + ηn+1 − ηi)yi
for η ∈ h.
(d) Define ηj , η
′
j ∈ h as follows:
η1 = (−q1, 0, . . . , 0, 1)
ηj = (−pj + γ1j, . . . ,−pj + γj−1,j,−qj , 0, . . . , 0, γj1) (j > 1)
η′j = (−q1 + pj + γj1, . . . ,−qn + pj + γjn, q1 + γ1j) (j > 1).
Note first that η1.x1 = α1(x1), and that the η1-eigenvalue of y1 is 1. For j > 1, we have
ηj .xi = αj(xi) for i ≤ j and ηj .yi = αj(yi) for i < j, and the ηj -eigenvalue of yj is qj − pj .
Finally, we have η′j .xi = α
′
j(xi) and η
′
j .yi = α
′
j(yi) for i < j, and the η
′
j-eigenvalue of
xj is pj − qj . Thus, the hypotheses of Theorem 1.7 and Corollary 1.8 are satisfied. We
conclude that A has at most 22n H-stable Poisson primes, and that it satisfies the Poisson
Dixmier-Moeglin equivalence. The case n = 2 of the latter result was established by Oh
in [20, Theorem 3.5].
2.5. Semiclassical limits of quantum odd-dimensional euclidean spaces. Mul-
tiparameter versions of quantum euclidean spaces in the odd-dimensional case can be
constructed analogously to the even-dimensional case treated in [11]. Since these alge-
bras have not (to our knowledge) appeared in the literature, we take the opportunity to
introduce them here.
(a) As for the 2n-dimensional case, let Γ = (γij) ∈ Mn(k
×) be a multiplicatively
antisymmetric matrix, and let P = (p1, . . . pn) and Q = (q1, . . . qn) be vectors in (k
×)n
such that pi 6= qi for all i. Further, let λ ∈ k, and assume that each pi has a square root
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in k×, which we fix and label p
1/2
i . Define K
P,Q,λ
n,Γ (k) to be the k-algebra with generators
z0, x1, y1, . . . , xn, yn and relations
(2-7)
z0xi = p
−1/2
i xiz0 (all i)
z0yi = p
1/2
i yiz0 (all i)
yiyj = γijyjyi (all i, j)
xiyj = pjγjiyjxi (i < j)
xiyj = qjγjiyjxi (i > j)
xixj = qip
−1
j γijxjxi (i < j)
xiyi = qiyixi +
∑
ℓ<i
(qℓ − pℓ)yℓxℓ + λz
2
0 (all i).
The standard single parameter algebra corresponds to the case where the pi = q
−2, the
qi = 1, the γij = q
−1 for i < j, and λ = (q − 1)qn−(1/2). (This requires a change of
variables, as in [15, §§2.1, 2.2], [18, Example 5], or [11, Example 1.5].) On the other hand,
if we take λ = 1 and all the pi = 1 (with p
1/2
i = 1), then z0 is central in K
P,Q,λ
n,Γ (k), and
KP,Q,λn,Γ (k)/〈z0 − 1〉 is the multiparameter quantized Weyl algebra A
Q,Γ
n (k) (see, e.g., [2,
§I.2.6]).
This construction can be performed over a commutative ring R, assuming the relevant
parameters are units in R and the pi have square roots in R. As in the even-dimensional
case [11, Proposition 2.5], KP,Q,λn,Γ (R) is an iterated skew polynomial algebra over R.
(b) Now let Γ be an antisymmetric matrix in Mn(k), let P and Q be vectors in k
n with
pi 6= qi for all i, and let λ ∈ k. Form the algebra B = K
e(P ),e(Q),λ~
n,e(Γ) (k[[~]]), and identify
the quotient A = B/~B with the polynomial algebra k[z0, x1, y1, . . . , xn, yn]. Here we have
used λ~ rather than e(λ) to ensure commutativity of B/~B, and we take e(pi/2) as the
chosen square root of e(pi). Since B is an iterated skew polynomial algebra over k[[~]], it
is a torsionfree k[[~]]-module. Hence, A inherits a Poisson bracket such that
(2-8)
{z0, xi} = −(pi/2)z0xi (all i)
{z0, yi} = (pi/2)z0yi (all i)
{yi, yj} = γijyiyj (all i, j)
{xi, yj} = (pj + γji)xiyj (i < j)
{xi, yj} = (qj + γji)xiyj (i > j)
{xi, xj} = (qi − pj + γij)xixj (i < j)
{xi, yi} = qixiyi +
∑
ℓ<i
(qℓ − pℓ)xℓyℓ + λz
2
0 (all i).
This Poisson algebra is an iterated Poisson polynomial algebra of the form
A = k[z0][x1;α
′
1]p[y1;α1, δ1]p[x2;α
′
2]p[y2;α2, δ2]p · · · [xn;α
′
n]p[yn;αn, δn]p .
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(c) There is a rational Poisson action of the torus H = (k×)n+1 on A such that
h.xi = hixi h.z0 = hn+1z0
h.yi = h
2
n+1h
−1
i yi
for h ∈ H. We leave it to the reader to check that the hypotheses of Theorem 1.7 and
Corollary 1.8 are satisfied. We conclude that A has at most 22n+1 H-stable Poisson primes,
and that it satisfies the Poisson Dixmier-Moeglin equivalence.
2.6. Semiclassical limits of quantum symmetric matrices. Fix a positive integer n.
(a) Coordinate rings of quantum symmetric n × n matrices have been introduced by
Noumi [17, Theorem 4.3, Proposition 4.4, and comments following the proof] and Kamita
[12, Theorem 0.2]. As in [10, §5.5], we take the case of Noumi’s algebra with all parameters
equal to 1, which agrees with Kamita’s algebra after interchanging the scalar parameter q
with q−1. This is a k-algebra with generators yij for 1 ≤ i ≤ j ≤ n. If the construction is
instead performed over a rational function field k(q), the k[q±1]-subalgebra B generated
by the yij is then an iterated skew polynomial algebra over k[q
±1], and the quotient
A = B/(q − 1)B can be identified with the polynomial ring k[yij | 1 ≤ i ≤ j ≤ n]. Hence,
A inherits a Poisson bracket, which has the following form, as calculated in [10, §5.5]:
(2-9) {yij , ylm} =
(
sign(l − j) + sign(m− i)
)
yilyjm +
(
sign(l − i) + sign(m− j)
)
yimyjl
for i ≤ j and l ≤ m, where sign(t) is 1, 0, or −1 according as t is positive, zero, or negative,
and where yts = yst if needed. The Poisson algebra A is an iterated Poisson polynomial
algebra of the form
A = k[y11][y12;α12, δ12]p · · · [ynn;αnn, δnn]p ,
where the indeterminates yij (for 1 ≤ i ≤ j ≤ n) have been adjoined in lexicographic
order, and where
(2-10) αlm(yij) =


−yij
(
(i = l < j < m) or (i < l < j = m) or (i < j = l < m)
)
−2yij
(
(i = j = l < m) or (i < j = l = m)
)
0 (otherwise)
for l ≤ m and i ≤ j with (i, j) <lex (l,m).
(b) There is a rational Poisson action of the torus H = (k×)n on A such that h.yij =
hihjyij for all h ∈ H and all i, j. Then h = LieH = k
n acts on A by derivations such
that η.yij = (ηi + ηj)yij for all η ∈ h and all i, j. Let (ǫ1, . . . , ǫn) denote the canonical
basis for h, and set ηlm = −ǫl − ǫm for 1 ≤ l ≤ m ≤ n. Then ηlm.yij = αlm(yij) for
(i, j) <lex (l,m), and the ηlm-eigenvalue of ylm is either −2 or −4 (depending on whether
l < m or l = m). Thus, the hypotheses of Theorem 1.7 and Corollary 1.8 are satisfied. We
conclude that A has at most 2n(n+1)/2 H-stable Poisson primes, and that it satisfies the
Poisson Dixmier-Moeglin equivalence.
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2.7. Semiclassical limits of quantum antisymmetric matrices. Fix a positive inte-
ger n.
(a) The coordinate ring of quantum antisymmetric n × n matrices was introduced by
Strickland in [24, Section 1]; it is a k-algebra with generators yij for 1 ≤ i < j ≤ n and
relations involving a scalar q ∈ k×. If the construction is instead performed over k(q),
the k[q±1]-subalgebra B generated by the yij is then an iterated skew polynomial algebra
over k[q±1], and the quotient A = B/(q − 1)B can be identified with the polynomial ring
k[yij | 1 ≤ i < j ≤ n]. Hence, A inherits a Poisson bracket, which has the following form,
as noted in [10, §5.6(b)]. (The factor 2 in [op. cit.] does not appear here, because we are
using Strickland’s construction without changing q to q1/2.)
(2-11) {yij , ylm} =
(
sign(l − j) + sign(m− i)
)
yilyjm −
(
sign(l − i) + sign(m− j)
)
yimyjl
for i < j and l < m, where yts = −yst and yss = 0 if needed. The Poisson algebra A is an
iterated Poisson polynomial algebra of the form
A = k[y12][y13;α13, δ13]p · · · [yn−1,n;αn−1,n, δn−1,n]p ,
where the indeterminates yij (for 1 ≤ i < j ≤ n) have been adjoined in lexicographic
order, and where
(2-12) αlm(yij) =
{
−yij (if
∣∣{i, j} ∩ {l,m}∣∣ = 1)
0 (otherwise)
for l < m and i < j with (i, j) <lex (l,m).
(b) There is a rational Poisson action of the torus H = (k×)n on A such that h.yij =
hihjyij for all h ∈ H and all i, j. Then h = LieH = k
n acts on A by derivations such that
η.yij = (ηi+ ηj)yij for all η ∈ h and all i, j. Let (ǫ1, . . . , ǫn) denote the canonical basis for
h, and set ηlm = −ǫl−ǫm for 1 ≤ l < m ≤ n. Then ηlm.yij = αlm(yij) for (i, j) <lex (l,m),
and the ηlm-eigenvalue of ylm is −2. Thus, the hypotheses of Theorem 1.7 and Corollary
1.8 are satisfied. We conclude that A has at most 2n(n−1)/2 H-stable Poisson primes, and
that it satisfies the Poisson Dixmier-Moeglin equivalence.
3. Fraction fields of Poisson prime quotients
We now turn to the Poisson structure of fields of fractions of Poisson prime quotients
of iterated Poisson polynomial rings.
3.1. Recall from §0.4 the notation kλ[x1, . . . , xn] for the Poisson algebra based on the
polynomial ring k[x1, . . . , xn] with {xi, xj} = λijxixj for all i, j, where λ = (λij) is an
antisymmetric matrix in Mn(k). The corresponding Poisson Laurent polynomial algebra
and Poisson field are denoted kλ[x
±1
1 , . . . , x
±1
n ] and kλ(x1, . . . , xn), respectively.
The algebra kλ[x
±1
1 , . . . , x
±1
n ] can be identified with the group algebra kΓ, where Γ =
Zn, by writing monomials in the xi in the form x
α = xα11 x
α2
2 · · ·x
αn
n for elements α =
(α1, . . . , αn) ∈ Γ. There is then an antisymmetric bilinear form b : Γ× Γ→ k such that
b(α, β) =
n∑
i,j=1
αiλijβj
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for α, β ∈ Γ, and {xα, xβ} = b(α, β)xα+β for α, β ∈ Γ. Conversely, if b is any k-valued
antisymmetric bilinear form on Γ, there is a Poisson bracket on kΓ such that {xα, xβ} =
b(α, β)xα+β for α, β ∈ Γ. We denote this Poisson algebra by kbΓ. The following facts
about kbΓ are well known. See, for instance, [27, Lemma 1.2] where they are proved in
the case k = C; the arguments are valid over arbitrary base fields.
3.2. Lemma. Let Γ = Zn for some n ∈ N, let b be a k-valued antisymmetric bilinear form
on Γ, and let kbΓ be the Poisson algebra based on kΓ described in §3.1. Set
Γb = {α ∈ Γ | b(α,−) ≡ 0},
a subgroup of Γ. Then Zp(kbΓ) = kΓb, and every Poisson ideal of kbΓ is generated by its
intersection with Zp(kbΓ). 
3.3. Corollary. Let Γ and b be as in Lemma 3.2. If Zp(kbΓ) = k, then kbΓ is Poisson
simple, that is, its only Poisson ideals are 0 and kbΓ. 
We can now determine the structure of the fields of fractions of Poisson prime factors of
the algebras kλ[x1, . . . , xn]. The method is a Poisson version of the proof of [8, Theorem
2.1].
3.4. Theorem. Let A = kλ[x1, . . . , xn] for some antisymmetric matrix λ ∈ Mn(k), and
let P be a Poisson prime ideal of A. Then there exist a field extension K ⊇ k and an
antisymmetric matrix µ ∈Mm(k), for somem ≤ n, such that FractA/P ∼= Kµ(y1, . . . , ym)
(as Poisson algebras).
In fact, µ is the upper left m×m submatrix of σλσtr, for some σ ∈ GLn(Z).
Proof. Write λ = (λij).
If I = {i ∈ {1, . . . , n} | xi /∈ P} and λ
′ is the submatrix of λ consisting of the rows and
columns indexed by I, then there is a Poisson prime ideal P ′ in kλ′ [xi | i ∈ I] such that
A/P ∼= kλ′ [xi | i ∈ I]/P
′. Thus, there is no loss of generality in assuming that xi /∈ P for
all i. Now P induces a Poisson prime ideal Q in the algebra B = kλ[x
±1
1 , . . . , x
±1
n ] such
that Q ∩A = P , and FractA/P ∼= FractB/Q (as Poisson algebras).
Write B = kbΓ as in §3.1, where Γ = Z
n and b is the k-valued antisymmetric bilinear
form on Γ obtained from λ. Set
ΓQ = {α ∈ Γ | x
α +Q ∈ Zp(B/Q)},
and observe that ΓQ is a subgroup of Γ. We claim that Γ/ΓQ is torsionfree. If α ∈ Γ and
tα ∈ ΓQ for some t ∈ N, then (x
α +Q)t = xtα +Q lies in Zp(B/Q), whence
t(xα +Q)t−1{xα +Q, B/Q} = {(xα +Q)t, B/Q} = 0.
Since t(xα +Q)t−1 is a unit in B/Q, it follows that {xα +Q, B/Q} = 0, that is, α ∈ ΓQ.
Therefore Γ/ΓQ is torsionfree, as claimed.
Now Γ/ΓQ is a free abelian group of rank m ≤ n, so there exists a basis (ǫ1, . . . , ǫn)
for Γ such that ΓQ is generated by {ǫm+1, . . . , ǫn}. Let (γ1, . . . , γn) denote the standard
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basis for Γ. There is a matrix σ = (σrs) ∈ GLn(Z) such that each ǫr =
∑n
s=1 σrsγs, and
we set ξ equal to the antisymmetric matrix σλσtr ∈ Mn(k). Then B = kξ[z
±1
1 , . . . , z
±1
n ],
where zi = x
ǫi for i = 1, . . . , n. Hence, after replacing the xi and λ by the zi and ξ, we
may assume that (ǫ1, . . . , ǫn) is the standard basis for Γ. In particular, this means that
xi +Q ∈ Zp(B/Q) for i = m+ 1, . . . , n.
Set K = FractZp(B/Q) ⊆ FractB/Q, let µ ∈Mm(k) be the (antisymmetric) upper left
m×m submatrix of λ, and form the Poisson K-algebra C = Kµ[y
±1
1 , . . . , y
±1
m ]. There is a
K-algebra homomorphism φ : C → FractB/Q such that φ(yi) = xi +Q for i = 1, . . . , m,
and φ is a Poisson homomorphism because
{φ(yi), φ(yj)} = {xi, xj}+Q = λijxixj +Q = φ({yi, yj})
for i, j = 1, . . . , m. Since xi + Q ∈ K for i > m, the image of φ contains all the xi + Q,
and so
Fractφ(C) = FractB/Q ∼= FractA/P.
Thus, it only remains to show that φ is injective.
We claim that C is Poisson simple. Identify C with Kc∆ in the notation of §3.1, where
∆ = Zm and c is the k-valued antisymmetric bilinear form on ∆ obtained from µ. Further,
identify ∆ with the subgroup of Γ generated by ǫ1, . . . , ǫm; then Γ = ∆⊕ ΓQ and c is the
restriction of b to ∆ × ∆. We use Lemma 3.2 to prove that Zp(C) = K, after which
Corollary 3.3 will imply that C is Poisson simple. Thus, let α ∈ ∆c, that is, α ∈ ∆ and
c(α,−) ≡ 0. For j = 1, . . . , m, we obtain
0 = c(α, ǫj) =
m∑
i=1
αiλij ,
and consequently
{xα, xj} =
m∑
i=1
αiλijx
αxj = 0.
Since {xα, xj} ∈ Q for j > m (because xj + Q ∈ Zp(B/Q)), it follows that x
α + Q ∈
Zp(B/Q), and so α ∈ ΓQ. However, ∆ ∩ ΓQ = 0, forcing α = 0. We have proved that
∆c = 0, and hence Zp(C) = K by Lemma 3.2. Corollary 3.3 now implies that C is Poisson
simple, as claimed.
Since kerφ is a Poisson ideal of C, it must be zero. Therefore φ is injective, and the
proof is complete. 
We next construct a Poisson version of the derivation-deleting map introduced by Cau-
chon in [4, Section 2].
3.5. Lemma. Let A = B[x;α, δ]p be a Poisson polynomial algebra. Assume that δ is
locally nilpotent, and that αδ = δ(α+ s) for some s ∈ k×. Then the rule
(3-1) θ(b) =
∞∑
n=0
1
n!
(
−1
s
)n
δn(b)x−n
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defines a k-algebra homomorphism θ : B → B[x±1], and
(3-2) {x, θ(b)} = θα(b)x
for all b ∈ B.
Proof. Note first that (3-1) at least defines a k-linear map θ : B → B[x±1], and that
θ(1) = 1. We compute that
θ(ab) =
∞∑
n=0
1
n!
(
−1
s
)n
δn(ab)x−n =
∞∑
n=0
1
n!
(
−1
s
)n n∑
l=0
(
n
l
)
δl(a)δn−l(b)x−n
=
∞∑
l,m=0
1
l!
1
m!
(
−1
s
)l+m
δl(a)δm(b)x−l−m = θ(a)θ(b)
for all a, b ∈ A. Therefore θ is a k-algebra homomorphism.
For b ∈ B, we have
{x, θ(b)} =
∞∑
n=0
1
n!
(
−1
s
)n (
αδn(b)x+ δn+1(b)
)
x−n
= θδ(b) +
∞∑
n=0
1
n!
(
−1
s
)n
δn(α+ ns)(b)x1−n
= θδ(b) + θα(b)x−
∞∑
n=1
1
(n− 1)!
(
−1
s
)n−1
δn(b)x1−n
= θδ(b) + θα(b)x− θδ(b) = θα(b)x.
This proves (3-2). 
3.6. Lemma. Let A = B[x;α, δ]p be a Poisson polynomial algebra, and assume that
αδ = δ(α+ s) for some s ∈ k. Then
(3-3) δn
(
{a, b}
)
=
∑
l+m=n
(
n
l
)(
{δl(a), δm(b)}+mδlα(a)δm(b)− lδl(a)δmα(b)
)
for all a, b ∈ B and n ≥ 0.
Proof. Let L denote the k[x]-linear map {x,−} : A → A. Because of the Jacobi identity
for the Poisson bracket, L is a Poisson derivation on A. Hence, L satisfies the Leibniz Rule
(3-4) Ln
(
{a, b}
)
=
∑
l+m=n
(
n
l
)
{Ll(a), Lm(b)}
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for a, b ∈ A and n ≥ 0. Next, write ≡1 and ≡2 for congruence modulo the ideals (x) and
(x2) in A, respectively. We claim that
(3-5) Ln(a) ≡2 δ
n(a) +
[
nδn−1α(a) +
n(n− 1)s
2
δn−1(a)
]
x
for a ∈ B and n ≥ 0. This holds trivially when n = 0, and by construction when n = 1.
If (3-5) holds for some a ∈ B and some n, then
Ln+1(a) ≡2 δ
n+1(a) + αδn(a)x+
[
nδnα(a) +
n(n− 1)s
2
δn(a)
]
x
≡2 δ
n+1(a) +
[
(n+ 1)δnα(a) +
n(n+ 1)s
2
δn(a)
]
x,
because αδn = δn(α+ ns). Thus, by induction, (3-5) holds.
Now let a, b ∈ B and n ≥ 0. In view of (3-4) and (3-5), we have
(3-6)
Ln
(
{a, b}
)
≡1
∑
l+m=n
(
n
l
){
δl(a) +
[
lδl−1α(a) +
l(l − 1)s
2
δl−1(a)
]
x,
δm(b) +
[
mδm−1α(b) +
m(m− 1)s
2
δm−1(b)
]
x
}
≡1
∑
l+m=n
(
n
l
)(
{δl(a), δm(b)}+ Ulm + Vlm
)
,
where
Ulm = lδ
l−1α(a)δm+1(b)−mδm−1α(b)δl+1(a)
Vlm =
l(l − 1)s
2
δl−1(a)δm+1(b)−
m(m− 1)s
2
δm−1(b)δl+1(a).
Observe that
(3-7)
∑
l+m=n
(
n
l
)
Ulm =
∑
l+m=n
m>0
(
n
l + 1
)
(l + 1)δlα(a)δm(b)
−
∑
l+m=n
l>0
(
n
l − 1
)
(m+ 1)δl(a)δmα(b)
=
∑
l+m=n
(
n
l
)(
mδlα(a)δm(b)− lδl(a)δmα(b)
)
,
while
(3-8)
∑
l+m=n
(
n
l
)
Vlm =
s
2
∑
l+m=n
m>0
(
n
l + 1
)
(l + 1)lδl(a)δm(b)
−
s
2
∑
l+m=n
l>0
(
n
l − 1
)
(m+ 1)mδl(a)δm(b)
= 0.
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Combining (3-6), (3-7), and (3-8), we obtain
(3-9) Ln
(
{a, b}
)
≡1
∑
l+m=n
(
n
l
)(
{δl(a), δm(b)}+mδlα(a)δm(b)− lδl(a)δmα(b)
)
.
Since Ln
(
{a, b}
)
≡1 δ
n
(
{a, b}
)
, (3-9) implies (3-3). 
3.7. Lemma. Under the hypotheses of Lemma 3.5, the map θ is a Poisson homomorphism
from B to B[x±1;α, δ]p.
Proof. For a, b ∈ B, we compute, using (3-2), that
(3-10)
{θ(a), θ(b)} =
∞∑
l=0
1
l!
(
−1
s
)l
{δl(a)x−l, θ(b)}
=
∞∑
l=0
1
l!
(
−1
s
)l (
{δl(a), θ(b)}x−l − lδl(a){x, θ(b)}x−l−1
)
=
∞∑
l=0
1
l!
(
−1
s
)l (
{δl(a), θ(b)} − lδl(a)θα(b)
)
x−l
=
∞∑
l,m=0
1
l!m!
(
−1
s
)l+m (
{δl(a), δm(b)x−m} − lδl(a)δmα(b)x−m
)
x−l
=
∞∑
l,m=0
1
l!m!
(
−1
s
)l+m
(Clm +Dlm)x
−l−m,
where
(3-11)
Clm = {δ
l(a), δm(b)}+mδlα(a)δm(b)− lδl(a)δmα(b)
Dlm = lmsδ
l(a)δm(b) +mδl+1(a)δm(b)x−1
for all l, m. The contribution of the Dlm terms to the sum in (3-10) is
(3-12)
∞∑
l,m=0
1
l!m!
(
−1
s
)l+m[
lmsδl(a)δm(b)x−l−m +mδl+1(a)δm(b)x−l−m−1
]
=
∞∑
l,m=1
1
(l − 1)!(m− 1)!
(−1)l+m
sl+m−1
δl(a)δm(b)x−l−m
+
∞∑
t,m=1
1
(t− 1)!(m− 1)!
(
−1
s
)t−1+m
δt(a)δm(b)x−t−m
= 0.
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Because of (3-11), (3-12), and Lemma 3.6, we may simplify (3-10) to
{θ(a), θ(b)} =
∞∑
l,m=0
1
l!m!
(
−1
s
)l+m
Clmx
−l−m
=
∞∑
n=0
1
n!
(
−1
s
)n
δn({a, b})x−n = θ({a, b}).
Therefore θ preserves the Poisson bracket. 
3.8. Theorem. Under the hypotheses of Lemma 3.5, the map θ extends uniquely to an
isomorphism of Poisson Laurent polynomial algebras,
θ : B[y±1;α]p
∼=
−−→ B[x±1;α, δ]p ,
such that θ(y) = x.
Proof. First, θ extends uniquely to a k-algebra homomorphism B[y±1]→ B[x±1] such that
θ(y) = x. In view of (3-2) and Lemma 3.7, the forms θ({−,−}) and {θ(−), θ(−)} agree on
pairs of elements from B ∪ {y±1}, from which we see that they agree on pairs of elements
from A. Hence, the extended map θ is a Poisson homomorphism, and it only remains to
show that θ is bijective.
For surjectivity, we already have x±1 = θ(y±1), and so we just need to see that B is
contained in the image of θ. Given b ∈ B, there is some l ≥ 0 such that δl(b) = 0, and we
proceed by induction on l. If l ≤ 1, then δ(b) = 0 and θ(b) = b. Now let l > 1, and write
θ(b) = b +
∑l−1
n=1 λnδ
n(b)x−n for some λn ∈ k. Since δ
l−1(δn(b)) = 0 for n = 1, . . . , l − 1,
we can assume by induction that δ1(b), . . . , δl−1(b) are in the image of θ. Consequently,
θ(b)− b is in the image of θ, and thus b is in the image of θ. This establishes the induction
step, and proves that θ is surjective.
Let p ∈ B[y±1] be nonzero, and write p =
∑m
i=l biy
i for some bi ∈ B and some integers
l ≤ m, with bm 6= 0. Each of the terms θ(biy
i) is a Laurent polynomial of the form
bix
i + [lower terms]. Hence, θ(p) = bmx
m + [lower terms], and thus θ(p) 6= 0. Therefore θ
is injective. 
The following is the main result addressing our quadratic version of the Poisson Gelfand-
Kirillov problem. It is a Poisson version of [4, The´ore`me 6.1.1].
3.9. Theorem. Let A = k[x1][x2;α2, δ2]p · · · [xn;αn, δn]p be an iterated Poisson polyno-
mial algebra such that
(a) δi is locally nilpotent for all i.
(b) There exist si ∈ k
× such that αiδi = δi(αi + si) for all i.
(c) There exist λij ∈ k such that αi(xj) = λijxj for all i > j.
Let λ = (λij) be the antisymmetric matrix in Mn(k) whose entries below the diagonal agree
with the scalars in (c). Then:
(1) FractA ∼= kλ(y1, . . . , yn).
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(2) For any Poisson prime ideal P of A, there exist a field extension K ⊇ k and an
antisymmetric matrix µ ∈Mm(k), for somem ≤ n, such that FractA/P ∼= Kµ(y1, . . . , ym)
(as Poisson algebras). In fact, µ is the upper left m ×m submatrix of σλσtr, for some
σ ∈ GLn(Z).
Proof. Let P be an arbitrary Poisson prime ideal of A, and set B = kλ[z1, . . . , zn]. In view
of Theorem 3.4, it suffices to show that
(*) FractA/P ∼= FractB/Q for some Poisson prime ideal Q of B, where Q = 0 if
P = 0.
We prove (*) via a triple induction: first, with respect to n; second, with respect to the
number d of indices i for which δi 6= 0; and third (downward), with respect to the maximum
index t for which δt 6= 0. (If d = 0, we take t = n + 1.) Since there is nothing to prove if
n = 1 or t = n+ 1, we may assume that n ≥ 2 and t ≤ n.
Case 1: xn ∈ P . Then there exists a Poisson prime ideal P
′ in the algebra
A′ = k[x1][x2;α2, δ2]p · · · [xn−1;αn−1, δn−1]p
such that A/P ∼= A′/P ′. By our primary induction, there is a Poisson prime ideal Q′ in
the algebra B′ = kλ′ [z1, . . . , zn−1], where λ
′ is the upper left (n− 1)× (n− 1) submatrix
of λ, such that FractA′/P ′ ∼= FractB′/Q′. Observe that Q = Q′+Bzn is a Poisson prime
ideal of B such that B′/Q′ ∼= B/Q. Thus, FractA/P ∼= FractB/Q.
Case 2: xn /∈ P and t = n. Then δn 6= 0. Set
A′ = k[x1][x2;α2, δ2]p · · · [xn−1;αn−1, δn−1]p[y;αn]p.
By Theorem 3.8, A[x−1n ]
∼= A′[y−1], and so there exists a Poisson prime ideal P ′ in A′
such that FractA/P ∼= FractA′/P ′, where P ′ = 0 if P = 0. The number of nonzero maps
among δ2, . . . , δn−1 is d− 1. Thus, our secondary induction yields (*) in this case.
Case 3: t < n. Then δn = 0. Since {xn, x1} = λn1x1xn, we see that {xn, k[x1]} ⊆
k[x1]xn, and so k[x1, xn] is a Poisson polynomial algebra of the form k[x1][xn;α
′
n]p. For
i = 2, . . . , n− 1, we have
{xi, k[x1, . . . , xi−1]} ⊆ k[x1, . . . , xi−1]xi + k[x1, . . . , xi−1]
and {xi, xn} = −λnixixn = λinxnxi, from which it follows that
{xi, k[x1, . . . , xi−1, xn]} ⊆ k[x1, . . . , xi−1, xn]xi + k[x1, . . . , xi−1, xn].
Hence, we may rewrite A in the form
A = k[x1][xn;α
′
n]p[x2;α
′
2, δ
′
2]p · · · [xn−1;α
′
n−1, δ
′
n−1]p
for suitable α′i and δ
′
i, such that α
′
i(xj) = λijxj for j < i and for j = n. Note that α
′
i and
δ′i restrict to αi and δi on k[x1, . . . , xi−1], and that δ
′
i(xn) = 0. It follows easily that δ
′
i is
locally nilpotent, and that α′iδ
′
i = δ
′
i(α
′
i + si). Finally, the map δ
′
t is nonzero because it
restricts to δt, and it occurs in position t+1 in the list 0, 0, δ
′
2, . . . , δ
′
n−1. Thus, our tertiary
induction yields (*) in this case.
Therefore (*) holds in all cases, and the theorem is proved. 
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4. Poisson polynomial algebras satisfying
the quadratic Gelfand-Kirillov property
We apply Theorem 3.9 to the algebras discussed in Section 2, to obtain the following
result.
4.1. Theorem. Let A be any of the Poisson algebras of §§2.2(b), 2.3(b), 2.4(b), 2.5(b),
2.6(a), 2.7(a). For any Poisson prime ideal P of A, there exist a field extension K ⊇ k and
an antisymmetric matrix µ ∈Mm(k), for some m, such that FractA/P ∼= Kµ(y1, . . . , ym)
(as Poisson algebras). In case P = 0, we have K = k and m = tr.degk A. 
In each case, bounds on m and restrictions on µ can be obtained via Theorem 3.9. We
leave details to the interested reader. The form of the Poisson field FractA is given below.
The examples in Section 2 are already expressed as iterated Poisson polynomial algebras,
and so what remains is to establish hypotheses (a), (b), (c) of Theorem 3.9 in each case.
For (a), the following observation is helpful: To check that a derivation δ on an algebra
A is locally nilpotent, it suffices to check that δ is locally nilpotent on a set of algebra
generators for A. (This follows directly from the Leibniz Rule for δ.) Hypothesis (b) is
built into the situation of Corollary 1.8, as follows.
4.2. Lemma. Let A = k[x1][x2;α2, δ2]p · · · [xn;αn, δn]p be an iterated Poisson polynomial
algebra, supporting a rational Poisson action by a torus H such that x1, . . . , xn are H-
eigenvectors. Assume that there exist η1, . . . , ηn ∈ h = LieH such that ηi.xj = αi(xj) for
i > j and the ηi-eigenvalue of xi, call it si, is nonzero for each i. Then αiδi = δi(αi + si)
for all i.
Proof. Fix i ∈ {2, . . . , n}. Since the derivations ηi.(−) and αi agree on x1, . . . , xi−1, they
must agree on the algebra Ai−1 = k[x1, . . . , xi−1]. Let yi denote the H-eigenvalue of xi,
so that xi ∈ Ayi . Then sixi = ηi.xi = (ηi|yi)xi, and so (ηi|yi) = si.
Consider an H-eigenvector f ∈ Ai−1, say f ∈ Az for some z ∈ X(H), and note that
{xi, f} = αi(f)xi + δi(f) = (ηi.f)xi + δi(f) = (ηi|z)fxi + δi(f).
As shown in the proof of Lemma 1.6, {xi, f} ∈ Ayi+z . Since also fxi ∈ Ayi+z, we see that
δi(f) ∈ Ayi+z. Consequently,
αiδi(f) = ηi.δi(f) = (ηi|yi + z)δi(f) = δi
(
(ηi|z)f + (ηi|yi)f
)
= δi(ηi.f + sif) = δi(αi + si)(f).
The lemma then follows from the rationality of the action of the torus H. 
Since we have shown that the examples in Section 2 satisfy the hypotheses of Corollary
1.8, we conclude from Lemma 4.2 that they also satisfy hypothesis (b) of Theorem 3.9.
4.3. The algebra A of §2.2(b) is just kq[x1, . . . , xn], and Theorem 3.4 applies.
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4.4. Let A = O(Mn(k)) with the Poisson bracket given in (2-2). As the case λ = 0 is
covered by §4.3, we assume that λ 6= 0. Condition (c) of Theorem 3.9 is given by (2-3).
The maps δlm in this algebra satisfy
δlm(Xij) =
{
λXimXlj (l > i, m > j)
0 (otherwise).
In particular, δ2lm(Xij) = 0 for all (i, j) <lex (l,m), whence δlm is locally nilpotent.
Thus, the hypotheses of Theorem 3.9 are satisfied. In particular, the theorem implies
that FractA ∼= k(Yij | i, j = 1, . . . , n) with
{Ylm, Yij} =
{
(pli + pjm)YijYlm (l ≥ i, m > j)
(λ+ pli + pjm)YijYlm (l > i, m ≤ j).
4.5. Let A = AP,Qn,Γ (k) as in §2.4(b). Condition (c) of Theorem 3.9 is given by (2-6). The
maps δi here satisfy
δi(xj) = δi(yj) = 0 (j < i)
δi(xi) = −
∑
l<i
(ql − pl)xlyl .
Thus δ2i vanishes on x1, y1, . . . , xi−1, yi−1, xi, whence δi is locally nilpotent. In this case,
Theorem 3.9 shows that FractA ∼= k(v1, w1, . . . , vn, wn) with
{wi, wj} = γijwiwj (all i, j)
{vi, wj} = (pj + γji)viwj (i < j)
{vi, wj} = (qj + γji)viwj (i ≥ j)
{vi, vj} = (qi − pj + γij)vivj (i < j).
4.6. Let A be as in §2.5(b). Condition (c) of Theorem 3.9 is clear from (2-8). The maps
δi here satisfy
δi(xj) = δi(yj) = δi(z0) = 0 (j < i)
δi(xi) = −
∑
l<i
(ql − pl)xlyl − λz
2
0 .
Thus δ2i vanishes on z0, x1, y1, . . . , xi−1, yi−1, xi, whence δi is locally nilpotent. We see
from Theorem 3.9 that FractA ∼= k(u0, v1, w1, . . . , vn, wn) with
{u0, vi} = −(pi/2)u0vi (all i)
{u0, wi} = (pi/2)u0wi (all i)
{wi, wj} = γijwiwj (all i, j)
{vi, wj} = (pj + γji)viwj (i < j)
{vi, wj} = (qj + γji)viwj (i ≥ j)
{vi, vj} = (qi − pj + γij)vivj (i < j).
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4.7. Let A be as in §2.6(a). Condition (c) of Theorem 3.9 is given by (2-10). The maps
δlm in this algebra satisfy
δlm(yij) =


−2yimylj (i < l ≤ j < m)
−2yilyjm − 2yimyjl (i ≤ j < l ≤ m)
0 (otherwise)
for l ≤ m and i ≤ j with (i, j) <lex (l,m). It follows that δ
3
lm(yij) = 0 for all (i, j) <lex
(l,m), whence δlm is locally nilpotent. In this case, Theorem 3.9 implies that FractA ∼=
k(zij | 1 ≤ i ≤ j ≤ n) with
{zij , zlm} =


zijzlm
(
(i = l < j < m) or (i < l < j = m) or (i < j = l < m)
)
2zijzlm
(
(i = j = l < m) or (i < j = l = m)
)
0 (otherwise)
for l ≤ m and i ≤ j with (i, j) <lex (l,m).
4.8. Let A be as in §2.7(a). Condition (c) of Theorem 3.9 is given by (2-12). The maps
δlm in this algebra satisfy
δlm(yij) =


−2yimylj (i < l < j < m)
−2yilyjm + 2yimyjl (i < j < l < m)
0 (otherwise)
for l < m and i < j with (i, j) <lex (l,m). It follows that δ
2
lm(yij) = 0 for all (i, j) <lex
(l,m), whence δlm is locally nilpotent. In this case, finally, we see from Theorem 3.9 that
FractA ∼= k(zij | 1 ≤ i < j ≤ n) with
{zij , zlm} =
{
zijzlm (if
∣∣{i, j} ∩ {l,m}∣∣ = 1)
0 (otherwise)
for l < m and i < j with (i, j) <lex (l,m).
5. Isomorphism invariants of quadratic Poisson fields
In this final section of the paper, we address the question of when Poisson fields
kλ(x1, . . . , xn) and kµ(x1, . . . , xn) can be isomorphic. It is easily seen that a sufficient
condition is the existence of an invertible integer matrix A such that µ = AλAtr (Lemma
5.1), and we show that in a number of cases, this condition is also necessary. The method
is to show that the set of matrices BλBtr, for B ∈Mn(Z), is an invariant of kλ(x1, . . . , xn).
By similar means, we also show that kλ(x1, . . . , xn) cannot be isomorphic to any Poisson-
Weyl field. The invariants we use are Poisson analogs of some invariants introduced by
Alev and Dumas in [1].
For purposes of computation in kλ(x1, . . . , xn), observe that the Poisson bracket of any
monomials xa and xb is given by
(5-1) {xa, xb}λ =
n∑
l,m=1
albmλlmx
a+b = (aλbtr)xa+b,
where a, b ∈ Zn are viewed as row vectors.
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5.1. Lemma. Let λ,µ ∈ Mn(k) be antisymmetric, and assume there exists A ∈ GLn(Z)
such that µ = AλAtr. Then kλ(x1, . . . , xn) ∼= kµ(x1, . . . , xn) (as Poisson algebras over k).
Proof. Let a1, . . . , an denote the rows of A, set yi = x
ai for i = 1, . . . , n, and observe using
(5-1) that
(5-2) {yi, yj}λ = (aiλa
tr
j )yiyj = µijyiyj
for all i, j. Since A is invertible, x1, . . . , xn all lie in k(y1, . . . , yn), so the yi are algebraically
independent over k and k(y1, . . . , yn) = k(x1, . . . , xn). Hence, there is a k-algebra auto-
morphism φ of k(x1, . . . , xn) sending yi 7→ xi for all i. Since the Poisson brackets {−,−}λ
and {−,−}µ are determined by the values {yi, yj}λ and {xi, xj}µ, we conclude that φ is
a Poisson isomorphism of kλ(x1, . . . , xn) onto kµ(x1, . . . , xn). 
5.2. Proposition. Let K = kλ(x1, . . . , xn) for some antisymmetric λ ∈Mn(k).
(a) If Bλ is the k-subspace of K spanned by {{f, g} | f, g ∈ K}, then Bλ ∩ k = {0}.
(b) For any n-tuple y = (y1, . . . , yn) of nonzero elements of K, let Cλ(y) denote the
matrix
(
{yi, yj}(yiyj)
−1
)
∈ Mn(K). If Cλ = {Cλ(y) | y ∈ (K
×)n}, then Cλ ∩Mn(k) =
{AλAtr | A ∈Mn(Z)}.
Proof. Put the lexicographic order on Zn, and let L denote the corresponding Hahn-
Laurent power series field in x1, . . . , xn (cf. [5, Theorem VII.3.8]; a more detailed treatment
can be found in [6, Section 2]). The field L consists of formal series
∑
a∈I αax
a where I is
a well-ordered subset of Zn and the αa ∈ k. Finite sums in L are identified with Laurent
polynomials in k[x±11 , . . . , x
±1
n ]. Since L is a field, it thus contains (a copy of) K. Let
π : L → k be the k-linear map that gives the constant term (i.e., the coefficient of x0) of
elements of L. Observe that the Poisson bracket on K extends to L by setting
{f, g} =
n∑
i,j=1
λijxixj
∂f
∂xi
∂g
∂xj
for f, g ∈ L. This formula gives a well-defined element of L because the supports of
xi(∂f/∂xi) and xj(∂g/∂xj) are contained in those of f and g.
(a) It suffices to show that π({f, g}) = 0 for any f, g ∈ L. Write f =
∑
a∈I αax
a and
g =
∑
b∈J βbx
b where I and J are well-ordered subsets of Zn and the αa, βb ∈ k. Then
(5-3) {f, g} =
n∑
i,j=1
λij
(∑
a∈I
aiαax
a
)(∑
b∈J
bjβbx
b
)
=
∑
a∈I, b∈J
( n∑
i,j=1
λijaibj
)
αaβbx
a+b,
and consequently
π
(
{f, g}
)
=
∑
a∈I, b∈J
a+b=0
( n∑
i,j=1
λijaibj
)
αaβb =
∑
a∈I∩(−J)
(
−
n∑
i,j=1
λijaiaj
)
αaβ−a.
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Since λ is antisymmetric, each of the sums
∑n
i,j=1 λijaiaj is zero, and thus π({f, g}) = 0,
as desired.
(b) It follows from (5-2) that AλAtr ∈ Cλ for all A ∈Mn(Z). Hence, it suffices to show
that for any (y1, . . . , yn) ∈ (L
×)n, the matrix
(
π({yi, yj}(yiyj)
−1)
)
has the form AλAtr
for some A ∈Mn(Z).
Write each yi =
∑
a∈I(i) αiay
a where I(i) is a well-ordered subset of Zn with minimum
element m(i), the αia ∈ k, and αi,m(i) 6= 0. Note that y
−1
i =
∑
b∈J(i) βibx
b where J(i)
is a well-ordered subset of Zn with minimum element −m(i), the βib ∈ k, and βi,−m(i) =
α−1i,m(i).
For any i, j = 1, . . . , n, the series {yi, yj} is supported on the set of those c ∈ Z
n for
which c ≥ m(i) +m(j) (cf. (5-3)), and so
π
(
{yi, yj}(yiyj)
−1
)
= {xm(i), xm(j)}x−m(i)−m(j) = m(i)λm(j)tr
by (5-1). Thus,
(
π({yi, yj}(yiyj)
−1)
)
= AλAtr where A is the matrix in Mn(Z) with rows
m(1), . . . , m(n). 
The following corollaries give two immediate applications of Proposition 5.2. They are
Poisson analogs of results of Alev and Dumas, who proved that the quotient division ring of
a quantum plane Oq(k
2) cannot be isomorphic to a Weyl skew field [1, Corollaire 3.11(a)],
and that for nonroots of unity q, r ∈ k×, the quotient division rings of Oq(k
2) and Or(k
2)
are isomorphic if and only if q = r±1 [1, Corollaire 3.11(c)].
5.3. Corollary. Let λ ∈Mn(k) be antisymmetric. Then kλ(x1, . . . , xn) is not isomorphic
to a Poisson-Weyl field. In fact, it is not isomorphic to any Poisson field containing
elements x and y with {x, y} = 1.
Proof. By Proposition 5.2(a), {x, y} 6= 1 for all x, y ∈ kλ(x1, . . . , xn). 
5.4. Corollary. Let λ =
[
0 λ
−λ 0
]
and µ =
[
0 µ
−µ 0
]
for some λ, µ ∈ k. Then kλ(x1, x2) ∼=
kµ(x1, x2) if and only if λ = ±µ.
Proof. If λ = −µ, the k-algebra automorphism of k(x1, x2) fixing x1 and sending x2 7→
x−12 transforms {−,−}λ to {−,−}µ, providing a Poisson isomorphism of kλ(x1, x2) onto
kµ(x1, x2).
Conversely, assume that kλ(x1, x2) ∼= kµ(x1, x2). By Proposition 5.2(b),
{AλAtr | A ∈Mn(Z)} = {BµB
tr | B ∈Mn(Z)},
from which we see that Zλ = Zµ. Since char k = 0, this implies λ = ±µ. 
Cases (b) and (c) of the following theorem are Poisson analogs of results of Panov [22,
Theorem 2.19] and Richard [23, The´ore`me 4.2].
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5.5. Theorem. Let λ,µ ∈Mn(k) be antisymmetric, and assume that one of the following
holds:
(a) λ ∈ GLn(k).
(b) The subgroup
∑n
i,j=1 Zλij of (k,+) is cyclic.
(c) The subgroup
∑n
i,j=1 Zλij of (k,+) is free abelian of rank n(n− 1)/2.
Then kλ(x1, . . . , xn) ∼= kµ(x1, . . . , xn) if and only if there exists A ∈ GLn(Z) such that
µ = AλAtr.
Proof. Since the theorem is clear if n = 1, we may assume that n ≥ 2. Sufficiency is
given by Lemma 5.1. Conversely, assume that kλ(x1, . . . , xn) ∼= kµ(x1, . . . , xn). In view of
Proposition 5.2(b), there exist A,B ∈Mn(Z) such that µ = AλA
tr and λ = BµBtr. Note
that λ = (BA)λ(BA)tr.
(a) In this case, it follows from the equation λ = (BA)λ(BA)tr that det(BA)2 = 1, and
consequently A,B ∈ GLn(Z).
(b) By assumption,
∑n
i,j=1 Zλij = Zλ for some λ ∈ k. If λ = 0, then λ = 0 and {−,−}λ
vanishes. In this case, {−,−}µ must also vanish, whence µ = 0 and µ = IλI
tr.
Now assume that λ 6= 0. Then λ−1λ is an antisymmetric integer matrix, and so there
exists C ∈ GLn(Z) such that
C(λ−1λ)Ctr =


0 d1 0 · · · · · · 0
−d1 0
...
0
. . .
... 0 dr
−dr 0
0
...
. . .
...
0 · · · · · · 0


for some nonzero integers d1, . . . , dr (e.g., [16, Theorem IV.1]). Hence, we obtain a block
matrix decomposition
CλCtr =
[
Λ 0
0 0
]
with Λ ∈ GL2r(k). Since C is invertible over Z, we may replace λ by CλC
tr, and so there
is no loss of generality in assuming that λ =
[
Λ 0
0 0
]
.
The equations µ = AλAtr and λ = BµBtr imply that λ and µ have the same rank,
namely 2r, and that
∑n
i,j=1 Zµij =
∑n
i,j=1 Zλij = Zλ. Hence, we also obtain a block
matrix decomposition DµDtr =
[
M 0
0 0
]
for some D ∈ GLn(Z) and some M ∈ GL2r(k).
As above, there is no loss of generality in assuming that µ =
[
M 0
0 0
]
.
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Write A and B in block form as
A =
[
A11 A12
A21 A22
]
B =
[
B11 B12
B21 B22
]
where A11 and B11 are 2r × 2r. The equations µ = AλA
tr and λ = BµBtr now say that
[
M 0
0 0
]
=
[
A11LA
tr
11 A11LA
tr
21
A21LA
tr
11 A21LA
tr
21
] [
Λ 0
0 0
]
=
[
B11MB
tr
11 B11MB
tr
21
B21MB
tr
11 B21MB
tr
21
]
,
and so Λ = (B11A11)Λ(B11A11)
tr. As in case (a), it follows that A11 ∈ GL2r(Z). Hence,
the matrix E =
[
A11 0
0 In−2r
]
lies in GLn(Z). Since µ = EλE
tr, the proof of part (b) is
complete.
(c) Since λ is antisymmetric, the group
∑n
i,j=1 Zλij is generated by the λij for i < j,
so the assumption of rank n(n − 1)/2 implies that {λij | 1 ≤ i < j ≤ n} is a basis for∑n
i,j=1 Zλij . As noted in the proof of part (b),
∑n
i,j=1 Zµij =
∑n
i,j=1 Zλij , and so this
group also has a basis {µij | 1 ≤ i < j ≤ n}.
Next, identify λ with the linear transformation on kn given by left multiplication of λ
on column vectors. We claim that Zn ∩ kerλ = {0}. If a = (a1, . . . , an)
tr ∈ Zn ∩ kerλ,
then λ12a2 + λ13a3 + · · · + λ1nan = 0. Since λ12, . . . , λ1n are Z-linearly independent, it
follows that a2 = a3 = · · · = an = 0. Then λ21a1 = 0, which implies a1 = 0 because
λ21 = −λ12 6= 0. Thus a = 0, establishing the claim. Since λ = (BA)λ(BA)
tr, it follows
that Zn ∩ ker(BA)tr = {0}. But (BA)tr is an integer matrix, so we obtain det(BA)tr 6= 0,
and thus det(BA) 6= 0.
Write BA = (dij), and compare entries in the equation λ = (BA)λ(BA)
tr:
λij =
n∑
l,m=1
dilλlmdjm =
∑
1≤l<m≤n
(dildjm − dimdjl)λlm
for all i, j. Since the λlm for l < m are Z-linearly independent, we find that
dildjm − dimdjl = δilδjm
for 1 ≤ i < j ≤ n and 1 ≤ l < m ≤ n. It follows from the Laplace relations that all
the 2 × 2 and larger minors of BA for which the row and column index sets differ must
vanish. In particular, this implies that the adjoint matrix D = adj(BA) is diagonal. Since
BAD = det(BA)In and det(BA) 6= 0, we conclude that BA must be a diagonal matrix.
The equation λ = (BA)λ(BA)tr now reduces to λij = diiλijdjj for all i, j, whence
diidjj = 1 for all i < j. Since n ≥ 2 and the dii are integers, dii = ±1 for all i, whence
BA ∈ GLn(Z). Therefore A ∈ GLn(Z), proving part (c). 
It is tempting to conjecture that the equivalence of Theorem 5.5 holds for arbitrary
antisymmetric λ,µ ∈Mn(k).
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