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Résumé
Depuis quelques années, la résolution des for-
mules booléennes quantifiées (QBF) est devenu un
domaine de recherche important et attractif. En effet,
de nombreuses classes de problèmes peuvent être
formulées efficacement en des instances QBF (pla-
nification, raisonnement non monotone, model che-
cking). Beaucoup de solveurs ont été proposé. La ma-
jorité d’entre eux explorent un arbre de recherche en
utilisant des techniques basés sur la procédure DLL.
Or, les quantificateurs des formules QBF imposent
un ordre partiel d’affectation des variables. Pour pas-
ser outre cette imposition, nous proposons une nou-
velle approche symbolique QBDD(SAT)). Elle utilise de
façon originale les diagrammes de décision binaires
pour représenter l’ensemble des modèles (ou impli-
quants premiers) de la formule booléenne en utili-
sant des algorithmes de recherches pour SAT. Deux
extensions améliorent notre approche. Tout d’abord,
nous introduisons un opérateur de réduction sur les
BDD afin de limiter leur taille et de pouvoir répondre
à la question de la validité des formules QBF. En-
suite, grâce à des nogoods générés à partir du BDD,
des coupures sont réalisés dans l’arbre de recherche.
En utilisant des techniques basées sur DLL (resp. re-
cherche stochastique), notre approche peut facilement
donner lieu à un solveur complet QBDD(DLL) (resp.
incomplet QBDD(LS)). Les premières expérimenta-
tions montrent de bonnes performances de ces deux
solveurs sur certaines classes d’instances de l’évalua-
tion QBF03.
∗Ce travail est en partie supporté par l’IUT de Lens, le CNRS et la
Région Nord/Pas-de-Calais sous le programme TAC.
1 Introduction
Depuis quelques années, la résolution des formules boo-
léennes quantifiées (QBF) est un domaine de recherche
en pleine ébullition. Cet intérêt peut être expliqué par
plusieurs facteurs. Tout d’abord, de nombreux problèmes
en intelligence artificielle (planification, raisonnement non
monotone, vérification formelle, . . . ) peuvent se réduire à
des formules booléennes quantifiées. De plus, le problème
de la validité des QBF est considéré comme le problème
central de la classe de complexité PSPACE. Enfin, les pro-
grès incessants réalisés sur la résolution du problème SAT
permettent maintenant de s’attaquer à des formules de plus
en plus grandes et difficiles.
Récemment, de nombreux solveurs QBF ont été pro-
posé (voir par exemple [12, 18, 13, 11]). La plupart d’entre
eux, étendent les derniers résultats obtenus sur la résolution
du problème SAT. Ceci n’a rien de surprenant puisque les
formules QBF sont une extension naturelle du problème
SAT où les variables booléennes sont quantifiées univer-
sellement ou existentiellement. Ces solveurs considèrent
la formule d’entrée sous forme prénexe et clausale et sont
des variantes de la fameuse procédure de Davis, Logemann
and Loveland (DLL) [8]. Cependant, un des gros inconvé-
nients de ces approches vient du fait que les choix heuris-
tiques opérés aux différents noeuds de l’arbre de recherche
doivent respecter l’ordre du préfixe (du quantificateur le
plus externe au plus interne). Cet ordre statique limite l’ef-
ficacité de ces solveurs QBF basés sur la recherche systé-
matique. En effet, dans certains cas, la difficulté des ins-
tances QBF peut être due aux variables apparaissant dans
les quantificateurs les plus internes.
L’objectif principal de cet article est de rendre les sol-
veurs libres de cet ordre imposé par les quantificateurs et
de faciliter l’extension des techniques efficaces couram-
ment utilisées par les solveurs SAT. A cette fin, les dia-
grammes de décision binaires (BDD) vont être utilisées
pour représenter dans une forme compacte l’ensemble des
modèles trouvés sur la partie clausale de la formule. Ainsi,
nous proposons un nouveau type de solveur QBF, nommé
QBDD(SAT), combinant les techniques de recherche pour
le problème de satisfaisabilité avec les diagrammes de dé-
cision binaires. Pour des raisons de complétude et d’effica-
cité, deux points clés sont ajoutés à notre approche. D’une
part, nous introduisons un nouvel opérateur de réduction
pour les BDD. Il va permettre de réduire la taille de ces
derniers et de répondre à la validité des formules QBF. De
l’autre, pour chaque modèle propositionnel trouvé, seul un
impliquant premier de celui ci va être encodé dans le BDD
et un «nogood» va être rajoutée à la formule. La coupure
engendrée par ces nogoods supprimera certains modèles in-
utiles.
Cet article étend des résultats préliminaires [2]. De nou-
velles fonctionnalités ont été rajoutés et deux techniques de
résolution du problème SAT sont étendus en utilisant notre
approche QBDD(SAT), d’un coté les solveurs de type DLL
et de l’autre, les solveurs de recherche locale.
Le reste du papier est organisé comme suit. Après les
définitions d’usage (problème QBF et diagramme de déci-
sion binaire), nous montrons comment les diagrammes de
décision binaires peuvent naturellement être intégrés aux
techniques de résolution du problème SAT pour pouvoir
résoudre les QBF. Nous présentons ensuite nos deux sol-
veurs. Le premier QBDD(DLL) est basé sur la procédure
DLL, le second est lui basé sur la recherche locale. Nous
terminons par des expérimentations et une conclusion.
2 Définitions
Dans cette section, nous rappelons brièvement les nota-
tions et définitions nécessaires sur les formules booléennes
quantifiées et sur les diagrammes de décision binaires.
2.1 Formules Booléennes Quantifiées
Soit P un ensemble de variables propositionnelles. LP
désigne alors le langage des formules booléennes quanti-
fiées construites à partir de P en utilisant les formules boo-
léennes classiques (incluant les constantes ⊤ et ⊥) ainsi
que les quantifications ∃ et ∀.
On considère les formules booléennes quantifiées mises
sous forme prénexe : Φ = QkXk, . . . , Q1X1Ψ (ou encore
QXΨ, QX est le préfixe de Φ et Ψ sa matrice) tel que
Qi ∈ {∃, ∀}, Xk, . . . , X1 sont des ensembles disjoints de
variables et Ψ une formule booléenne. Les variables consé-
cutives ayant le même quantificateur sont groupées. Le
rang d’une variable x ∈ Xi est égal à i. Les variables appa-
raissant dans le même groupe de quantificateurs ont donc le
même rang. L’ordre induit par le préfixe de la formule QBF
Φ = QkXk, . . . , Q1X1Ψ est obtenu en prenant en compte
le rang des variables et est noté Xk < Xk−1 < · · · < X1.
Une QBFΦ est dite sous forme normale si Φ est sous forme
prénexe et si Ψ est sous forme normale conjonctive (CNF).
On peut noter que le quantificateur le plus interne peut être
considéré comme existentiel. En effet, lorsque Q1 est uni-
versel, la suppression de ∀X1 du préfixe et de toutes les
occurrences de x ∈ X1 dans la matrice conduit à une for-
mule équivalente.
Afin de définir la sémantique des formules booléennes
quantifiées, nous introduisons quelques notations. Soit S
l’ensemble des affectations possibles basées sur l’ensemble
des variables V . La Uprojection (resp. la Dprojectionn)
d’un ensemble d’affectation S sur l’ensemble des variables
de X ⊂ V , notée S ↑ X (resp. S ↓ X), est obtenue en re-
streignant chaque affectation de S aux littéraux de X (resp.
dans V \X). L’ensemble des affectations possibles sur X
est notée 2X . Une affectation sur X est notée par le vecteur
−→x . De même, Uprojection et Dprojectionn peuvent égale-
ment s’appliquer sur un vecteur de littéraux −→x . Si −→y est
une affectation sur Y tel que Y ∩ X = ∅, alors −→y .S dé-
signe l’ensemble des interprétations obtenues en concaté-
nant−→y avec chaque interprétation de S. Finalement,Ψ(−→x )
désigne la formule Ψ simplifiée par l’affectation partielle
−→x .
Une QBF est valide (vraie) s’il existe une solution, ap-
pelée politique totale définie comme suit. Cette définition
est une version simplifiée de celle apparaissant dans [7].
Définition 1 Soient Φ = QkXk, . . . , Q1X1Ψ une formule
booléenne quantifiée et pi = {m1, . . . ,mn} un ensemble
de modèles de la formule booléenne Ψ. pi est une politique
totale de la QBF Φ si et seulement si pi vérifie récursive-
ment les conditions suivantes :
1. k = 0, et Ψ = ⊤
2. Si Qk = ∀, alors pi ↑ Xk = 2Xk , et
∀−→x k ∈ 2
Xk
, pi ↓ −→x k est une politique totale de
Qk−1Xk−1, . . . , Q1X1Ψ(
−→x k)
3. Si Qk = ∃, alors pi ↑
−→
Xk = {
−→x k} et pi ↓
−→x k est une
politique totale de Qk−1Xk−1, . . . , Q1X1Ψ(−→x k)
Remarque 1 Soit pi une politique totale de Φ =
QkXk, . . . , Q1X1Ψ. Si Qk = ∀ alors on peut réécrire pi






−→x k)} et si
Qk = ∃, alors pi ↑ Xk = {−→x k} et pi peut être réécrit
comme {−→x k.(pi ↓
−→x k)}
Exemple 1 Soit Φ = ∃x5x6∀x2x4∃x1x3Ψ une for-
mule QBF, où Ψ = (x1 ∨ x2) ∧ (x1 ∨ x3) ∧
(¬x4 ∨ x3) ∧ (x5 ∨ x6). Φ est valide et pi =
{(¬x5, x6, x2, x4,¬x1, x3), (¬x5, x6, x2,¬x4,¬x1, x3),
(¬x5, x6,¬x2,¬x4, x1,¬x3), (¬x5, x6,¬x2, x4, x1, x3)}
est une politique totale de Φ (illustré dans figure 1).
Les différents opérateurs de projection sont illustrés ci
dessous : pi ↑ {x5, x6} = {(¬x5, x6)}
pi′=pi ↓ {x5, x6}
={(x2, x4,¬x1, x3), (x2,¬x4,¬x1, x3),
(¬x2,¬x4, x1,¬x3), (¬x2, x4, x1, x3)}














FIG. 1 – Représentation arborescente d’une politique totale
(exemple 1)
Motivé par les résultats impressionnants obtenus dans
la résolution du problème de satisfaisabilité, plusieurs sol-
veurs QBF ont été proposés récemment. La plupart d’entre
eux sont des extensions de la fameuse procédure DLL et
possèdent les dernières techniques efficaces connues pour
résoudre le problème SAT, comme l’apprentissage, les heu-
ristiques et la propagation des contraintes. Par exemple,
QUBE [12] et QUAFFLE [18] utilisent le «backjumping» et
l’apprentissage, EVAUATE[6] et DECIDE [16] étendent les
techniques de coupure de l’arbre de recherche existant pour
le problème SAT (propagation unitaire, litéraux purs...)
L’algorithme 1 donne le schéma général d’une procédure
DLL basique utilisée pour répondre à la validité des for-
mules QBF. Elle prend en entrée les variables du préfixe
<Xk, . . . , X1> associé aux quantificateurs Qk, . . . , Q1 et
la matrice Ψ sous forme clausale. Elle retourne true si la
formule QBF Φ = QkXk, . . . , Q1X1Ψ est valide, false
autrement. L’algorithme commence par simplifier la for-
mule en propageant les litéraux unitaires et purs (procédure
Simplify). Ensuite, si la matrice simplifiée contient une
clause vide, alors la formule courante est invalide (la valeur
false est retournée), autrement si la matrice courante est
vide alors la formule QBF est valide (la valeur true est
retournée). L’étape suivante consiste à choisir la prochaine
variable à instancier, variable qui doit appartenir au groupe
de quantificateur (non vide) Xk le plus externe. Ceci dif-
fère de la procédure DLL pour le problème SAT, puisque
les variables doivent donc être instanciées suivant l’ordre
associé au préfixe.
Dépendant du quantificateur Qk de la variable choisie,
une branche de gauche et/ou une branche de droite dans
l’arbre de recherche va être générée. Si Qk = ∀ (resp.
Qk = ∃) la branche de droite est générée seulement si
la valeur retournée par la branche de gauche est la valeur
true (resp. false).
Algorithm 1: DLL for QBF
Data : Ψ : matrice de la QBF ; < Xk, . . . , X1 > :
préfixe de la QBF Φ
Result : true si la QBF Φ est valide, faux autrement
begin
Simplify(Ψ);
if ∅ ∈ Ψ then return false;
if Ψ = ∅ then return true;
if Xk = ∅ then
return QDLL(Ψ, < Xk−1, . . . , X1 >);
choisir (par heuristique) un litéral l ∈ Xk;
if ((Qk = ∀) and
QDLL(Ψ ∪ {l}, < Xk − {l}, . . . , X1 >)=false)
then
return false;
if ((Qk = ∃) and




QDLL(Ψ ∪ {¬l}, < Xk − {l}, . . . , X1 >);
end
L’ordre d’affectation imposé par le préfixe constitue
l’un des gros désavantages de l’extension de la procédure
DLL pour les QBF. Les nombreuses recherches (voir par
exemple [9, 14]) sur les heuristiques de la procédure DLL
pour SAT montre que le choix des variables est très im-
portant. L’ordre imposé par le préfixe peut donc avoir de
grosses conséquences sur les performances des solveurs
QBF. De plus, cette limitation peut rendre difficile cer-
taines extensions de techniques issues du problème de sa-
tisfaisabilité (voir par exemple [9] pour les problèmes aléa-
toires ou encore [14] pour les problèmes structurés). Un
autre exemple vient de la recherche locale [17], autre para-
digme couramment utilisé pour résoudre le problème SAT.
Ce type de recherche a reçu beaucoup moins d’attention
au niveau QBF. Une première intégration de la recherche
locale dans les solveurs QBF (WalkQSAT) a été proposé
dans [11]. Mais, WalkQSAT est une implémentation de re-
cherche systématique dirigée par conflit et par «backjum-
ping» pour les QBF. Ce solveur utilise uniquement la re-
cherche locale pour guider sa recherche.
2.2 Diagrammes de décision binaires
Un diagramme de décision binaire (BDD) [1, 5] est as-
socié à une formule booléenne. C’est un graphe acyclique
avec une racine et deux noeuds terminaux notés 1-terminal
et 0-terminal. Tout noeud non terminal est associé à une
variable de la formule et possède deux arcs sortant, ap-
pelés arc-1 correspondant à la variable assignée à vrai, et
arc-0 correspondant à la variable assignée à faux. Un dia-
gramme de décision binaire ordonné (OBDD) est un BDD
tel que les variables apparaissent au plus une fois et dans
un ordre fixe dans tout chemin du graphe. Un OBDD réduit
(ROBDD) est un OBDD résultant de l’application répétée
des règles suivantes :
1. Élimination des sous graphes isomorphes (figure 2.a).
2. Élimination des noeuds pour lesquels les deux arcs










a. Élimination des b. Élimination de
sous graphes isomorphes noeud redondant
FIG. 2 – Règles de réduction
Un ROBDD représentant la formule booléenne Ψ est
noté (RO)BDD(Ψ).
La figure 3 illustre la représentation en ROBDD de la
politique pi (ROBDD(pi)) de l’exemple 1. Les arcs solides
représentent les arcs-1 et les arcs en pointillé représentent
les arcs-0. L’ordre du ROBDD est le même que l’ordre du











FIG. 3 – Représentation d’une politique sous forme de
BDD (exemple 1)
Les ROBDDs ont des propriétés très intéressantes. Il
donnent une représentation compacte et unique (par rap-
port à un ordre donné) de fonctions booléennes. De plus,
à partir des ROBDD, il existe des algorithmes efficaces
pour réaliser diverses opérations logiques. Par exemple, il
est possible de savoir si une formule booléenne est satis-
faisable en temps constant. Malgré leur taille exponentielle
dans le pire des cas, les ROBDD font parties des structures
de données les plus utilisées dans la pratique.
Dans le reste de l’article, seuls les ROBDD sont consi-
dérés et, par simplification, nous les appellerons BDD.
Lorsque les formules booléennes quantifiées seront consi-
dérées, l’ordre du BDD suivra l’ordre du préfixe de la for-
mule.
3 QBDD(SAT) : Une approche de re-
cherche symbolique
Afin de libérer les solveurs QBF de l’ordre induit par
le préfixe, nous proposons une combinaison des solveurs
SAT classiques et des diagrammes de décision binaires. La
figure 4 donne l’architecture générale de notre approche
symbolique QBDD(SAT). Plus précisément, pour vérifier
la validité d’une formule QBF Φ = QXΨ, notre approche
utilise les techniques de résolution du problème SAT pour
rechercher les modèles de la formule booléenne Ψ (SAT
enumerator). Pour chaque modèle m trouvé, un impliquant
premier est extrait (Compute PI) et est ajouté disjoncti-
vement au BDD (bdd = or(bdd, pi)), BDD dont l’ordre
est en accord avec l’ordre des variables dans le préfixe.
Lorsque l’ensemble courant des impliquants premiers re-
présente une politique totale, sa représentation sous forme
de BDD sera réduit au noeud 1-terminal (voir section 3.1)
et le solveur QBDD(SAT) répondra donc à la validité de Φ
(valeurvalid). Comme nous l’avons précédemment men-
tionné, l’approche QBDD(SAT) peut être instanciée avec
différentes techniques de recherche pour le problème SAT.
Par exemple, QBDD(DLL) (resp QBDD(LS)) se réfère à
un solveur QBF obtenu en prenant comme solveur SAT une
procédure de type DLL (resp. recherche locale). A la fin du
processus de recherche propositionnelle, si le BDD n’est
pas réduit au noeud 1-terminal, alors suivant la complétude
du solveur SAT utilisé, notre approche QBDD(SAT) per-
mettra ou non de dire si la formule QBF est invalide.
FIG. 4 – architecture de QBDD(SAT)
Pour des raisons de complexité, seuls les impliquants de
la formule sont encodés dans les BDD, les «nogood» trou-
vés durant la phase de recherche propositionnelle ne sont
pas considérés. Bien entendu, les chemins qui mènent au
noeud 0-terminal ne représentent pas des contre modèles
de la formuleΨ. Ainsi, tous les chemins menant à ce noeud
peuvent être omis. Enfin, pour permettre de réduire l’es-
pace de recherche, un nogood est généré à partir de chaque
modèle propositionnel et du BDD (Cuts Generation). Il
permet d’éviter de rechercher des modèles inutiles.
3.1 Opérateurs de réductions dus aux quantifi-
cateurs
Afin de réduire la taille des BDD et de répondre à la
question de la validité d’une formule QBF, nous introdui-
sons un nouvel opérateur de réduction sur les BDD. Cet
opérateur est montré dans la figure 5. Lorsque un noeud x
est quantifié existentiellement et que l’un de ses arcs sor-
tants référence le noeud 1-terminal alors toute référence
à ce noeud x peut être simplement remplacé par une ré-
férence au noeud 1-terminal. Cette règle est appelée opé-
rateur de réduction existentielle. Rappelons de plus que
lorsque un noeud x est quantifié universellement et que ses
deux arcs sortants référencent le noeud 1-terminal, le noeud








FIG. 5 – Réduction existentielle
Durant la construction du BDD, nous ajoutons l’opé-
rateur de réduction existentielle aux opérateurs de réduc-
tion classiques (figure 2). La propriété suivante nous assure
qu’un ensemble de modèles est une politique totale si la re-
présentation de cette dernière dans le BDD est réduite au
noeud 1-terminal.
Propriété 1 Soient Φ = QkXk, . . . , Q1X1Ψ une formule
booléenne quantifiée et pi = {−→x 1,−→x 2, . . . , −→x n} un en-
semble de modèle de Ψ. Si pi est une politique totale de Φ
alors BDD(pi) et réduit au noeud 1-terminal.
Preuve : La preuve est obtenu par induction sur k. Si
k = 0, la représentation de la constante ⊤ est le noeud 1-
terminal (par définition d’une politique totale). Supposons
maintenant que la propriété est vrai pour k − 1, prouvons
qu’elle est vraie pour k. Par définition d’une politique to-
tale, deux cas peuvent se produire :
1. si Qk = ∀, alors pi ↑ Xk = 2Xk , et ∀−→x k ∈ 2Xk ,
pi ↓ −→x k est une politique totale de la formule QBF
Qk−1Xk−1, . . . , Q1X1Ψ(
−→x k). Par hypothèse d’in-
duction, on peut déduire que BDD(pi ↓ −→x k) est ré-
duit au noeud 1-terminal. Donc, toutes les feuilles de
BDD(2Xk ) sont des noeuds 1-terminaux. En appli-
quant répétitivement la règle d’élimination des noeuds
redondants (figure 2.a) sur le BDD résultant, on ob-
tient un BDD réduit au noeud 1-terminal.
2. Si Qk = ∃, alors pi ↑
−→
X k = {
−→x k} et pi ↓ −→x k est une
politique totale de la formule QBF Qk−1Xk−1, . . . ,
Q1X1Ψ(
−→x k). Par hypothèse d’induction BDD(pi ↓
−→x k) est un noeud 1-terminal. Donc le BDD({−→x k})
peut être vu comme une branche allant au noeud 1-
terminal. En appliquant répétitivement la règle de ré-
duction existentielle, le BDD(pi) se réduit au noeud
1-terminal.
Remarque 2 Dualement, l’opérateur de réduction uni-
verselle peut aussi être défini. Mais comme le noeud 0-
terminal représente un état indéfini, il ne peut pas être uti-
lisé dans notre approche.
L’exemple suivant montre les différentes réductions qui
vont être effectuées sur l’ensemble des modèles représen-
tant la politique totale de l’exemple 1.
Exemple 2 Soient Φ la formule QBF de l’exemple 1 et pi
la politique totale de cette dernière. La figure 6 représente
les différentes étapes de réduction opérées sur BDD(pi) :
– La figure 6.a est la représentation en BDD de la
politique pi (seuls les chemins menant au noeud 1-
terminal sont représentés).
– L’opérateur de réduction existentielle permet l’élimi-
nation du noeud x3 (figure 6.b) et du noeud x1 (figure
6.c).
– L’opérateur de réduction des noeuds redondants per-
met l’élimination de x4 (figure 6.d) et de x2 (figure
6.e).
– Enfin, l’opérateur de réduction existentielle supprime
les noeuds x5 et x6. Le BDD se retrouve réduit au
noeud 1-terminal représentant la formule vrai (figure
6.f) et prouvant que pi est une politique.
3.2 Génération de coupures grâce au BDD
Pour éviter de rechercher des modèles qui appartiennent
à des mêmes politiques potentielles, nous allons générer
des coupures dans l’arbre de recherche. Ces coupures sont
réalisées grâce à des nogoods injectés dans la formule de
départ. Les nogoods sont construits à partir des modèles
obtenus et du BDD. Il est important de noter que ces no-
goods n’ont rien de commun avec les nogoods obtenus par
apprentissage dans les solveurs de type zchaff.
Définition 2 Soient Φ = QkXk, . . . , Q2X2, Q1X1Ψ une









































a. modèles de pi b. élimination de x3 c. élimination de x1














d. élimination de x4 e. élimination de x2 f. x5, élimination de x6
(noeud redondant) (noeud redondant) (réduction exsistentielle)
FIG. 6 – Phase de réduction du BDD d’une politique totale
Ψ. On définit nogoodm(−→x ) =
∨
{¬l|l ∈ −→x ↓ X1}
comme le nogood obtenu à partir de −→x . De même, on défi-
nit nogoodpi(
−→
pi) comme le nogood extrait de l’impliquant
premier de −→pi.
Naturellement, si −→pi est un impliquant premier obtenu à




En utilisant l’exemple 1, la figure 7, montre que pour le mo-
dèle −→x = {¬x5, x6,¬x2, x4, x1, x3}, le nogoodm(−→x ) =
(x5 ∨ ¬x6 ∨ x2 ∨ ¬x4) évite de rechercher des modèles
qui appartiennent aux mêmes politiques potentielles. En
considérant l’impliquant premier −→pi = {x6, x1, x3} de












FIG. 7 – Génération de coupures
Rappelons que lorsque on ajoute disjonctivement un im-
pliquant premier au BDD, les opérateurs de réduction vont
éliminer toutes les variables de X1. De plus, les variables
de X2 peuvent également être éliminées si les deux arcs
sortants référencent le noeud 1-terminal. Ce processus est
répété récursivement. Ainsi, pour générer des coupures
plus importantes, à chaque fois qu’un impliquant premier
est ajouté au BDD, le nogood est extrait du nouveau BDD
réduit et est ensuite ajouté à la formule propositionnelle.
3.3 L’approche QBDD(DLL)
L’algorithme 2 représente le solveur QBF obtenu en ins-
tanciant notre approche avec une procédure de type DLL.
L’algorithme résultant recherche tous les modèles de la for-
mule propositionnelle jusqu’à ce que le BDD soit réduit
au noeud 1-terminal, dans ce cas l’algorithme termine et
retourne valid. Si l’algorithme retourne au niveau 0, tous
les modèles nécessaires ont été trouvé mais ne forment ja-
mais de politique. Dans ce cas l’algorithme retourne un-
valid. Dans tous les autres cas, la recherche continue (la
valeur back est retournée). La fonctionSimplify() simpli-
fie la formule Ψ (propagation unitaire), alors que la fonc-
tion conflictAnalysis() implémente la technique d’ap-
prentissage utilisée dans de nombreux solveurs. La fonc-
tion primeImpliquants() extrait l’impliquant premier du
modèle I obtenu. Enfin, la fonction cutsGeneration() gé-
nère, à partir du BDD courant, le nouveau nogood et le
rajoute à la formule booléenne Ψ (voir la section 3.2).
L’exemple 3 donne une trace possible de cet algorithme.
Exemple 3 Considérons la formule Φ de l’exemple 1. Sup-
posons que l’algorithme QBDD(DLL) commence la re-
cherche par assigner x1 et x5. A ce stade, on doit satisfaire
la clause (¬x4∨x3). Supposons maintenant que le choix de
la prochaine variable de branchement se porte sur¬x4. Un
premier modèle est obtenu (x5,¬x4, x1) et est ajouté au
bdd. Ce dernier est donc réduit à un seul chemin jusqu’au
noeud 1-terminal : < x5,¬x4 > (la variable x1 est suppri-
mée par réduction existentielle). La clause (¬x5 ∨ x4) est
rajoutée à la formule Ψ. Un retour arrière est opéré pour
chercher d’autres modèles et l’assignation de x4 implique
celle de x3 par propagation unitaire. Un second modèle est
obtenu (x5, x4, x1, x3) et est rajoutée disjonctivement au
bdd qui se retrouve réduit au noeud 1-terminal par réduc-
tion existentielle et des noeuds redondants. La recherche
s’arrête donc, montrant la validité de la formule Φ.
Algorithm 2: Le solveur QBDD(DLL) : combinaison
de BDD et de DLL
Data : Ψ : ensemble de clauses ;
X={Xk, . . . , X1} : préfixe de la QBF;
I : interprétation partielle ; d : niveau de re-
cherche dans l’arbre, initialement vaut 0.
Result : valid si la QBF est valide, unvalid sinon;
back est retournée si la recherche doit conti-




if ∅ ∈ Ψ then
conflictAnalysis();
return back;
if Ψ = ∅ then
pi := primeImpliquants(I,Ψ);
bdd := or(bdd, pi);
if bdd=1-terminal) then return valid;
cutsGeneration(pi,bdd);
return back;
Soit l ∈ Xi (i ∈ {1 . . . k}) la prochaine variable
de branchement;
if (QBDD(DLL)
(Ψ ∪ {l}, X − {l}, I ∪ {l}, d+ 1)=valid) or
QBDD(DLL)
(Ψ ∪ {¬l}, X − {l}, I ∪ {¬l}, d+ 1)=valid)
then
return valid;




3.4 Le solveur QBDD(LS)
L’une des fonctionnalités intéressantes de notre ap-
proche QBDD(SAT) vient du fait que que l’on peut utiliser
assez facilement n’importe quelle algorithme de recherche
pour le problème de satisfaisabilité. Particulièrement, les
techniques de recherche locale peuvent aisément s’intégrer.
En utilisant le solveur WalkSAT nous obtenons un nou-
veau solveur QBDD(LS). Le résultat est un solveur incom-
plet qui ne peut prouver que la validité des formules. Ce
solveur diffère de WalkQSat [11]. En effet, QBDD(LS)
utilise la recherche locale comme un générateur de mo-
dèles et WalkQSat l’utilise pour guider la procédure de
recherche DLL.
4 Évaluation empirique
Les résultats expérimentaux reportés dans cette section
sont obtenus sur un Pentium IV 3 GHz avec 1GB RAM et
sont réalisés sur un large panel d’instances (644 instances)
issues de l’évaluation QBF03 [3]. Ces instances sont divi-
sées en diverses familles (log, impl, toilet, k_*...).
Pour chaque exécution, le temps, exprimé en secondes, est
limité à 600 secondes. Le solveur QBDD(DLL) est implé-
menté à partir de minisat [10], un solveur à la zchaff.
Quant à QBDD(LS) il est bâti sur WalkSAT.
4.1 Comportement du solveur QBDD(DLL)
La figure 8 montre le comportement des différentes ver-
sions du solveur QBDD(DLL) :
– QBDD(DLL) est la version basique sans calcul d’im-
pliquants premiers ni la génération de coupures
– QBDD(DLL) +CUTS est augmenté de la génération
de coupures
– QBDD(DLL) +PI calcule les impliquants premiers de
chaque modèle




















FIG. 8 – Nombre d’instances résolues vs tempsCPU
L’axe des x de la figure 8 représente le nombre de bench-
marks résolus et l’axe des y (échelle logarithmique) le
temps nécessaire pour résoudre le nombre de problèmes
donné. La figure 8 montre clairement que la version ba-
sique est la moins efficace. Si on n’ajoute que la fonction-
nalité des impliquants premiers, on n’améliore que très peu
problème valide QBDD(DLL) QBDD(DLL) +PI QBDD(DLL) +CUTS QBDD(DLL) +PI+CUTS
impl06 Y 6112 6012 2142 550
k_poly_n-1 Y >45000 >45000 1850 862
toilet_a_10_01.5 N 41412 41412 22486 20 917
TAB. 1 – Nombre de modèles
la version basique. Par contre, la génération des coupures
dans l’arbre (par rajout de nogood) permet une réelle amé-
lioration, le nombre de problèmes résolus en moins de 600
secondes passant de 130 à 220. Finalement, la meilleure
version du solveur QBDD(DLL) est obtenu en ajoutant les
coupures et en calculant les impliquants premiers.
La table 1 donne quelques explications sur ce résultat. Le
nombre de modèles nécessaires pour répondre à la question
de la validité y est reporté. Comme seuls les modèles néces-
saires sont calculés lorsque l’on rajoute des coupures dans
l’arbre de recherche, le nombre de modèles calculés est
beaucoup plus petit avec cette fonctionnalité que sans. La
génération d’impliquants premiers demande encore moins
de modèles puisque ceux ci englobent une plus grande por-
tion de politiques potentielles.
La table 2 montre le nombre d’instances résolus par rap-
port aux nombre de quantificateurs. Notre approche semble
vraiment efficace avec les 2QBF et beaucoup moins avec
des préfixes de grande taille (seuls 11.6% des problèmes
avec une taille du préfixe supérieure à 8 sont résolus). Pour
autant, QBDD(DLL) n’est pas réduit aux 2QBF puisque il
permet de résoudre la moitié des 5QBF. Ces résultats sont
en accord avec ceux obtenus dans [15] sur des 2QBF en
utilisant une combinaison originale de deux solveurs SAT.
taille du préfixe 2 3 4 5 6 7 ≥ 8
nb problèmes 57 339 8 34 7 22 154
nb résolus 51 148 1 19 1 11 18
% 89.5 43.6 12.5 55.8 14.2 50 11.6
TAB. 2 – Instances résolues et taille du préfixe
4.2 Comparaison avec différents solveurs
Nous comparons le solveur QBDD(DLL) (exploitant le
calcul d’impliquants premiers et la génération de coupures)
avec QUBE [12] et QUANTOR [4], deux solveurs parmi
les plus efficaces. La table 3 montre une comparaison sur
différentes familles d’instances. La colonne #N désigne le
nombre d’instances dans une famille donnée, la colonne
#S désigne le nombre d’instances résolus par un solveur
donné, et TT, le temps total nécessaire au solveur pour ré-
soudre toutes les instances de la famille. Lorsque un sol-
veur ne résout pas une instance, 600 secondes sont rajou-
tées au temps total.
Les moins bons résultats de QBDD(DLL) sont obtenus
sur les instances de la famille toilet. Seules 106 ins-
Qube Quantor QBFBDD
family #N #S TT #S TT #S TT
robots 48 36 7 214 35 7 970 42 4 270
k_* 171 98 44 813 99 43 786 32 83 658
flipflop 7 7 0.36 7 1.2 7 3.2
toilet 260 260 40 260 256 106 93 860
impl 8 8 0.01 8 0.02 6 1211
tree-exa10 6 6 0.07 6 0.01 6 1.7
chain 8 8 497 8 0.3 2 4183
tree-exa2 6 6 0.01 6 0.01 1 3000.1
carry 2 2 0.23 2 0.69 2 0.71
z4 13 13 0.06 13 0.08 13 0.1
blocks 3 3 0.2 3 0.47 3 3.2
log 2 2 18.4 2 42 2 31
TAB. 3 – Comparaison entre Qube, Quantor et
QBDD(DLL)
tances sont résolues en moins de 600 secondes, alors que
QUBE et QUANTOR les résolvent assez facilement. C’est
la même chose pour les instances de la famille k_*. Les
meilleurs résultats sont obtenus sur la famille robot. Plus
d’instances y sont résolues et plus rapidement que les deux
autres solveurs. De plus, certaines instances sont résolues
pour la première fois. En effet, les instances robot se
composent deux groupes de quantificateurs et contiennent
beaucoup de variables universelles (et donc beaucoup de
modèles propositionnels sont nécessaires pour prouver leur
validité). les clauses contenant les variables apparaissant
dans le groupe de quantificateur interne constituent la par-
tie difficile. Un solveur comme QUBE doit donc résoudre
de nombreuses fois cette partie. Enfin, Sur un large panel
de familles (z4, flipflop, log), les résultats des trois
solveurs ont des résultats comparables.
4.3 Comparaison avec QBDD(LS)
Comme QBDD(LS) est un solveur incomplet qui ne
peut prouver que la validité des instances, il est diffi-
cile de faire une comparaison juste avec d’autres solveurs.
Néanmoins, nous présentons les premiers résultats obte-
nus sur des instances valides et faisons une comparaison
avec QBDD(DLL), Quantor et Qube. La table 4 donne
le temps et le nombre de modèles calculés durant la re-
cherche (si celui ci est donné). Pour QBDD(LS), chaque
instance est résolue 20 fois et la médiane est reportée.
Ces résultats expérimentaux montre que l’approche
QBDD(LS) est prometteuse. Elle résoud 76 des 150 ins-
tances valides de l’évaluation QBF03. Elle est assez com-
pétitive et obtient quelques fois des résultats meilleurs que
les autres solveurs.
QBDD(LS) QBDD(DLL) Quantor Qube
problem model time model time time time
impl10 3440 8 2673 2 0.01 0.01
toilet_c_04_10.2 2850 14 ? >600 0.01 0.01
robots_1_5_2_3.3 58 6 79 0.28 453 0.7
comp.blif_0.10_1.00_0_1_out_exact 3205 308 4647 1.8 0.03 >600
tree_exa10-20 ? >600 1095 0.2 0.01 0.1
TAB. 4 – Comparaison sur des instances valides
5 Conclusion
Dans cet article, nous présentons une nouvelle approche
symbolique pour résoudre les formules QBF. Cette ap-
proche consiste en une combinaison originale des tech-
niques de recherche de modèles propositionnels et des dia-
grammes de décision binaires. Les BDD sont utilisés pour
encoder les impliquants premiers de la formule booléenne.
Un nouvel opérateur de réduction des BDD est proposé. Il
permet de réduire la taille de ce dernier et de répondre à la
question de la validité des QBF. Des nogoods sont calculés
à partir du BDD et permettent d’opérer de sérieuses coupes
dans l’espace de recherche. L’avantage principal de cette
approche est qu’elle permet de s’abstenir de l’ordre des
quantificateurs. Cela facilite l’extension des solveurs SAT
pour résoudre des QBF. Deux paradigmes de recherche
ont été proposé (recherche systématique et recherche sto-
chastique), donnant lieu à deux solveurs (QBDD(DLL) et
QBDD(LS)). Les résultats expérimentaux ont montré l’ef-
ficacité de notre approche. Plus intéressant, certaines ins-
tances difficiles ont été résolus pour la première fois.
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