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DIVERGENCE IN LATTICES IN SEMISIMPLE LIE GROUPS AND
GRAPHS OF GROUPS
CORNELIA DRUT¸U, SHAHAR MOZES AND MARK SAPIR
Abstract. Divergence functions of a metric space estimate the length of a path connecting two
points A, B at distance ≤ n avoiding a large enough ball around a third point C. We characterize
groups with non-linear divergence functions as groups having cut-points in their asymptotic
cones. That property is weaker than the property of having Morse (rank 1) quasi-geodesics.
Using our characterization of Morse quasi-geodesics, we give a new proof of the theorem of Farb-
Kaimanovich-Masur which states that mapping class groups cannot contain copies of irreducible
lattices in semi-simple Lie groups of higher ranks. We also deduce a generalization of the result
of Birman-Lubotzky-McCarthy about solvable subgroups of mapping class groups not covered
by the Tits alternative of Ivanov and McCarthy.
We show that any group acting acylindrically on a simplicial tree or a locally compact
hyperbolic graph always has “many” periodic Morse quasi-geodesics (i.e. Morse elements), so
its divergence functions are never linear. We also show that the same result holds in many
cases when the hyperbolic graph satisfies Bowditch’s properties that are weaker than local
compactness. This gives a new proof of Behrstock’s result that every pseudo-Anosov element
in a mapping class group is Morse.
On the other hand, we conjecture that lattices in semi-simple Lie groups of higher rank
always have linear divergence. We prove it in the case when the Q-rank is 1 and when the
lattice is SLn(OS) where n ≥ 3, S is a finite set of valuations of a number field K including all
infinite valuations, and OS is the corresponding ring of S-integers.
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1. Introduction
1.1. The divergence. Roughly speaking, the divergence of a pair of points (a, b) in a metric
space X relative to a point c 6∈ {a, b} is the length of the shortest path from a to b avoiding a ball
around c of radius δ times the distance dist(c, {a, b}) minus γ for some δ ∈ (0, 1) and γ ≥ 0 fixed
in advance. If no such path exists, then we define the divergence to be infinity. The divergence
of a pair (a, b) is the supremum of the divergences of a, b relative to all c ∈ X. The divergence
function Divγ(n; δ) is the maximum of all divergencies of pairs (a, b) with dist(a, b) ≤ n. As
usual with asymptotic invariants of metric spaces and groups, we consider divergence functions
up to the natural equivalence:
f ≡ g if 1
C
g
( n
C
)
− Cn−C ≤ f(n) ≤ Cg(Cn) + Cn+ C
for some C > 1 and all n (a similar equivalence is used for functions in more than one variable).
Then the divergence function is a quasi-isometry invariant of a metric space, under some mild
conditions on the metric space (Lemma 1 and Corollary 3.12).
For example, the divergence function of the plane R2 or the Cayley graph of Z2 is linear (for
every δ), the divergence function of a tree or of a group with infinitely many ends is infinity for
all n > 0, the divergence function of any hyperbolic group is at least exponential [Gro87, Al91],
the divergence function of any mapping class group is at least quadratic [Beh06]. There are
in fact several other definitions of divergence in the literature: one can restrict the choice of c
in a different way. For example, one can only consider the case when c is on a geodesic [a, b].
The choice of c can be further restricted by assuming that it is the midpoint of a geodesic [a, b].
The divergence of pairs of rays can also be defined [Al91], and so on. S. Gersten ([Ger94b],
[Ger94a]) used a version of the divergence function to study Haken manifolds. It is proved
in[Ger94b], [Ger94a] and [KL98] that for every fundamental group of a Haken 3-manifold the
divergence is linear, quadratic or exponential, the quadratic divergence occurring precisely for
graph manifolds and exponential divergence for manifolds with at least one hyperbolic geometric
component. It is also proved in [Ger94b] that the divergence function of a semidirect product
H⋊Z is at most the distorsion function of H in H⋊Z. The equality can be strict as for instance
in the Heisenberg group Z2 ⋊Z which has linear divergence while Z2 is quadratically distorted.
In Section 3, we show that different definitions of divergence give equivalent functions, so we
can speak of the divergence of a metric space.
1.2. Super-linear divergence and cut-points in asymptotic cones. For applications (see
below), it is important to distinguish cases when the divergence is/is not linear. Since the
(equivalence class of) divergence function is a quasi-isometry invariant, we can say that, for
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example, a group has linear or superlinear divergence without specifying a generating set. Note
that there are finitely generated groups whose divergence is not linear but is arbitrarily close to
being linear (and in fact is bounded by a linear function on arbitrary long intervals) [OOS05].
In Section 3, we characterize groups with superlinear divergence as groups whose asymptotic
cones have global cut-points. In particular we prove
Proposition 1.1 (See Lemma 3.17 and Corollary 3.12). All asymptotic cones of a finitely
generated group G have no cut-points if and only if the divergence function Div2
(
n, 12
)
is linear.
We also characterize groups one of whose asymptotic cones has cut-points. Note that there
are groups with some asymptotic cones having cut-points and some asymptotic cones having no
cut-points [OOS05].
The importance of having cut-points in asymptotic cones has been shown in [DS05] and
[DS06]. In particular it is proved in [DS05] that if a non-virtually cyclic finitely generated group
G has cut-points in one of its asymptotic cones, then a direct power of G contains a free non-
Abelian subgroup. Hence G does not satisfy a non-trivial law (cannot be bounded torsion or
solvable, etc.). Also if one asymptotic cone of G has cut-points, then G cannot have an infinite
cyclic subgroup in its center, unless G is virtually cyclic [DS05]. Note that G can still have
infinite locally finite center [OOS05].
Subgroups of groups with cut-points in all their asymptotic cones display some form of rigidity:
if a subgroup H has infinitely many homomorphisms into G that are pairwise non-conjugate in
G, then H acts non-trivially on an asymptotic cone of G which in many cases implies that H
acts non-trivially on a simplicial tree [DS06], and so H splits non-trivially into an amalgamated
product or an HNN extension.
1.3. Morse quasi-geodesics. A formally stronger property than superlinear divergence is the
existence of the so called Morse quasi-geodesics (also called stable quasi-geodesics or rank 1 quasi-
geodesic). A bi-infinite quasi-geodesic q in X is called Morse if every (L,C)-quasi-geodesic with
endpoints on q is at bounded distance from q (the bound depends only on L,C). Proposition 3.24
below provides several other equivalent definitions of Morse quasi-geodesics (see the corrected
version in Section 7). It turns out that a quasi-geodesic q is Morse if and only if every point
x on the limit of q in every asymptotic cone C separates the two halves (before the point and
after the point) of the limit, i.e. the two halves are in different connected components of C \{x}.
This implies in particular that every point on the limit of q is a cut-point of C. The converse
implication (i.e. existence of cut-points in every asymptotic cone implies existence of a Morse
quasi-geodesic) is not known in general (but it does hold in particular cases, for instance for
non-positively curved manifolds, see following paragraph). We show (Proposition 3.20) that if
an asymptotic cone C of G has cut-points then some asymptotic cone C′ of G has a non-trivial
geodesic with the above property (we call it a transverse geodesic). By Remark 3.21, if the
Continuum Hypothesis is true, one can take C′ = C.
In a Gromov hyperbolic space, every bi-infinite quasi-geodesic is Morse, a property which is
crucial in the proof of Mostow rigidity in the rank 1 case. A similar property is true for relatively
hyperbolic spaces [DS05].
Suppose that a finitely generated group G acts on a space X by isometries. Recall that a
quasi-geodesic q in X is called periodic if h · q = q for some h ∈ G, and q/〈h〉 is bounded. The
most common source of such quasi-geodesics are just orbits {hn · x, n ∈ Z} of h ∈ G in X. Note
that if an orbit of h in X is quasi-geodesic, then the sequence {hn, n ∈ Z} is also a periodic
bi-infinite quasi-geodesic in (any Cayley graph of) G. W. Ballmann [Bal95] (see also Kapovich-
Kleiner-Leeb [KKL98, Proposition 4.5]) proved that in a locally compact complete CAT(0)-space
X with a co-compact group action, a periodic quasi-geodesic is Morse if an only if it does not
bound a half-plane. Moreover [KKL98] if X is a non-flat de Rham irreducible manifold on
which a discrete group acts cocompactly by isometries, then X is either a symmetric space of
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non-compact type and rank at least two or X contains a periodic Morse geodesic. Consequently
in this particular case existence of cut-points in asymptotic cones implies existence of Morse
quasi-geodesics.
Existence of Morse geodesics in finite dimensional locally compact CAT(0)-spaces with co-
compact group action implies existence of free non-cyclic subgroups in the group [Bal95]. One
cannot drop the CAT(0) assumption in this statement because by Olshanskii-Osin-Sapir [OOS05],
there exist Tarski monsters (non-virtually cyclic groups where all proper subgroups are cyclic),
where every non-trivial cyclic subgroup is a Morse quasi-geodesic.
1.4. Morse elements. We shall call elements g ∈ G such that {gn, n ∈ Z} is a Morse quasi-
geodesic Morse elements (these elements are also sometimes called elements of rank 1). For
example every element of infinite order in a hyperbolic group is Morse [Gro87]. In relatively
hyperbolic groups, every element of infinite order that is not in a parabolic subgroup is Morse
[DS05]. In the mapping class group MCG(Sg), every pseudo-Anosov element is Morse [Beh06].
The fundamental group of a compact irreducible manifold of non-positive sectional curvature
either is a lattice in a higher rank semi-simple Lie group or it contains a Morse element ([Bal95],
[KKL98]). This dichotomy has been extended to fundamental groups of locally CAT(0) spaces
(complexes), with lattices of isometries of Euclidean buildings added to the list of possibilities
([BBr95],[BBr99],[BBu06]).
Existence of Morse elements immediately implies some algebraic properties of the group G.
In particular, suppose that a finitely generated subgroup H ≤ G contains a Morse element g.
Then, by Lemma 3.25, in the word metric of H, {gn, n ∈ Z} is also a Morse quasi-geodesic. In
particular, all the asymptotic cones of the group H (considered as a metric space with its own
word metric) must have cut-points. Thus we have the following statement
Proposition 1.2. [See Proposition 3.26 below] If H < G does not have its own Morse elements
(say, H is torsion or satisfies a non-trivial law or, more generally, does not have cut-points in
its asymptotic cones), then H cannot contain any Morse elements of G.
This proposition has applications to subgroups of relatively hyperbolic groups and mapping
class groups (see below).
1.5. The main results of the paper. Proposition 1.2 shows that it is useful to study both
the class of groups with Morse elements and the class of groups without Morse elements. In
Section 4, we study the former and in Sections 5, 6, we study the latter.
Existence of Morse elements in non-trivial free products of groups follows (in particular)
from the fact that free products are hyperbolic relative to their free factors and from [DS05].
We generalize this fact by proving the following theorem (the terms used in the theorem are
explained after the formulation).
Theorem 1.3 (See Theorems 4.1, 4.4). Let X be a simplicial tree or a uniformly locally finite
hyperbolic graph, and let G be any finitely generated group acting on X acylindrically. Then any
loxodromic element of G is Morse in G.
Recall that an action of G on X is acylindrical if for some l > 0 the stabilizers in G of pairs
of points in X at distance ≥ l are finite of uniformly bounded sizes (in this case we say that the
action is l-acylindrical).
It is known [Bow] that if X is a tree or a locally finite hyperbolic graph then for every isometry
α of X some power αk of α either fixes a point in X (i.e. α is elliptic) or stabilizes a bi-infinite
geodesic p and 〈αk〉 acts on p co-compactly (i.e. α is loxodromic). If a group G acts on X by
isometries and every element of G is elliptic, then G has a bounded orbit.
In Section 4.3, we generalize Theorem 1.3 to groups acting on the so called Bowditch graphs;
our result implies the theorem of Behrstock stating that every pseudo-Anosov element in a
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mapping class group of a surface is Morse. The notion of Bowditch graph (see a formal definition
in Section 4.3) is in a sense an abstract version of the curve complex of a surface. We postulate
existence of a set of tight geodesics which is invariant under G. The set should be large enough
so that every two vertices in X are connected by a tight geodesic. On the other hand the set
of tight geodesics should be small enough so that, for example, for every pair of points a, b ∈ X
and every point c on a tight geodesic [a, b], far enough from a, b, every ball B(c, r), contains only
finitely many points from tight geodesics connecting a and b. Note that every simplicial tree is
a Bowditch graph where every finite geodesic is considered tight.
In Sections 5 and 6, we study lattices in higher rank semi-simple Lie groups. We conjecture
that every such lattice has linear divergence. The conjecture is true for uniform lattices because
an asymptotic cone of a uniform lattice Γ in a Lie group L is bi-Lipschitz equivalent to an
asymptotic cone of L. If L is semi-simple of higher rank and non-compact type, then every
asymptotic cone of L is a Euclidean building of rank ≥ 2 [KL97] and every two points in the
asymptotic cone belong to a 2-dimensional flat. Hence there are no cut-points in the asymptotic
cones of L. For non-uniform lattices the question is still open. We prove
Theorem 1.4 (See Corollary 5.13 and Theorem 6.1). Let Γ be an irreducible lattice in a semi-
simple Lie group of R-rank ≥ 2. Suppose that Γ is either of Q-rank 1 or is of the form SLn(OS)
where n ≥ 3, S is a finite set of valuations of a number field K including all infinite valuations,
and OS is the corresponding ring of S-integers. Then Γ has linear divergence.
In the proof of Theorem 1.4, we heavily use the theorem of Lubotzky-Mozes-Raghunathan
[LMR93, LMR00] which says that the word metric on an irreducible lattice in a semi-simple
Lie group of higher rank is quasi-isometric to the restriction of any left-invariant Riemannian
metric of the Lie group itself. In the case of Q-rank 1 we use the structure of asymptotic cones.
In that case every asymptotic cone is a product of Euclidean buildings [KL97]. We use results
from Drut¸u [Dru97, Dru98, Dru04] and results about buildings from Kleiner-Leeb [KL97]. In
the case of SLn(OS) we explicitly construct a path connecting two given matrices and avoiding
a ball centered at a third matrix.
1.6. Applications to subgroups of mapping class groups. One of the most important
results about subgroups of the mapping class groups is the Tits alternative proved by McCarthy
[McC85] and Ivanov [Iva84]: every subgroup of a mapping class group MCG(S) either contains
a free non-Abelian subgroup or it contains a free Abelian subgroup of rank at most ξ(S) and of
index at most N = N(S). Thus every subgroup of a mapping class group not containing a free
non-Abelian subgroup is virtually Abelian. This improved a previous result of Birman-Lubotzky-
McCarthy [BLM83] that a solvable subgroup of a mapping class group must be virtually Abelian.
Proposition 1.2 and Theorem 1.3 immediately imply the following new version of Tits alter-
native.
Theorem 1.5. If a group H does not have Morse elements and is a subgroup of the mapping
class group MCG(S) (where S is a surface with possible punctures), then H stabilizes a (finite)
collection of pairwise disjoint simple closed curves on S.
Proof. Indeed, the fact that the curve complex of a surface S is a Bowditch graph is proved in
[Bow]. By Proposition 1.2 and Theorem 1.3, H cannot contain any loxodromic elements for the
action ofMCG(S) on the curve complex of S. Thus some power of every element in H must fix
a curve on S. By Ivanov and McCarthy [Iva92] then H stabilizes a collection of pairwise disjoint
simple closed curves on S. 
Note that this theorem can be used to give a proof of the Birman-Lubotzky-McCarthy theorem
[BLM83] cited above. Indeed, non-virtually cyclic solvable groups do not have cut-points in their
asymptotic cones [DS05], so if H is a solvable non-virtually cyclic subgroup ofMCG(S), then it
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must stabilize a collection of pairwise disjoint simple closed curves on S. Hence up to a finite
index, it must fix a curve γ on S. Then up to finite index, H is a subgroup of the direct product
of the cyclic subgroup generated by the Dehn twist about γ and the restriction of H onto S \ γ,
we get a solvable subgroup of the mapping class group of a surface of smaller complexity (the
complexity of S is, by definition, 3g+ p− 3 where g is the genus, p is the number of punctures).
Using an induction on the complexity, we deduce that up to a finite index, H is in the subgroup
generated by Dehn twists about a collection of pairwise disjoint simple closed curves, so H is
virtually Abelian (in fact the rank of the free Abelian subgroup of H does not exceed 3g+p−3,
and the index does not exceed the maximal size of a finite subgroup of MCG(S)).
Theorem 1.5 implies, in particular, the theorem of Farb-Kaimanovich-Masur [FM, KM96]:
the mapping class group of a surface does not contain lattices of semi-simple Lie groups of
higher ranks. Indeed for irreducible non-uniform lattices this is so because such lattices contain
distorted cyclic subgroups [LMR93], while the mapping class groups do not, according to Farb,
Lubotzky and Minsky [FLM01]. On the other hand, uniform higher rank lattices do not have
cut-points in their asymptotic cones (see above). By Theorem 1.5, if such a lattice is a subgroup
of a mapping class group, then it must stabilize a multi-curve.1
The rest of the proof follows [FM]. Suppose that such a lattice Γ stabilizes a curve on
S. Then a finite index subgroup of Γ would have a homomorphism with infinite image into
the mapping class group of a surface of smaller complexity (the surface cut along the multi-
curve). By Selberg’s theorem, we can assume that Γ is torsion-free. By Margulis’ normal
subgroup theorem, the homomorphism must be injective, and we can proceed by induction on
the complexity of S. When the complexity is zero, i.e. when the surface is the sphere with three
holes, the mapping class group is finite.
1.7. Applications to subgroups of relatively hyperbolic groups. Similar results are true
for relatively hyperbolic groups. In this paper, when speaking about relatively hyperbolic groups
we always mean strongly relatively hyperbolic groups, in the sense of [Gro87].
Recall that in such groups as well a Tits alternative holds: a subgroup in a relatively hyperbolic
group is either parabolic or it contains a free non-Abelian subgroup [Kou98]. Using the fact
that every non-parabolic element in a relatively hyperbolic group is Morse ([DS05], [Osi06]), we
immediately deduce
Theorem 1.6. If H is an infinite finitely generated group without Morse elements, then every
isomorphic copy of H in a finitely generated (strongly) relatively hyperbolic group is inside a
parabolic subgroup.
Note that this does not follow from the quasi-isometry rigidity result of [DS05] (stating that
any quasi-isometric embedding of a subgroup without cut-points in some asymptotic cones stays
in a tubular neighborhood of a parabolic subgroup) since we do not assume that the subgroup
is undistorted, and since non-existence of Morse elements is weaker than non-existence of cut-
points in some asymptotic cones [OOS05].
1.8. Potential applications to Out(Fn). Recently Yael Algom-Kfir [A-K] proved that any
fully irreducible element of the outer automorphism group Out(Fn) is Morse. Since the role of
fully irreducible automorphisms in Out(Fn) is similar to the role of pseudo-Anosov elements in
mapping class groups, this can potentially imply that Out(Fn) satisfies the same restrictions
on subgroups as mapping class groups above. Unfortunately, a sufficient analog of the Ivanov-
McCarthy theorem for subgroups of the mapping class group without pseudo-Anosov elements
is not known yet for subgroups of Out(Fn) without fully irreducible elements.
1Note that initially in [KM96] a similar conclusion was obtained as a corollary of a description of the Poisson
boundaries of mapping class groups. Another proof, using quasi-morphisms, was found by Bestvina and Fujiwara
in [BF02].
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2. General preliminaries
2.1. Definitions and general results. Throughout the paper we work with various discrete
versions of paths and arcs. Let (X,dist) be a metric space. A finite C-path is a sequence of
points a1, a2, ..., an in X with dist(ai, ai+1) ≤ C. Infinite and bi-infinite C-paths are defined
similarly, with sets of indices ±N, respectively Z.
Let L ≥ 1 and C ≥ 0 be two constants. An (L,C)-quasi-geodesic is a map p : I → X, where
I is an interval of the real line, such that
1
L
|s− t| −C ≤ dist(p(s), p(t)) ≤ L|s− t|+ C, for all s, t ∈ I.
For a quasi-geodesic p : [0, d] → X we call d its quasi-length. For a concatenation of quasi-
geodesics, its quasi-length is the sum of the quasi-lengths of its components. If I = [a,∞) then
p (or its image p(I)) is called either (L,C)-quasi-geodesic ray or infinite (L,C)-quasi-geodesic.
If I = R then p (or its image) is called bi-infinite (L,C)-quasi-geodesic. When the constants
L,C are irrelevant they are not mentioned.
Quasi-geodesics may not be continuous, for instance C-paths may be (images of) quasi-
geodesics. Since we tacitly identify finitely generated groups with sets of vertices in their Cayley
graphs, we shall sometimes refer to sequences of elements in a group as “quasi-geodesics”, mean-
ing that they compose a C-path which is image of a quasi-geodesic.
We call (L, 0)-quasi-isometries (quasi-geodesics) L-bi-Lipschitz maps (paths), or simply bi-
Lipschitz maps (paths).
Let ω be an ultrafilter. All ultrafilters we use are assumed to be non-principal. A statement
P (n) depending on n ∈ N holds ω-almost surely (ω-a.s.) if the set of n’s where P (n) holds
belongs to the ultrafilter. The ω-limit limω xn of a sequence of numbers (xn) is the number x
(possibly ±∞) such that for every neighborhood U of x, xn is in U ω-almost surely.
An asymptotic cone Conω(X, (on), (dn)) of a metric space X, corresponding to a non-principal
ultrafilter ω, a sequence of observation points (on) in X, and a sequence of positive scaling
constants dn such that limω dn =∞, is the quotient space of the set of sequences ΠbX = {(xn) |
limω (dist(xn, on)/dn) finite } by the equivalence relation (xn) ≡ (yn) if limω (dist(xn, yn)/dn) =
0. The equivalence classes composing the cone are denoted by (xn)
ω, and the distance function
on the cone is defined by dist ((xn)
ω, (yn)
ω) = limω (dist(xn, yn)/dn). For details on asymptotic
cones we refer the reader to [dDW84], [Gro93], [Dru02].
For every sequence of subsets An in a metric space X, and every asymptotic cone C =
Conω(X, (on), (dn)), the ω-limit lim
ω (An) is defined as the set of all elements (an)
ω ∈ C where
an ∈ An. It is not difficult to check that the ω-limit of any sequence of geodesics [an, bn] of X
is always either
• empty (if no point (cn)ω, cn ∈ [an, bn], is in C), or
• a finite geodesic [(an)ω, (bn)ω] (if both (an)ω, (bn)ω are in C), or
• a bi-infinite geodesic (if neither (an)ω nor (bn)ω is in C, but some point (cn)ω, cn ∈ [an, bn],
is in C), or
• a geodesic ray (if exactly one of the points (an)ω, (bn)ω is in C).
A similar statement is true for quasi-geodesics. Only the ω-limit of a sequence of (finite)
quasi-geodesics is either empty or a bi-Lipschitz embedded interval, ray or line.
In an asymptotic cone C, a geodesic which is equal to the limit of a sequence of geodesics in
X is called a limit geodesic.
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Remark 2.1. Note that there exist examples of groups (see [Dru06]) such that “most” geodesics
in their asymptotic cones are not limit geodesics.
For every subset A in a metric space, denote by Nδ(A) the open δ-tubular neighborhood
of A, i.e. the set of points x satisfying dist(x,A) < δ; denote by N δ(A) the closed δ-tubular
neighborhood of A, i.e. the set of points x satisfying dist(x,A) ≤ δ.
Convention 2.2. In what follows, the setting is that of a geodesic metric space, and it is assumed
that for some λ ≥ 1 and κ ≥ 0 a collection T of (λ, κ)-quasi-geodesics is chosen, so that:
(1) any two points in the metric space are joined by at least one quasi-geodesic in T ;
(2) any sub-quasi-geodesic of a quasi-geodesic in T is also in T .
A concatenation of k quasi-geodesics in T is called a k-piecewise T quasi-path. If a quasi-
path p is obtained as the concatenation of finitely many quasi-geodesics p1, ...pk then we write
p = p1 ⊔ · · · ⊔ pk. It is easily seen that when κ = 0 such a quasi-path is λ-Lipschitz. Therefore
in this case we call p a piecewise T path.
Lemma 2.3. Suppose that κ = 0, i.e. T consists of λ-bi-Lipschitz paths. Let Y be a geodesic
metric space, let B be a closed set in Y and let x, y be in the same connected component of
Y \B. Then there exists a piecewise T path p in Y connecting x and y and not intersecting B.
Proof. The set Y \ B is open. Hence for every point a is in Y \ B there exists an open ball
B(a, ǫ) around a which is disjoint from B. Any two points inside B(a, ǫ/λ2) are connected by a
piecewise T path (with at most two pieces) inside B(a, ǫ). Therefore the set Zx of all points in
Y \B reachable from x via piecewise T paths is open. The set Zx is also closed since for every
point z ∈ Y \ B outside Zx, there exists an open ball B(z, δ) around z that does not intersect
B; then the ball B(z, δ/λ2) cannot intersect Zx for otherwise there would be a piecewise T path
connecting x and z. Since Zx is obviously connected, it coincides with the connected component
of x in Y \B. Hence y ∈ Zx. 
Lemma 2.4. Let (C,dist) be a geodesic metric space, assume that T is a collection of geodesics
(i.e. λ = 1 and κ = 0) and let p = [a, b] ∪ [b, c] be a piecewise T simple path in C joining points
a and c. For every x, y ∈ p denote by ℓ(x, y) the length of the shortest sub-arc of p of endpoints
x, y. Let b′ ∈ [a, b), b′′ ∈ (b, c] and C > 0 be such that
dist(x, y) ≥ 1
C
ℓ(x, y) for every x ∈ [a, b′] and y ∈ [b′′, c] .
If d′ ∈ [a, b′] and d′′ ∈ [b′′, c] minimize the distance then p′ = [a, d′] ∪ [d′, d′′] ∪ [d′′, c] is a
C ′-bi-Lipschitz path, where C ′ = max(C, 3) and [d′, d′′] is a geodesic in T joining d′ and d′′.
Proof. Given x, y ∈ p′ denote by ℓ′(x, y) the length of the shortest sub-arc of p′ of endpoints
x, y. If x ∈ [a, d′] and y ∈ [d′′, c] then by hypothesis
dist(x, y) ≥ 1
C
ℓ(x, y) ≥ 1
C
ℓ′(x, y) .
Hence it remains to study the case when one of the two points x and y is on [d′, d′′]. Assume
it is y. Likewise assume that x ∈ [a, d′] (the other case is similar).
If dist(x, y) < dist(d′, y) then dist(x, d′′) < dist(d′, d′′), contradicting the choice of d′, d′′. Thus,
dist(d′, y) ≤ dist(x, y), hence dist(x, d′) ≤ 2dist(x, y) and ℓ′(x, y) = dist(x, d′) + dist(d′, y) ≤
3dist(x, y) ≤ C ′dist(x, y). 
Lemma 2.5. Let (C,dist) be a geodesic metric space, assume that T is a collection of geodesics,
and let p be a piecewise T simple path in C joining points A and B. Then for every δ small
enough there exists a constant C and a piecewise T simple path p′ at Hausdorff distance at most
δ from p and such that p′ is a C-bi-Lipschitz path.
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Proof. We denote the vertices of p in consecutive order by v0 = A, v1, ...., vk = B, and by [vi, vi+1]
the consecutive edges of p. For any two points x, y on p we denote by ℓ(x, y) the length of the
shortest sub-arc of p of endpoints x, y.
Let φ : p× p \∆→ R+ be the map defined by φ(x, y) = dist(x,y)ℓ(x,y) , where ∆ = {(x, x) | x ∈ p}.
Note that the maximal value of φ is 1. If the infimum of φ is 1/K > 0 then p is a K-bi-Lipschitz
path. We therefore assume that the minimal value of φ is zero.
As φ is a continuous function, if x ∈ [vi, vi+1] and y ∈ [vj , vj+1] with {vi, vi+1}∩{vj , vj+1} = ∅
then φ(x, y) ≥ Cij for some constant Cij > 0. Hence there must exist some i ∈ {1, 2, ..., k − 1}
such that the infimum of φ on [vi−1, vi]× [vi, vi+1] is zero. We now show how p can be slightly
modified between vi−1 and vi+1 so that between these two vertices the function φ has a positive
infimum. In what follows we always assume that x ∈ [vi−1, vi] and y ∈ [vi, vi+1].
Let δ > 0 be such that the distance from every vertex vi to p \ {[vi−1, vi] ∪ [vi, vi+1]} is at
least 2δ. Consider the distance from [vi−1, vi] \ B(vi, δ) to [vi, vi+1], the distance from [vi−1, vi]
to [vi, vi+1] \ B(vi, δ), and let τ > 0 be the minimum between the two distances.
There exist x0 ∈ [vi−1, vi) and y0 ∈ (vi, vi+1] such that dist(x0, y0) = τ2 . Clearly both x0 and
y0 are in B(vi, δ). Now let x1 ∈ [vi−1, x0] and y1 ∈ [y0, vi+1] be a pair of points minimizing
the distance. As dist(x1, y1) ≤ dist(x0, y0) = τ2 it follows that both points are again in B(vi, δ).
Consider p′ the piecewise T path obtained by replacing in p the sub-arc [vi−1, vi]∪ [vi, vi+1] with
[vi−1, x1] ∪ [x1, y1] ∪ [y1, vi+1], where [x1, y1] is in T . The fact that x1, y1 ∈ B(vi, δ) implies that
p and p′ are at Hausdorff distance at most δ. The fact that p′ is also simple follows from the
choice of δ.
Let φ′ : p′ × p′ \ ∆′ → R+ be the function similar to φ defined with respect to p′ (it is
distinct from φ even on common points, as the arc-lengths changed). Lemma 2.4 implies that
the infimum of φ′ is positive between vi−1 and vi+1.
By eventually repeating the same modification in all vertices near which φ approaches the
zero value, we obtain in the end a C-bi-Lipschitz path piecewise T , and at Hausdorff distance δ
from p.

Lemma 2.6. Let X be a geodesic metric space, let λ ≥ 1, κ ≥ 0, and let L be a collection of
(λ, κ)-quasi-geodesics in X satisfying the conditions in Convention 2.2.
Let C = Conω(X, (on), (dn)) be an asymptotic cone of X, and let Lω be the collection of limits
of sequences of quasi-geodesics in L.
(1) Let p be a piecewise Lω path in C joining distinct points A = (an)ω and B = (bn)ω. Then
there exists k and D such that p = limω (pn), where each pn is a k-piecewise L quasi-path
joining an and bn, moreover each pn is of quasi-length ≤ Ddist(an, bn).
(2) Assume that L is a collection of geodesics, and let p be as in (1), moreover p a C-bi-
Lipschitz path. Then there exists C ′ = C ′(C) and a natural number k ≥ 1 such that
p = limω (pn), where each pn is a C
′-bi-Lipschitz path joining an and bn in X, moreover
pn is a k-piecewise L path.
Proof. (1) If p has m edges in Lω then a sequence pn with at most 2m edges in L can be easily
constructed. The other properties of pn follow immediately.
(2) The path p can be written as a limit limω (pn) of piecewise L paths pn with the same
number k of edges. We now modify pn so that they become C
′-bi-Lipschitz paths joining an and
bn in X.
As before ℓ(x, y) denotes the length distance on p between two points x, y. Denote the
consecutive vertices of p by v0 = A, v1, ..., vk = B, where vi =
(
vin
)ω
, and denote by [vi−1n , v
i
n]
the geodesics in L whose limits compose p.
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Assume that for some i, both [vi−1n , v
i
n] and [v
i
n, v
i+1
n ] have lengths of order dn. Consider
[vi−1n , v¯
i
n] ⊂ [vi−1n , vin] and [v˜in, vi+1n ] ⊂ [vin, vi+1n ] maximal so that for any x ∈ [vi−1n , v¯in] and y ∈
[v˜in, v
i+1
n ] we have dist(x, y) ≥ 12C ℓ(x, y). By maximality we have that dist(v¯in, v˜in) = 12C ℓ(v¯in, v˜in).
This also implies that v¯in, v˜
i
n are the only points to realize the distance between [v
i−1
n , v¯
i
n] and
[v˜in, v
i+1
n ], as any other pair of points on the two sub-segments are at a larger ℓ-distance, hence
at a larger distance. The hypothesis that limω (pn) is a C-bi-Lipschitz path also implies that
v¯in, v˜
i
n are at distance o(dn) from v
i
n. We then modify pn by replacing [v¯
i
n, v
i
n] ⊔ [vin, v˜in] with a
geodesic [v¯in, v˜
i
n] in L.
Assume now that some edge [vin, v
i+1
n ] has length o(dn). Then consider [v
i−1
n , v¯
i
n] ⊂ [vi−1n , vin]
and [v˜i+1n , v
i+2
n ] ⊂ [vi+1n , vi+2n ] maximal so that for any x ∈ [vi−1n , v¯in] and y ∈ [v˜i+1n , vi+2n ] we
have dist(x, y) ≥ 12C ℓ(x, y). Then modify pn by replacing [v¯in, vin] ⊔ [vin, vi+1n ] ⊔ [vi+1n , v˜i+1n ] with
a geodesic [v¯in, v˜
i+1
n ] in L.
The piecewise L path pn thus modified is ω-almost surely a C
′-bi-Lipschitz path according to
a slight modification of the argument in Lemma 2.4, and clearly limω (pn) = p. 
3. Characterization of asymptotic cut-points and Morse geodesics
In this section we shall give internal characterizations of spaces all (some) of whose asymptotic
cones have cut-points. The characterization is in terms of divergence functions. There are several
possible definitions of divergence. Each of them estimates the “cost” of going from a point a
to a point b while staying away from a ball around a point c. The difference between various
definitions is in the allowed position of c (how close can c be to a or b and whether c belongs
to a geodesic [a, b]). We show that these definitions give equivalent functions, in particular in
the case of Cayley graphs of finitely generated one-ended groups. We also show that for finitely
generated one-ended groups these functions are equivalent to the Gersten divergence function.
In the second part of the section, we characterize Morse geodesics in terms of divergence.
3.1. Divergence and asymptotic cut-points. Typically the spaces that we have in mind
when defining divergence are finitely generated groups, geodesic metric spaces X quasi-isometric
to finitely generated groups, and geodesic metric spaces X such that the action of their group
of isometries is co-bounded, that is the orbit of a ball under Isom(X) covers X (for simplicity
we call such spaces periodic).
We consider the usual relation on the set of functions R+ → R+ , f C g if
f(n) ≤ Cg(Cn) +Cn+ C
for some C > 1 and all x. This defines the known equivalence relation on the set of functions
R+ → R+ , f ≡C g if f C g and g C f .
Most of the time we obliterate the constant C from the index and simply write f  g and
f ≡ g.
We do not distinguish equivalent functions in this paper, so, for instance, all linear functions
(including all constants) are equivalent.
Definition 3.1. Let (X,dist) be a geodesic metric space (one can formulate a similar definition
for arbitrary length spaces), and let 0 < δ < 1 and γ ≥ 0. Let a, b, c ∈ X with dist(c, {a, b}) =
r > 0, where dist(c, {a, b}) is the minimum of dist(c, a) and dist(c, b) . Define divγ(a, b, c; δ) as
the infimum of the lengths of paths connecting a, b and avoiding the ball B(c, δr−γ) (note that by
definition a ball of non-positive radius is empty). If no such path exists, take divγ(a, b, c; δ) =∞.
The behavior of the function divγ(a, b, c; δ) with respect to quasi-isometry is easily checked.
Lemma 3.2. Let q : X → Y be an (L,C)-quasi-isometry between two geodesic metric spaces.
Then for every 0 < δ < 1 and γ ≥ 0 there exists γ1 = γ1(δ, γ, L,C) ≥ γ such that for any three
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points a, b, c in X,
(1) divγ(q(a), q(b), q(c); δ) ≥ 1
2L
divγ1(a, b, c; δ/L
2)− C .
Definition 3.3. The divergence function Divγ(n, δ) of the space X is defined as the supremum
of all numbers divγ(a, b, c; δ) with dist(a, b) ≤ n.
Clearly if δ ≤ δ′ and γ ≥ γ′ then Divγ(n; δ) ≤ Divγ′(n; δ′) for every n.
Lemma 3.4. If X is one-ended, proper, periodic, and every point is at distance less than κ
from a bi-infinite bi-Lipschitz path then there exists δ0 such that for every γ ≥ 4κ the function
Divγ(n, δ0) takes only finite values.
In particular this holds if X is a Cayley graph of a finitely generated one-ended group, and
one can take δ0 =
1
2 and κ =
1
2 in this case.
Proof. Since the space is periodic and proper we may assume that there exist finitely many
bi-infinite bi-Lipschitz paths p1, ..., pn, such that every point in X is at distance less than κ from
a path gpi with g ∈ Isom(X) and i ∈ {1, 2, ..., n}. Let C ≥ 1 be such that pi is C-bi-Lipschitz
for every i ∈ {1, 2, ..., n}. Let δ0 = 1C2+1 , let a be a point on a path pa = gpi and b a point
on a path pb = g
′pj , where g, g
′ ∈ Isom(X) and i, j ∈ {1, 2, ..., n}. We prove that the value
div0(a, b, c; δ0) is always finite.
Let r = dist(c, {a, b}) > 0. We claim that one of the two connected components of pa \ {a}
does not intersect B(c, δ0r). Indeed, otherwise there would be two points on pa at distance at
most u = 2δ0r from each other in X but at distance v >
2
C
(1− δ0)r along pa. This contradicts
the assumption that pa is C-bi-Lipschitz since v/u >
1−δ0
Cδ0
= C. It remains to note that since
the space is one-ended, every two points on pa and pb respectively that are far enough from c,
are connected by a path outside B(c, δ0r).
Now we prove that for any n and any γ ≥ 4κ the value Divγ(n, δ0) is finite. Take a, b, c such
that dist(a, b) ≤ n, and let r = dist(c, {a, b}). If a geodesic [a, b] does not intersect B(c, δ0r)
then divγ(a, b, c; δ0) ≤ n.
Assume that a geodesic [a, b] intersects B(c, δ0r). Then r ≤ δ0r + n, hence r ≤ n1−δ0 .
Without loss of generality we may assume that a is in a fixed compact. Then b and c are in
tubular neighborhoods of this compact, which are other compacts. Each of these compacts is
covered by finitely many balls of radius κ and with center on some path gpi with g ∈ Isom(X)
and i ∈ {1, 2, ..., n}. Therefore, to finish the proof, it suffices to note that for a, b, c fixed, all
triples a′, b′, c′ with dist(a, a′),dist(b, b′),dist(c, c′) ≤ κ satisfy
div4κ(a
′, b′, c′; δ0) ≤ div0(a, b, c; δ0) + 2κ .

Remark 3.5. For a space as in Lemma 3.4 and a fixed δ ∈ (0, 1), we must require at least that γ
is larger than δκ, otherwise divγ(a, b, c; δ) can be infinite for a, b arbitrarily far away from each
other. Indeed, consider a Cayley graph Y of a finitely generated one-ended group, and construct
a metric space X by attaching to each vertex y in Y a copy Ty of the same finite simplicial
non-trivial tree T with basepoint v. Define a metric on X in the natural way: to get from a
point p ∈ Tx to a point q ∈ Ty, one needs to first get from p to x inside Tx, then from x to
y inside Y , then from y to q inside Ty. The space X obviously admits a co-compact isometric
group action. It has one end since Y is one-ended and T is finite. Every point in X is within
distance ≤ κ of a bi-infinite geodesic, where κ is the Hausdorff distance between T and {v}. If
we take a point a in Tx with dist(a, x) = κ, a point b in Y with dist(b, x) ≥ κ, c = x and γ < δκ
then there is no path connecting a to b in X \ B(c, δr − γ). So divγ(a, b, c; δ) =∞.
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There is one equivalent and equally natural way to define divergence function Divγ for arbi-
trary one-ended length spaces admitting co-compact isometry group actions. One chooses C > 0
and replaces paths in the definition of divγ(a, b, c; δ) by C-paths, as defined in Section 2.1. One
can easily check that all the statements in this section remain true for this more general function
(after some obvious modifications).
We now define a new divergence function, closer to the idea of divergence of rays that was
inspiring the notion, in particular closer to the Gersten divergence.
Definition 3.6. Let λ ≥ 2. The small divergence function divγ(n;λ, δ) is defined as the supre-
mum of all numbers divγ(a, b, c; δ) with 0 ≤dist(a, b) ≤ n and
(2) λdist(c, {a, b}) ≥ dist(a, b).
The next lemma is obvious.
Lemma 3.7. The following inequalities are true for every geodesic metric space X.
(1) If δ ≤ δ′, then divγ(n;λ, δ) ≤ divγ(n;λ, δ′) for every n, λ and γ.
(2) If λ ≤ λ′, then divγ(n;λ, δ) ≤ divγ(n;λ′, δ) for every n, δ and γ.
Proposition 3.8. (1) The function divγ(n;λ, δ) takes only finite values if and only if for
every n there exists dn such that if for some a, b, c satisfying (2), divγ(a, b, c; δ) ≥ dn
then dist(a, b) ≥ n.
(2) If (X,dist) is a geodesic metric space quasi-isometric to a finitely generated group then
the existence of some δ ∈ (0, 1) , γ ≥ 0 and λ ≥ 2 such that the function divγ( · ;λ, δ)
takes only finite values is granted if and only if X is one ended.
Proof. The statement in (1) is an easy exercise.
In view of Lemma 3.2 and of (1), it suffices to prove (2) for X = G finitely generated group
with a word metric.
If G has infinitely many ends then for any 0 < δ < 1, γ > 0 and λ ≥ 2, there exist a, b, c
satisfying (2) and with r = dist(c, {a, b}) large enough so that divγ(a, b, c; δ) =∞.
Assume that G is one-ended. Then all divγ(a, b, c; δ) with δ ∈ (0, 1/2] and γ ≥ 2 are finite.
We rewrite (1) as follows: for every n there exists dn such that if dist(a, b) ∈ [0, n] then
divγ(a, b, c; δ) ≤ dn.
Assume then that dist(a, b) ∈ [0, n]. Without loss of generality we may assume that a = 1,
hence b ∈ B(1, n). Take an arbitrary vertex c satisfying (2), and take r = dist(c, {a, b}). If
B(c, δr) does not intersect all geodesics joining a, b then divγ(a, b, c; δ) = dist(a, b) ≤ n. If it
does then r ≤ δr + dist(a, b), hence r ≤ n1−δ . Thus there are finitely many possibilities for b, c,
hence the supremum of divγ(a, b, c; δ) over all a, b, c satisfying (2) and dist(a, b) ≤ n is finite. 
Remark 3.9. When G has infinitely many ends, one may consider another definition of the
divergence function. Indeed, in this case it is known by Stallings’ theorem [Sta71, Theorems
4.A.6.5 and 5.A.9] that the group splits as a free product with amalgamation over a finite
subgroup. When G is finitely presented it can be moreover written as the fundamental group
of a finite graph of groups with finite edge groups and one-ended vertex groups [Dun85]. Then
one can take the divergence function of G as the supremum function of the divergence functions
of the vertex groups, and thus obtain a finite function.
Note that this new function will provide more information on a group with infinitely many
ends, as it will provide upper bound for divergences of factors. On the other hand it will no
longer distinguish between the group Z2 and Z2 ∗ Z2, for instance. Thus, it is appropriate only
when restricting to the class of groups with infinitely many ends.
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We need to introduce two more functions, further restricting the choice of c. We assume, as
before, that X is a geodesic metric space. For every pair of points a, b ∈ X, we choose and fix a
geodesic [a, b] joining them such that if x, y are points on a geodesic [a, b] chosen to join a, b the
sub-geodesic [x, y] ⊆ [a, b] is chosen for x, y. The next lemmas will show that the definition we
are about to give does not depend on the choice of the geodesic [a, b]. We say that a point c is
between a and b if c is on the fixed geodesic segment [a, b].
We define Div′γ(n; δ) and div
′
γ(n;λ, δ) as Divγ and divγ before, but restricting c to the set
of points between a and b. Clearly Div′γ(n; δ) ≤ Divγ(n; δ) and div′γ(n;λ, δ) ≤ divγ(n;λ, δ) for
every λ, δ.
Lemma 3.10. For every a, b ∈ X, every δ ∈ (0, 1) and every λ ≥ 2, we have
(3)
sup
c∈[a,b]
λdist(c,{a,b})≥dist(a,b)
divγ(a, b, c; δ/3) ≤ sup
λdist(c,{a,b})≥dist(a,b)
divγ(a, b, c; δ/3)
≤ sup
c∈[a,b]
2λdist(c,{a,b})≥dist(a,b)
divγ(a, b, c; δ) + dist(a, b).
Proof. The first inequality in (3) is obvious. We prove only the second inequality in (3).
Let c ∈ X, r = dist(c, {a, b}) and assume that (2) is satisfied. Suppose first that the distance
between c and the geodesic segment [a, b] is at least δ3r. Then [a, b] avoids the ball B
(
c, δ3r−γ
)
,
and so divγ(a, b, c; δ/3) = dist(a, b), and the second inequality in (3) holds.
Suppose now that dist(c, [a, b]) < δ3r. Then there exists a point c
′ on [a, b] at distance at most
δ
3r from c. Note that the distance r
′ from c′ to {a, b} is at least (1− δ3) r. Since δ < 1, we have
2
3
δ < δ
(
1− δ
3
)
.
Therefore the ball B′ = B(c′, δr′−γ) ⊇ B(c′, δ(1 − δ3)r−γ) contains the ball B = B(c, δ3r−γ).
Hence every path avoiding the ball B′ also avoids the ball B. Hence divγ(a, b, c
′; δ) ≥ divγ(a, b, c; δ3 ).
This gives the second inequality in (3). 
Lemma 3.11. (a) For every a, b ∈ X, every δ ∈ (0, 1), γ ≥ 0 and every λ ≥ 2, we have
(4) supc∈[a,b]divγ(a, b, c; δ/3) ≤ supc∈Xdivγ(a, b, c; δ/3) ≤ supc∈[a,b]divγ(a, b, c; δ) + dist(a, b);
(5) divγ(n;λ, δ) ≤ Divγ(n; δ), ∀ n, λ ≥ 2, δ ∈ (0, 1), γ ≥ 0 .
(b) For every δ ∈ (0, 1) and γ ≥ 0 we have
(6) Divγ
(
n;
δ
3
)
≤ divγ(n; 2, δ) + 2n , ∀n .
(c) Let X be a space as in Lemma 3.4, and let δ0 and γ0 = 4κ be the constants provided
by the proof of that lemma. For every 0 < δ′ ≤ δ ≤ δ0 and γ′ ≥ γ ≥ γ0, Divγ(n; δ) ≡
Divγ′(n; δ
′).
Proof. (a) The first inequality in (4) and inequality (5) are obvious. The second inequality in
(4) is proved exactly in the same manner in which it was proved for (3).
(b) In order to prove (6) it suffices to prove a similar inequality for Div′γ and div
′
γ according
to (3) and (4). Take a, b with dist(a, b) ≤ n, and take c ∈ [a, b]. Let r = dist(c, {a, b}) and
assume that r = dist(a, c). Let b′ ∈ [c, b] at distance r from c.
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Then divγ(a, b, c; δ) ≤ divγ(a, b′, c; δ) + n≤ divγ(n; 2, δ) + n.
(c) We prove that Divγ(n; δ)  Divγ′(n; δ′). As in the proof of Lemma 3.4 we may assume
there exist p1, ..., pn, bi-infinite C-bi-Lipschitz paths such that every point in X is at distance
≤ κ from a path gpi with g ∈ Isom(X) and i ∈ {1, 2, ..., n}; we take δ0 = 1C2+1 .
Let a, b ∈ X be such that dist(a, b) ≤ n, and for c ∈ X let r = dist(c, {a, b}) = dist(c, a).
Assume that B(c, δr − γ) intersects [a, b] (otherwise divγ(a, b, c, ; δ) ≤ n) whence r ≤ n1−δ .
The points a, b are at distance ≤ κ from points a′ respectively b′ on paths pa = gpi, pb = g′pj .
Note that dist(a′, c) ≥ r − κ > δr − γ and the same for dist(b′, c). An argument as in the
proof of Lemma 3.4 implies that one of the two connected components of pa \ {a′} does not
intersect B(c, δr − γ). We denote it by ca. Likewise we obtain cb ray in pb. Let r′ be such that
δ′r′− γ′ = δr− γ. There exists a point a1 on [a, a′]∪ ca at distance r′ from c, and a point b1 on
[b, b′]∪cb at distance ≥ r′ from c. Moreover dist(a, a1) ≤ r+r′ and dist(b, b1) ≤ r+n+r′, whence
dist(a1, b1) ≤ 2(r+r′)+n ≤ Dn+D. Then divγ(a, b, c; δ) ≤ divγ′(a1, b1, c; δ′)+2κ+CDn+CD ≤
Divγ′(Dn+D; δ
′) + 2κ+ CDn+ CD. 
Lemmas 3.10 and 3.11 immediately imply.
Corollary 3.12. Let X be a space as in Lemma 3.4, and δ0, γ0 = 4κ the constants provided by
the proof of that lemma.
(1) The functions div′γ(n;λ, δ) and Div
′
γ(n; δ) with δ ≤ δ0, γ ≥ γ0 , do not depend (up to the
equivalence relation ≡) on the choice of geodesics [a, b] for every pair of points a, b.
(2) For every δ ≤ δ0, γ ≥ γ0, and λ ≥ 2
(7) Divγ(n; δ) ≡ Div′γ(n; δ) ≡ divγ(n;λ, δ) ≡ div′γ(n;λ, δ) .
Moreover all functions in (7) are independent of δ ≤ δ0 and γ ≥ γ0 (up to the
equivalence relation ≡).
(3) The function Divγ(n; δ) is equivalent to div
′
γ(n; 2, δ) as a function in n. Thus in order
to estimate Divγ(n, δ) for δ ≤ δ0 it is enough to consider points a, b, c where c is the
midpoint of a (fixed) geodesic segment connecting a and b.
We now recall another definition of divergence function, due to S. Gersten ([Ger94b],[Ger94a]).
Let X be a geodesic metric space, let x0 be a fixed point and let ρ ∈ (0, 1). Denote by Sr the
sphere of center x0 and radius r and by Cr the complementary set of the open ball B(x0, r).
For every x, y ∈ Sr define DGρ(x, y) to be the shortest path distance in Cρr between x, y.
Then define DGρ(r) as the supremum of DGρ(x, y), over all x, y ∈ Sr that can be connected by
a path in Cρr.
The collection of functions ∆ = {DGρ | ρ ∈ (0, 1)} is called the divergence of X. Such a
collection is considered up to the equivalence relation ∼ defined in what follows. We write
∆  ∆′ if and only if there exist ǫ, ǫ′ ∈ (0, 1) and C ≥ 1 such that for every ρ < ǫ there exists
ρ′ < ǫ′ such that DGρ C DG′ρ′ .
Then we define ∆ ∼ ∆′ by ∆  ∆′ and ∆′  ∆.
It can be easily checked that the collection of functions ∆ up to the equivalence relation ∼
is independent of the basepoint x0, and it is a quasi-isometry invariant. Thus we may assume
that x0 is an arbitrary fixed basepoint.
The relationship between Gersten divergence and the small divergence function is the follow-
ing.
Lemma 3.13. (1) Let X be a geodesic metric space. Then for every ρ ∈ (0, 1), DGρ(n) ≤
div0(πn; 2, ρ) for every n.
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(2) Let X be a space as in Lemma 3.4, and δ0, γ0 = 4κ the constants provided by the proof
of that lemma. Then for every 0 < ρ < ρ′ ≤ δ0 and γ ≥ γ0
div′γ(n; 2, ρ) ≤ sup
x≤n
DGρ′
(x
2
+O(1)
)
+ n+O(1) .
We leave the proof to the reader. Note that if X is as in Lemma 3.13, (2), and if the collection
of functions ∆ is equivalent to a non-decreasing function f (i.e. to the collection DG′ρ′ = f for
every ρ′) then the divergence function is equivalent to f . In all the cases when Gersten divergence
is computed this is precisely the case.
Notation: Let (dn), (d
′
n) be two sequences of numbers, and let ω be an ultrafilter. We write
d′n = Oω(dn) if for some constant C > 1,
1
C
d′n < dn < Cd
′
n ω-a.s. for all n.
Recall that a finitely generated group G is called wide if none of its asymptotic cones has a
cut-point; it is called unconstricted if one of its asymptotic cones does not have cut-points. We
say that a closed ball B¯ = B(c, δ) in a metric space X separates point u from point v if u and
v are in different connected components of X \ B¯.
Lemma 3.14. Let X be a geodesic metric space. Let ω be any ultrafilter, and let (dn) be
a sequence of positive numbers such that limω dn = ∞. Let C = Conω(X, (on), (dn)), A =
(an)
ω, B = (bn)
ω, C = (cn)
ω ∈ C. Let r = dist(C, {A,B}). The following conditions are
equivalent for any 0 ≤ δ < 1.
(i) The closed ball B(C, δ) in C separates A from B.
(ii) For every δ′ > δ and every (some) γ ≥ 0 the limit limω divγ(an,bn,cn;
δ′
r
)
dn
is ∞.
Proof. Suppose that
divγ(an,bn,cn;
δ′
r
)
dn
is bounded by some constant M ω-almost surely. This
means there exists (ω-a.s.) a path pn of length O(dn) connecting an, bn and avoiding the ball
B
(
cn,
δ′
r
rn
)
where rn = dist(cn, {an, bn})). Since limω (rn/dn) = r, the ω-limit of these balls in
C is the closed ball B(C, δ′). The limit p of the paths pn in C exists (because the length of pn is
Oω(dn)), connects A and B and avoids the open ball B(C, δ
′). Hence p avoids every closed ball
B(C, δ) for δ < δ′. Thus if there exists a closed ball B(C, δ) separating A from B, then for any
δ′ > δ the set of numbers
divγ(an,bn,cn;
δ′
r
)
dn
cannot be bounded ω-almost surely. So (i) implies (ii).
Now suppose that property (ii) holds and that B(C, δ) does not separate A from B. Then
there exists a path p in C connecting A and B and avoiding the ball B(C, δ). By Lemma 2.3
we can assume that p is a piece-wise geodesic, avoiding B(C, δ′) for some δ′ > δ, and that p
is an ω-limit of paths pn in the space X. Then the lengths of pn are Oω(dn) and these paths
avoid (ω-a.s.) balls B(cn, δ
′′rn) where rn = dist(cn, {an, bn})), δ < δ′′ < δ′. Therefore the set of
numbers
divγ(an,bn,cn;δ′′)
dn
is bounded, which contradicts (ii). 
Taking δ = 0 in Lemma 3.14, we obtain the following
Lemma 3.15. Let X,ω, (dn) be as in Lemma 3.14. Then the following conditions are equivalent:
(i) The asymptotic cone Conω(X, (on), (dn)) has a cut-point.
(ii) There exists a sequence of pairs of points (an, bn) in X with
dist(an, bn) = Oω(dn) and
dist(an, on)
dn
,
dist(bn, on)
dn
bounded,
and a sequence of midpoints cn of geodesics [an, bn] such that the sequence divγ(an, bn, cn; 2, δ),
n ≥ 1, is superlinear ω-a.s. for every δ ∈ (0, 1) and γ ≥ 0.
Moreover, if that condition holds, then the point C = (cn)
ω is a cut-point in Conω(X, (on), (dn))
separating A = (an)
ω from B = (bn)
ω.
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Lemma 3.16. Let X be a periodic geodesic metric space which contains a bi-infinite quasi-
geodesic. Suppose that one of its asymptotic cones C has a closed ball B(C, δ) separating A from
B and dist(C, {A,B}) > 3δ. Then X is not wide, that is one of the asymptotic cones of X has
a cut-point.
Proof. Let B(C, δ) be a cut-ball, C = (cn)
ω, and let A = (an)
ω, B = (bn)
ω be two points in
C separated by B(C, δ). Since X contains a bi-infinite quasi-geodesic and it has a cobounded
action of Isom(X), the cone C contains a bi-infinite bi-Lipschitz line and it is a homogeneous
space. Therefore there exist bi-infinite bi-Lipschitz lines containing A and B respectively. We
proceed as in Lemma 3.4. The point A cuts the bi-Lipschitz line containing it into two bi-
Lipschitz rays. Since dist(C, {A,B}) > 3δ, one of these rays does not cross B(C, δ). Let us
denote it by p. Similarly, there exists an infinite bi-Lipschitz ray p′ starting at B that does not
cross B(C, δ). Clearly every point A′ on p and every point B′ on p′ are separated by B(C, δ).
For every n > 1 let An be a point on p at distance n from A, Bn be a point on p
′ at distance
n from B. Note that dist(An, Bn) = O(n). Indeed otherwise for a big enough n, any geodesic
[An, Bn] avoids B(C, δ). Also note that dist(C, {An, Bn}) = O(n). Now consider the asymptotic
cone C′ = Conω(C, (C), (n)) of the space C. Applying Lemma 3.14 to C, we get that (C)ω is a
cut-point in C′. Since C′ is an asymptotic cone of X [DS05], X is not wide. 
Lemma 3.17. (i) Let X be a geodesic metric space. If there exists δ ∈ (0, 1) and γ ≥ 0
such that the function Divγ(n; δ) is bounded by a linear function then X is wide.
(ii) Let X be a periodic geodesic metric space which contains a bi-infinite quasi-geodesic. If
X is wide then for every 0 < δ < 154 and every γ ≥ 0, the function Divγ(n; δ) is bounded
by a linear function.
Proof. (i) Suppose that X is not wide, and C = Conω(X, (on), (dn)) has a cut-point. Then
C has a closed ball B(C, 0) (where C = (cn)ω), separating a pair of points A = (an)ω and
B = (bn)
ω. By Lemma 3.14, for every δ > 0 and γ ≥ 0 the limit limω divγ(an,bn,cn;δ)dn is ∞.
Since ω-almost surely dist(an, bn) < κdn for some κ, Divγ(κdn, δ) is not bounded by any linear
function in dn.
(ii) Suppose that for some δ < 154 and γ ≥ 0 the function Divγ(n, δ) is superlinear. By (3)
and (6), the same holds for div′γ(n; 4, 9δ), hence there exist dn ≥ n such that div′γ(dn; 4, 9δ) ≥
2ndn. Consequently, there exists a sequence of triples of points an, bn, cn, where cn is on a
geodesic [an, bn], dist(cn{an, bn}) ≥ dist(an,bn)4 , such that dist(an, bn) ≤ dn and divγ(an,bn,cn;9δ)dn is
at least n. We can assume without loss of generality that dist(an, bn) = dn. In the asymptotic
cone Conω(X, (cn), (dn)) of X, the distance between A = (an)
ω and B = (bn)
ω is 1 and the ball
B¯ = B
(
C, 9δ2
)
separates A from B (here C = (cn)
ω) by Lemma 3.14. By Lemma 3.16, X is not
wide since dist(C, {A,B}) ≥ 14 > 3 · 9δ2 . The lemma is proved. 
3.2. Morse quasi-geodesics. Recall the definition of tree-graded spaces.
Definition 3.18. ([DS05]) Let F be a complete geodesic metric space and let P be a collection
of closed geodesic subsets, called pieces. Suppose that the following two properties are satisfied:
(T1) Every two different pieces have at most one point in common.
(T2) Every simple non-trivial geodesic triangle in F is contained in one piece.
Then we say that the space F is tree-graded with respect to P.
When there is no risk of confusion as to the set P, we simply say that F is tree-graded.
The topological arcs starting in a given point and intersecting each piece in at most one point
compose a real tree called transversal tree. Some transversal trees may reduce to singletons.
We shall need the following general facts.
DIVERGENCE IN LATTICES IN SEMISIMPLE LIE GROUPS AND GRAPHS OF GROUPS 17
Lemma 3.19. [DS05, Theorem 3.30] Let (Xn,Pn) be a sequence of tree-graded spaces, ω be an
ultrafilter. Let F = limω (Xn, on) be the ω-limit of Xn with observation points on. Let P˜ be the
set of ω-limits limω (Mn) where Mn ∈ Pn (the same ultralimit is counted only once; the empty
ultralimits, corresponding to Mn ∈ Pn such that limω (distn(on,Mn)) = ∞, are not counted).
Then F is tree-graded with respect to P˜.
Proposition 3.20. Let (Xn,Pn) be a sequence of homogeneous unbounded tree-graded metric
spaces with observation points on. Let ω be an ultrafilter. Then the ultralimit lim
ω (Xn, on) has
a tree-graded structure with a non-trivial transversal tree at every point.
Proof. By [DS05, Lemma 2.31], we can first assume that pieces from Pn do not have cut-points.
We can also add all transversal trees to the collection of pieces and assume that transversal
trees of Xn are trivial (each of them consists of one point), that is we assume that every arc in
Xn intersects at least one piece in a non-trivial sub-arc. By [DS05, Lemma 2.15] every path-
connected subspace of Xn without cut-points is in one of the pieces of Pn. Hence every isometry
of Xn permutes the pieces of Pn. If the ω-limit L = limω (Xn, on) is an R-tree, there is nothing to
prove. So we can assume that one of the maximal subsets of L without cut-points has non-zero
(possibly infinite) diameter τ . In particular, ω-almost surely Xn is not an R-tree.
We assume that n > 2. Since Xn is homogeneous and has cut-points, every point of Xn is
a cut point. Pick a number c > 0 smaller than the non-zero diameter of a subset of L without
cut points. We can assume that Pn contains a piece of diameter ≥ c and without cut-points.
By homogeneity, there exists such a piece Mn,0 in Pn containing on and such that a geodesic
pn,1 = [on, xn,1] of length c/n is contained in Mn,0. Since xn,1 is a cut-point, X \ {xn,1} has
at least two connected components, one of which contains Mn,0 \ {xn,1}. Let y be a point in
another connected component at distance at most c/n from xn,1. By homogeneity, there is
an isometric copy Mn,2 of Mn,0 containing y. Let xn,2 be the projection of xn,1 onto Mn,2.
Note that dist(xn,2, xn,1) ≤ c/n. We can assume (again by homogeneity) that there exists a
geodesic [xn,2, xn,3] in Mn,2 of length c/n. By induction, we can construct a sequence of points
on = xn,0, xn,1, ..., xn,n such that:
• dist(xn,i, xn,i+1) ≤ c/n,
• c ≤∑dist(xn,i, xn,i+1) ≤ 2c,
• If i is even then [xn,i, xn,i+1] is contained in a piece Mn,i from Pn without cut-points, all
these pieces are isometric and different,
• If i is odd then xn,i+1 is the projection of xn,i onto Mn,i+1.
By [DS05, Lemma 2.28], this implies that the union of geodesic segments pn =
⊔n−1
i=0 [xn,i, xn,i+1]
is a geodesic intersecting every piece of Pn in a sub-geodesic of length at most c/n.
Let p be the ω-limit of pn. Then p is a geodesic in L. Let us show that p is a transversal
geodesic. Suppose that p contains two points A = (un)
ω, B = (vn)
ω belonging to a piece
limω (Nn) where Nn ∈ Pn, un, vn ∈ pn. Let l = dist(A,B). That means limω (dist(un, Nn)) =
limω (dist(vn, Nn)) = 0 while lim
ω (dist(un, vn)) = l. Let u
′
n (resp. v
′
n) be the projections of un
(resp. vn) onto Nn. These projections exist and are unique by [DS05, Lemma 2.6]. Applying the
strong convexity of pieces in a tree-graded space [DS05, Corollary 2.10], we can conclude that
any geodesic [u′n, v
′
n] is in Nn. Moreover, a union of three geodesics [un, u
′
n]⊔ [u′n, v′n]⊔ [v′n, vn] is
a topological arc. This follows from the fact that any two consecutive geodesics intersect only in
their common endpoint, and [un, u
′
n] ∩ [vn, v′n] = ∅ since these geodesics are at distance at least
l/2 ω-almost surely.
According to [DS05, Proposition 2.17] the projections u′n, v
′
n are on pn, in between un and
vn. Thus ω-almost surely [un, vn] intersects Nn in a sub-geodesic of length at least l/2. But
by our construction it intersects Nn in a sub-geodesic of length at most c/n ω-almost surely, a
contradiction.
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Thus L contains a non-trivial transversal geodesic. By homogeneity, every transversal tree of
L is non-trivial. 
Remark 3.21. As noticed by Denis Osin, if the Continuum Hypothesis is true, Proposition 3.20
implies that every tree-graded asymptotic cone of a finitely generated group has a non-trivial
transversal tree at every point. Indeed, by Corollary 5.5 in [KSTT05] every asymptotic cone of
a finitely generated group is isometric to its ω-limit for every ultrafilter ω.
Definition 3.22. Let X be a metric space. Given a quasi-geodesic q : [0, ℓ] → X we call the
middle third of q its restriction to [ℓ/3, 2ℓ/3]. Note that when q is continuous and of finite length
the middle third in the above sense does not in general coincide with the middle third in the
arc-length sense.
Definition 3.23. A bi-infinite quasi-geodesic q in a geodesic metric space (X,dist) is called a
Morse quasi-geodesic if for every L ≥ 1, C ≥ 0, every (L,C)-quasi-geodesic p with endpoints on
the image of q stays M -close to q , where M depends only on L,C.
Note that the above property is equivalent to the fact that p is at uniformly bounded Hausdorff
distance from a sub-quasi-geodesic of q having the same endpoints.
For the correct formulation of the next Proposition and for the corrected proof, see Section 7.
Proposition 3.24 (Morse quasi-geodesics). Let X be a metric space and for every pair of points
a, b ∈ X let L(a, b) be a fixed set of (λ, κ)-quasi-geodesics (for some constants λ ≥ 1 and κ ≥ 0)
connecting a to b. Let L =
⋃
a,b∈X L(a, b).
Let q be a bi-infinite quasi-geodesic q in X, and for every two points x, y on q denote by qxy
the maximal sub-quasi-geodesic of q with endpoints x and y.
The following conditions are equivalent for q :
(1) In every asymptotic cone of X, the ultralimit of q is either empty or contained in a
transversal tree for some tree-graded structure;
(2) q is a Morse quasi-geodesic;
(3) For every C ≥ 1 there exists D ≥ 0 such that every path of length ≤ Cn connecting two
points a, b on q at distance ≥ n crosses the D-neighborhood of the middle third of qab;
(4) For every C ≥ 1 and natural k > 0 there exists D ≥ 0 such that every k-piecewise L
quasi-path p that:
– connects two points a, b ∈ q,
– has quasi-length ≤ Cdist(a, b),
crosses the D-neighborhood of the middle third of qab.
(5) for every C ≥ 1 there exists D ≥ 0 such that for every a, b ∈ q, and every path p
of length ≤ Cdist(a, b) connecting a, b, the sub-quasi-geodesic qab is contained in the
D-neighborhood of p.
Proof. We prove (1)⇔ (2) and (1)→ (5)→ (3)→ (4)→ (1).
(1)→ (2), (1)→ (5). These two implications are proved in a similar manner, so we prove
only the second one, leaving the first one to the reader. Assume that in every asymptotic cone
C, limω (q) is in the transversal tree. Also, by contradiction, assume that for some C ≥ 1 and
every natural n ≥ 1 there exists a sequence pn of paths with endpoints an, bn on q and lengths
≤ Cdist(an, bn) such that qn = qanbn is not in N (pn, n). Then there exists a point zn ∈ qn at
distance δn ≥ n from pn. We choose zn ∈ qn so that δn = dist(zn, pn) is maximal. Thus qn is in
N (pn, δn).
In the asymptotic cone Conω(X, (zn), (δn)), the ultralimits qω = lim
ω (qn) and pω = lim
ω (pn)
are paths such that qω is transversal, staying 1-close to pω and containing a point z = (zn)
ω at
distance 1 from pω. Note that since pn can be parameterized so that pn : [0,dist(an, bn)] → X
is C-Lipschitz, pω can also be seen as a C-Lipschitz path. Both pω and qω are either finite, or
infinite or bi-infinite simultaneously, and with the same endpoints, if any.
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Assume that both pω and qω are finite. Possibly by diminishing both, we may assume that
they intersect only in their endpoints a, b. By [DS05, Corollary 2.11] applied to the pieceM = Tz
the transversal tree in z, pω \ {a, b} projects onto Tz both in a and in b. This contradicts the
uniqueness of the projection point also stated in [DS05, Corollary 2.11].
Assume that both pω and qω are infinite. On the infinite branch q
′ of q starting at z consider
a point t at distance 10 from z, and the sub-path q′′ of q′ of endpoints z and t. Let t′ be a
nearest point to t on pω, and consider a geodesic [t, t
′]. Replacing q′ by q′′ on qω and the infinite
branch on pω starting at t
′ by [t′, t], and using for the thus modified paths the argument in the
finite case, we obtain that z must be contained in the modified pω. Since z is at distance at
least 9 from [t′, t], it cannot be contained in it, so z must be contained in the path pω. This
contradicts the fact that z is at distance 1 from pω.
If pω and qω are bi-infinite then the same operation as before may be performed on both sides
of z, obtaining again a contradiction.
(2)→ (1). Let q be a bi-infinite quasi-geodesic satisfying (2). Any asymptotic cone in which
the ultralimit of q is non-empty equals to an asymptotic cone of the form Conω (X; (xn), d),
where xn is a sequence of points on q and d = (dn) is a sequence of positive numbers with
limω (dn) = ∞ . Take one of these asymptotic cones C. Consider any point M = (mn)ω with
mn on q.
It is enough to show that the two halves of limω (q), beforeM and afterM , are in two different
connected components of C \ {M}. Indeed, we can then consider the tree-graded structure on
C with the maximal subsets of C without cut-points as pieces [DS05, Lemma 2.31]. The limit
limω (q) cannot intersect any piece in a non-trivial arc, hence it is in a transversal tree of this
tree-graded structure.
Suppose there exist two points A = (xn)
ω, B = (yn)
ω in C \ {M}, with xn, yn ∈ q and
mn ∈ qxnyn such that A,B can be connected by a path p in C \ {M}.
Let 2ǫ be the distance fromM to p. By Lemma 2.3, we can assume that p is the concatenation
of a finite number of limit geodesics. We can also assume that p is simple.
By Lemmas 2.5 and 2.6, there exists a constant C ≥ 1, and a sequence of C-bi-Lipschitz
paths pn connecting xn with yn such that lim
ω (pn) is in N ǫ(p). By Property (2), each path pn
must be contained in the D-neighborhood of qxnyn for some constant D. It follows easily that
limω (pn) = lim
ω (qxnyn), and that M is at distance ≤ ǫ from p, a contradiction.
(5)→ (3) and (3)→ (4) are obvious. In (3)→ (4) one must use the fact that every quasi-
geodesic is at finite Hausdorff distance from a Lipschitz quasi-geodesic with the same endpoints
and with quasi-length of the same order [BBI01, Proposition 8.3.4].
(4)→ (1). Let q be a bi-infinite quasi-geodesic satisfying (4). We argue as in (2)→ (1), and
suppose there exist two points A = (xn)
ω, B = (yn)
ω in C\{M}, with xn, yn ∈ q and mn ∈ qxnyn
such that A,B can be connected by a path p in C \ {M}, where M = (mn)ω.
Let 2ǫ be the distance fromM to p. By Lemma 2.3, we can assume that p is the concatenation
of a finite number of limits of quasi-geodesics in L.
Let A′ = (x′n)
ω, B′ = (y′n)
ω with x′n, y
′
n ∈ q be such that qA′B′ = limω
(
qx′ny′n
)
contains M in
its middle third, and this middle third is of diameter at most ǫ. Consider p′ = tA′A ⊔ p ⊔ tBB′ ,
where tA′A and tBB′ are limits of quasi-geodesics in L joining A
′, A and B,B′, respectively.
By Lemma 2.6, (1), p′ = limω (pn), where each pn is a k-piecewise L quasi-path joining x
′
n and
y′n, moreover each pn is of quasi-length ≤ D′dist(an, bn). By Property (4), each path pn must
cross the D-neighborhood of the middle third of qx′ny′n for some constant D. Then p
′ must cross
the middle third of qA′B′ . Neither tA′A nor tBB′ can cross this middle third. Hence p contains a
point from the middle third of qA′B′ , hence at distance ≤ ǫ from M . This contradicts the fact
that p is at distance 2ǫ of M . 
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3.3. Morse elements. Recall that an element h of a finitely generated group G is called Morse
if (hn)n∈Z is a Morse quasi-geodesic. Notice that the property of being a Morse element obviously
does not depend on the choice of a finite generating set of G.
Lemma 3.25. Suppose that h is a Morse element in G, and H is a finitely generated subgroup
in G containing h. Then h is Morse in the group H (considered with its own word metric).
Proof. Without loss of generality, we may assume that the generating set of H contains h and is
inside the generating set of G. Since h is Morse in G, q = {hn;n ∈ Z} is a Morse quasi-geodesic
in G. In particular, m ≥ distG(hn, hn+m) ≥ 1Lm − C for every n,m and some constants C,L.
Since distH(u, v) ≥ distG(u, v) for every u, v ∈ H, we deduce that q is a quasi-geodesic in H.
Consider an arbitrary path p in H connecting hn with hn+m, p of length ≤ C1m for some
constant C1. Then p is a path in G having the same length. By Proposition 3.24, Part (3), p
comes D-close (in G) to the middle third of [hn, hm+n] ⊂ q, i.e. p contains a point x which is at
distance at most D from hn+i where m3 ≤ i ≤ 2m3 . Here D is a constant depending only on C1.
Note that the set BG(h
i,D)∩H is finite, so it is contained in some ball BH(hi,D1) in H where
D1 depends only on D = D(C1) . Hence distH(x, h
i) ≤ D1. Therefore p comes D1-close to the
middle third of [hn, hm+n]. By Proposition 3.24, q is a Morse quasi-geodesic in H. 
Lemma 3.25 immediately implies
Proposition 3.26. Let H be a finitely generated subgroup of a finitely generated group G.
Suppose that H does not have its own Morse elements. Then H cannot contain Morse elements
of G.
According to Proposition 3.24 a group H such that at least one asymptotic cone of it is
without cut-points (an unconstricted group, in the terminology of [DS05]) does not contain
Morse elements. Hence, Proposition 3.26 can be applied to the cases when H satisfies a non-
trivial law or has an infinite cyclic central subgroup, or H is a co-compact lattice in a semi-simple
Lie group of rank ≥ 2, or H is SLn(OS) for n ≥ 3, or H is a Cartesian product of two infinite
subgroups. Also if H is a torsion group it cannot contain a Morse element. Among the groups G
where Morse elements exist and play an important part can be counted hyperbolic or relatively
hyperbolic groups, or mapping class groups of a surface.
4. Cut-points in asymptotic cones of groups acting on hyperbolic graphs
In this section, we prove that groups acting acylindrically on trees and more general hyperbolic
graphs have cut-points in their asymptotic cones and Morse quasi-geodesics. Recall that the
action of a group G on a graph X is acylindrical if there exist l and N such that for any pair
of vertices x, y in X with dist(x, y) ≥ l there are at most N distinct elements, g ∈ G, such that
gx = x, gy = y (in this case the action is called l-acylindrical).
4.1. Trees.
Theorem 4.1. Suppose that a finitely generated group G acts acylindrically on a simplicial tree
X. Then every element g ∈ G that does not fix a point in X is Morse. In particular, every
asymptotic cone of G has cut-points and non-trivial transversal trees.
We remark that all the actions on trees we consider are such that there are no inversions of
edges. One can always pass to this setting by splitting each edge into two edges by adding a
new vertex at the middle of the edge.
Throughout the proof of this theorem, we suppose that G acts l-acylindrically on the simplicial
tree X.
Since X is a tree, there exists a bi-infinite geodesic p in X stabilized by g. The element g acts
on p with some translation number τ , and for every x ∈ X we have that dist(x, g · x) ≥ τ .
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Consider a vertex o ∈ p. We can assume that the tree X is the convex hull of G · o. The
factor-graph X/G is finite, and X is the Bass-Serre tree of some finite graph of groups K (and
G is the fundamental group of that graph of groups). For every h ∈ G, we denote h · o by π(h).
We consider G endowed with a word metric corresponding to a finite generating set U stable
with respect to inversion. Let B(1, R) be the ball of radius R in the group G with respect to the
word metric. Let N be the upper bound on the cardinality of the stabilizers of arcs of length l
in X.
Lemma 4.2. (1) For every R ≥ 0 and every pair of vertices a, b in the orbit G · o the set
Va,b of elements g ∈ π−1(a) such that dist(g, π−1(b)) ≤ R is either empty or covered by
at most |B(1, R)| right cosets of the stabilizer of the pair (a, b).
(2) In particular if dist(a, b) ≥ l, then there exists D = D(R) such that Va,b has diameter at
most D.
Proof. Without loss of generality we may assume that a = o. Let So be the stabilizer of o, and
Sb be the stabilizer of b. Then π
−1(a) = So, π
−1(b) = gbSo and Sb = gbSog
−1
b , for some gb such
that gb · o = b.
(1) Every element g ∈ Vo,b has the property that g ∈ So and for some w in the ball B(1, R) of
G, gw ∈ π−1(b). Therefore
Vo,b ⊆ gbSoB(1, R) ∩ So = gbSog−1b gbB(1, R) ∩ So = SbgbB(1, R) ∩ So.
For every v ∈ gbB(1, R), either Sbv ∩ So is empty or v = h(v)g(v) for some h(v) ∈ Sb, g(v) ∈ So
and Sbv ∩ So = (Sb ∩ So)g(v). Therefore the set Vo,b is a union of at most |B(1, R)| right cosets
of Sb ∩ So.
(2) Since dist(o, b) ≥ l, the stabilizer of (o, b) has cardinality ≤ N , hence by (1), the diameter
of Vo,b is finite. Let D = D(R) be the supremum over all diameters of Vo,b with b ∈ B(1, R) · o,
dist(o, b) ≥ l. If an arbitrary vertex b with dist(o, b) ≥ l is such that Vo,b is non-empty then
b = gwo where g ∈ So and w ∈ B(1, R). Therefore Vo,b = gVo,wo has diameter at most D. 
Now we are ready to prove Theorem 4.1.
We choose a finite generating set U of G such that:
(Int) for every generator u, the geodesic in X joining o with u · o intersects G · o only in its
endpoints.
Indeed, consider a finite generating set S of G and, for every s ∈ S, consider the geodesic
[o, s · o] connecting o and s · o, and g1, ..., gm a finite sequence of elements in G such that
o, g1 · o, g2 · o, ..., gm−1 · o, s · o are the consecutive intersections of [o, s · o] with G · o. Let
hk = g
−1
k−1gk for k = 1, 2, ...,m, where we take g0 = 1 and gm = s. Then s = h1h2...hm. It
follows that the union of finite sets {h±11 , ..., h±1m } for all s ∈ S, composes a finite generating set
satisfying (Int).
Let λ be a constant such that for every u ∈ U ,
(8) distX(o, u · o) ≤ λ .
Since g acts on X with translation number τ , the sequence (gn)n∈Z is a (
λ
τ
|g|, |g|)-quasi-
geodesic, where λ is the constant in (8).
By Proposition 3.24, we need to show that for every C > 0 there exists D ≥ 0 such that every
path of length ≤ Cn in the Cayley graph of G joining g−3n and g3n passes within distance D
from gi for some i between −n and n.
Consider an arbitrary constant C, n > 1, and a path q of length < Cn connecting g−3n with
g3n in the Cayley graph of G (n is large enough).
Denote the preimage π−1(π(gi)) by Yi. Note also that dist(π(g
−n), π(gn)) ≥ τn.
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Let h1, h2, ..., hm be the consecutive vertices of q. Then by (8), distX(π(hi), π(hi+1)) ≤ λ.
Connecting π(hi) with π(hi+1) by a geodesic in X, we get a path π(q) on X connecting π(g
−3n)
with π(g3n), and intersecting G·o only in π(hi), i = 1, 2, ...,m. Since X is a tree, π(q) must cover
the sub-interval [π(g−3n), π(g3n)] of p, hence π(q) ∩G · o must contain all π(gi), −3n ≤ i ≤ 3n.
Therefore q must cross all Yi, −3n ≤ i ≤ 3n, on its way from g−3n to g3n.
Let k − 1 be the integral part of l/τ . We may assume that n > k.
The maximal sub-path of the path q joining a point in Y−n with a point in Yn can be divided
into sub-paths joining Yi to Yi+1 such that their lengths sum up to the length of q. There exists
i ∈ [−n, n] such that the sum of the lengths of the sub-paths of q between Yj and Yj+1 with
i ≤ j ≤ i+ k is at most 4Ck (otherwise the total length of q would be greater than Cn). Note
that the distance between π(gi) and π(gi+k) is at least kτ > l, and the distance between gi ∈ Yi
and gi+k ∈ Yi+k is at most |g|k. Let R be the maximum of |g|k and 4Ck. Let x be the start
point of the first sub-path of p joining Yi with Yi+1. Applying Lemma 4.2, we find a constant
D = D(R) such that x is at distance at most D from gi as required. 
Remark 4.3. One cannot replace “simplicial tree” by “R-tree” in the formulation of Theorem
4.1. Indeed, the group Z2 acts freely on the real line but the asymptotic cones of Z2 do not have
cut-points.
4.2. Uniformly locally finite hyperbolic graphs. Theorem 4.1 can be easily generalized to
actions on hyperbolic uniformly locally finite graphs. Let G be a group acting on a hyperbolic
graph X. An element g ∈ G is called loxodromic if its translation length is > 0.
Theorem 4.4. Let G be an infinite finitely generated group acting acylindrically on an infinite
hyperbolic uniformly locally finite graph X. Suppose that for some l > 0 the stabilizer of any pair
of points x, y ∈ X with dist(x, y) ≥ l is finite of uniformly bounded size. Let g be a loxodromic
element of G. Then the sequence (gn)n∈Z is a Morse quasi-geodesic in G. In particular, every
asymptotic cone of G has cut-points.
For the corrected proof see Section 7.
Proof. The proof is similar to the proof of Theorem 4.1. By [Bow, Lemma 3.4], some power gm,
m > 0, stabilizes a bi-infinite geodesic p in X. Since we can always replace g by gm 6= 1, we can
assume that g stabilizes p. Let o be a vertex on p. We denote g · o also by π(g), for every g ∈ G.
The proof of Lemma 4.2 does not use the fact that X is a tree, so it holds in our case too.
The fact that X was a simplicial tree was used in the proof of Theorem 4.1 twice:
(P1) In the choice of a finite generating set of G with property (Int) we used the uniqueness
of a geodesic joining two points.
(P2) We used that X is a tree to deduce that π(q) must cover the interval [π(g−3n), π(g3n)]
of p.
In this proof we do not need a finite generating set of G with property (Int). Instead of
(P2) we can use the fact that p is a Morse quasi-geodesic (as is every bi-infinite geodesic in a
Gromov hyperbolic space by, say, Proposition 3.24). Then by Proposition 3.24, part (5), the
D0-tubular neighborhood of π(q) must contain the interval [π(g
−3n), π(g3n)] (for some constant
D0 = D0(C)).
Instead of preimages of points Yi = π
−1(π(gi)) let us consider the sets Y ′i which are π-
preimages of balls of radius D0 + λ around π(g
i). The path π(q) visits each ball B(π(gi),D0),
−n ≤ i ≤ n, so the path q must visit each Y ′i ,−n ≤ i ≤ n.
We need a version of Lemma 4.2, (2), for pairs of vertices a, b in G · o ⊂ X with dist(a, b)
large enough, and for the set V˜a,b of elements g ∈ π−1(B(a,D0 +λ)) at distance at most R from
π−1(B(b,D0 + λ)).
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Consider a pair of vertices a, b at distance ≥ l+4(D0 + λ) such that V˜a,b is non-empty. Then
there exists g ∈ G,w ∈ B(1, R) such that g · o ∈ B(a,D0 + λ) and gw · o ∈ B(b,D0 + λ). It
follows that V˜a,b ⊆ gV˜ ′, where V˜ ′ is the set of elements h ∈ π−1(B(o, 2(D0 + λ))) at distance
at most R from π−1(B(w · o, 2(D0 + λ))). In other words V˜ ′ is covered by the sets Vx,y with
x ∈ B(o, 2(D0 + λ)) and y at distance at most 2(D0 + λ) from a vertex w · o in B(1, R) · o
satisfying dist(o,w · o) ≥ l+4(D0 + λ). Since X is locally finite it follows that there are finitely
many pairs of vertices x, y as above, all Vx,y are finite, hence V˜
′ has finite diameter.
The rest of the proof of Theorem 4.1 carries almost without change. 
4.3. Bowditch’s graphs. Theorem 4.1 can be also generalized to actions on a family of hy-
perbolic graphs which was first introduced by Bowditch in [Bow, §3], and which we call here
Bowditch graphs. This family of graphs includes the 1-skeleta of curve complexes of surfaces.
As a result, we recover the theorem of Behrstock [Beh06] that asymptotic cones of mapping class
groups have cut-points, and for every pseudo-Anosov mapping class g, the sequence (gn)n∈Z is
a Morse quasi-geodesic.
Let us define Bowditch’s graphs.
Let G be a δ-hyperbolic graph. For any two vertices a, b, choose a non-empty set of geodesics
connecting a, b and call these geodesics tight.
For every r ≥ 0, we denote by T (a, b; r) the union of all the points on all tight geodesics
connecting a point in the ball B(a, r) with a point in B(b, r).
Definition 4.5. We say that a hyperbolic graph G equipped with a collection of tight geodesics
as above is a Bowditch graph if it satisfies the following conditions:
(F0) Every subpath of a tight geodesic is tight.
(F1) For every r > 0 there exist m = m(r) and k = k(r) such that for every three vertices
a, b, c in G with dist(c, {a, b}) ≥ k, the set Fc(a, b; r) = B(c, r) ∩ T (a, b; r) contains at
most m points.
According to [Bow, Theorems 1.1 and 1.2], the 1-skeleton of a curve complex of a surface is
a Bowditch graph.
The first statement of the following lemma is [Bow, Lemma 3.4], the second statement is
obvious.
Lemma 4.6. For every loxodromic isometry g of G, there exists a bi-infinite geodesic g and a
natural number m ≤ m0, where m0 = m0(G), such that gmg = g.
If moreover the isometry g preserves tight geodesics then for every vertex c in g, gFc(a, b; r) =
Fg·c(g · a, g · b; r).
Definition 4.7. Suppose that G = 〈S〉 acts on a Bowditch graph G and the set of vertices
V (G) = G ·∆ for some finite set of vertices ∆. Let g, h ∈ G, o ∈ G. We say that a geodesic g
in G with endpoints g · o and h · o ∆-shadows a path p with vertices p1 = g, p2, p3, ..., pm = h in
Cay(G,S) if the sets pi ·∆, i = 1, ...,m, cover the set of vertices of the geodesic g.
Definition 4.8. We say that a group G acts tightly on G if:
(T1) G stabilizes the set of tight geodesics in G;
(T2) For every vertex o of G, there exist a finite set of vertices ∆ in G, and numbers λ ≥ 1, κ ≥ 0
such that every g, h ∈ G can be joined by a (λ, κ)-quasi-geodesic q in Cay(G,S) that is
∆-shadowed by a tight geodesic connecting g · o, h · o.
Following the terminology from [MM00] for the mapping class group, we call (λ, κ)-quasi-
geodesics q as in (T2) hierarchy paths.
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It follows from [MM00] that the mapping class group of a punctured surface acts tightly on
the curve complex of the surface (see Lemma 4.10 below).
Theorem 4.9. Let G be a finitely generated group acting tightly and acylindrically on a Bowditch
graph G. Then every loxodromic element of G is Morse. In particular, if G has loxodromic
elements then every asymptotic cone of G has cut-points.
Proof. For a correction of this proof see Section 7. The proof is similar to the proofs of Theorems
4.1, 4.4. By Lemma 4.6 we can assume that g stabilizes a bi-infinite geodesic p, and that it acts
on it with translation length τ . Pick a vertex o on g, and let ∆ be the set from (T2). Without
loss of generality we may assume that o ∈ ∆. Since 〈g〉 acts co-compactly on g, it has a finite
fundamental domain, which we include for convenience in ∆ as well. Hence g is covered by the
sets gi∆, i ∈ Z.
Let k be a natural number. By Proposition 3.24, (4), it is enough to show that if q is an
arbitrary k-piecewise hierarchy path connecting g−3n, g3n, with n≫ 1, q at Hausdorff distance
≤ K0 from a path joining g−3n, g3n and of length ≤ K0n, then q crosses the K-neighborhood
of the quasi-geodesic [g−n, gn] where K depends only on k and on g (but not on q nor on n).
Since q is a k-piecewise hierarchy path, by property (T2) it is shadowed by a k-piecewise tight
geodesic π(q) in G of length ≤ K1n (for some constant K1) connecting g−3n · o and g3n · o. The
fact that geodesics in a hyperbolic graph are Morse and part (5) of Proposition 3.24 imply that
the sub-arc [g−3n · o, g3n · o] in g is contained in the D-tubular neighborhood of π(q) for some
constant D. In particular [g−n · o, gn · o] has a sub-arc g′ of length ≥ K2n (for some constant
K2) contained in the D-tubular neighborhood of one of the tight geodesic subpaths t of π(q).
Notice that the length |t| is ≥ K2n− 2D ≥ K3n for some constant K3 (since n≫ 1).
Since g′ and t are two geodesics in a hyperbolic space and dist(g′−, t−) ≤ D,dist(g′+, t+) ≤ D,
the Hausdorff distance between these two geodesics is at most K4 for some constant K4.
Since t is tight, by (T2), t is covered by sets Fx = Fx(g
′
−, g
′
+;K4) where x ∈ g′.
Let q′ be the hierarchy sub-path in q shadowed by t. As in the proofs of Theorems 4.1 and
4.4, we find a subarc q′′ with endpoints h, h′ ∈ G at distance ≤ K5l (for some constant K5)
which is shadowed by a sub-arc of t of length at least l + K6 of t where K6 is any number
exceeding the diameter of ∆ plus 2K4 (recall that 2K4 bounds the diameters of Fx, x ∈ g′).
Denote the endpoints of that sub-arc of t by x, y. Then there are vertices u, v in g′ such that
x ∈ Fu, y ∈ Fv , and there are two powers of g, say, gi, gj , −n ≤ i, j ≤ n, such that u ∈ gi∆,
v ∈ gj∆ (recall that gm∆, m ∈ Z, covers g). By Lemma 4.6, the number of elements in Fu ∪Fv
is bounded by constants which do not depend on n. Hence h is contained in a union of bounded
(independently of n) number of subsets Va,b with a, b ∈ G, dist(a, b) ≥ l. It is easy to establish
the natural generalization of Lemma 4.2 to Bowditch graphs. Hence the distance dist(h, gi) is
bounded by a number that does not depend on n. 
Lemma 4.10. The mapping class group of a compact connected orientable surface acts tightly
on the 1-skeleton of the curve complex.
Proof. Let S be a surface of genus g with p punctures. The fact that the action of the mapping
class group MCG(S) on the curve complex of S satisfies (T1) is proved in [MM00].
By [MM00], the mapping class group MCG(S) acts co-compactly on the so called marking
complex M(S). Each marking µ ∈ M(S) consists of a pair of data: a base multicurve denoted
base(µ), which is a multicurve composed of 3g + p − 3 disjoint curves, and a collection of
transversal curves. The 1-skeleton of M(S) is a locally finite graph. So there exists a finite
collection of markings Φ such that MCG(S) · Φ = M(S). Let ∆ be the union of all the base
curves of all markings in Φ.
If is proved in [MM00] that there exists anMCG(S)-equivariant projection π ofM(S) onto the
curve complex of S such that for every two markings µ, ν, there exists an (L,C)-quasi-geodesic
in M(S) connecting µ and ν and ∆-shadowed by a tight geodesic connecting π(µ), π(ν), where
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L,C are uniform constants. Using the quasi-isometry ofMCG(S) andM(S), we can pull the set
of hierarchy paths ofM(S) intoMCG(S) and obtain a collection of hierarchy paths inMCG(S)
satisfying (T2). 
Lemma 4.10 and Theorem 4.9 immediately imply Behrstock’s theorem from [Beh06] that every
pseudo-Anosov element in the mapping class group is Morse since pseudo-Anosov elements are
loxodromic (see, for example, [Bow]).
5. Lattices in semi-simple Lie groups. The Q-rank one case
5.1. Preliminaries.
5.1.A. Horoballs and horospheres. Let X be a CAT(0)-space and ρ a geodesic ray in X. The
Busemann function associated to ρ is the function fρ : X → R, fρ(x) = limt→∞[d(x, ρ(t))− t] .
A level hypersurface Ha(ρ) = {x ∈ X | fρ(x) = a} is called horosphere, a level set Hba(ρ) :=
{x ∈ X | fρ(x) ≤ a} is called closed horoball and its interior, Hboa(ρ) := {x ∈ X | fρ(x) < a},
open horoball. We use the notations H(ρ), Hb(ρ), Hbo(ρ) for the horosphere, the closed and
open horoball corresponding to the value a = 0.
For two asymptotic rays, their Busemann functions differ by a constant [BH99]. Thus the fam-
ilies of horoballs and horospheres are the same and we shall call them horoballs and horospheres
of basepoint α, where α is the common point at infinity of the two rays.
Lemma 5.1. ([Dru04, Lemma 2.C.2]) Let X be a product of symmetric spaces and Euclidean
buildings and α1, α2, α3 three distinct points in ∂∞X. If there exist three open horoballs Hboi of
basepoints αi, i = 1, 2, 3, which are mutually disjoint then α1, α2, α3 have the same projection
on the model chamber ∆mod.
5.1.B. Spherical and Euclidean buildings. Let Y be an Euclidean building.
An Euclidean building is called c-thick if every wall bounds at least c half-apartments with
disjoint interiors.
Lemma 5.2 ([KL97], proof of Proposition 4.2.1). Two geodesic rays r1, r2 in Y are asymptotic
respectively to two rays r′1, r
′
2 bounding an Euclidean planar sector with angular value the Tits
distance between r1(∞) and r2(∞).
Let Σ be a spherical building of rank 2. Then
• Σ is a CAT (1) spherical complex of dimension one, all its simplices are isometric (and
called chambers), and isometric to an arc of circle of length π/m;
• all simplicial cycles are of simplicial length at least 2m (so of length at least 2π);
• Σ is of simplicial diameter m+ 1;
• If two points in Σ are at distance smaller than π then there exists a unique geodesic
joining them.
Definition 5.3. Let A be an apartment in Σ and let x be a point outside A. We call entrance
point for x in A any point y such that the geodesic joining x with y intersects A only in y.
Lemma 5.4. Every entrance point in an apartment A for a point outside A is a vertex.
Proof. If an entrance point y is not a vertex, then it is in the interior of a chamber W. By the
axioms of buildings W and x are contained in one apartment. Obviously one of the vertices of
W is on the geodesic joining x to any interior point of W, in particular with y. On the other
hand the fact that the point y is in A implies that W is in A. 
According to the result in Lemma 5.4, we shall speak from now on of entrance vertices for a
point in an apartment .
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Lemma 5.5. Let Σ be a spherical building of rank 2, let x be a point in it, and let A be an
apartment not containing x.
If the distance from x to A is less than π/2 then there exists at most one entrance vertex for
x in A which is at distance less than π/2 from x.
If the distance from x to A is π/2 then there exist at most two entrance vertices for x in
A which are at distance π/2 from x. Moreover if two such vertices exist, then they must be
opposite.
Proof. In the first case, since two vertices in A are at distance at most π, the existence of two
entrance vertices would imply the existence of a cycle in Σ of length < 2π.
The second case is proved similarly. 
5.1.C. Lattices in semi-simple groups. A lattice in a Lie group G is a discrete subgroup Γ such
that Γ\G admits a finite G-invariant measure. We refer to [Mar91] or [Rag72] for a definition
of Q-rank for an arithmetic lattice in a semi-simple group.
Theorem 5.6 (Lubotzky-Mozes-Raghunathan, [LMR93], [LMR00]). On any irreducible lattice
of a semisimple group of rank at least 2, the word metrics and the induced metric are bi-Lipschitz
equivalent.
By means of removing open horoballs one can construct a subspace X0 of the symmetric space
X = G/K on which the lattice Γ acts with compact quotient. In the particular case of lattices
of Q-rank one, the family of open horoballs have the extra property of being disjoint.
Theorem 5.7 ( [Rag72], [GR69]). Let Γ be an irreducible lattice of Q-rank one in a semisimple
group G. Then there exists a finite set of geodesic rays {ρ1, ρ2, . . . , ρk} such that the space
X0 = X \
⊔k
i=1
⋃
γ∈ΓHbo(γρi) has compact quotient with respect to Γ and such that any two of
the horoballs Hbo(γρi) are disjoint or coincide.
Let p be the projection of the boundary at infinity onto the model chamber ∆mod. Lemma
5.1 implies that p({γρi(∞) | γ ∈ Γ, i ∈ {1, 2, . . . k}}) is a singleton which we denote by θ, and
we call the associated slope of Γ . We have the following property of the associated slope :
Proposition 5.8 ([Dru97], Proposition 5.7). If Γ is an irreducible Q-rank one lattice in a semi-
simple group G of R-rank at least 2, the associated slope, θ, is never parallel to a factor of
X = G/K.
In particular, if G decomposes into a product of rank one factors, θ is a point in Int ∆mod.
Since the action of Γ on X0 has compact quotient, Γ with the word metric is quasi-isometric
to X0 with the length metric (the metric defining the distance between two points as the length
of the shortest curve between the two points). Thus, the asymptotic cones of Γ are bi-Lipschitz
equivalent to the asymptotic cones of X0. Theorem 5.6 implies that one may consider X0 with
the induced metric instead of the length metric. We study the asymptotic cones of X0 with the
induced metric.
Theorem 5.9 ([KL97]). Any asymptotic cone of a product X of symmetric spaces and Euclidean
buildings, X of rank r ≥ 2, is an Euclidean building K of rank r which is homogeneous and ℵ1-
thick. The apartments of K appear as limits of sequences of maximal flats in X. The same is
true for Weyl chambers and walls, singular subspaces and Weyl polytopes of K. Consequently,
∂∞K and ∂∞X have the same model spherical chamber and model Coxeter complex.
In the sequel, we use the terminology and notation from [KL97]. In any asymptotic cone K
of a product X of symmetric spaces and Euclidean buildings we shall consider the labeling on
the boundary at infinity ∂∞K induced by a fixed labeling on ∂∞X. We denote the projection
of ∂∞K on ∆mod induced by this labeling by P and the associated Coxeter complex by S.
DIVERGENCE IN LATTICES IN SEMISIMPLE LIE GROUPS AND GRAPHS OF GROUPS 27
Concerning the asymptotic cone of a space X0 obtained from a product of symmetric spaces
and Euclidean buildings by deleting disjoint open horoballs, we have the following result
Theorem 5.10 ([Dru98], Propositions 3.10, 3.11). Let X be a CAT(0) geodesic metric space
and let C = Conω(X, (xn), (dn)) be an asymptotic cone of X.
(1) If (ρn) is a sequence of geodesic rays in X with
d(xn,ρn)
dn
bounded and ρ = [ρn] is its limit
ray in K, then H(ρ) = [H(ρn)] and Hb(ρ) = [Hb(ρn)].
(2) If X0 = X \
⊔
ρ∈RHbo(ρ) and
d(xn,X0)
dn
is bounded then the limit set of X0 (which is the
same thing as the asymptotic cone of X0 with the induced metric) is
(2.1) C0 = C \
⊔
ρω∈Rω
Hbo(ρω) ,
where Rω is the set of rays ρω = [ρn], ρn ∈ R.
We note that if X is a product of symmetric spaces and Euclidean buildings, the disjointness
of Hbo(ρ), ρ ∈ R, implies by Lemma 5.1 that p({ρ(∞) | ρ ∈ R}) reduces to one point, θ, if card
R 6= 2. Then P ({ρω(∞) | ρω ∈ Rω}) = θ.
We also need the following result.
Lemma 5.11. Let X be a product of symmetric spaces and Euclidean buildings, X of rank
r ≥ 2, and K = Conω(X,xn, dn) be an asymptotic cone of it. Let Fω and ρω be an apartment
and a geodesic ray in K, Fω asymptotic to ρω. Let ρω = [ρn], where ρn have the same slopes as
ρω. Then
(a) Fω can be written as limit set Fω = [Fn] with Fn asymptotic to ρn ω-almost surely ;
(b) every geodesic segment [x, y] in Fω \ Hbo (ρω) may be written as limit set of segments
[xn, yn] ⊂ Fn \Hbo (ρn).
5.2. Lattices in Q-rank one Lie groups of real rank ≥ 2.
Theorem 5.12. Let X be a product of symmetric spaces of non-compact type and Euclidean
buildings of rank at least two, and let R be a collection of geodesic rays in X, with no ray
contained in a rank one factor, and such that if r, r′ are two distinct elements of it then the
open horoballs Hbo(r),Hbo(r′) are disjoint. Then the space X ′ = X \⊔r∈RHbo(r) has linear
divergence Divγ(n, δ) for every δ ∈ (0, 1).
Theorems 5.7 and 5.12 immediately imply
Corollary 5.13. Every lattice of a semi-simple Lie group of Q-rank 1 and R-rank ≥ 2 has
linear divergence and no cut-points in its asymptotic cones.
In what follows X and R will always be as in Theorem 5.12.
Lemma 5.14 (Proposition 3.A.1, [Dru04]). Let Y be an Euclidean building of rank at least two,
let r be a geodesic ray in it and let F be an apartment intersecting the horoball Hb(r). The
intersection of F with Hb(r) is a convex polytope whose interior is F ∩ Hbo(r). In particular,
if the interior of the polytope is empty then it is in the horosphere H(r).
Lemma 5.15. Let Y , r and F be as in Lemma 5.14. If F ∩ Hb(r) has infinite diameter then
the Tits distance between ∂∞F and r(∞) is at most π/2.
Proof. Let o be a fixed point in F ∩ Hb(r). Since F ∩ Hb(r) has infinite diameter and it is a
polytope, it contains a geodesic ray.
According to Lemma 5.2 the rays ρ and r are asymptotic to rays ρ′ and r′ bounding an
Euclidean sector with angular value the Tits distance between ρ(∞) and r(∞).
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Since ρ and ρ′ at finite Hausdorff distance it follows that ρ′ is contained in Hba(r) for some
a > 0. The ray r′ is asymptotic to r, hence Hba(r) coincides with some Hbb(r
′), hence ρ′ is
contained in Hbb(r
′). This cannot happen if the angle between ρ′ and r′ is larger than π/2.
It follows that the Tits distance between ρ(∞) and r(∞) is at most π/2, hence the same holds
for the Tits distance between ∂∞F and r(∞). 
Lemma 5.16. Let Y be a 4-thick Euclidean building, of rank 2, let r be a geodesic ray in Y ,
not contained in a factor of Y , let F be an apartment intersecting Hbo(r) and let a, b be two
distinct points in F ∩H(r). Then there exists an apartment F ′ in Y containing a, b and a point
from Hbo(r), and such that the Tits distance from ∂∞F to r(∞) is larger than π/2.
Proof. By [KL97, Proposition 4.2.1] the boundary at infinity ∂∞Y endowed with the Tits metric
is a spherical building of rank 2. All its chambers are isometric, and isometric to an arc of circle
of angle θ = π/m, with m ∈ N,m ≥ 2. The building Y is reducible if and only if m = 2 [KL97,
Proposition 3.3.1].
Assume that Y is reducible. Then Y is a product of trees T1×T2, and r(t) = (r1(σt), r2(τt)),
where ri is a ray in Ti, and σ
2+τ2 = 1, σ > 0 and τ > 0. Let a = (a1, a2), let b = (b1, b2). There
exists a geodesic line Li in Ti containing [ai, bi] and not asymptotic to ri. Then the apartment
L1 × L2 satisfies the hypothesis. Indeed, the Tits distance from ∂∞(L1 × L2) to r(∞) is larger
than π/2, because all chambers in ∂∞(L1 × L2) are opposite to the chamber containing r(∞).
In order to prove that L1 × L2 contains a point in Hbo(r), note first that the value of the
Busemann function fr(x1, x2) is equal to σfr1(x1) + τfr2(x2). Hence σfr1(a1) + τfr2(a2) =
σfr1(b1) + τfr2(b2) = 0.
If fr1(a1) < fr1(b1) then fr2(a2) > fr2(b2) and the point (a1, b2) in L1 × L2 is in Hbo(r). If
fr1(a1) = fr1(b1) then fr2(a2) = fr2(b2) and either a1 6= b1 or a2 6= b2. Assume that a1 6= b1.
The geodesic [a1, b1] contains a point e1 such that fr1(e1) < fr1(a1). Then the point (e1, a2) in
L1 × L2 is in Hbo(r).
Assume that Y is irreducible. Let F be an apartment in Y containing e ∈ Hbo(r), and
a 6= b ∈ H(r). Assume that the Tits distance δ from r(∞) to A = ∂∞F is smaller than π/2.
Then we construct an apartment F ′ containing a, b, e and a point from Hbo(r) such that ∂∞F
′
is at Tits distance δ + θ from r(∞).
Indeed, Lemma 5.5 implies that in this case there exists only one entrance vertex u for r(∞)
in A at distance δ. All the other vertices in A are at distance at least δ + θ from r(∞). Let
v,w be two opposite vertices in A \ {u}. The 0-sphere {v,w} is the boundary at infinity of a
singular line H, and we may assume that this line does not separate {a, b, e}, but separates the
set {a, b, e} from a geodesic ray with point at infinity u.
By the hypothesis of thickness there exists a half-apartment D in Y of boundary H and with
interior disjoint from F . Let Di, i = 1, 2, be the two half-apartments in F determined by H such
that D1 contains u (hence D2 contains {a, b, e}). Note that D ∪Di, i = 1, 2, is an apartment.
Lemma 5.5 applied to the spherical apartment ∂∞(D1 ∪D) implies that all the vertices in ∂∞D
are at Tits distance at least δ + θ from r(∞). It follows that all the vertices in ∂∞(D2 ∪D) are
at Tits distance at least δ + θ from r(∞). Take F ′ = D2 ∪D.
Now we can assume the Tits distance from r(∞) to A = ∂∞F is π/2. Then we construct an
apartment F ′ containing a, b, e such that ∂∞F
′ is at Tits distance π/2 + θ from r(∞).
Lemma 5.5 implies that ∂∞F contains at most two entrance vertices for r(∞) in A, and that
in case there are two, they must be opposite. Let H be the singular hyperplane in F containing
either one or both these entrance vertices in its boundary.
We may moreover assume that H does not separate a, b, e. Let H ′ be a singular hyperplane
composing with H two opposite Weyl chambers, and which also does not separate a, b, e. By
the irreducibility assumption on Y , H ′ is not orthogonal to H.
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The line H ′ splits F into two half-apartments D1,D2, with D1 containing a, b, e. By 3-
thickness there exist D3 a half-apartment of the boundary of H
′ such that D1,D2,D3 have
pairwise disjoint interiors.
Assume that ∂∞F contains two opposite entrance vertices x, y ∈ A for r(∞) in A with
x ∈ ∂∞D1. If the apartment ∂∞D1∪D3 contains two entrance vertices at distance π/2 then the
second entry vertex must be in D3, and opposite to x. The same point must be also opposite
to y, but since x, y are not symmetric with respect to ∂∞H
′, this gives a contradiction. Thus
∂∞D3 is at Tits distance π/2 + θ from r(∞), and the apartment F ′ = D1 ∪ D3 is such that
∂∞F
′ contains only one entrance vertex x for r(∞) at distance π/2.
Thus we reduced to the case when ∂∞F contains only one entrance vertex x for r(∞) at
distance π/2. The line H ′ may be chosen such that it splits F into two halves D1,D2, with D1
containing a, b, e and ∂∞D2 containing x. By 4-thickness it also bounds two half apartments
D3,D4 s.t. Di, i = 1, ..., 4 have disjoint interiors.
If ∂∞D3 is at Tits distance π/2 + θ from r(∞) then F ′ = D1 ∪D3 is the required apartment.
Assume that ∂∞D3 is at Tits distance π/2 from r(∞). Then the spherical apartment ∂∞(D2∪
D3) has two opposite entrance points for r(∞) at distance π/2 from r(∞). An argument as
above implies that ∂∞D4 is at distance π/2 + θ from r(∞). We can take F ′ = D1 ∪D4. 
Lemma 5.17. Let [x, y] be a segment containing a point o in its interior, and let r be a ray in
an Euclidean building with origin o. Then there exists x′ ∈ [x, o), y′ ∈ (o, y] such that r and
[x′, y′] are in the same apartment.
Proof. For every t ∈ [o, x) denote by θ(t) the angle between the segment [t, x] and the ray of
origin t asymptotic to r. According to [KL97, Lemmas 2.1.5 and 5.2.2] the map t 7→ θ(t) is an
increasing upper semi-continuous function with finitely many values. It follows that for some
x′ ∈ [x, o) the function is constant on [x′, o]. Similarly one can find a point y′ ∈ (o, y] with the
angle function constant on [o, y′]. Since [x′, y′] is a geodesic, the segment [x′, y′] and the ray r
are in the same flat, hence in the same apartment. 
Proposition 5.18. Let Y be an Euclidean building, of rank at least 2, and let r be a geodesic
ray not contained in a factor of Y . Let H(r) be the horosphere in Y determined by r. Then for
every three points a, b, c in H(r) with dist(a, c) = dist(b, c) = 1 there is a path in H(r) connecting
a and b and avoiding c.
Proof. Case 1. Assume that Y is of rank 2. If the points a, b are contained in an apartment
F intersecting Hbo(r) then by Lemmas 5.15 and 5.16 it can be assumed that F ∩ H(r) is the
boundary of a finite convex polytope (i.e. a flat polygon since the rank is 2) with non-empty
interior. Then F ∩H(r) is a simple loop containing a, b, and one of the boundary paths of this
loop connecting a, b does not pass through c.
Now suppose that a, b are contained in an apartment F such that F ∩Hbo(r) is empty. Then
F ∩H(r) = F ∩Hb(r) is a convex polytope of dimension 1, so it is a segment, a ray or a line.
If c is not on the segment [a, b] ⊂ F ∩H(r) then we are done.
Assume that c ∈ [a, b]. By Lemma 5.17 there exists an apartment F ′ which is asymptotic to
r and which contains a sub-segment [a′, b′] of [a, b] having c as an interior point.
Note that the apartment F ′ intersects Hbo(r). Thus, the first part of the proof can be applied
to show that a′ and b′ can be connected in H(r) avoiding c. This finishes the proof of Case 1.
Case 2. Assume that Y is of rank n > 2. Consider an apartment F containing a, b.
If F also intersects Hbo(r) then F ∩Hb(r) is a polytope of non-empty interior and dimension
n ≥ 3. If this polytope has two non-parallel co-dimension one faces then its boundary is
connected, and so we can connect a and b by an arc on the boundary of the polytope avoiding
c. So suppose that the boundary of the polytope has just two (parallel) co-dimension one faces.
We can assume that a, b belong to different faces. By [Dru04, Lemma 3.C.2], we can find an
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apartment F ′ containing a, b such that F ′ ∩ H(r) contains two non-parallel co-dimension one
faces, and we are done.
If F does not intersect Hbo(r) then F ∩H(r) = F ∩Hb(r) is a convex polytope of dimension
d < n. If d ≥ 2 then this polytope cannot have cut-points. Assume that d = 1, hence F ∩H(r)
is a segment, a ray or a line. As above, if c 6∈ [a, b] then we are done.
If c ∈ [a, b] then by Lemma 5.17 there exists an apartment F ′ asymptotic to r and containing
a sub-segment [a′, b′] of [a, b] with c in the interior. In particular [a′, b′] is in F ′ ∩H(r), which is
a hyperplane of dimension n− 1 (because it is a horosphere of the flat F ′). Clearly a′, b′ can be
joined in this hyperplane by a path avoiding c. 
Proposition 5.19. Let X be as in Theorem 5.12 and let r be a geodesic ray not contained in
a factor of X. Let H be the horosphere in X corresponding to r. Then there exists a constant
λ ∈ (0, 1) and two positive constants D and L such that for every three points a, b, c in H
with min {dist(a, b),dist(a, c),dist(b, c)} ≥ D, there is a path of length at most Ldist(a, b) in H
connecting a and b and avoiding the ball of radius λmin(dist(a, c),dist(b, c)) around c.
Proof. Assume by contradiction that there exists a sequence of triples an, bn, cn such that
the minimum of dist(an, bn),dist(an, cn),dist(bn, cn), denoted by Dn, diverges to infinity, and
such that all paths joining an and bn outside the ball of radius
1
n
min(dist(an, cn),dist(bn, cn))
around cn have length at least ndist(an, bn). Without loss of generality we may assume that
dist(an, cn) = dist(bn, cn) = Rn. The assumptions imply that dist(an, bn) is at least Rn/2 oth-
erwise any geodesic [an, bn] stays outside the ball of radius Rn/4 around cn. Thus 2Rn ≥ Dn ≥
Rn/2.
The asymptotic cone Xω = Con
ω (X, (cn), (Rn)) is an Euclidean building of rank at least two
by [KL97]. By Theorem 5.10, (2), the limit points a = (an)
ω, b = (bn)
ω and c = (cn)
ω are on
the horosphere H(rω), where rω is the limit of the ray r; the points a and b are at distance 1
from c. By Lemma 5.18 there exists a path g in H(rω) connecting a and b and avoiding c. By
Lemma 2.3, we can assume that g is a limit of paths gn of lengths O(Rn) connecting an, bn in
H(r) and avoiding a ball of radius O(Rn) around cn. This contradicts the assumptions in the
previous paragraph. 
Proof of Theorem 5.12. Let X and R be as in Theorem 5.12. If R has cardinality at
least three then according to Lemma 5.1 the set of points {r(∞) ; r ∈ R} projects onto one
point on the model chamber of ∂∞X. This implies that all horospheres H(r) with r ∈ R are
isometric. Let λ,D and L be the three constants provided by Proposition 5.19 for the above
family of isometric horospheres.
If R has cardinality at most 2 then take λ be the minimum and D,L be the maximum among
the corresponding constants for these horospheres.
Since rays from R are not parallel to a rank one factor of X, the horospheres corresponding
to them are M -bi-Lipschitz embedded into X for some constant M (see [Dru97, Theorems 1.2
and 1.3]).
Since the rank of X is at least 2, it has linear divergence. Let p be a path of length Kdist(a, b)
connecting a, b in X and avoiding the ball B(e,R/2).
Let C = 12ML/λ, and three points a, b, e ∈ X where R = dist(e, a) = dist(e, b) = dist(a, b)/2.
We want to connect a, b by a path in X ′ of length O(dist(a, b)) avoiding a ball of radius R/C
around e. Let H be a horosphere corresponding to some ray r ∈ R crossed by p. Let a′ and b′
be the first and last points on p ∩H.
If dist(a′, b′) < R/4M then (since the distortion of H is linear) a′ and b′ can be connected
in H by a path of length at most Mdist(a′, b′) < R/4. That path avoids the ball of radius
R/2 around e. By replacing all such sub-paths [a′, b′] in p by the corresponding paths on the
horospheres, we obtain a path of length at most MK connecting a, b and avoiding the ball of
radius R/4 around e.
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So we can assume that dist(a′, b′) ≥ R/4M . Let e′ be the projection of e onto H (in a
CAT(0)-space, for every point x and every convex set P , there exists at most one point x′ in
the set P that realizes the distance from x to P [BH99]). If dist(e, e′) > R/2C then any path in
H joining a′ and b′ avoids the ball B(e,R/2C).
Assume that dist(e, e′) ≤ R/2C. Then any path joining a′, b′ outside the ball B(e′, R/C) is
also outside the ball B(e,R/2C). By Proposition 5.19 a′ and b′ can be joined in H by a path of
length ≤ Ldist(a′, b′) outside the ball B(e′, λR/4M). Since λR/4M > R/C we are done.
6. SLn(OS)
Let k be a number field. Let O ⊂ k be its ring of integers. Let S be a finite set of places of k
containing all the archimedean ones. Let OS be the ring of S-integer points of k. Let us denote
kS =
∏
ν∈S kν . Note that we have a natural diagonal embedding of k in kS . The image of OS
under this embedding is a cocompact lattice. When speaking of an action of an element of k (or
more generally of a matrix over k) on kS (respectively on a vector in k
t
S) we will be implicitly
using this diagonal embedding. For x ∈ k we denote
|x|S = max{|x|ν : ν ∈ S} .
Similarly for vectors v ∈ kS t we have
‖v‖S = max{‖v‖ν : ν ∈ S} .
Theorem 6.1. The asymptotic cones of Γ = SLd(OS), d ≥ 3, do not have cut-points.
Remark 6.2. When |S| > 1 then one may allow d = 2 by Theorem 5.12 (because in that case
SL2(OS) is of Q-rank one).
We shall prove the theorem only for d = 3. The case of d > 3 is similar (and easier). In fact
one can easily deduce that case from the case d = 3 by using various embeddings of SL3 into
SLd.
6.1. Notation and terminology.
• As usual, for a given set S generating Γ we shall denote by distS(·, ·) the word metric on
Γ with respect to S.
• An entry a of γ ∈ SLd(OS) is called large if
log(1 + |a|S) ≥ C log
√
| tr γ∗γ|S
for some fixed constant C.
• We shall use the notation x ≈ y to mean that for some constants (which we choose and
fix for the given group Γ) c1, c2 > 0 c1 ≤ (1 + |x|S)/(1 + |y|S) ≤ c2.
• Two elements α, β ∈ SLd(OS) are said to be “of the same size” if distS(α, e) ≈ distS(β, e)
• Let κ > 0 be fixed. Let γ1, γ2 ∈ Γ. A κ-exterior trajectory from γ1 to γ2 is a path ω in
the Cayley graph Cay(Γ, S) starting at γ1, ending at γ2 such that:
(1) The length of ω is comparable to distS(γ1, γ2), i.e. bounded by some constant
(depending only on the group Γ) times distS(γ1, γ2).
(2) The path ω remains outside a ball of center e and radius κ · distS(e, {γ1, γ2}).
We shall usually omit the constant κ and speak about exterior trajectory where κ > 0 is
implicit.
• Two elements γ1, γ2 ∈ Γ will be said to be exteriorly connected if there exist an exterior
trajectory connecting them.
• We shall use the notation ‖γ‖S =
√| tr γ∗γ|S . Note that ‖γ‖S ≈ max{|aij |S : γ =
(aij)}.
• Recall (cf. [LMR93],[LMR00]) that distS(γ, e) ≈ log ‖γ‖S .
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• Let us denote the following subgroups of SL3:
L =

 1 0 ∗0 1 ∗
0 0 1

 , N =

 1 ∗ ∗0 1 ∗
0 0 1

 ,M =

 1 0 0∗ 1 0
∗ 0 1

 .
6.2. Some facts about OS . Abusing notation, we write ZS for the localization of Z with
respect to the non archimedean places in S restricted to Q.
The next lemma contains well known facts about OS and its ideals.
Lemma 6.3. [AM69]
(i) The ring OS is a finitely generated ZS module.
(ii) Every non-zero ideal of OS is a unique product of prime ideals, it is contained in finitely
many prime ideals.
Lemma 6.4. There exists a constant C > 1 depending only on O such that every principal ideal
I of O of norm k is generated by an element x of absolute value |x| ≤ C(k) 1r , where r is the
number of archimedean valuations of O. In case r > 1 we actually have that for every k′ ≥ k, I
is generated by an element x of absolute value 1
C
(k′)
1
r ≤ |x| ≤ C(k′) 1r .
Proof. Let r be the number of archimedean valuations of O. We distinguish the case where r = 1
from r > 1. When r = 1 we have only finitely many choices of a generator for the given principal
ideal and all satisfy the assertion. Assume r > 1. Consider the logarithmic map φ : O\{0} → Rr
that takes x to (log |ν1(x)|, . . . , log |νr(x)|). By the Dirichlet theorem, the image of the group of
units O∗ is a lattice in the subspace of Rr given by the equation x1 + . . . + xr = 0. Let cO be
a principal ideal of O. Then the image under φ of the set of all generators of cO is the coset
φ(c) + φ(O∗).
Let ∆ be the (closed) fundamental domain of the lattice φ(O∗) containing the point on the
diagonal x1 = x2 = ... = xr. Let c
′ be a generator of cO such that φ(c′) is in ∆. Then the
difference between the maximal and minimal values of coordinates of φ(c′) does not exceed a
constant λ depending only on O (we can take λ to be the diameter of ∆). Therefore for every
i, j between 1 and r, |νi(c
′)|
|νj(c′)|
≤ exp(λ). Hence |c′|S = max{|νi(c′)|, i = 1, . . . , r} does not exceed
(|ν1(c′)| · · · |νr(c′)|) 1r expλ ≤ k 1r exp λ and is at least exp(−λ)k 1r .
Suppose now that k′ > k. Let |νi(c′)| be the maximal number among all |νj(c′)|. By Dirichlet’s
theorem, there exists a unit ǫ of O (depending only on O) such that |νi(ǫ)| > 1 is the maximal
number among all |νj(ǫ)|. Then there exists a constant C and an integer u > 0 such that
c′′ = ǫuc′ satisfies the desired inequalities
1
C
(k′)
1
r ≤ |c′′|S ≤ C(k′) 1r .

Lemma 6.5. Let a, b, c ∈ OS , c 6= 0, and let P1, ..., Ps be distinct prime ideals not containing
aOS , but s.t. c ∈ P1, . . . , Ps. Then there exists m ∈ OS such that b +ma is not contained in
P1, ..., Ps and |m|S is bounded by a polynomial in |a|S , |b|S , |c|S (the polynomial depends only on
OS).
Proof. Let h be the class number of K. Without loss of generality assume that ideals P1, ..., Pu
do not contain b but Pu+1, ..., Ps contain b. Since c ∈ P1 · · ·Pu, the norm of P1 · · ·Pu is smaller
than the norm of the ideal cOS which is bounded by O(|c|rS) where r is the number of valuations
in S.
Then the ideal P = (P1 · · ·Pu)h is principal and its norm is bounded by O(|c|rhS ). The
intersection P ′ = P ∩O is also a principal ideal of O with the same norm as P . By Lemma 6.4,
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there exists a generator m of P ′ with |m|S bounded by O(|c|rhS ). This element m generates the
ideal P as well.
If 1 ≤ i ≤ u, then m ∈ Pi but b 6∈ Pi, hence b+ma 6∈ Pi. If u < i ≤ s, then b ∈ Pi but neither
m nor a is in Pi, so ma 6∈ Pi, hence b+ma 6∈ Pi. So b+ma is not in Pi for any i. 
Lemma 6.6 (Effective stable range). For every three elements a, b, c ∈ OS such that aOS +
bOS+cOS = OS there exist two elements k,m ∈ OS such that (ma+b)OS+(ka+c)OS = OS and
the absolute values |k|S , |m|S are bounded by a polynomial in |a|S , |b|S , |c|S (for some polynomial
depending only on OS).
Proof. We can assume that b, c 6= 0. Let P1, ..., Pt be all the prime ideals containing cOS . Let
P1, ..., Ps be the ideals that do not contain aOS , Ps+1, ..., Pt be the ideals containing aOS . By
Lemma 6.5 we can find m such that (b + ma)OS is not contained in P1, ..., Ps and |m|S is
polynomially bounded in terms of |a|S , |b|S and |c|S . We claim that cOS + (ma+ b)OS = OS .
Indeed, suppose that cOS + (ma + b)OS 6= OS . Then there exists a prime ideal P containing
cOS +(ma+b)OS . Since c ∈ P , that prime ideal must be one of the Pi, i = 1, ..., t. Since ma+b
is not in P1, ..., Ps, we have i > s. Then P contains a, so P contains a, b, c which contradicts the
equality aOS + bOS + cOS = OS . Hence cOS + (ma+ b)OS = OS . 
Remark 6.7. The proof of Lemma 6.6 shows that one can always take k = 0 unless c = 0 in
which case we can take k = 1.
Lemma 6.8. For every a, c ∈ OS there exists an element a′ ∈ a+ cOS with |a′|S = O(|c|S).
Proof. Let KS =
⊕
ν∈S Kν . Fix a closed fundamental set (parallelepiped) P for the lattice
OS < KS . Observe that the set cP contains a full set of representatives for OS/cOS . Hence we
can find an element a′ ∈ a+ cOS such that |a′|S ≤ |c|Ssupx∈P |x|S . 
6.3. Choice of a generating set. Since all the Cayley graphs Cay(SL3(OS), T ) for various
finite generating sets T are quasi-isometric, it will be convenient in the argument to have a
sufficiently rich generating set.
6.3.A. Fix a finite set of generators eℓ , 1 ≤ ℓ ≤ N , of the Z-module O.
Let
S0 = {Ei,j(eℓ) : i 6= j ∈ {1, 2, 3} , 1 ≤ ℓ ≤ N} ,
S1 =

 p 0 00 p−1 0
0 0 1
±1 ,
 p 0 00 1 0
0 0 p−1
±1 ,
 1 0 00 p 0
0 0 p−1
±1
 ,
where p ranges over the primes in S restricted to Z,
S2 =

 1 0 00 0 1
0 −1 0
±1 ,
 0 1 0−1 0 0
0 0 1
±1 ,
 0 0 10 1 0
−1 0 0
±1
 .
6.3.B. Recall that by the Dirichlet unit theorem the group of units of OS is a product of some
finite Abelian group and t = r1 + r2 − 1 + r3 cyclic groups, where r1 is the number of places
ν ∈ S such that kν = R, r2 is the number of places ν ∈ S such that kν = C and r3 is the number
of non archimedean places in S. In case t = 0, i.e., OS = Z, we shall choose a hyperbolic matrix
A ∈ SL2(Z), and denote A = {A}. When t > 0 let λi, 1 ≤ i ≤ t, be fixed generators of this
product of cyclic groups. Let us denote by A the following set of elements
A =
{
A(λi) =
(
λi 0
0 λ−1i
)
: 1 ≤ i ≤ t
}
.
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Fix some constant 0 < c < 1. For each ν ∈ S let us denote by NCν(A) the following set:
NCν(A) = {v ∈ k2ν : ‖vA‖ν > c‖v‖ν ∀A ∈ 〈A〉} ∪ {0}
Observe that for an appropriate 0 < c < 1 we can find finitely many elements γi, 1 ≤ i ≤ M ,
such that if we denote Aγi = {γ−1i Aγi : A ∈ A} then
⋃M
i=1NCν(Aγi) = k2ν , for each ν ∈ S.
Moreover, we may choose enough γi’s so that for any line in k
2
ν we will have some Aγi so that
each of its eigenspaces form an angle π/3 < ψ < 2π/3 with the given line. Let
S3 =

 A±1 00
0 0 1
 ,
 1 0 00
0
A±1
 : A ∈ Aγi , 1 ≤ i ≤M
 .
Let S4 be a (finite) set of generators of SL2(OS) embedded into SL3(OS) as the lower right
corner.
6.3.C. If K = Q[
√−d] for some d ≥ 0 then we also define S5 and S6 as follows (if K is not of
this form then S5 = S6 = ∅). Fix a geometrically finite fundamental domain F of the action of
SL2(OS) on the corresponding symmetric space, which is the hyperbolic space Hn of dimension
n = 2, 3, note that in this case SL2(OS) is of real rank 1. For each face of F we include in
S5 a generator taking F to the neighboring domain. Let Ω0, ...,Ωκ be the points at infinity of
F . Let P0, ..., Pκ be the stabilizers of Ω0, . . . ,Ωκ in SL2(K). We assume that P0 is the group
of upper triangular matrices in SL2(K). Then for every i = 1, ..., κ there exist αi ∈ SL2(K)
conjugating P0 ∩ SL2(OS) to Pi ∩ SL2(OS). Let α0 = e. In order to define S6, we need the
following statement.
Lemma 6.9. There exist a finite set of matrices T = {T1, . . . , Tι} ⊂ SL3(OS) such that for every
L ∈ SL3(OS) there exists Tj ,1 ≤ j ≤ ι, such that αiLTjα−1i ∈ SL3(OS) for every i = 0, . . . , κ.
We may also require that the identity belongs to T .
Proof. Every element of K is a fraction with numerator and denominator from OS . Consider
the generic matrix X =
 x11 x12 x13x21 x22 x23
x31 x32 x33
 and the matrices αiXα−1i . The entries of these
matrices are linear polynomials in x11, ..., x33 with coefficients from K. Let D be the product
of denominators of all these coefficients. Then for every i and every L ∈ SL3(OS) the matrix
αi(1 +DL)α
−1
i belongs to SL3(OS). Now it is enough to take T1, ..., Tι to be representatives of
the right cosets of the congruence subgroup of SL3(OS) corresponding to D. 
6.3.D. Now S6 is defined by:
S6 =
{
αiT
−1sT ′α−1i : 0 ≤ i ≤ κ, T, T ′ ∈ T , s ∈
5⋃
m=0
Sm
}
∩ SL3(OS) .
Note that for any choice of T ∈ T and s ∈
5⋃
m=0
Sm there exists at least one T
′ so that the
corresponding element αiT
−1sT ′α−1i belongs to SL3(OS).
Let us fix S = S0 ∪ ... ∪ S6 as the set of generators of SL3(OS).
6.4. Proof of Theorem 6.1. In order to show that asymptotic cones of Γ = SL3(OS) do not
have cut-points it suffices to show that any two elements α, β ∈ Γ are exteriorly connected. This
follows immediately from the following two lemmas:
Lemma 6.10. Let γ ∈ SL3(OS). There exists α ∈M =
 1 0 0∗ 1 0
∗ 0 1
 such that
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(1) distS(α, e) ≈ distS(γ, e), that is γ and α are approximately of the same size.
(2) γ is exteriorly connected to α.
Lemma 6.11. Given any α =
 1 0 0u1 1 0
u2 0 1
 , β =
 1 0 0v1 1 0
v2 0 1
 with ui, vi ∈ OS there exists
an exterior trajectory connecting them.
A basic tool in proving these lemmas is:
Lemma 6.12. Let γ ∈ SL3(OS) be an element having some large entry in the first column. For
any θ =
 1 0 m0 1 n
0 0 1
 ∈ L, m,n ∈ OS there exists an exterior trajectory from γ to γθ.
Proof. A path ω of length k in the Cayley graph connecting γ to γθ corresponds to a word
θ = s1s2 . . . sk where each si ∈ S, ω(i) = γs1s2 . . . si, 0 ≤ i ≤ k. Since we want the path to be
an exterior trajectory it should satisfy the following conditions:
(E1) k = length(ω) ≈ distS(θ, e)
(E2) ∀0 ≤ i ≤ k, distS(ω(i), e) ≥ κdistS(γ, e) for some constant κ = κ(Γ). (Note that we have
that distS(γθ, e) ≥ CdistS(γ, e) for some constant C which depends on our notion of an
“entry being large”).
In [LMR93] it was shown, in the particular case where m,n ∈ Z how to construct for any
θ =
 1 0 m0 1 n
0 0 1
 a word of length O(log(n2 +m2 + 1)) ≈ distS(θ, e) expressing it in terms
of a given generating set. Let us describe the slightly modified argument for elements θ = 1 0 m0 1 n
0 0 1
 ∈ SL3(OS), see also (2.12) in [LMR00].
Let H = 〈A〉 be the subgroup generated by the set A defined in 6.3.B. That is, either H is a
cyclic group generated by some hyperbolic matrix A ∈ SL2(Z) when OS = Z, or otherwise
H =
{(
λ 0
0 λ−1
)
: λ ∈ O∗S
}
where O∗S is the group of units of OS . Consider the group Λ = H ⋉ O2S . Λ is a finitely
generated group which is a cocompact lattice in the group H ⋉
∏
ν∈S K
2
ν where H acts on
each of the factors of
∏
ν∈S K
2
ν via the corresponding embedding of OS ∈ K into Kν . Observe
that [LMR00, §3.15 − 3.18] for each ν ∈ S the two dimensional vector space K2ν is spanned by
eigenspaces on which H acts with eigenvalues of absolute value strictly bigger than 1. It follows
as in [LMR00, section 3] that the restriction to K2ν of the left invariant coarse path metric on
H ⋉
∏
ν∈S K
2
ν is such that the distance from the identity of
 1 0 x0 1 y
0 0 1
 where x, y ∈ Kν is
O(log(|x|2S + |y|2S + 1)). If we fix any γ ∈ Γ, then any θ =
 1 0 m0 1 n
0 0 1
 with m,n ∈ OS can
be expressed as a word s1s2 . . . sk of length k = O(log(|n|2S + |m|2S + 1)) with respect to a set of
generators of the form
S(γℓ) =

 1 0 ej0 1 0
0 0 1
±1 ,
 1 0 00 1 ej
0 0 1
±1 ,
 A 00
0 0 1
±1
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where {ej} is a finite set generating O as a Z-module and {A ∈ Aγℓ} where A is as in subsec-
tion 6.3.B and 1 ≤ ℓ ≤ M (see the definition of S3). In particular we have for any 1 ≤ i ≤ k
that
s1s2 . . . si ∈ L(H) =

 A st
0 0 1
 : A ∈ Hγℓ s, t ∈ OS
 .
We recall that in our choice of a generating set S for SL3(OS) we have given ourselves several
possible choices of generators using various (finitely many) conjugates of H.
Let us denote γ =
 a11 a12 a13a21 a22 a23
a31 a32 a33
. By our assumption for some 1 ≤ j ≤ 3 we have aj1
large. Let ν0 ∈ S be such that |aj1|ν0 > c1|aj1|S for some fixed c1 > 0 depending on K and S.
By the choice of S in section 6.3 there is some γℓ, 1 ≤ ℓ ≤M , so that (aj1, aj2) ∈ NCν0(Aγℓ). We
shall use Aγℓ for producing a short word representing the element θ. Note that for any A ∈ Hγℓ
‖(aj1, aj2)A‖ν0 ≥ c0‖(aj1, aj2)‖ where c0 is the constant in 6.3. This immediately implies that
if we use S(A) ⊂ S for expressing θ then (E2) is satisfied. 
We turn now to the proof of Lemma 6.10. As we use the right Cayley graph, applying elements
of S on the right corresponds to column operations.
Proof. of Lemma 6.10.
Step 1. γ is exteriorly connected to some γ1 = γs such that γ1 has a large entry in the first
column and s ∈
I,
 0 1 0−1 0 0
0 0 1
±1 ,
 0 0 10 1 0
−1 0 0
±1
 .
Proof of 1. If there is no large entry in the first column we can exchange columns (and reverse
sign to keep the determinant 1). We can also assume (for the sake of simplicity) that the
(1,1)-entry of the matrix is large.
Step 2. γ1 =
 a b c∗ ∗ ∗
∗ ∗ ∗
 is exteriorly connected to γ2 = γ1
 1 m k0 1 0
0 0 1
 =
 a b′′ c′∗ ∗ ∗
∗ ∗ ∗

so that b′′OS + c′OS = OS , with m and n polynomially controlled by the size of γ1.
Proof of 2. This follows from Lemma 6.6 and Lemma 6.12 using: 1 m k0 1 0
0 0 1
 =
 1 0 k0 1 0
0 0 1
 1 0 00 0 −1
0 1 0
 1 0 −m0 1 0
0 0 1
 1 0 00 0 1
0 −1 0
 .
Step 3. If c′ = 0 we may jump to step 7 (with clear changes of notation). Otherwise γ2 = a b′′ c′∗ ∗ ∗
∗ ∗ ∗
 is exteriorly connected to γ3 = γ2
 1 0 00 1 0
0 k 1
 =
 a b′ c′∗ ∗ ∗
∗ ∗ ∗
 so that b′ is
large, and k is polynomially controlled by the size of γ2.
Proof of 3. When c′ 6= 0 we can find k ∈ OS so that b′ = b′′ + kc′ is large and the size of k is
polynomially controlled by the size of γ. Then apply Lemma 6.12, where we use:
 1 0 00 1 0
0 k 1
 = 1 0 00 0 −1
0 1 0
 1 0 00 1 −k
0 0 1
 1 0 00 0 1
0 −1 0
.
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Step 4. γ3 =
 a b′ c′∗ ∗ ∗
∗ ∗ ∗
 is exteriorly connected to γ4 =
 b′ −a c′∗ ∗ ∗
∗ ∗ ∗
 = γ3
 0 −1 01 0 0
0 0 1
.
Step 5. γ4 =
 b′ −a c′∗ ∗ ∗
∗ ∗ ∗
 is exteriorly connected to γ5 = γ4
 1 u 00 1 0
0 v 1
 =
 b′ 1 c′∗ ∗ ∗
∗ ∗ ∗

Proof of 5. Since OS = b′OS + c′OS we have u′, v′ ∈ OS so that b′u′ + c′v′ = a+ 1. Observe
that for any u = u′ + c′r ∈ u′ + c′OS we have v = v′ − b′r ∈ OS such that b′u+ c′v = a+ 1. By
Lemma 6.8 one can choose u ∈ u′ + c′OS which satisfies |u|S ≤ const.|c′|S , where the constant
depends only on OS .
Step 6. γ5 =
 b′ 1 c′∗ ∗ ∗
∗ ∗ ∗
 is exteriorly connected to γ6 = γ5
 1 0 00 1 −c′
0 0 1
 =
 b′ 1 0∗ ∗ ∗
∗ ∗ ∗
 .
Proof of 6. It follows from Lemma 6.12.
Step 7. In step 8 we are going to subtract b′ − 1 times the second column from the first. To
insure that the first column remains large, we first note that there exists some x ∈ OS whose
size is polynomially bounded in terms of the size of γ6 and such that γ6 is exteriorly connected
to γ7 = γ6
 1 0 00 1 0
0 x 1
 so that both γ7 as well as γ8 = γ7
 1 0 01− b′ 1 0
0 0 1
 have large first
column.
Step 8. γ7 is exteriorly connected to γ8 = γ7
 1 0 01− b′ 1 0
0 0 1
 =
 1 1 0∗ ∗ ∗
∗ ∗ ∗
.
Step 9. γ8 =
 1 1 0∗ ∗ ∗
∗ ∗ ∗
 is exteriorly connected to
γ9 = γ8
 1 −1 00 1 0
0 0 1
 =
 1 0 0x
y
B
 .
Step 10. γ9 is exteriorly connected to γ10 = γ9
 1 0 00
0
B−1
 =
 1 0 0x 1 0
y 0 1
.
Proof of 10. Let us distinguish two cases:
(i) The rank of SL2(OS) is at least 2.
(ii) The rank of SL2(OS) is 1, i.e., OS = Q(
√−d) for some integer d ≥ 0, S = {∞}.
We shall abuse terminology and identify SL2 with its image under embedding into SL3 as the
lower right corner. In the case when rank(SL2(OS)) ≥ 2 we may express (by the results of
[LMR00])
 1 0 00
0
B−1
 as a short word s1s2 . . . sn using a subset of the generating set
which generates
 1 0 00
0
SL2(OS)
. For any prefix of this word, we have that the first column
of γ9s1s2 . . . si is the same as that of γ9.
In the case when rank(SL2(OS)) = 1 we may write B−1 as a short word in terms of our
generating set using the following procedure. Consider the symmetric space X = Hn, n = 2, 3
associated with our rank 1 group SL2(K∞) tesselated by fundamental domains for the action of
38 CORNELIA DRUT¸U, SHAHAR MOZES AND MARK SAPIR
SL2(OS). We may choose an SL2(OS)-invariant collection of horoballs so that if one removes
them from X the resulting subset X0 has a compact quotient modulo SL2(OS). Fix a point
O ∈ X0 and consider the geodesic g connecting O to B−1O. Following that geodesic we obtain
a word s1s2 . . . st in the generators S5 (see Section 6.3) expressing B
−1. Combining letters
corresponding to parts of the geodesic spent inside various horoballs into sub-words, we obtain
a word of the form W1W2 . . . Wk, where each Wi is either one of the generators sj corresponding
to the geodesic g passing between domains outside the collection of horoballs, or Wi corresponds
to the part spent in some horoball. Note that if we manage to replace each sub-word Wi
corresponding to a horoball by a word, wi, whose length is comparable to the length of the
part of the geodesic inside the horoball (namely comparable to log(1 + ‖Wi‖) we shall obtain
a word of the required length expressing B−1. Let us show by induction that we can indeed
find for each Wi a short word wi representing it and such that the resulting trajectory does not
get too close to the identity. Suppose we have already treated W1,W2, . . . ,Wm−1 and denote
γ′ = γ9W1W2 . . .Wm−1 =
 1 0 0x
y
B′
. If Wm = sj for some 1 ≤ j ≤ t, i.e., it does not
correspond to passing through a horoball we let the word representing it to be simply wm = sj
and clearly the trajectory is an exterior one (since the first column which contains a large element
was not changed). Suppose Wm corresponds to passing via some horoball. Let Ωk0 be the cusp
of the fundamental domain F corresponding to that horoball.
Conjugating by the element α = αk0 defined in 6.3.C we have that
W ′m = α
−1Wmα =
 1 0 00 1 z
0 0 1
 .
Applying lemma 6.12 to γ = γ′α and θ = W ′m we obtain a short word r1r2 . . . rℓ = W
′
m such
that the corresponding trajectory from γ = γ′α to γ′αW ′m is an exterior trajectory. Notice that
actually γ′α does not belong to SL3(OS) but to SL3(K) so the notion of “exterior trajectory”
should be understood with respect to the metric induced from the Riemannian metric on the
corresponding symmetric space. Denote T0 = e. For each ri, 1 ≤ i ≤ ℓ − 1, there is Ti ∈ T
so that we have a generator ti = αT
−1
i−1riTiα
−1 ∈ S6 as in 6.3.D. Let tℓ = αT−1ℓ−1rℓα−1. Now
observe that we have
Wm = αW
′
mα
−1 = t1t2 . . . tℓ .
This in particular implies that tℓ is indeed an element of SL3(OS) and hence tℓ ∈ S6, and that
we obtain an exterior trajectory connecting γ9 to
γ9W1W2 . . . Wm =
 1 0 0x
y
B′′
 .
Repeating this process we shall obtain an exterior trajectory connecting γ9 to
γ10 =
 1 0 0x
y
I
 =
 1 0 0x 1 0
y 0 1
 .
Remark. Note that for each 1 ≤ i ≤ 9 the sizes of γi and γi+1 are polynomially comparable. 
Proof of Lemma 6.11. We are given α =
 1 0 0
u
1 0
0 1
, β =
 1 0 0
v
1 0
0 1
 where u, v ∈ O2S .
Let us denote w = v − u. Our goal is to produce an exterior trajectory connecting α to β. We
shall construct a word using generators belonging to a subset of S0 ∪S3. The argument proving
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Lemma 6.12 allows us to produce a short word s1s2 . . . sn representing
 1 0 0
w
1 0
0 1
. This
gives us a path p from
 1 0 0
v
1 0
0 1
 to
 1 0 0
v
1 0
0 1
 of the required length. However this
path may get too close to the origin. To avoid getting too close to the origin we shall show that
we can “shift the whole path away from the origin”. We fix an archimedean place ν0 of K. Look
at the projection of the path p at this place in K2ν0 , identified with
 1 0 0
K2ν0
1 0
0 1
. There is
a hyperbolic matrix A ∈ SL2(Z) such that
 1 0 00
0
A
 ∈ S3 which has an eigen-direction
so that when translating the path p in this eigen-direction, p is moved away from the origin.
Choose a word t1t2 . . . tm in the generators

 1 0 00
0
A
 ,
 1 0 01 1 0
0 0 1
 ,
 1 0 00 1 0
1 0 1

which represents an element of the form
 1 0 0p 1 0
q 0 1
 so that the vector ( p
q
)
is close (actually
within uniformly bounded distance) to the eigen-direction of A and whose size is comparable to
the size of ‖u‖S , see [LMR93]. We claim that the trajectory corresponding to: 1 0 0
v
1 0
0 1
 =
 1 0 0
u
1 0
0 1
 t1t2 . . . tms1s2 . . . sn(t1t2 . . . tm)−1
gives a trajectory from
 1 0 0
u
1 0
0 1
 to
 1 0 0
v
1 0
0 1
 which never gets too close to the
origin. Indeed observe that as we go along the path corresponding to t1t2 . . . tm we get further
away at the ν0 place from the origin. We might be getting closer to the origin at some other
(archimedean) place but since the rate we move in any other archimedean place is comparable to
the rate at which we move at the ν0 place and at any non archimedean place moving along this
path does not change our distance from the origin, we conclude that we are always at a distance
which is bounded below by a fixed positive fraction of ‖u‖S . Once we have completed the path
t1t2 . . . tm, the path along s1s2 . . . sn is away from the origin by a distance comparable to ‖u‖S
and finally, as before, moving back on t1t2 . . . tm cannot get us too close to the identity. 
7. The Erratum
The goal of this erratum is to correct Proposition 3.24, and the proofs of Theorems 4.4 and
4.9, relying on that Proposition. We thank the authors of [ADT], who kindly pointed out the
mistake in the Proposition 3.24 to us.
In what follows we assume that we work in a fixed metric space (X,dist).
We call quasi-geodesic segment in X a quasi-isometric embedding q : [a, b]→ X, where a < b
are two finite real numbers. We call bi-infinite quasi-geodesic in X (or simply quasi-geodesic in
X) a quasi-isometric embedding q : R → X. Given a bi-infinite quasi-geodesic q, its restriction
to an interval (finite or infinite) is called a sub-quasi-geodesic of q.
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A quasi-geodesic (segment) isMorse if for every L ≥ 1 and C ≥ 0, every (L,C)-quasi-geodesic
p with endpoints on the image of q is contained in the M -tubular neighborhood of q , where M
depends only on L,C.
The corrected version of Proposition 3.24 is given below.
Proposition 7.1. Let X be a metric space and for every pair of points a, b ∈ X let L(a, b) be
a fixed set of (λ, κ)-quasi-geodesics (for some constants λ ≥ 1 and κ ≥ 0) of endpoints a and b.
Let L =
⋃
a,b∈X L(a, b).
Let q be a bi-infinite quasi-geodesic in X, and for every two points x, y on q denote by qxy the
maximal sub-quasi-geodesic of q with endpoints x and y.
The following conditions are equivalent:
(1) In every asymptotic cone of X, the ultralimit of q is either empty or contained in a
transversal tree for some tree-graded structure;
(2) q is a Morse quasi-geodesic;
(3) For every C ≥ 1 there exists D ≥ 0 such that every path of length ≤ Cn connecting two
points a, b on q at distance ≥ n crosses the D-neighborhood of the middle third of qab;
(4) For every C ≥ 1 and natural k > 0 there exists D ≥ 0 such that every k-piecewise L
quasi-path p that:
– connects two points a, b ∈ q,
– has quasi-length ≤ Cdist(a, b),
crosses the D-neighborhood of the middle third of qab.
(5) for every C ≥ 1 and every ǫ > 0 there exists D ≥ 0 such that for every a, b ∈ q with
dist(a, b) ≥ D, and every path p connecting a, b of length ≤ Cdist(a, b), the sub-quasi-
geodesic qab is contained in the (ǫdist(a, b))-neighborhood of p.
Remarks 7.2. (1) Properties (1) - (4) are as in Proposition 3.24, property (5) is modified.
The initial version of (5) stated that, given an arbitrary C ≥ 1, for every a, b ∈ q, and
every path p with endpoints a, b and of length ≤ Cdist(a, b), the sub-quasi-geodesic qab
would be contained in the D-neighborhood of p, with D a constant depending only on
C. This property is however strictly stronger than the property of being a Morse quasi-
geodesic. Indeed, an example of Morse geodesic that does not satisfy the property above,
provided in [ADT], is an arbitrary bi-infinite geodesic q : R→ H2 in the hyperbolic plane
H2: for an arbitrarily large integer n, the path pn joining q(−n) to q(n) obtained as the
concatenation of q restricted to the interval [−n,− log n], with half of the hyperbolic
circle centered in q(0) and of radius log n, and with q restricted to the interval [log n, n],
has length at most Cn, for some fixed constant C independent of n, yet q(0) is between
the endpoints of pn on q, and at distance log n of pn.
The mistake is in the proof of the implication (1)→ (5) (see Proposition 3.24), where
it is assumed that for a sequence of paths pn connecting pairs of points an, bn on the
bi-infinite quasi-geodesic q, the ω-limit of pn in any asymptotic cone is a rectifiable
path. This is not true in general: in the example above, for observation points xn
coinciding with the midpoints of the half-circle, the ω-limit of pn in the asymptotic cone
Conω(H2, (xn), (log n)) is not rectifiable.
If, on the other hand, one considers sequences of paths pn of lengths ℓn →∞ and their
ω-limits only in asymptotic cones with scaling sequence λn = ℓn, then these ω-limits,
when non-empty, are rectifiable paths.
(2) The first paper to provide a correct proof of the equivalence (2) ↔ (3) in Proposition
3.24 is thus [ADT], since our initial proof of this implication relied on the wrong version
of (5).
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Proposition 3.24 contains all known characterizations of Morse quasi-geodesics, with one ex-
ception that we explain below, to complete the list. Moreover, this characterization plays a
central part in the proof of (2)↔ (3) in [ADT]. We begin with some terminology.
Definition 7.3. Let q be a quasi-geodesic in a metric space X, and let η > 0. The η–nearest
point projection of a point x ∈ X on q, denoted by projηq(x), is the set of points x′ ∈ q such that
dist(x, x′) ≤ dist(x, q) + η.
Definition 7.4 (Sublinear contraction [ACGH]). We say that a quasi-geodesic q in a geodesic
metric space X is uniformly sublinearly contracting if there exists some constant η > 0 such that
for every sub-quasi-geodesic q′ of q, the projection projηq′ is uniformly sublinearly contracting:
for every ǫ > 0 there exists D = D(ǫ) (independent of the specific sub-quasi-geodesic q′ of q)
such that for every D′ ≥ D and every x ∈ X with dist(x, q′) ≥ 2D′, the union of all nearest
point projections projηq′(y) of points y in the ball B(x,D
′) has diameter at most ǫD′.
In what follows, in all arguments using uniform sublinearly contracting properties, we drop
the parameter η from the notation.
Theorem 7.5 (Theorem 1.4, [ACGH]). Let X be a geodesic metric space, and let q be a quasi-
geodesic in it. The following are equivalent:
(1) q is Morse;
(2) q is uniformly sublinearly contracting.
Remark 7.6. If X is δ-hyperbolic then every bi-infinite geodesic g of X is uniformly sublinearly
contracting, and an even stronger property holds: there exist constants L = L(δ) andM =M(δ)
such that for every g geodesic (segment, infinite or bi-infinite), every D > 0, and every x ∈ X
with dist(x, g) > D +M , the union of nearest point projections projg of points y of the ball
B(x,D) to g has diameter at most L ( [Gro87], [CDP, Proposition 2.1 in Chapter 10]).
This clearly extends to (λ, κ)-quasi-geodesics, modulo increasing the constants M and L with
additive constants depending on (L,C).
Proof of Proposition 3.24. The equivalence of the five properties follows from the implications
(2)→ (3)→ (4)→ (1)→ (2) and the equivalence (1)↔ (5).
For (2)→ (3) we refer to [ADT].
(3)→ (4) is obvious. The proof of (4)→ (1) is correct.
(1) → (2). Suppose that there exists µ ≥ 1, ν ≥ 0 such that for every k > 1 there exists a
(µ, ν)-quasi-geodesic pk joining two points on q and there exists xk ∈ pk at distance dk > k from
q. We can assume that dk is the maximal distance from a point of pk to q. For any ultrafilter ω,
in the asymptotic cone Conω(X, (xk), (dk)), the ω-limit qω of q is a transversal geodesic, by (1),
and the ω-limit pω of the sequence (pk) is either a µ-bi-Lipschitz path with endpoints on qω, or
a µ-bi-Lipschitz ray with origin on qω, or a µ-bi-Lipschitz bi-infinite path. In all three cases pω
stays 1-close to qω, and has one point x
ω = (xk)
ω at distance 1 from qω. In the latter two cases,
we can obtain a simple path with endpoints on qω by choosing a point x on the ray far enough
from the origin (respectively two points x, y far enough from each other), joining them by a
geodesic [x, x′] (respectively by two geodesics [x, x′] and [y, y′]) to nearest points on qω, and by
replacing x (respectively x, y) with the farthest from them intersection point between geodesic
and pω. We then get a contradiction as in the end of the proof of (1)→ (5) of Proposition 3.24.
(1) → (5). Suppose there exist constants C > 1 and c > 0, and a sequence of paths pk
connecting pairs of points ak, bk on q with dk = dist(ak, bk) → ∞ such that the length of each
pk is at most Cdist(ak, bk) and qakbk is not in the cdk-neighborhood of pk. Let xk be a point on
qakbk such that dist(xk, pk) is within distance 1 of the maximal possible value, and consider the
asymptotic cone C = Conω(X, (xk), (dk)). Then the point (xk) in C is at distance ≥ c from the
ω-limit pω of the sequence (pn). The ω-limit pω is a path of length at most C, in particular, it
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is rectifiable (see the end of Remark 7.2, (1)). Therefore the end of the proof of (1) → (5) of
Proposition 3.24 works and we get a contradiction.
(5)→ (1). Suppose that (5) is true, but that the ω-limit qω of q in some asymptotic cone
C = Conω(X, (xk), (dk))
is not a transverse geodesic. Hence there exists a path pω connecting two distinct points aω =
(ak), bω = (bk) on qω and having no other common points with qω. By approximating pω well
enough with piecewise geodesics (where the geodesic pieces are ultralimits of geodesics), and by
eventually replacing aω and bω with two points that are nearer to each other, we can assume
that pω is itself an ω-limit of a sequence (pk) of piecewise geodesics, with a uniformly bounded
number of geodesic pieces, pk with endpoints ak and bk on q. Moreover, the hypothesis that pω
intersects qω only in its distinct endpoints implies that there exists a point xω = (xk)
ω on qω
situated between aω and bω, and with c = dist(xω, pω) > 0. We have that the lengths of the
paths pk are at most Cdist(ak, bk) ω-almost surely, for some C > 1, and that dist(xk, pk) ≥ c2dk
ω-almost surely. This contradicts Property (5). 
As mentioned before, property (5) from Proposition 3.24 is used in the proofs of Theorems
4.4 and 4.9. In the proof of Theorem 4.9, Property (5) is used only in the following paragraph:
Since q is a k-piecewise hierarchy path, by property (T2) it is shadowed by a
k-piecewise tight geodesic proj(q) in G of length ≤ K1n (for some constant K1)
connecting g−3n · o and g3n · o. The fact that geodesics in a hyperbolic graph are
Morse and part (5) of Proposition 3.24 imply that the sub-arc [g−3n · o, g3n · o] in
g is contained in the D-tubular neighborhood of proj(q) for some constant D. In
particular [g−n ·o, gn ·o] has a sub-arc g′ of length ≥ K2n (for some constant K2)
contained in the D-tubular neighborhood of one of the tight geodesic subpaths
t of proj(q). Notice that the length |t| is ≥ K2n− 2D ≥ K3n for some constant
K3 (since n≫ 1).
It is easy to see that here “D-neighborhood” can be replaced by “o(n)-neighborhood”. Thus
the new Property (5) suffices to prove Theorem 4.9.
The proof of Theorem 4.4 requires more modifications. Here is its formulation.
Theorem 7.7 (See Theorem 4.4). Let G be an infinite finitely generated group acting on an
infinite hyperbolic uniformly locally finite connected graph X. Suppose that for some ℓ > 0 the
stabilizer of any pair of points x, y ∈ X with dist(x, y) ≥ ℓ is finite of uniformly bounded size.
Let g be a loxodromic element of G. Then the sequence (gn)n∈Z is a Morse quasi-geodesic in G.
In particular, every asymptotic cone of G has cut-points.
Proof. In what follows n is a large enough natural number.
As in the proof of Theorem 4.4, we can assume that g stabilizes a geodesic p in X and acts
on p with translation length τ > 0. Rescaling the metric in X if necessry, we can assume that
τ = 1.
Let us fix a point o in p. Let λ be the maximal distance between o and a · o where a is any
of the generators in a finite generating set of G. Consider the map π from G to X defined by
π(h) = h · o.
Take a path g from g−3n to g3n in the Cayley graph of G such that the length of g is at
most Cn for some C ≥ 1. We need to show (by Property (3) of Proposition 3.24) that g passes
boundedly close to one of gi where −n ≤ i ≤ n.
Consider the image π(g) of g in X. By connecting consecutive points on π(g) with geodesics
we turn it into a path in X which we shall denote by g′. This path connects two points on p,
an = π(g
−3n) and bn = π(g
3n). The length of g′ is at most Cnλ.
By Remark 7.6, there exist constants c,D0 such that for allD > D0 if a path h inX connecting
x and x′ is of length ≤ D2 and the distance dist(x, p) is greater than D, then the diameter of
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projp(h) is at most c. Let k be any integer greater than 200. We can also assume that
c
D0
< 1
kCλ
and D0 > 2l, D0 > 2λ.
Take the 4D0-neighborhood N1 of the axis p. If g
′ ⊂ N1, then we are done. So suppose that
g′ \ N1 is not empty. Then g′ \ N1 is a union of subpaths hi connecting points ti, t′i of g′ such
that dist(ti, p) = 4D0 = dist(t
′
i, p). Dividing each hi into subpaths of lengths between D0 and
2D0, we conclude that the diameter of projp(hi) is at most
c
D0
|hi| provided |hi| ≥ 2D0. Let H
be the set of those subpaths hi whose lengths are at least 2D0. Then the projection of the union
of the paths h ∈ H is covered by a union Z of intervals of total length at most
(9)
c
D0
∑
h∈H
|h| ≤ c
D0
|g′| ≤ 1
kλC
Cnλ =
n
kτ
.
Now let N2 be the 5D0-neighborhood of p and consider the set of maximal subpaths h
′
i of
g′ \N2. Note that each h′i is inside some hj , moreover this hj must have length at least 2D0, so
it belongs to H. Therefore the set projp(∪h′i) is covered by Z.
Note that the length of the piece p′ of the axis p between an = π(g
−3n) and bn = π(g
3n) is
6n+ 1.
Let m = ⌊20D0⌋ + 1. Consider the arithmetic progression P = −n,−n+m,−n+ 2m, .... of
numbers between −n and n. The distance between any two points π(gj), π(gk), k 6= j ∈ P is
m|k − j| ≥ m. The size of the set P is > n
m
.
For every i ∈ P such that π(gi) ∈ Z let zi be the maximal subgeodesic of p containing π(gi),
not containing any other π(gj), j ∈ P , and contained in Z. Note that paths zi may overlap. So
the sum of lengths of all zi is at most twice the measure of Z. If i ∈ P is such that π(gi) 6∈ Z
then let zi be just the point π(g
i). Let ui be the length of zi. Then by (9)
(10)
∑
ui ≤ 2n
k
.
Take any positive α < 1− 100
k
(note that 1 − 100
k
> 0 since k > 200). If there are fewer than
α|P | consecutive pairs i, i+m ∈ P such that ui, ui+m ≤ D0, then there are at least 12 |P |(1−α)
numbers ui which are bigger than D0, hence
∑
i∈P ui >
n
2m (1 − α)D0 > n2⌊20D0⌋ 100k D0 > 2nk , a
contradiction with (10). Hence there are at least α n
m
pairs of consecutive numbers i, j = i+m ∈
P such that ui, uj ≤ D0. Let M be the set of these pairs of numbers and (i, i +m) ∈ M . For
s = i, i+m let Bs = B(π(g
s), 6D0), be the ball in X of radius 6D0 around π(g
s). Let Ui, Ui+m be
π-preimages of Bi, Bi+m respectively. The path g
′ must visit each of the balls Bi, Bi+m. Hence
the path g must intersect both sets Ui, Ui+m at points wi, wi+m respectively.
Note that the distance between any point from Bi to any point in Bi+m is greater than l since
D0 > 2l.
Since the sum of distances
∑
(i,j)∈M dist(wi, wj) does not exceed Cn we have that at least one
of the distances dist(wi, wj), (i, j) ∈ M , must be smaller than R′ = Cnα n
m
= Cm
α
which does not
depend on n. Let R be the maximum of R′ and m, the distance between gi · o and gi+m · o.
We need to show that dist(wi, g
i) = |g−iwi| is bounded by a constant not depending on n.
We have that g−iwi · o ∈ B = B(o, 6D0) and there exists v ∈ G of length at most R such that
g−iwiv · o ∈ B′ = B(gm · o, 6D0).
Let V be the set of all h ∈ G such that h · o ∈ B and for some v, |v| ≤ R, hv · o ∈ B′. Note
that V does not depend on n, so it is enough to show that V is finite.
Recall that in Lemma 4.2 we defined the sets Va,b, a, b ∈ G · o, as
Va,b = {h ∈ G | h · o = a,∃v ∈ G, |v| ≤ R,hv · o = b}
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(see Lemma 4.2). The proof of Lemma 4.2 applies for every metric space X (not only a tree)
with l-acylindrical action of a group G. It shows that if dist(a, b) > l, then Va,b has uniformly
bounded diameter (depending only on R).
If we denote ah = h ·o and bh = hv ·o, then h ∈ Vah,bh . Since ah ∈ B, bh ∈ B′, dist(ah, bh) > l.
Hence Vah,bh is a finite set. The number of possible such pairs (ah, bh) does not exceed the size
of the direct product B × B′ which is a finite set because X is a locally finite graph. Hence V
is finite as required. 
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