The regulation of cellular protein levels is a complex process involving many regulatory mechanisms. These regulatory mechanisms introduce a cascade of stochastic events leading to variability of protein levels between isogenic cells. Previous studies have shown that perturbing genes involved in transcription regulation affects the amount of cell-to-cell variability in protein levels, but to date, there has been no systematic characterization of these effects. Here we utilize single-cell expression levels of two fluorescent reporters driven by two different promoters under a wide range of genetic perturbations in Saccharomyces cerevisiae to identify proteins that affect variability in the expression of these reporters. We introduce computational methodology to determine the variability caused by each perturbation, and distinguish between global variability, which affects both reporters in a coordinated manner, and local variability, which affects the individual reporters independently. Classifying genes by their variability phenotype (the effect of their deletion on the variability of these two reporters) identifies functionally coherent groups, which broadly correlate with the different stages of transcriptional regulation. Specifically, we find that almost all processes whose perturbations affect local variability are related to DNA maintenance, chromatin regulation and RNA synthesis, while processes related to protein synthesis, protein transport, and cell morphology affect global variability. Moreover, we demonstrate that the variability phenotypes of different protein complexes provide insights into their cellular functions. Our methodology provides tools for examining arising data on variability, and establishes the utility of this phenotype as a tool for dissecting the regulatory mechanisms involved in gene expression.
Introduction

Gene expression
DNA is the hereditary material that contains the information needed for the development and function of all living organisms. The DNA sequence encodes the instructions for the creation of proteins, which constitute the major workforce of the cells, and perform most tasks. The DNA sequence can be conceptually divided into segments called genes, where each gene encodes a certain protein. Genes can be transcribed to mRNA molecules, which in turn are translated into proteins. These processes (termed gene expression) also result in amplification of the stored information, as several mRNA copies can be made from a single gene (Zenklusen et al., 2008) , and thousands of copies of protein molecules can be created from each mRNA molecule (Lu et al., 2007) .
All the cells in our body contain the exact same DNA, but cells in different tissues, or under different external conditions, can still perform divergent tasks and have very different appearances. This diversity is possible due to complex regulatory mechanisms that control the proteins each cell expresses and their abundance. These regulatory mechanisms work at all levels of gene expression and influence the rates of transcription, translation, and degradation of mRNA and protein molecules. A key factor in regulation is the promoter, a DNA sequence that is located upstream of a gene, and affects its transcription level. The promoter can enhance the transcription of a gene by allowing binding of transcription factors and transcriptional machinery to it. However, for this binding to occur, the promoter must be physically accessible, which is not always the case. Eukaryotic DNA is wrapped around complexes of histone proteins into nucleosomes, to create a dense structure termed chromatin. Depending on their exact position, these nucleosomes can block the access to promoters and genes, requiring their removal to enable transcription. The process of shifting or removing nucleosomes, performed by chromatin remodeling complexes, provides an additional level of regulation (Kornberg & Lorch, 1999) .
The basic mechanisms of gene expression and its regulation are highly conserved in eukaryotes from yeast to human, allowing their study in model organisms such as the budding yeast Saccharomyces Cerevisiae. The budding yeast is considered an excellent model organism due to many properties, among them the ease of performing genetic manipulations. A common approach in genetics to investigate a protein's function is to examine the consequent phenotype of its removal. In the budding yeast this can be achieved with relative ease, by deleting the gene encoding the protein of interest. Thus, in order to study a protein's function in expression regulation, one can delete its corresponding gene, and measure the subsequent expression level of other proteins.
Traditionally, gene expression was studied by measuring average gene expression levels in a population of cells. Recent technological advances have made it possible to reliably measure protein levels in single cells at a large-scale. This can by done by incorporating the sequence encoding for a fluorescent protein, fused to a promoter of interest, into the yeast DNA. As the expression levels of the fluorescent protein are largely determined by the promoter it can be thought of as a reporter for the promoters activity. The expression of the reporter protein can be measured by quantifying the fluorescence of each cell, using fluorescent microscopy or flow cytometry (Figure 1.1) . This allows the identification of more subtle changes in gene expression that are not necessarily portrayed in the population mean, such as cell-to-cell variability (also referred to as noise) Newman et al., 2006; Bar-Even et al., 2006) .
Cell-to-cell variability in gene expression
Gene expression involves random biochemical reactions resulting in fluctuations in expression levels (Raj & van Oudenaarden, 2008) . Since DNA and mRNA are present in low numbers, these fluctuations do not average away, and can lead do detectable differences in expression levels between cells. Recent experimental results show that expression variability levels differ between proteins and are correlated with the protein's function and mode of transcription. For example, proteins encoded by genes whose expression requires the SAGA chromatin remodeling tend to be relatively noisy (Newman et al., 2006; Bar-Even et al., 2006) . Additionally, these experiments demonstrate that the same mean protein levels can be achieved with very different variability (Newman et al., 2006; Bar-Even et al., 2006) . For example, a gene whose promoter activation step is slow and unstable, but produces many mRNA copies upon each activation, might have the same mean protein level as a gene whose promoter is constantly active with a slow transcription rate. However, the variability in expression levels of the first gene will be higher, as small differences in the number of activation events will propagate to larger fluctuations in mRNA copies and consequently to differences in protein levels (Thattai & van Oudenaarden, 2001; Raser & O'Shea, 2004; Pedraza & Paulsson, 2008) . These results suggest that cell-to-cell variability can be an interesting phenotype in the study of gene expression regulation.
Variability in protein levels is driven by two fundamentally different sources, often referred to as intrinsic and extrinsic variability . The former, arising from the stochastic nature of the biochemical processes involved in transcription regulation, affects the expression of a protein encoded by a particular gene. The latter, affecting to a certain extent the expression of all proteins in the cell, arises from heterogeneities within a cell population that have broad effects on protein levels. These include cell size, stage of cell cycle and the concentration of generic machineries involved in transcription and translation such as ribosomes, RNA polymerase, and RNA/protein degradation pathways. Distinguishing between these two very different sources of variability is essential for analyzing the observed reporter variability. One approach to do so is to concentrate on intrinsic variability by constraining the analysis to a relatively homogenous subpopulation of cells (Newman et al., 2006; Bar-Even et al., 2006) . An alternative approach is the dual-reporter system in which the expression of two reporter genes driven by identical promoters is measured simultaneously Swain et al., 2002; Raser & O'Shea, 2004) . Such an experiment allows decoupling factors that affect both reporters in a correlated manner from those that affect them in an uncorrelated manner (Figure 1 .2). The former is simpler experimentally, but forgoes extrinsic variations, while the latter is applicable only in a specific experimental system.
Theoretical analysis of intrinsic variability shows that changing the rates of promoter activation, transcription, translation, and degradation results in a distinct influence on expression mean and variability (Paulsson, 2004; Munsky et al., 2009) . These analytical predictions are consistent with observations of mean and variability under perturbation of key elements in these processes, including chromatin remodeling complexes SAGA, INO80 and SWI/SNF (Raser & O'Shea, 2004) , TATA-box mutations (Raser & O'Shea, 2004; Blake et al., 2006) , MAP kinases (Colman-Lerner et al., 2005) , and transcriptional elongation factors (Ansel et al., 2008) . However, to date, no large-scale assay has been performed to systematically identify genes whose perturbation affects variability.
Here, we establish the utility cell-to-cell variability of protein expression levels as a phenotype for the study of gene expression regulation. We use existing flow cytometry measurements of two fluorescent reporter proteins regulated by two different promoters to quantify expression RFP intensity RFP intensity RFP intensity only extrinsic noise only intrinsic noise extrinsic and intrinsic noise A B C GFP intensity GFP intensity GFP intensity Figure 1 .2: Sources of cell-to-cell variability in gene expression. Expected scatter plots of RFP levels (x-axis) and GFP levels (y-axis) of cells from an isogenic population (black dots) when the sources of cell-to-cell variability are extrinsic (A), intrinsic (B), or both (C). Figure  adapted from Raj et al. (Raj & van Oudenaarden, 2008) variability. We introduce a computational method to extract the expression variability of each reporter and decompose it to the two distinct sources. We utilize the data collected by Jonikas et al. (2009) , who measured the two reporters in the background of the entire yeast deletion library, as a systematic screen for genes whose deletion affects expression variability. We show how this phenotype allows us to characterize cellular components that affect the expression of the two reporters and to gain insights into common and distinct mechanisms acting on the two promoters driving these reporters.
Methodology for extracting variability phenotype from single cell measurements
To systematically define the variability phenotype of each gene deletion, we used single cell flow-cytometry measurements of two fluorescent proteins regulated by two different S. cerevisiae promoters: a high-expression, constitutive TEF2 promoter driving RFP, and a synthetic enhancer which includes four unfolded protein response elements(UPRE) coupled to the CYC1 promoter driving GFP (Jonikas et al., 2009) ( Figure 2 .1A).
We developed methodology for estimating reporter variability in a cell population from such measurements. To understand the mechanistic causes for the observed variability, we must to differentiate between sources of variability. Since these measurements are of reporters driven by two very different promoters, we cannot assume that they have identical intrinsic variability, and thus cannot use the dual-reporter assay analysis Swain et al., 2002) . We define two variability sources that we can expect to distinguish in these measurements. We define global variability as variability due to heterogeneity in general properties of the cell that can affect both reporters (e.g., cell size and ribosome density). We define local variability as variability due to stochastic events that affect a specific reporter gene. These definitions are similar, but not identical, to intrinsic and extrinsic variability Swain et al., 2002) , and coincide with them if the two reporters are driven by identical promoters. When the promoters are different, specific regulatory events (e.g., ER stress in our case) can affect only one reporter and will be accounted for by local variability of that reporter.
There are two indicators of global variability: 1) coordinated changes of the two reporters in the cell population (also used in dual-reporter analysis Swain et al., 2002) (Figure 2 .2A); and, 2) coordinated changes of one reporter with cell morphology (Figure 2 .2B-D). For example, when reporter levels are correlated with cell size, we can attribute the variability to morphological heterogeneity rather than reporter-specific events. In such a case, we would deduce that this variability is global. Thus, we want global variability to account for the covariance between the levels of the two reporter levels as well as covariance between each of them and cell morphology parameters. The remaining variance in each reporter levels is viewed as local variability of that reporter. Parameter estimation Figure 2 .1: Measuring cell-to-cell variability. A) A reporter system with red and green fluorescent proteins fused to a TEF2 promoter and an artificial promoter with UPR elements, respectively, was introduced into strains from the yeast deletion library (13). Flow cytometry was used to measure reporter levels and forward and side scatter at a single cell resolution. B) Graphical representation of our probabilistic model. Directed arrows represent the dependencies between the observed variables (grey ellipses) and the hidden variable describing cell state (white ellipse). For each cell, cell state is infered from observations on cell morphology and expression levels. C-D) Scatter plots of reporters protein level (x-axis) and estimated cell state (y-axis) for cells in a specific population (grey dots). E) The co-variances of each reporters protein levels with cell state are used to define global variability. The residual variability is used to define local variability.
We therefore define a multivariate probabilistic model that captures these insights with a hidden variable that mediates the correlations among GFP level, RFP level, and morphological attributes. This hidden variable can be interpreted as the cells state as reflected by the two reporters. We used flow cytometry measurements of forward scatter and side scatter measurements (FSC and SSC, respectively), which roughly correspond to cell size and granularity, as morphological attributes (Figure 2 .1B). We employ an Expectation Maximization method to estimate model parameters from the measurements, and infer the expected state of each cell. As the covariance of a reporter with the cell state is, by definition, attributed to global properties we use it to quantify global variability. In turn, the residual variance that cannot be explained by the variance in the global factors is defined as local variability (Figure 2 .1 C-E).
Generative model
We model the cell state as a continuous hidden variable X that is linearly dependent on the logarithm of measurements of Forward and Side Scatters, with Gaussian noise centered around 0:
Throughout the manuscript we denote by uppercase letters (F ,S,R,G) the flow cytometry measurements of Forward scatter, Side scatter and RFP and GFP protein levels, respectively. Lowercase letters (f ,s,r,g) represent the logarithm of these values and greek letter represent the model parameters.
We then assume that the logarithm of RFP and GFP protein levels are linearly dependent on cell state, with Gaussian noise centered around 0:
The model assumes that the expression levels in cells from each measured population (i.e., a specific well) are independent samples from the same distribution. We define the parameter vector of the model to be
Thus, the likelihood of a set of measurements D is
where i sums over all cells, and f i , s i , r i , and g i are the logarithm of Forward Scatter, Side Scatter, Red, and Green measurements of the i'th cell,
and φ(x : µ, σ) is the gaussian density
Learning model parameters
Our aim is to find the parameter vector θ that maximizes the likelihood of the observations at a specific well (population of cells from the same deletion strain). We use Expectation Maximization (EM) procedure to maximize these parameters. We start with an initial guess θ 0 of the parameters. We then iterate between two steps.
E-step
In this step we use the last set of parameters to compute the expectation of statistics we need for estimating the parameters. Since the only unobserved variable in the model is X we need to estimate the first two moments of X in each cell. Since our model is a conditional linear model (Koller & Friedman, 2009 ) , we have that
Using this observation we rewrite the log-likelihood as
where
With these values we can compute the expected sufficient statistics, defined as follows:
where n is the number of cells in D.
In addition we also estimate once the following statistics (as they do not depend on the parameters)
M-step In this step we find the set of parameters θ that maximizes the likelihood of the data, given the expectation of the sufficient statistics. These parameters are shared for all the cells in the well.
These two steps are repeated, until the change in the log likelihood of the observations is smaller then 0.0001.
In each iteration the EM procedure is guaranteed not to decreases the likelihood of the data, and thus will converge to a maxima. However, since the likelihood function is not convex, this maxima might be local, and is dependent on the starting point of the algorithm. To alleviate this problem we tried multiple restarts with different initial parameters. These resulted in overall very similar results (data not shown). The analysis in this paper is performed with one specific set of initial parameters that gave the overall best results.
Extracting variability terms
After we estimate for each well the model parameters, and for each cell its state, we can use these to estimate the global and local variability. Assuming the noise R is independent of the mean expression level, the variance of r is
Where the first term corresponds to global variation (Global RFP ) and is identical up to a multiplicative constant to the covariance of the reporter and estimates of cell state. The second term corresponds to local variation (Local RFP ).
We quantified variation by the coefficient of variation
(2.9)
Global and local GFP variability are defined equivalently.
Comparison with other methods
We compared our variability estimates for the data of Jonikas et al. (Jonikas et al., 2009 ) with those of other methods. A common way to estimate local (or intrinsic) variability without confounding effects due to heterogeneity in cell size and cell cycle is based on gating. Specifically, for population of cells measured in flow cytometry, it is common to gate cells with similar values of Forward and Side Scatter, and calculate CV of this subpopulation (Figure 2 .3). We applied the gating protocol specified by Newman et al. (Newman et al., 2006) to our processed data:
• The bottom and top 5% of the FSC and SSC data were excluded to further limit the influence of cellular debris and aggregated cells.
• FSC and SSC medians were calculated and the distance of the i th sample to the medians was determined using
Cells situated outside a radius of 2 14 from medians where discarded. The radius was chosen as a balance between maintaining enough cells to calculate CV, and decreasing the the CV.
• The cells with the smallest and largest 5% of the GFP and RFP values situated within the radius were discarded, and the remaining were used to calculate the CV for each color channel.
We compared the CV of the logarithm of each reporter to our estimates of CV, finding a high correlation for local CV (0.79, 0.94 for RFP and GFP respectively) and none to low correlation with global CV (0, 0.25) (Figure 2 .4 A,B) . Another approach for estimating variability, that does not eliminate global (or extrinsic variability) is the two-reporter assay . In this method the relative difference in fluorescent levels of two reporters fused to two copies of the same promoter are used to estimate intrinsic and extrinsic CV using Eq. (2.10). Although our data measures reporters fused to different promoters, we applied this method to it, treating the promoters equivalently.
One difference is that this method will result in an identical estimate of local and global CV for both promoters. We find high correlation between this estimate of extrinsic CV and our estimates of RFP and GFP global CV. (0.72, 0.95, respectively) . We also find that intrinsic CV is extremely correlated with local GFP CV (0.997). However, the correlation of intrinsic CV with local RFP CV is much lower (0.12, Figure 2 .4 C-F) . This shows that GFP variability dominates RFP variability in the intrinsic estimate.
This comparison shows that our estimate of local and global variability mostly coincide with other estimates in the cases where that is possible. Our estimate of local variability match to a large extent the estimate using gating, although gating discards much of the data. Similarly, our estimate of global variability mostly agree with the estimate of extrinsic noise using the two-reporter assay, although in the latter the larger GFP values dominate the estimate. 
Chapter 3
Scaling of GFP local variability with mean
The literature regarding cell-to-cell protein level variation involves extensive examination of the relations between variability and mean expression, which depends on the sources of the variability (Thattai & van Oudenaarden, 2001; Bar-Even et al., 2006; Pedraza & Paulsson, 2008) . Experimental results show that in yeast, intrinsic noise (which is related, but not identical to our definition of local variability) decreases with the mean expression level of the protein (Newman et al., 2006; Bar-Even et al., 2006; Blake et al., 2006) . This scaling behavior can be explained by models of bursty transcription -where genes transition between active and inactive states (Friedman et al., 2006; Bar-Even et al., 2006; Blake et al., 2006) . Specifically, if one increases the number of transcription bursts (or promoter activation events), the mean increases, and variance increases, but only linearly in the mean. As a result the coefficient of variation will decrease. When applying our method to the data collected by Jonikas et al. (2009) 
GFP Intrinsic noise shows complex scaling behavior
Our primary concern was that the observed scaling behavior might be an artifact of our methodology for estimating local variability. Therefore, we re-analyzed the GFP data using a method similar to those of Bar-Even et al. and Newman et al. (Newman et al., 2006; Bar-Even et al., 2006) to determine intrinsic noise (See Section 2.4 for method details.) We find that the same complex trend remains (Figure 3 .2) ruling out this possibility.
Synthetic simulations of stochastic gene expression
Our analysis differs from previous analyses in that instead of comparing variability across a wide range of different promoters, we compare the variability of the same two promoters in the background of different deletion strains. As the proteins deleted span a wide range of functions, different deletion might interfere with different steps of the protein life cycle. Thus, differences in mean expression are not necessarily a result of a change in activation rate, but might be influenced by changes in other rates such as translation, degradation and cell division, explaining the deviation of the scaling of variability with mean (Newman et al., 2006; Raser & O'Shea, 2004; Bar-Even et al., 2006) . To determine if such changes can generate the observed scaling, we constructed a model of stochastic gene expression, elaborating on previous models (Paulsson, 2005; Friedman et al., 2006; Raser & O'Shea, 2004) . Our model takes into account promoter activation and inactivation, RNA generation and degradation, protein generation and degradation, and RNA and protein dilution by cell division (Figure 3.3 A) . We performed extensive simulation to examine how varying the rate constants of the model effects the scaling of local variability with mean.
We simulated single cell proteins levels by sampling a trajectory of events of changes in promoter state, RNA and protein generation and degradation, and cell division. Briefly, at each step we sample event times from the exponential distribution with λ = 1 reaction rate . We then advance the simulation time till the time of the first event, and promoter state and molecule concentrations are updated accordingly. Events that are not possible given the current state (e.g RNA generation cannot occur if the promoter is inactive) are ignored. The time of the next cell division is determined by sampling from a normal distribution. When this time is reached in the simulation, RNA and DNA molecules are diluted according to the Binomial distribution.
For each set of rate parameters (κ a , κ m , κ p , γ a , γ m , γ p , µ div , σ div , p dil ) a population of 10 5 cells was simulated, and the number of protein molecules at the end of each cell's trajectory was used to calculate population mean and variability. We examined how varying the parameters of the model to achieve different mean expression levels affects local variability. In agreement with previous results we find that changing the promoter activation rate causes a decrease of CV with mean, while changing transcription and translation rates causes an increase of noise strength (CV 2 × mean, Figure 3. 3 B,C). However, although we tried a wide range of parameters and explored changing in parallel different parameters in a dependent manner we did not manage to recapitulate the complex trends we observe for the GFP reporter (Figure 3 .3 D,E).
Auto fluorescence can affect scaling of local CV with mean
Yeast cells fluoresce when illuminated at 488nm, contributing to the observed GFP levels. Notably, this auto-fluorescence is relatively high when cells are grown on YPD media, as done in this experiment, and may account for a substantial part of the observed GFP levels at low protein levels. Intuitively, if auto-fluorescence is relatively strong and has low variance, then at low promoter activity levels this additional value will increase the mean substantially without changing the variance, resulting in lower values of CV. As the protein expression increases, the contribution of auto fluorescence becomes less significant, and CV values increase. In practice, we observe that the scaling behavior changes to the expected trend when removing different values of auto-fluorescence contribution to GFP mean and variability, as long as the auto-fluorescence CV is relatively low (Figure 3.4) . We conclude from this analysis that autofluorescence is the most likely source of the unexpected trend in GFP local variability.
To correct our results for the possible influence of auto-fluorescence we expanded out model to include auto-fluorescence. We achieved the following formula to describe GFP levels:
where A stands for GFP resulting from auto-fluorescence. Since no GFP-negative strains were measured in the original experiment, we needed a method to estimate the contribution of autofluorescence to measured GFP. As a first step we measured GFP-negative strains in our hands.
Measurement of GFP-negative Strains
We measured auto-fluorescence of wildtype cells by flow cytometry as follows. Wildtype yeast cells were inoculated from agar plates to YPD media and were grown overnight to saturation. We back diluted saturated cells to OD ≈ 0.15 and incubated in YPD media in 30
• Celsius while shaking for additional 4.5 hours until they reached OD ≈ 0.5. Of these, 0.5ml were transferred to glass FACS collection tube and measured using a Becton Dickinson (BD) FACS Caliber flow cytometer. FlowJo software was used to extract the data to '.fcs' format. For each graph different estimates of auto-fluorescence mean and variability were subtracted from the total GFP mean and local variability respectively. Scatter plots show the remaining CV (y-axis) against mean expression (x-axis) for all strains. CV AF indicates the ratio of auto-fluorescence standard deviation to mean used to generate the graph.
Estimating auto-fluorescence from low expression strains
Our results show that auto-fluorescence scales with cell size, as we observed a positive correlation between GFP and Forward and Side scatter in GFP negative strains (Figure 3.5) . Namely, we model auto-fluorescence as a linear function of FSC and SSC.
However, as fluorescence levels are very sensitive to the flow cytomoter machine and settings, we could not directly infer from our measurements the parameters that apply to the original experiment. We reasoned that the maximum level of auto-fluorescence is the observed GFP levels for the strains with the lowest expression. To be on the cautious side we assumed that all the signal observed for these strains is a result of auto-fluorescence. We chose 3 strains (tgs1∆,uaf30∆,bud13∆) for which we observed the lowest levels of GFP mean and variation and estimated the above-mentioned parameters by performing linear least squares regression on the cells from these strains. Sensitivity analysis shows that our results do not change significantly for other parameter choices in the range we examined. We then use these parameters to estimate for each cell the level of auto-fluorescence and subtract it from the observed fluorescence. Cells whose remaining GFP fluorescence is zero or below were discarded, and strains for which more then 20% of the cells were discarded, or have less then 500 cells remaining were ignored in the analysis.
Chapter 4
Results 4.1 Systematic genetic screen for variability phenotype across all yeast deletion strains.
We applied our method to the data collected by Jonikas et al. (Jonikas et al., 2009) , who measured the two reporters on the background of the entire yeast deletion library. We assigned to each strain local and global variability estimates for both reporters ( . We believe that this lower agreement is a result of low levels of local variability in this reporter. Theoretical and empirical results (Newman et al., 2006; Bar-Even et al., 2006; Raser & O'Shea, 2004; Pedraza & Paulsson, 2008) show that variability (CV) levels depend on the mean expression levels. Thus, we compared each CV measurement to the average CV of strains with similar means calculated using LOWESS (with span 0.1). We defined the CV residue as the difference between the measured CV and the lowess estimate at that mean (Figure 4 .1 D inset).
Variability phenotype is distinct from mean expression phenotype
The dataset we use was designed as a screen to uncover gene deletions that affect the mean expression of the GFP relative to a wildtype control. We thus asked whether we could gain additional information from the variability phenotype. Although variability tracks to a certain extent mean expression levels, there are large deviations from this trend. Namely, we can find many deletion strains that exhibit divergent variability (either local or global) despite similar mean protein levels. For example, deletions of BEM2 and MSK1 result in a similar increase in mean GFP levels (Figure 4. 3) but markedly different effects on global variability in both reporters. Deletion of BEM2, a Rho GTPase activator involved in cytoskeleton organization, cellular morphogenesis and budding (Kim et al., 1994) other hand, deletion of MSK1, mitochondrial lysine-tRNA synthetase (Tarassov et al., 1995) , results in low global variability Figure 4 .3. This suggests that much of the variability in bem2∆ is due to high variance in cell-state, while msk1∆ has a more homogenous population. Indeed, previous works show that perturbation of BEM2 leads to increased morphological variability (Levy & Siegal, 2008; Saito et al., 2004) and that bem2∆ strains suffer from lack of aerobic respiration resulting in a relatively homogenous population of small cells (Saito et al., 2004) . Similar examples are abundant also for the local variability phenotype.
To systematically examine the differences between these mean and variability phenotypes, and their overlap, we characterized the genes with a significant phenotype in each category. We define outlier strains as ones where the CV residue is larger than two standard deviations . Similarly, we identify 367 genes with outlier mean protein levels (using the raw data without auto-fluorescence correction). Of these, 160 genes have both a significant mean and variability phenotype. To understand whether the phenotypes highlight different cellular functions, we tested for GO categories and protein complexes (Hong et al., 2008; Pu et al., 2009) that are enriched with genes in either phenotype, using a hyper-geometric p-value and and an estimated false discovery rate (FDR) of 0.05. From 1337 distinct gene-sets we examined we found 50 categories significantly enriched with genes with a mean phenotype and 63 categories enriched with genes with variability phenotype. Of these, 14 categories are enriched in both phenotypes, showing that while some gene categories affect both phenotypes, each one also captures a different aspect of cellular behavior. In addition, even in categories that are in the overlap, the two phenotypes provide distinct perspectives. For example, perturbations of the ERAD complex and proteins in the glycosylation pathway both cause an increase in mean GFP expression levels, but perturbation of ERAD cause a decrease in local GFP variability while perturbations of the glycosylation pathway result in an increase in local RFP variability.
Protein expression pathway and cell morphology are the most dominant processes affecting variability
Examining GO categories enriched with variability phenotype genes, we find that these can be broadly characterized into cell morphology, DNA maintenance, and the different stages of gene expression: chromatin remodeling, transcription, protein synthesis and protein maturation (Figure 4.4) . Annotations related to cell morphology and protein synthesis are enriched for genes whose deletions increase global variability. In addition, we also find that most enriched processes related to protein transport, Golgi and ER increase global variability. Notably, most ribosomal proteins were discarded from our analysis since their deletion decreases mean expression to the level of auto-fluorescence, thus we could not assess the effect of their deletion on variability. The effect of deletions related to chromatin organization and transcription are Figure 4 .4: Characterization of major functions affecting variability. Shown are the major processes that affect variability, and a partial list of significantly enriched GO categories from these processes. Arrows in the table indicate categories that are significantly enriched for this variability term (5% FDR correction). Upward pointing arrows indicate that the category is enriched for perturbations that increase variability and vise versa. The color of the arrow indicates the mean CV residues of the outlier genes in each category. more complex. For example, deletions of subunits of the SWR1 complex affect both local and global variability but in opposite directions. While there are relatively few annotations enriched with local RFP variability, there are many such annotations enriched with local GFP variability, mainly related to DNA, chromatin maintenance and organization. Thus, we next turned to examine whether our screen provides clues about the different behavior of the promoters driving these two reporters.
Local variability phenotype highlights promoter-specific regulatory mechanisms
Comparing the variability phenotypes of genes shows that while global GFP and RFP variability phenotypes are mostly similar, there is much less agreement in local variability phenotypes (Figure 4 .5). Importantly, it is possible for a perturbation to increase the variability of the two reporters without introducing correlation between them. Thus, this lack of agreement does not directly follow the definition of local variability and might be a result of the different properties of the two promoters: while the TEF2 promoter is constitutively expressed, the UPRE promoter is activated in response to signal transduction by the unfolded protein response (UPR). While transcription of the two reporters may involve many shared components, such as the basic transcription machinery and general transcription factors, the regulation of each promoter involves distinct transcription factors and potentially different chromatin remodelers. Our premise is that complexes whose perturbation affects local variability in a coherent manner in both promoters are part of a common transcriptional apparatus in contrast to those that affect only one promoter, or affect both promoters in an opposite manner. Global RFP CV residues Global GFP CV residues ρ=0.06 ρ=0.56
A B Figure 4 .5: Correlation of CV residues between the two reporters. A) A-B) Scatter plots showing RFP CV residues (x-axis) and GFP CV residues (y-axis) for each deletion strain. Pearson correlation of the two reporters is shown on the bottom right side of each panel.
To identify regulatory functions affecting variability in a robust manner, we screened for protein complexes (Pu et al., 2009 ) that have a coherent effect on local variability. Namely, we used Students two-tailed t-test to determine if the CV-residues of a complex or GO category are significantly different from the wildtype. We found that 20/198 protein complexes affect local variability significantly (with FDR 0.05 Figure 4 .6). Comparing the effects of these complexes on the two reporters we found that though some complexes affect local variability in the same direction in both reporters (e.g., mitochondrial ribosome), most have a significant effect on variability only in one reporter (e.g., CAF1 complex, SWR1 complex). To understand how this comparison can teach us both about the role of these complexes in transcription regulation as well as about the difference in regulation programs of the two promoters, we examine in more details the phenotypic effect of perturbing the CAF1 and SWR1 complexes. 
Disparate phenotypes of CAF1 complex are indicative of differences in promoter architectures
The CAF1 (chromatin assembly factor 1) complex has a distinctly different effect on local variability of the two reporters. CAF1 functions in association with Asf1 in deposition of histones H3/H4 during the assembly of chromatin following DNA replication (Ramirez-Parra & Gutierrez, 2007) . We find that deletions of each of the three subunits of CAF1, as well as of the genes encoding histones H3 and H4, result in low local GFP variability and an increase in mean GFP expression (Figure 4 .7A). In addition, deletion of RTT106, a histone chaperone that also functions in histone deposition and physically interacts with CAF1 (Huang et al., 2005) has a similar phenotype (Figure 4 .7A). On the other hand, these deletions cause only a slight increase in mean RFP expression and almost no change to local RFP variability (Figure 4 .7B).
We reasoned that there are two possible ways by which this UPRE-specific phenotype is achieved -indirectly by affecting the UPR, or directly on the promoter (Figure 4 .7C). Loss of CAF1 activity results in under-assembly of chromatin, defects in silencing, and genome instability (Adkins & Tyler, 2004) . Thus, one hypothesis is that loss of CAF1 results in over production of proteins, increasing ER load. ER load activates Hac1-driven UPR transcriptional response (Ron & Walter, 2007) , which would lead to induction of the UPRE driven GFP reporter. This can explain the increase in GFP mean and decrease in local variability (Bar-Even et al., 2006; Raser & O'Shea, 2004) . Furthermore, since the TEF2 promoter is insensitive to ER stress, this hypothesis is also consistent with the lack of RFP phenotype. This hypothesis predicts that CAF1 deletions will behave similarly to other deletions that increase ER stress, such as deletion of components of ERAD-M, the pathway of ER associated degradation of misfolded proteins (Friedlander et al., 2000) (Figure 4 .7C, D). Since Hac1 mediates the ER stress response, we expect effects of ER stress to be buffered by deletion of HAC1. Indeed, deletions of ERAD-M components under hac1∆ background behave similar to single hac1∆ deletions, showing full epistasis (Figure 4.7E) . In contrast, we find that deletions of CAF1, RTT106, and histones H3/H4 under hac1∆ background still lead to reduced GFP local variability and increased mean expression levels (Figure 4 .7F). We thus conclude that the CAF1 effect is not UPR dependent, and is likely to be a direct effect on the promoter.
The most likely explanation for the direct effect of CAF1 mutations on the UPRE promoter is that chromatin under-assembly results in a more open promoter state, and thus higher rate of HAC1-independent transcription. While some promoter architectures require nucleosome remodeling to open them as a step in transcriptional induction others, are inherently open and thus less sensitive to chromatin under-assembly (Tirosh & Barkai, 2008; Cairns, 2009) . In this case the lack of RFP phenotype can be explained if it is an inherently open promoter. Indeed, experimental evidence shows that TEF2 promoter is nucleosome depleted (Sanctis et al., 2002) . We thus reason that chromatin remodeling is not rate limiting in RFP expression, explaining why CAF1 deletion has little effect on RFP phenotypes. In contrast, the GFP phenotypes suggest that chromatin remodeling is rate limiting at the GFP promoter, and thus that it is a covered promoter. 4.6 SWR1 complex affects local variability in a UPR dependent manner
Similarly to CAF1, perturbations of the SWR1 complex significantly affect local variability and mean only in the GFP reporter. The SWR1 complex catalyzes the replacement of histone H2A with its variant H2A.Z. We find that deletion of components of the SWR1 complex and of HTZ1 (the gene encoding H2A.Z) result in elevated local GFP variability, and an increase in mean GFP expression (Figure 4 .8A), without affecting significantly the RFP reporter (Figure 4 .8B). Given that H2A.Z is implicated in a wide range of functions, including the establishment of boundaries for silenced chromatin (Meneghini et al., 2003) , chromosome integrity (Krogan et al., 2004; van Attikum et al., 2007) , regulation of transcription initiation (Santisteban et al., 2000; Adam et al., 2001) , tethering of chromosome to nuclear pores (Brickner et al., 2007) (thereby providing memory of active states), and establishing anti-sense silencing (Zofall et al., 2009) , we asked whether the variability phenotype provides clues as to the effect of chromatin depleted for H2A.Z. Specifically, we asked whether the effect on UPRE driven promoter is due to activation of the UPR or a direct effect at the promoter. We find that removal of UPR transcriptional response (e.g., hac1∆ background) changes the SWR1 phenotype dramatically (Figure 4 .8C), with very low GFP levels in the double knockout strain. At such low expression level we cannot reliably estimate deviations in local variability. This phenotype suggests that SWR1 has an indirect effect on the promoter, which might be Hac1-dependent. However, we cannot rule out direct effects of SWR1 on the UPRE promoter.
We reasoned that since H2A.Z. is required for the normal expression of a variety of genes (Meneghini et al., 2003) , some of these genes might mediate the affect of SWR1/HTZ1 on UPR activation and consequently on GFP variability. We searched for genes whose deletion results in a UPR phenotype (Jonikas et al., 2009) , and that are downregulated in hac1∆ strains (Copic et al., 2009; Meneghini et al., 2003) . Out of the seven genes downregulated in hac1∆ and showing high UPR activation phenotype, only one, ILM1, also has high local variability phenotype. ILM1 encodes a protein with poorly understood function, which has been implicated in maintaining ER homeostasis (Copic et al., 2009) and mitochondrial DNA (Entian et al., 1999) . In our data, ilm1∆ cells have significantly increased GFP mean and local variability. We find that double deletions of most of SWR1 complex subunits in ilm1∆ background does not result in an additional increase in local variability and mean expression (Figure 4.8D) , and thus conclude that ILM1 is (partially) epistatic to SWR1. Taken together these results support a model in which lack of incorporation of H2A.Z represses ILM1, which in turn leads to increased mean and local variability of the UPRE driven reporter.
Variability phenotype implicates Elongator complex function in tRNA modification
Many protein complexes and cellular functions (198/1337) have a coherent effect on variability. This suggests that variability phenotype can elucidate the protein function through guilt by association. As an illustration of this principle, we examine the function of the Elongator complex. There is an ongoing debate in the literature about the function(s) of the Elongator complex. Originally implicated in transcription elongation (Otero et al., 1999) it has since been suggested to play many additional roles, the most agreed upon being tRNA modification (Svejstrup, 2007) . In our data this complex has distinct local and global variability phenotypes (Figure 4 .9A,B). We reasoned that examination of variability phenotypes of proteins with similar functions could provide clues as to the role of the Elongator complex. We find that proteins involved in tRNA modification, such as KTI12 and NCS6, have variability phenotypes similar to Elongator proteins (Figure 4.9A) . On the other hand, most proteins involved in transcription elongation decrease global variability (Figure 4 .9A). These results suggest that Elongators function in tRNA modification is responsible for the high global and low local variability we observe. Figure 4 .9: Variability phenotype of Elongator complex is similar to genes involved in tRNA modification. A) Scatter plot of GFP local CV residues (x-axis) and global CV residues (y-axis) for all wells (grey and colored dots). Deletion strains of Elongator subunits are colored in purple, other tRNA modification genes are in blue, and genes related to mRNA elongation are colored in orange. B) Scatter plot of GFP mean expression (x-axis) and global variability (y-axis) for all strains (grey and colored dots). Also shown is the LOWESS regression line (red).
Chapter 5 Discussion
Here we performed a large-scale screen to identify gene deletions that affect variability in gene expression. We developed methodology that uses single cell measurements of reporter protein levels and morphology to estimate variability. Our method distinguishes between global variability, which arises from heterogeneity in the cell population, and local variability, which arises from stochastic properties of the transcription regulatory mechanism at, or upstream, of each promoter. We find the strongest local variability phenotype in genes involved in chromatin maintenance, transcriptional regulation and transcription, while the strongest global variability phenotype appears in a wide range of functions, including genes involved protein synthesis, protein transport, and cell morphology.
We show that using the variability phenotype we uncover genes involved in regulating protein levels that do not have a mean expression phenotype. For example, the Elongator complex does not have any mean expression phenotype, but has a distinct variability phenotype (Figure 4.9B) . Moreover, the mean expression and variability are synergistic phenotypes to our understanding of cellular processes. For example, the observation that a deletion results in both elevating the mean expression and decreasing local variability (e.g., deletion of CAF1 components) suggests an increase in the rate of transcription events (Raser & O'Shea, 2004) .
Our results show that variability phenotypes elucidate the functional role of proteins. We show that many complexes and functional groups have a coherent variability phenotype. In some cases we demonstrate how these phenotypes match a known function, and for others we show how this phenotype can elucidate the biological function. Moreover, we show that global variability in gene expression can also lead to insights about protein function, demonstrating that it is advantageous to distinguish between variability types without eliminating global variability.
Genetic interaction analysis has proved useful for a range phenotypes, such as growth rate (Tong et al., 2001; Pan et al., 2006; Schuldiner et al., 2005) and mean reporter expression levels (Jonikas et al., 2009 ). Here we show that genetic interactions using variability as a phenotype can identify relations between genes in the gene expression cascade. In this assay, examining the variability phenotype of different deletions under the background of HAC1 deletion can establish whether a gene affects a promoter directly, or through the UPR pathway. Additionally, epistasis in variability, such as that observed for ILM1 and SWR1 can suggest that part of SWR1 perturbation effect on variability is mediated through ILM1, for example by downregulation of ILM1 levels. These examples show that variability epistasis can resolve pathways and mechanism by which a gene affects regulation. In this study we were limited by the number and choice of the double perturbations that were chosen in the original study, and could not perform a systematic genetic interaction analysis. Such an analysis will require dealing with the challenging task of defining the null model for variability genetic interactions, and precise measurements allowing comparison of the double and single knockout phenotype.
Our method allows analyzing the effect of a gene deletion on the variability of two different reporters simultaneously. This enables comparison of these effects, providing insights into the transcription regulation at the promoters driving these reporters. Here, we compared reporters driven by two very different promoters, a promoter of a constitutive gene, and an artificial stress response promoter. The difference between these promoters is evident from our results, as many of the perturbations have a distinctly different effect on the two reporters. Our methodology enables probing the entire range between two very different promoters and two similar ones, laying the basis for a comparative examination of various transcription regulation programs. Taken together, our results establish variability as a highly informative phenotype for genetic dissection of gene expression.
