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Topological insulators are exotic material that possess conducting surface states protected by the
topology of the system. They can be classified in terms of their properties under discrete symmetries
and are characterized by topological invariants. The latter has been measured experimentally for
several models in one, two and three dimensions in both condensed matter and quantum simulation
platforms. The recent progress in quantum simulation opens the road to the simulation of higher
dimensional Hamiltonians and in particular of the 4D quantum Hall effect. These systems are
characterized by the second Chern number, a topological invariant that appears in the quantization
of the transverse conductivity for the non-linear response to both external magnetic and electric
fields. This quantity cannot always be computed analytically and there is therefore a need of an
algorithm to compute it numerically. In this work, we propose an efficient algorithm to compute
the second Chern number in 4D systems. We construct the algorithm with the help of lattice gauge
theory and discuss the convergence to the continuous gauge theory. We benchmark the algorithm
on several relevant models, including the 4D Dirac Hamiltonian and the 4D quantum Hall effect
and verify numerically its rapid convergence.
I. INTRODUCTION
Topological insulators and topological states of matter have attracted much interest in the last decades [1, 2].
These exotic phases possess physical properties, like the electric conductivity, that rely only on a global feature of
the system and are therefore robust with respect to local perturbations. This robustness arises from the topological
protection of such systems. The latter can be symmetry protected as in topological insulators, or originates from
a global topological order, a new phase of matter that cannot be identified through local order parameters, with a
robust degeneracy of the groundstate and global excitations of non-trivial statistics, that can be exploited for realizing
quantum memories and for quantum computation [3]. Specifically, topological insulators are remarkable materials in
which currents are carried by surface states protected by the topology of the system [1, 2]. A classification of the
topological insulators without interactions has been realized in terms of their properties under discrete symmetries
in the celebrated “periodic table” of topological insulators [4] and a great effort has been done recently to study
systems that go beyond the periodic table such as for example topological Mott insulators [5], Floquet topological
insulators [6], time crystals [7], crystalline topological insulators [8], Weyl semimetals [9], non-Hermitian systems [10]
and the topology in quasicrystals [11–14].
Topological insulators have been observed in condensed matter experiments in two dimensions such as the quantum
Hall effect [15] and the quantum spin Hall effect [16, 17] as well as in three dimensions [18]. Complementary to
these experimental realizations, quantum simulation of topological phases has been performed in cold atoms [19–
22], photonic crystals [23, 24], photonic quantum walks [25, 26], and even classical systems [27]. In particular,
cold atoms allow one to simulate topological phases in a very clean and controllable environment [28–31]. The
generation of the artificial gauge field is very challenging and gave rise to a plethora of proposals such as laser assisted
tunneling [32, 33], shaking [34, 35], synthetic dimensions [36, 37]. Recently, the quantum simulation of several models
of topological insulators has been experimentally realized using these or related techniques: e.g. the Hofstadter model
with bosons [19–21] and the Haldane model for fermions [22], with a combination of laser assisted tunneling and
shaking, and the 1D SSH model [38] the Hofstadter strip for bosons [39] and fermions [40] with the help of synthetic
dimensions. Note that these narrow systems in appropriate conditions display both edge states excitations and
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2topological response to charge pump as the large ones [41]. The topological insulators and their associated topological
invariants have been measured in in several experiments. In one dimension, the winding number and the Zak phase
have been measured in cold atoms in superlattices [42], in photonic systems [26, 43], in superconducting circuits [44]
and the robustness with respect to disorder has been recently probed in disordered atomic wires [45]. The Chern
number has also been measured through pumping experiments in 1D superlattices [46, 47] and its corresponding
boundary phenomena were optically probed in 1D quasicrystals [48, 49]. In two dimensions, the Chern number has
been measured through the dynamics of the center mass of the atomic cloud [21], through the measurement of the
depletion rate in the presence of an external driving [50] and through the dynamics of highly excited states of the
system [51]. Furthermore, the geometrical properties of the bands such the berry curvature has been measured in two
recent experiments [52, 53].
Current experiments are now going beyond one, two and three dimensions. Topological insulators in higher di-
mension exist and are especially interesting as they display novel features and responses that are characterized by
novel topological invariants. For instance, the generalization of the 2D quantum Hall effect to four dimensions was
proposed [54, 55]. There, the magnetic field is replaced by a SU(2) gauge field. The main new feature of such model
is that Hall response becomes quadratic in the applied electric field and proportional to the second Chern number,
which is trivially zero in topological models in lower dimensions. Simulating such model amounts to realize a 4D Dirac
system that can be achieved for instance with synthetic dimensions or by mapping it to a 1D dynamical system [56].
A simpler incarnation of the 4D quantum Hall can be obtained from the product of two separate 2D-quantum Hall
systems. That is, the two (Abelian) magnetic fields are applied in two perpendicular but not intersecting planes.
This model displays linear and quadratic responses to applied external fields, with the former proportional to the
first Chern number as in 2D quantum Hall effect, and the latter to the second Chern number. The simulation of this
second version of the 4D quantum Hall effect was first proposed in a quasi-crystal in two dimensions [57]. An alter-
native way to achieve this model was recently proposed with the help of synthetic dimensions [58, 59]. Very recently,
the 4D quantum Hall effect have been observed by using a 2D Thouless pump with ultracold atoms in 2D optical
superlattice [60] and its corresponding boundary phenomena were optically probed in a 2D tunable waveguide [61].
The second Chern number has also been measured in the quantum simulation of a non-Abelian monopole [62].
In the aforementioned models, the second Chern number can always be computed in terms of a product of first
Chern numbers but in general this is not case. There, the calculation of the second Chern number can be challenging,
especially in the case where the Hamiltonian cannot be diagonalized analytically. In this work, we propose and
construct an efficient algorithm to compute the second Chern number. Our algorithm is a generalization of the one
proposed by Fukui, Hatsugai and Suzuki [63] and is based on lattice gauge theory [64, 65]. We illustrate the different
steps of the algorithm, and we discuss the equivalence to the continuous gauge theory and its convergence in terms
of the grid parameter ∆. We then benchmark the algorithm on several paradigmatic examples. The first one is the
lattice Dirac model [66]. This model has the advantage that it can be solved analytically and allows one to compare
the results of the algorithm with the exact results. We find numerically the convergence in terms of the grid parameter
and show that it corresponds to the theoretically predicted one. The second model is the 4D quantum Hall system
obtained from the product of two 2D-quantum Hall ones. This model is experimentally relevant since the computation
of the second Chern number is necessary to characterize what could be observed in experiments. Finally, we study
a modified version of the 4D quantum Hall effect where the model cannot be factorized anymore in a product two
2D-quantum Hall effect. In this case, there is a need for an efficient algorithm to compute numerically the second
Chern number.
The structure of the paper is presented as follows:
1. In section II, we review the definitions of the Chern number and the second Chern number in the continuum.
2. In section III, we outline the different steps of the algorithm. We start to review the construction of the lattice
gauge theory in two dimensions, introduce the lattice Chern number, and characterize the convergence to the
continuous lattice gauge theory. We then generalize the algorithm to four dimensions and discuss its convergence
to the continuum.
3. In section IV, we benchmark the algorithm on three paradigmatic examples: the lattice Dirac Hamiltonian, the
4D quantum Hall effect and the generalized 4D quantum Hall effect.
II. TOPOLOGICAL INVARIANTS
We here review topological invariants related to the quantum Hall effect. In two dimensions, the relation between
the the quantization o the transverse conductivity and the Chern number was shown by Thouless et al. within the
linear response theory [67]. In four dimensions, the relation between the non-linear response to the current and the
3second Chern number was shown by Zhang and Hu [55].This response has been very recently observed experimentally
in Refs. [60] and [61] in a 2D Thouless pump experiment.
A. First Chern number
In two dimensions, the linear response of the current under an external electric field E is proportional to the
topological invariants of the energy bands. For a Fermi energy εF in an energy gap, the transverse current is
quantized and proportional to the total Chern number C1(εF ) of the occupied energy bands [67]:
jl =
e2
h
C1(εF )lmEm,
C1(εF ) =
∑
εα<εF
1
2pii
∫
BZ
Fαxy(k)d
2k.
(1)
Fαxy(k) = ∂kxA
α
y (k) − ∂kyAαx(k) is the Berry curvature and Aαl (k) = 〈ψα(k)|∂l|ψα(k)〉 is the Berry connection.
Here, |ψα(k)〉 denotes the eigenstate of the band α and of quasi-momentum k. The Chern number is an integer and
is invariant as long as the energy gap does not close. In the case of degenerate energy bands, the definition of the
total Chern number has to be generalized to [68]:
C1(εF ) =
1
2pii
∫
BZ
d2k Tr[Fxy(k)], (2)
where the non-Abelian Berry curvature (Fxy(k))αβ = ∂xAαβy (k) − ∂yAαβx (k) + i[Ax, Ay]αβ is written in terms of
the Berry connection of the occupied bands (Aµ(k))αβ = 〈ψα(k)|∇µ|ψβ(k)〉 and the trace is taken over the occupied
bands.
B. Second Chern number
In four dimensions, the response of the current to an electric field E and a magnetic field B, which in D = 4 is
defined as the dual of spatial component field strength and is a tensor with D − 2 = 2 indices, is related to two
topological invariants: the linear response is related to the total Chern number and the non-linear response to the
total second Chern number. For a Fermi energy εF lying in an energy gap, the response to external electric and
magnetic fields can be written as [55]:
jl =
e2
h
∑
εα<εF
1
(2pi)4
Em
∫
BZ
Fαlm d
4k +
C2(εF )
4pi2
lmnoEmBno,
C2(εF ) =
∑
εα<εF
1
32pi2
∫
BZ
d4k lmno F
α
lm(k)F
α
no(k). (3)
The linear response is proportional to the integral on the Brillouin zone of the Berry curvature Fαlm(k) = ∂klA
α
m(k)−
∂kmA
α
l (k) written in terms of the Berry connection A
α
l (k) = 〈ψα(k)|∂l|ψα(k)〉. The non-linear response is proportional
to the total second Chern number written in terms of the second Chern number of the band α.
In the case of degenerate bands, the total second Chern number can written:
C2(εF ) =
1
32pi2
∫
BZ
dk lmnoTr[Flm(k)Fno(k)], (4)
in terms of the non-Abelian Berry curvature Fαβlm and where the trace is taken over the occupied bands. The above
expression can be simplified by taking advantage of the symmetries of the Berry curvature, i.e. Flm = −Fml, to the
form:
C2(εF ) =
1
4pi2
∫
BZ
dk Tr[FxyFzw + FwxFzy + FzxFyw]. (5)
4III. OUTLINE OF THE ALGORITHM
In general, the second Chern number cannot be calculated analytically and one should therefore find an efficient
algorithm to compute it numerically. A first attempt would be to define a lattice on the Brillouin zone and discretize
derivatives of Eq. (3). However, this strategy proves to be not efficient since this discretization is not gauge invariant
and this method converges thus very slowly. We here propose the use of lattice gauge theory to circumvent this
problem, as already emphasized for the computation of the first Chern number [63, 65, 69]. In this section, we
briefly review lattice gauge theory and describe the different steps of the algorithm. To this end, we define the Berry
curvature on a lattice, called field strength tensor, and discuss its convergence to the continuum. The latter allows
one to compute the first Chern number in two dimensions and can be generalized for the computation of the second
Chern number in four dimensions. Note that the non-Abelian lattice gauge theory approach can be also used for
calculating other topological invariants, see for instance [70].
A. Review of the algorithm for the first Chern number
Historically, the Chern number has been linked to the quantization of the transverse conductivity via the Kubo
formula [67]. This formulation has also been generalized to systems with interactions or disorder by the introduction
of twisted boundary conditions [71]. This description is based on the evaluation of the velocity operator. The integral
over the Brillouin zone can be written as a Riemann integral. However, the latter converges slowly [72]. We here
review an algorithm based on the discretized version of Wilson loops (a introductory review of the Wilson loop and
its applications can be found in [73]). Let us consider the Brillouin zone and define a finite grid of nx × ny small
plaquettes of size ∆×∆ at momentum kl, kl being the lowest left corner of the plaquette. The total Chern number
C1(εF ) of Eq. (2) can be written as the sum over all the plaquettes of the grid:
C1(εF ) =
1
2pi
∑
{kl}
Im[Tr (P Fxy,l P )] , (6)
where P =
∑
occ. bands |ψα〉〈ψα| is the projector on the ground state of the occupied bands and
Fxy,l =
∫

Fxy(k)dk (7)
is the non-Abelian Berry curvature contribution on each plaquette. Let us discuss how to efficiently compute
Eq. (6). To this end, we first define the link tensor:
(Uµ)
αβ(k) = 〈ψα(k)|ψβ(k+ ∆1µ)〉. (8)
The latter describes the phase acquired during the parallel transport between two neighboring sites. This operator
is unitary. Next, we define the Wilson loop [74–76] around the plaquette by performing the product
UPxy,l = ΠUµ = U
P
x(kl)U
P
y (kl + xˆ)U
P
x (kl + yˆ)
−1 UPy (kl)
−1, (9)
where
UPµ (k) ≡ P Uµ(k)P . (10)
If one performs Taylor expansion of the UPµ up to the second order in ∆ and compute the product up to the second
order in ∆, one can show that UPxy,l = 1 + F
P
xy(kl) ∆
2 + o(∆2) [74, 76], where FPxy(kl) is the non-Abelian Berry
connection over the occupied bands defined in the previous section. We therefore define the field-strength tensor as
F˜Pxy,l = ln U
P
xy,l. The lattice Chern number is then defined as
C˜(εF ) =
1
2pi
∑
{kl}
Im
[
Tr F˜Pxy,l
]
. (11)
Finally, by using the identity Tr[lnA] = ln[det(A)] and one can then write Eq. (11) as
5C˜(εF ) =
1
2pi
∑
{kl}
Im
{
ln
[
det
(
UPx (kl)U
P
y (kl + xˆ)U
P
x (kl + yˆ)
−1 UPy (kl)
−1)]}
=
1
2pi
∑
{kl}
Im
{
ln
[
det
(
UPx (kl)
)
det
(
UPy (kl + xˆ)
)
det
(
UPx (kl + yˆ)
−1) det (UPy (kl)−1)]} . (12)
The quantity above is manifestly gauge invariant, where we admit as gauge transformations any unitary rotation
of the basis of the occupied states. However, it is not generically an integer number. In principle, for a generic choice
of the lattice in momentum space, C˜ converges at worst as 1/∆ where ∆ is the lattice spacing in momentum space,
but it will in general converge faster, see our numerical results of Sec. IV. In fact, we notice that if we take care of
not including in our lattice the momenta where the bands become degenerate (see also Ref. [77]), we can treat the
problem as Abelian and restrict the diagonal of the Up’s. This essentially happens because Tr(F ) = Tr(dA), as the
trace of a commutator vanishes and the first Chern number receives contribution only from the Abelian part. As the
determinant of a diagonal matrix is the product of the diagonal elements, we can define the Abelian link as in Ref. [63]
and the 1st Chern number can be taken as it would be the sum of 1st Chern numbers of the bands. In Ref. [63], the
authors defined the quantity to be summed as the normalized Abelian link (the Abelian link divided by its norm). By
doing so, as shown in Ref. [63] this turns C˜ in a integer quantity, i.e. the number of cuts encountered in the logarithm
that defines the link phase, which is fast converging with the lattice spacing ∆. Again, the velocity of convergence
depends on the choice of the discretization grid. In Ref. [77], the authors generalized their algorithm to the case of
degenerate bands. They use the same construction as the one presented above. The only difference again is that they
normalize the contribution from the non-Abelian link such that by construction the algorithm gives integer numbers.
B. Algorithm for the second Chern number
We now propose an algorithm to compute the second Chern number C2 of Eq. (5). We consider the Brillouin zone
and define a finite grid of nB × nB × nB × nB small hypercubes at momentum kl. The second Chern of the occupied
bands number is then written as:
C2(εF ) =
1
4pi2
∑
{kl}
Tr[P Fl P ], (13)
where
Fl =
∫

[Fxy(kl)PFzw(kl) + Fwx(kl)PFzy(kl) + Fzx(kl)PFyw(kl)] d
4k (14)
is integrated over the hypercube. As discussed in the previous section, one can approximate the Berry curvature by
using the field strength tensor obtained from a plaquette of side ∆ with an error of o(∆2). Thus, we also propose here
to compute the Berry curvature with the help of the Wilson loop
UPµν,l ≡ UPµ (kl)UPν (kl + µˆ)UPµ (kl + νˆ)−1 UPν (kl)−1 (15)
and use it to calculate the contribution to the second Chern number of each hypercube cell of the hyperlattice in
momentum space. Therefore, in practice, we compute the approximant of the second Chern C˜2 number using the
following equation
C˜2(εF ) =
1
4pi2
∑
{kl}
Tr F˜Pl , (16)
where
F˜Pl = F˜
P
xy(kl)F˜
P
zw(kl) + F˜
P
wx(kl)F˜
P
zy(kl) + F˜
P
zx(kl)F˜
P
yw(kl) (17)
6is defined in terms of
F˜Pµν(kl) = ln(U
P
µν,l). (18)
Let us make some comments
• As already discussed in the previous section, the algorithm converges for a generic model and a generic lattice
in momentum space as C˜2(F )−C2(F ) ∼ 1/∆, where ∆ = 2pi/N is the lattice spacing in momentum space and
with N the number of points on the side of our hypercubic. In fact, we typically observe much better behavior.
In order to estimate the “typical” convergence one should evaluate which is the error computed on average for
different position of the lattice grid. Such calculation is beyond the scope of the present work;
• As noticed above, it is in general not possible, to the best of our knowledge, to “Abelianize” the calculation of
the second Chern number in the case of intersecting bands, as the commutators of the Berry connection are not
cancelling out of the expression of Eq. (4). In addition, one cannot “exchange” the trace with the determinant
and thus get an approximant of the second Chern C˜2 that has integer values;
We finally conclude this section by comparing this method to the one introduced in Ref. [58]. In this work, the
authors introduced an algorithm, a generalization of the algorithm of Ref. [63], to compute the second Chern number
of non-intersecting bands and relies on the Abelian version of the Berry curvature. As discussed previously, in the
presence of intersecting bands, one cannot avoid the use of a non-Abelian links for calculating the second Chern
number.
IV. BENCHMARK, PEFORMANCE AND APPLICATION OF THE ALGORITHM
We now benchmark the algorithm on several examples, characterize the convergence of the algorithm in these
particular cases. The first model is the lattice Dirac model, a lattice version of the continuous 4D Dirac model. This
model is exactly solvable and the second Chern number can be written as an analytical integral. The second model is
the 4D quantum Hall effect with two perpendicular magnetic fluxes, for which quantum simulations with cold atoms
and photons have been proposed recently. In this case, the system should be treated numerically. Here, an identity
allows us to write the second Chern number as a sum of product of first Chern numbers. The last model is the 4D
quantum Hall effect with coupled fluxes. In this case, it is not possible to decouple the model into two 2D models.
A. Lattice Dirac model
We first benchmark the algorithm on the lattice Dirac model in (4 + 1) dimensions [66]. In this model, the second
Chern number can be written in terms of the Poyntryagin index and computed analytically. This is thus a good
candidate to test the algorithm and compare the results with exact values of the second Chern number.
In the continuum limit, the Dirac Hamiltonian in (4 + 1) dimensions takes the form
HDirac =
∫
d4x[ψ†(x)Γj(−i∂j)ψ(x) +mψ†Γ0ψ], (19)
where j = 1, 2, 3, 4 are the spatial dimensions and Γµ, µ = 0, 1, 2, 3, 4, are Dirac matrices satisfying the anticom-
mutation relations {Γµ,Γν} = 2δµνI. The lattice version of the Dirac model in tight-binding limit [66] is given
by
Hlatt =
∑
n,j
[ψ†n
(
cΓ0 − iΓj
2
)
ψn+jˆ +H.c.] +m
∑
n
ψ†nΓ
0ψn, (20)
where the Dirac matrices Γ = (σx⊗ I, σy⊗ I, σy⊗σx, σy⊗σy, σz⊗σz) are written as tensor products of Pauli matrices
σµ. In the momentum space, the lattice Dirac Hamiltonian takes the form
Hlatt =
∑
k
ψ†kda(k)Γ
aψk, (21)
7where d(k) =
((
m+ c
∑
j coskj
)
, sinkx, sinky, sinkz, sinkw
)
. The energy spectrum can be found analytically: the
system has two degenerate energy bands E+(k) and E−(k) and is shown for different values of m in Fig. 1. For this
particular model, the second Chern number can be mapped to the Poyntargyn number [66]
C2 =
3
8pi2
∫
d4kabcdedˆa ∂xdˆb ∂ydˆc ∂z dˆd ∂wdˆe, (22)
where dˆa(k) ≡ da(k)/|d(k)| and a, b, c, d, e = 0, 1, 2, 3, 4. It turns out that the integral of Eq. (22) has analytical
solution that depends on the parameters m and c, as shown in Fig. 1.
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FIG. 1. a. Energy spectrum of the 4D lattice Dirac model for three values of the parameter m. The nearest critical points are
for m = −4 and m = −2 and one can observe reduction of the band gap in their the vicinity (figures for m = 3.9 and m = 2.1).
b. Phase diagram for the (4 + 1)-dimensional Dirac model for the parameter c = 1. The interval of the m corresponding to
the panel a) is marked on the phase diagram by the red colour.
We benchmark the algorithm for several values of m and compare the difference to the exact value of the second
Chern number ∆C2. Results are shown in Fig. 2a for m = −3 in terms of the number of grid points in each directions
N . The results of the algorithm (red points) are compared to the Riemann sum of the integral of Eq. (22). The
convergence is found by taking the log-log plot of the graphs. One finds with the help of linear regression that the
algorithm converges in N−2 and the Riemann sum in N−1, showing the fast convergence of the algorithm. Figure 2b
shows the convergence for m = −3.9, close to the gap closing. In this case, one can distinguish two regimes: before
the convergence and the convergence. As expected, the algorithm quickly reaches convergence around N = 60, much
before the discretization of the integral which appears around N = 250.
B. 4D quantum Hall effect
We now benchmark the algorithm on the 4D quantum Hall effect [55]. This model is experimentally relevant since
the recent implementation schemes have been proposed for optical lattices with synthetic dimensions [58] and for
quasi-crystals [57]. The 4D quantum Hall effect has been recently experimentally observed in a 2D Thouless pump
experiment [60, 61]. The model is described by a tight-binding Hamiltonian of spinless fermions:
H = −
∑
r,µˆ
Jc†re
iAµˆ(r)cr+µˆ +H.c., (23)
where r = (x, y, z, w), µˆ is the nearest neighbor link, the operator c†r creates a particle at site r. The gauge is chosen
such that Ax(r) = Ay(r) = 0, Az(r) = 2piφzx and Aw(r) = 2piφwy. For φz = pz/qz and φw = pw/qw, the system can
be written in the momentum space by considering a magnetic unit cell of qz sites in the x-direction and qw sites in
the y-direction.The generalized Harper equation reads then:
H(k) =− J (eikxum+1,n(k) + e−ikxum−1,n(k))− J (eikyum,n+1(k) + e−ikyum,n−1(k))
− 2Jum,n(k)(cos(2piφzm+ kz) + cos(2piφwn+ kw)) = ε(k)um,n(k), (24)
8m/c = -3
m/c = -3.9
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FIG. 2. Plots show ∆C2, i.e. the difference between the exact value of the second Chern number and the numerical result, as
the function of the number of points N in the Brillouin zone. Upper panel corresponds to m = −3, i.e. far from the transition,
so that the convergence regime is obtained even for coarse grid of the Brillouin zone. The situation is different for m = −3.9
(bottom panel) near the transition. For our method the convergence regime is obtaind for approximately N = 60, while the
integral formulation needs the number of points around N = 250.
where x = ma and y = na. While the system is genuine 4D as the particle can hop in all 4D dimension, the Harper
equation can be rewritten in terms of two uncoupled Harper equations corresponding to two 2D Hofstadter models:
H(k) =− J [eikxum+1,n(k) + e−ikxum−1,n(k)]− 2Jvm,n(k)cos(2piφzm+ kz) = εxz(k)um,n(k)
− J [eikyvm,n+1(k) + e−ikyvm,n−1(k)]− 2Jum,n(k)cos(2piφwn+ kw) = εyw(k)vm,n(k)
(25)
and the energy spectrum can be written as a Minkowski sum of its two 2D Hofstadter models ε(k) = {εxz(k) +
εyw(k)} [57, 58]. Figure 3a shows an example the 4D energy spectrum φz = φw = 1/4. The system has two non
degenerate energy bands and one degenerate energy band (composed of 14 energy bands). The second Chern numbers
can be computed from the first Chern number of the two decoupled models with the help of the identity:
C2(εF ) =
∑
{α,β|εαxz+εβyw<εF }
Cα1,zxC
β
1,yw. (26)
The lowest energy is non-degenerate. The algorithm is converging rapidly to the integer value even for the coarse
grid of 3 × 3 × 12 × 12 sites and is thus converging as fast as the algorithm introduced in Ref. [58] to compute the
second Chern number for non degenerate bands. The second energy band is highly degenerated and is composed of
14 energy bands. Results are presented in Fig. 3b. Left subfigure shows the relative error to the exact value in terms
of the number of points in the Brillouin zone N . Right Subfigure shows the log log plot of the relative error. One can
see that even for a coarse grid, the algorithm is in the convergence regime. The convergence in terms of N is found
by taking the linear regression of the log log plot and one finds a convergence in 1/N2. Finally, we also consider the
magnetic fluxes φw = φz = 3/5. In this case, the first energy band is degenerate and is composed of 4 energy bands.
Applying the algorithm, we find the convergence even for the coarse grid of 3× 3× 15× 15 points.
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FIG. 3. a) Energy spectrum of the 4D QHE, see Eq. (24), that occures as the Minkowski sum of the two uncoupled 2D models
(right panel) for the flux φz = φw = 1/4 with the corresponding values of the 2CN on the right hand side. b) Plots show ∆c2,
i.e. the difference between the exact value of the 2CN and the numerical result, as the function of the number of points in the
Brillouin zone N . Red dots correspond to the numerical values calculated by our algorithm. The parameters of the linear fit
ln(∆c2) = a · ln(N) + b are a = −1.973± 0.018, b = 1.303± 0.056 with the accuracy R2 = 0.9999.
C. Analysis of the system with coupled fluxes
We finally consider a more complex vector potential for Eq. (23): Ax(r) = Ay(r) = 0, Az(r) = 2piφzx and and
Aw(r) = 2piφw(y + x), with φz = p1/q1 and φw = p2/q2. In this case, the system cannot be anymore separated in
two independent Harper equations and one thus need an eficient algorithm to compute numerically the second Chern
number. Here, the generalized Harper equation is given by:
H(k) = − J (eikxum+1,n(k) + e−ikxum−1,n(k))− J (eikyum,n+1 + e−ikyum,n−1)
− 2Jum,n(k)(cos(2piφzm+ kz) + cos(2piφw(n+m) + kw)) = E(k)um,n(k), (27)
where m = x/a and n = y/a. Due to the existence of the additional flux depending on x, the magnetic cell in the
x direction has to be enlarged with respect to the flux φw, i.e. the periodicity in the x direction equals to the least
common multiple (LCM) of q1 and q2 LCM(q1, q2). As the consequence the Brillouin zone in kx should be reduced to
0 ≤ kx ≤ 2pi/LCM(q1, q2). For the numerical simulations, we work with φz = 1/3 and φw = 1/8 such that the first
energy band is degenerate, as shown in Fig. 4a. Results of the algorithm are presented in Fig. 4b. Even for a coarse
grid, the algortihm already converges with an error of the order of 10−3. The linear fit on the Log log plot gives a
convergence rate close to 1/N2.
V. CONCLUSIONS AND OUTLOOK
In this work, we constructed an efficient algorithm to compute the second Chern number. The algorithm is based
on the lattice gauge theory and converges quickly. We discussed the different steps of the algorithm and characterized
its convergence to the continuous version. We have also applied this method to several paradigmatic 4D topological
insulators including the lattice Dirac model, the 4D quantum Hall effect and the generalized 4D quantum Hall effect.
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FIG. 4. a) Spectrum of the modified 4D model, see Eq. (27), in which all coordinates are coupled by the magnetic fluxes
φz = 1/3 and φw = 1/8. There are four gaps that are large enough to reveal Hall physics. On the right hand side of the
figure one can find the values of 2CN for each band. b) Plots show ∆c2, i.e. the difference between the exact value of the
2CN and the numerical result, as the function of the number of points in the Brillouin zone N . Red dots correspond to the
numerical values calculated by our algorithm. The parameters of the linear fit ln(∆c2) = a · ln(N) + b are: a = −1.942± 0.023,
b = −5.305± 0.037 and R2 = 0.9999.
The development of observables and tools to characterize topological models in dimensions higher than three is
timely and of growing importance, in view of the recent progress in quantum simulation. Indeed, quantum simulators
of 4D quantum Hall effect have been proposed using synthetic dimensions or quasi-crystals, and other intriguing
phenomena like the 5D generalization of Weyl semimetals [78] have been recently predicted. The first observations
of the quadratic responses experimentally achieved through Thouless pump processes in 2D quantum systems. An
efficient algorithm to compute the second Chern number is thus particularly important to experimentally identify the
signature of the 4D quantum Hall effect. Furthermore, in order to simulate the generalized 4D quantum Hall effect
one needs to determine the second Chern number with the help of this algorithm since in this case it can neither be
computed analytically nor related to the first Chern numbers.
A direct generalization of the algorithm would be the study of the transverse conductivity with partially filled
bands [79]. When the Fermi energy lies in an energy band, it is still possible to distinguish the contribution from the
geometrical phase to the conductivity, often called Berry conductivity. The latter can be dominant in two dimensions
in the so called anomalous Hall effect [80]. It would be interesting to generalize this notion to four dimensions and to
propose an algorithm to compute the contribution of the second Chern number to the Berry conductivity. Another
outlook would be to generalize this algorithm to higher dimensional space such as the computation of the third Chern
number in the 6D quantum Hall effect [81].
The exploration of topological and many-body quantum systems has just begun. Most of the studies as we do in
this work, have focused up to now on just one class of the periodic table in four dimensions. We expect that algorithms
for computing the topological invariants and for characterizing topological models in other classes and in four and
higher dimensions will be needed soon.
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