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EXPONENTIAL MAP AND NORMAL FORM FOR CORNERED
ASYMPTOTICALLY HYPERBOLIC METRICS
STEPHEN E. MCKEOWN
Abstract. This paper considers asymptotically hyperbolic manifolds with a finite boundary in-
tersecting the usual infinite boundary – cornered asymptotically hyperbolic manifolds – and proves
a theorem of Cartan-Hadamard type near infinity for the normal exponential map on the finite
boundary. As a main application, a normal form for such manifolds at the corner is then con-
structed, analogous to the normal form for usual asymptotically hyperbolic manifolds and suited to
studying geometry at the corner. The normal form is at the same time a submanifold normal form
near the finite boundary and an asymptotically hyperbolic normal form near the infinite boundary.
1. Introduction
A foundational fact of Riemannian geometry is that the exponential map at a point of a manifold
(X, g) is a diffeomorphism on a neighborhood of 0; and similarly, the normal exponential map
associated to a hypersurface ι : Q →֒ X is a diffeomorphism on a neighborhood of the zero section.
The Cartan-Hadamard theorem gives a spectacular global extension of the former of these in case
X is of nonpositive curvature and complete, to wit that the exponential is a covering map. The
global situation for the normal exponential map in a negatively curved space is more subtle due to
the importance of the geometry and topology of Q, and has developed more slowly. Thus [Her63]
showed, for example, that if X is complete and of nonpositive curvature, Q is closed, connected,
and totally geodesic, and ι∗π1(Q) = π1(X), then exp is a diffeomorphism. A version for level sets
Q of convex functions on complete nonpositively curved manifolds, among other related theorems,
can be found in the expansive [BO69], and in [Lan99], it is proved (and stated to be generally
known but unpublished) that if X is complete of nonpositive curvature and Q totally geodesic, the
normal exponential map over Q is a diffeomorphism onto its image. More recently, in [BM08] it
is proved that if Xm is complete and Km ⊂ Xm is a compact, totally convex submanifold with
boundary such that X \K has pinched negative curvature, then the normal exponential map over
Q = ∂K is a diffeomorphism onto X \K.
Asymptotically hyperbolic (AH) manifolds (X,M = ∂X, g) are complete but may have arbi-
trary curvature on a compact set, with curvature approaching −1 toward the boundary at infinity.
(Henceforth, X will refer to a manifold with boundary, and the metric of interest will live on
the interior X˚). Much of the interesting geometry and analysis on these spaces occurs near the
boundary, so results, such as that just mentioned in [BM08], that allow conclusions about a collar
neighborhood of the boundary can play a role analogous in this context to that of global results
such as Cartan-Hadamard in the negatively curved setting. The most important of these is the
existence of the geodesic normal form, first proved in [GL91]: suppose (M, [h]) is the conformal
infinity of X and that h ∈ [h]. Then for ε > 0 small, there is a unique diffeomorphism ψ from
[0, ε)r ×M to a neighborhood of M in X such that ψ∗g = dr
2+gr
r2
and g0 = h. The normal form
has been a central tool in studying the duality between the boundary and interior geometry of
asymptotically hyperbolic Einstein manifolds, and has frequently been employed in studying the
analysis and geometry of AH manifolds generally. In this paper we prove a theorem of hypersurface
Cartan-Hadamard type near the corner for asymptotically hyperbolic manifolds that have a finite
Research partially supported by NSF RTG Grant DMS-0838212 and Grant DMS-1161283.
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boundary in addition to the usual infinite boundary, and then use this to construct a normal form
at the corner.
We define a cornered space as a manifold X with two boundary components M and Q that
meet in a codimension-two corner S = Q ∩M 6= ∅, and a cornered AH (CAH) space as a cornered
space equipped on the interior with a metric g+ such that g+ is smooth and nondegenerate at
Q \ S but asymptotically hyperbolic at M . Such manifolds arose in the proof ([BH14]) of local
regularity for AH Einstein manifolds, since a small neighborhood of a boundary point on a global
asymptotically hyperbolic manifold has such a structure. Such manifolds have also been studied
in the physics literature in the context of a proposed AdS/CFT-type correspondence for the case
when the conformal field theory lives on a space with boundary (BCFT). See [NTU12] and the
references therein. Like a usual AH metric, CAH metrics have a conformal infinity [h] on M .
The paradigm example of such a space is a portion of hyperbolic space bounded by an umbilic
hypersurface. Let Hn+1 =
{
x0 > 0
}
be the upper half-space model of hyperbolic space, with g+ the
hyperbolic metric g+ =
(dx0)2+···+(dxn)2
(x0)2 . Let α ∈ R, and X = {(x0, . . . , xn) ∈ Hn+1 : xn ≥ αx0},
with Q =
{
xn = αx0
}
and M =
{
x0 = 0 and xn ≥ 0}. The conformal infinity [h] is that of the
Euclidean metric on M . The geodesics normal to Q are precisely the intersections with X of the
circles (x0)2+(xn)2 = a2 (where a ∈ R>0), x1 = x2 = · · · = xn−1 = const. The corner normal form
in the hyperbolic case is obtained by introducing polar coordinates (θ, ρ), in which Q,M , and S
are all given by constant coordinates:
x0 = ρ sin θ, xn = ρ cos θ.
In these coordinates, the metric takes the form
(1) g+ = csc
2(θ)
[
dθ2 +
dρ2 + (dx1)2 + · · · + (dxn−1)2
ρ2
]
.
The appearance of polar coordinates motivates us in the general case to follow the usual expedient
of blowing up X along S, obtaining a blown up space (X˜, M˜ , Q˜, S˜), with a blow-down map b : X˜ →
X. This has the properties that b|
X˜\S˜ : X˜ \ S˜ → X \ S is a diffeomorphism, as are b|M˜ : M˜ → M
and b|
Q˜
: Q˜ → Q, while b|
S˜
: S˜ → S is a fibration with fibers diffeomorphic to the closed unit
interval. We will denote such a diffeomorphism equivalence by X˜ \ S˜ ≈ X \ S (for example).
In applications of our normal form theorems, we will need to consider metrics smooth on the
blowup but not on the base. Thus, we give results for a somewhat wider class of metrics than those
of the form b∗g+ for g+ a smooth cornered AH metric on X. In Definition 2.2 we define admissible
metrics, which differ from such a pullback by a perturbation that is smooth on X˜ and vanishes in
an appropriate sense at M˜ and S˜. Thus, such a metric may be written g = b∗g++L for appropriate
L. Given any admissible metric g, there is a well-defined angle function Θ on S˜, which serves as a
fiber coordinate.
The normal exponential map exp of Q \ S ≈ Q˜ \ S˜ is defined on the inward-pointing normal
ray bundle N+(Q˜ \ S˜). With ν the inward-pointing unit normal field on Q˜ \ S˜, this bundle has a
natural decomposition N+(Q˜ \ S˜) ≈ [0,∞)t × (Q˜ \ S˜) given by the prescription (t, q) 7→ tνq. We
compactify N+(Q˜ \ S˜) by adding faces corresponding to t = ∞ and to [0,∞] × (Q˜ ∩ S˜), and we
denote the compactification by N+(Q˜ \ S˜), a manifold with corners of codimension two.
Our first main result is as follows.
Theorem 1.1. Let (X˜, M˜ , Q˜, S˜) be the blowup of a cornered space, and g an admissible metric on
X˜. There is a neighborhood V of Q˜∩ S˜ in Q˜ and a neighborhood U˜ of S˜ in X˜ such that exp extends
to a diffeomorphism exp : N+(V \ S˜)→ U˜ .
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One of the consequences of this theorem is that near S there is a distinguished representative
of the conformal infinity [h] on M \ S, which itself is conformally compact on (M,S). To see this,
simply note that e−t is a defining function for M˜ via the diffeomorphism in the theorem, so that
e−2tg|
TM˜
is a well-defined element of (b|
M˜
)∗[h] on M˜ ≈ M depending only on the geometry of
(X˜, g). We call this the induced metric on M .
Theorem 1.1 allows us to prove two normal form theorems. The first applies generally, while
the second requires that Q and M make a constant angle with respect to the compactified g+, but
gives a normal form with better properties.
Theorem 1.2. Let (X˜, M˜ , Q˜, S˜) be the blowup of a cornered space, and g an admissible metric on
X˜. For sufficiently small neighborhoods V of Q˜ ∩ S˜ in Q˜, there exist a neighborhood U˜ of S˜ in X˜
and a unique diffeomorphism ψ : [0, 1]u × V → U˜ such that ψ|{1}×V = idV and
(2) ψ∗g =
du2 + hu
u2
,
with hu (0 ≤ u ≤ 1) a smooth one-parameter family of smooth conformally compact metrics on
(V, Q˜ ∩ S˜), and such that M˜ = ψ({u = 0}) and Q˜ = ψ({u = 1}).
It will be useful in some applications to fix M˜ instead of Q˜:
Corollary 1.3. Let (X˜, M˜ , Q˜, S˜) and g be as in Theorem 1.2. For sufficiently small neighborhoods
W of M˜ ∩ S˜ in M˜ , there exist a neighborhood U˜ of S˜ in X˜ and a unique diffeomorphism ζ :
[0, 1]u ×W → U˜ such that ζ|{0}×W = idW and so that
(3) ζ∗g =
du2 + hu
u2
,
with hu (0 ≤ u ≤ 1) a smooth one-parameter family of smooth conformally compact metrics on
(W,M˜ ∩ S˜), and such that M˜ = ζ({u = 0}) and Q˜ = ζ({u = 1}).
Notice that (2) is in normal form in the usual asymptotically hyperbolic sense relative to M˜ ,
while under the subsitution t = − log u, it is in the usual geodesic normal form relative to Q˜. In
particular, t is the distance to Q˜.
The metrics hu for fixed u are generally not asymptotically hyperbolic. The asymptotic curvature
depends on both u and the angle between Q and M at the point of S approached. However,
when the two boundary components make constant angle θ0, we can make the change of variable
u = csc θ−cot θcsc θ0−cot θ0 to obtain a normal form with AH slice metrics.
Theorem 1.4. Let (X˜, M˜ , Q˜, S˜) be the blowup of the cornered space (X,M,Q), and g = b∗g+ +L
an admissible metric on X˜. Suppose that there is some θ0 ∈ (0, π) such that, for any defining
function ϕ for M , the boundary components M and Q make constant angle θ0 with respect to the
compactified metric ϕ2g+.
For sufficiently small neighborhoods V of Q˜ ∩ S˜ in Q˜, there is a neighborhood U˜ of S˜ in X˜ and
a unique diffeomorphism ψ : [0, θ0]θ × V → U˜ such that ψ|{θ0}×V = idV and
ψ∗g =
dθ2 + hθ
sin2 θ
,
where hθ (0 ≤ θ ≤ θ0) is a smooth one-parameter family of smooth asymptotically hyperbolic metrics
on (V, Q˜ ∩ M˜), and such that M˜ = ψ({θ = 0}) and Q˜ = ψ({θ = θ0}). Moreover, θ|[0,θ0]×(Q˜∩S˜) =
ψ∗Θ. Also ∂θh¯θ|ρ=0 = 0, where h¯θ = ρ2hθ and ρ is any defining function for Q˜ ∩ S˜ in V .
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Note that the normal form here given, and θ0, depend only on g, and not on the decomposition
g = b∗g+ + L.
Once again, it can be helpful to fix M˜ instead of Q˜.
Corollary 1.5. Let (X˜, M˜ , Q˜, S˜), (X,M,Q), and g be as in Theorem 1.4, with again a constant
angle θ0 between Q and M .
For sufficiently small neighborhoods W of M˜ ∩ S˜ in M˜ , there is a neighborhood U˜ of S˜ in X˜ and
a unique diffeomorphism ζ : [0, θ0]θ ×W → U˜ such that ζ|{0}×W = idW and
ζ∗g =
dθ2 + hθ
sin2 θ
,
where hθ (0 ≤ θ ≤ θ0) is a smooth one-parameter family of smooth asymptotically hyperbolic metrics
on (W,M˜ ∩ S˜), and such that M˜ = ζ({θ = 0}) and Q˜ = ζ({θ = θ0}). Moreover, θ|[0,θ0]×(M˜∩S˜) =
ζ∗Θ, and ∂θh¯θ|ρ=0 = 0, where h¯θ = ρ2hθ and ρ is any defining function for M˜ ∩ S˜ in W .
We can put this in a yet more refined form. For the following, we let [k] = {h|TS : h ∈ [h]}; so
[k] is a conformal class of metrics on S.
Corollary 1.6. Let (X˜, M˜ , Q˜, S˜), (X,M,Q), and g be as in Theorem 1.4, with again a constant
angle θ0 between Q and M . For any k ∈ [k] and for sufficiently small ε > 0, there is a neighborhood
U˜ of S˜ in X˜ and a unique diffeomorphism χ : [0, θ0]θ×S×[0, ε)ρ → U˜ such that b◦χ|{0}×S×{0} = idS
and
χ∗g =
dθ2 + hθ
sin2 θ
,
where hθ is a smooth one-parameter family of smooth AH metrics on S × [0, ε) with
h0 =
dρ2 + kρ
ρ2
,
where kρ is a smooth one-parameter family of smooth metrics on S with k0 = k, and where M˜ =
χ({θ = 0}), Q˜ = χ({θ = θ0}), and S˜ = χ({ρ = 0}). Moreover, ∂θ(h¯θ|ρ=0) = 0, where h¯ = ρ2h.
Notice this generalizes the form of the hyperbolic metric in (1).
A normal form of a similar kind for edge spaces was constructed in [GK12]. However, the
normal form derived there corresponds to a flow transverse to the edge boundary, whereas the flow
generated by u in (2) is tangent to the edge face S˜. Another difference is that the normal form
constructed here takes a special form at two different faces, M˜ and Q˜, as opposed to one.
The paper is organized as follows. In Section 2 we define cornered asymptotically hyperbolic
manifolds and their blowups, as well as construct a class of product decompositions that will be
ubiquitous throughout the paper. We note that the blown-up face S˜ has an edge structure in
the sense of [Mel08], which meets the AH face M˜ , and we define 0-edge bundles as the natural
bundles associated to this structure. We then use this to define and discuss admissible metrics.
In Section 3, inspired by the convexity arguments of [BO69], we use a natural asymptotic solution
to ∇2gw = wg to derive the central properties of the g-geodesics leaving Q˜ normally. Our result
shows that they approximately generalize the behavior of the analogous geodesics in hyperbolic
space, namely that they do not return to Q˜ or S˜ and that they approach M˜ normally. In section
4, we study the geodesic flow equations to extend the exponential map to the compactified normal
bundle and show that the extended map is smooth and a local diffeomorphism. The extensive
debt this paper owes to [Maz86] is especially clear here, where we regularize the flow equations
using the method developed there. The final substantial step, in Section 5, is to show that the
normal exponential map is actually injective on a suitably restricted neighborhood of S˜. Many
of the previous (and elegant) Cartan-Hadamard-type proofs adapt with difficulty, if at all, to the
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noncomplete and local setting studied here. The homotopy-lifting approach of [Her63], however,
adapts well to this setting, and it enables us to show injectivity. In section 6, the above theorems
and their corollaries follow quickly.
In a sequel, we will use the normal form here constructed to study formal existence and expansion
of cornered asymptotically hyperbolic Einstein metrics, after the manner of [FG12] in the usual
case.
Acknowledgments. This is doctoral work under the supervision of C. Robin Graham at the
University of Washington. I am most grateful to him for suggesting this and related problems, and
for the really extraordinary time and attention he has given to answering questions and making
suggestions large and small. I am also grateful to Andreas Karch for bringing the topic to both of
our attention in the first place, to John Lee and Daniel Pollack for numerous helpful conversations,
and to Hart Smith for financial support. This research was partially supported by the National
Science Foundation under RTG Grant DMS-0838212 and Grant DMS-1161283.
2. Cornered Spaces and Blowups
Recall that a conformally compact manifold is a smooth compact manifold X with boundary
M , equipped on the interior with a smooth metric g such that, for any defining function ϕ of the
boundary M , the metric ϕ2g extends smoothly to a metric on X. The boundary M is called the
infinite boundary or boundary at infinity, and if h = ϕ2g|TM for some defining function ϕ, then the
conformal class [h] onM is well-defined and is called the conformal infinity. A conformally compact
manifold is called asymptotically hyperbolic if for some (and hence any) such defining function ϕ,
we have |dϕ|ϕ2g = 1 on M . The name is due to the fact, shown first in [Maz86], that such manifolds
have all sectional curvatures asymptotic to −1.
A natural generalization of a conformally compact manifold is to consider manifolds that have
finite boundaries as well as the boundary at infinity; a simple example would be half of the Poincare´
ball. In such spaces, the finite and infinite boundaries meet in a corner, which is at infinity.
We first give an intrinsic definition of this situation.
Definition 2.1. A cornered space is a smooth manifold with codimension-two corners, Xn+1, such
that
(i) There are submanifolds with boundary Mn ⊂ ∂X and Qn ⊂ ∂X of the boundary ∂X, such
that ∅ 6= S =M ∩Q is the mutual boundary, and is the entire codimension-two corner of X,
and such that ∂X =M ∪Q; and
(ii) the corner S ⊂M is a smooth, compact hypersurface in M .
We denote a cornered space by (X,M,Q), and we set X˚ = X \ (Q ∪M).
Given a cornered space (X,M,Q), a smooth (resp. Ck) cornered conformally compact metric
on X is a smooth Riemannian metric g+ on X \M such that, for any smooth defining function
ϕ for M , the metric ϕ2g+ extends to a smooth (resp. C
k) metric on X. We call such a metric a
cornered asymptotically hyperbolic (CAH) metric if for some (hence any) such defining function
ϕ, the condition |dϕ|ϕ2g+ = 1 holds along M .
A smooth (resp. Ck) cornered asymptotically hyperbolic (CAH) space is a cornered space
(X,M,Q) together with a smooth (resp. Ck) CAH metric g+. We will denote such a space by
(X,M,Q, g+). The definition for cornered conformally compact space is analogous.
For a cornered conformally compact space (X,M,Q, g+), the conformal infinity [h] is the con-
formal class [ϕ2g+|TM ] on M , where ϕ is a defining function for M . Notice that a consequence of
the fact that X is a manifold with corners is that the boundary components M and Q intersect
transversely.
For each x ∈ S, we define θ0(x) to be the angle between M and Q at X with respect to ϕ2g+,
where ϕ is any smooth defining function for M . Plainly θ0 ∈ C∞(S).
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It will be important to our analysis to be able to view X as a submanifold of a larger AH manifold
without corner. By doubling across Q ([Mel96], Chapter 1) and using partitions of unity, we may
construct a global AH manifold (X˘, g˘+) with boundary M˘ , such that X˚ is an open submanifold
of X˘ with ∂X˚ = M ∪ Q, where M ⊂ M˘ and Q ⊂ X is a hypersurface in X˘ , and such that
g˘+|X\M = g+. The extension g˘+ is not canonical, of course.
As we are planning to study polar-like coordinates at the codimension-two hypersurface S, and
since such coordinates must be singular there, we employ the usual measure of blowing up X along
S ([Mel08]). Let X be a cornered space, with M , Q, and S as in the definition. For s ∈ S,
define NsS = TsX/TsS, which is a vector space of dimension two. Let NS be the vector bundle
NS = ⊔s∈SNsS. Let N+S ⊂ NS be the inward-pointing normal vectors (including those tangent
to ∂X = Q ∪M). Thus N+S is a bundle with fiber a closed cone in R2 and base S. Finally, let
S˜ = (N+S \ {0})/R+, which is the total space of a fibration over S with fiber the closed interval
[0, 1]. Set X˜ = (X \ S) ⊔ S˜, and define the blow-down map b : X˜ → X by b(x) = x (x ∈ X \ S)
and b(s˜) = π(s˜) (s˜ ∈ S˜), where π is the natural projection. Then as shown in [Mel08], X˜ has
a unique smooth structure as a manifold with corners of codimension two such that b is smooth,
b|
X˜\S˜ : X˜ \ S˜ → X \S is a diffeomorphism onto its image, and dbs˜ has rank n for s˜ ∈ S˜. Moreover,
polar coordinates on X centered along S lift to smooth coordinates. We set M˜ = b−1(M \ S) and
Q˜ = b−1(Q \ S). Then b|
M˜
: M˜ →M and b|
Q˜
: Q˜→ Q are diffeomorphisms.
Recall that an edge structure on a manifold with boundary is a fibration of the boundary, and
the associated edge vector fields are the vector fields that are tangent to the fibers at the boundary
([Maz91]). An important special case is a 0-structure ([MM87]), for which the boundary fibers are
points and the edge vector fields are those that vanish at the boundary. On our blowup space X˜ ,
the blown-up face S˜ is the total space of the fibration b|
S˜
: S˜ → S with interval fibers, while we can
view b|
M˜
: M˜ →M as a fibration whose fibers are points. We will refer to the structure defined by
these two fibrations as a 0-edge structure, and the associated 0-edge vector fields are the smooth
vector fields on X˜ which are tangent to the fibers at S˜, and which vanish at M˜ .
The 0-edge vector fields may be easily expressed in appropriate local coordinates. Let θ be a
defining function for M˜ whose restriction to each fiber of S˜ is a fiber coordinate taking values in
[0, π); let ρ be any defining function for S˜; and locally let xs, 1 ≤ s ≤ n − 1, be the lifts to X˜ of
functions on X that restrict to local coordinates on S. Then the vector fields
sin θ
∂
∂θ
, ρ sin θ
∂
∂xs
, ρ sin θ
∂
∂ρ
span the 0-edge vector fields over C∞(X˜). As in the usual edge case, there is a well-defined vector
bundle 0eTX˜ whose smooth sections are the 0-edge vector fields. The smooth sections of the dual
bundle 0eT ∗X˜ are locally spanned by
(4)
dθ
sin θ
,
dxs
ρ sin θ
,
dρ
ρ sin θ
.
By a 0-edge metric we will mean a smooth positive definite section g of S2(0eT ∗X˜). This is
equivalent to the condition that locally g may be written as
g =
(
dθ
sin θ ,
dxs
ρ sin θ ,
dρ
ρ sin θ
)
G

dθ
sin θ
dxs
ρ sin θ
dρ
ρ sin θ
 ,
where G is a smooth, positive-definite matrix-valued function on X˜ . This allows us to define the
class of metrics that we will study.
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Definition 2.2. An admissible metric on X˜ is a 0-edge metric g on X˜ which can be written in the
form
g = b∗g+ + L,
where g+ is a smooth cornered asymptotically hyperbolic metric on X and L is a smooth section of
S2(0eT ∗X˜) that vanishes on S˜ and M˜ .
The latter condition is the same as saying that L = (ρ sin θ)ℓ, for some smooth section ℓ of
S2(0eT ∗X˜). We will see below that if g+ is a smooth CAH metric on X, then b∗g+ is a 0-edge
metric.
Since b|
X˜\(M˜∪S˜) : X˜ \(M˜ ∪ S˜)→ X \M is a diffeomorphism, an admissible g uniquely determines
a smooth metric gX on X \M satisfying b∗gX = g on X˜ \ (M˜ ∪ S˜). Since L vanishes on S˜ and M˜ ,
it is not hard to see that gX is a C
0 CAH metric on X. Thus we will call a metric gX on X \M
an admissible metric on X if b∗gX extends to an admissible metric on X˜.
Observe that an admissible metric gX on X determines a well-defined angle function Θ on the
blown-up face S˜, which serves as a smooth fiber coordinate. Let s˜ ∈ S˜, with s = b(s˜) ∈ S. Then,
under one interpretation, s˜ naturally represents a hyperplane Ps˜ in TsX containing TsS. The angle
Θ(s˜) between Ps and TsM is well-defined. It can be computed as follows: let ϕ be any defining
function for M , and g¯X = ϕ
2gX . Let ν¯M ∈ TsM be normal to TsS, inward pointing in M , and
unit g¯X-length (this is uniquely defined and continuous, by the continuity of admissible metrics
just observed). Similarly, let ν¯Ps˜ be inward-pointing in Ps˜, normal to TsS, and unit length. Then
Θ(s˜) = cos−1(g¯X(ν¯M , ν¯Ps˜)). We could also have defined Θ using g+, and in particular, it is clear
that Θ ∈ C∞(S˜). It is easy to show that this is defined independently of ϕ. Thus, Θ is well-defined.
Let g+ be a smooth CAH metric on X. We construct a product identification on X that we will
use extensively throughout, and we then use it to show that b∗g+ is a 0-edge metric. Choose an
extension (X˘, g˘+). To each representative h˘ on M˘ we can associate a neighborhood U˘ of M˘ in X˘
and a unique diffeomorphism χ : [0, ε)r × M˘ → U˘ such that χ|M˜ = id and χ∗g˘+ = r−2(dr2 + h˘r),
where h˘0 = h˘. Now let y be a geodesic defining function for S in M˘ with respect to the metric h˘
– that is, a solution near S on M˘ to the equation |dy|2
h˘
= 1 with y|S ≡ 0. We choose y > 0 on
M . Then there is a diffeomorphism ψ from S × (−δ, δ)y to a neighborhood W of S in M˘ such that
ψ∗h˘ = dy2+ ky, where ky is a smooth one-parameter family of metrics on S. Thus, we have shown
that there is a neighborhood U˘ of S in X˘ and a unique diffeomorphism ϕ : [0, ε)r×S×(−δ, δ)y → U˘ ,
for which ϕ|{0}×S×{0} = idS and
(5) ϕ∗g˘+ =
dr2 + h˘r
r2
,
where h˘r is a one-parameter family of metrics on S × (−δ, δ)y with
(6) h˘0 = dy
2 + ky.
We call this the product identification for g˘+ determined by h˘, and we let πS : U˘ → S be the
projection onto S determined by it.
In cases where Q makes an obtuse angle with M , the values inside X of the functions r and y
just constructed will depend on g˘+ outside X. We will use the product identification to analyze
the behavior of geodesics in X, which of course is independent of the extension chosen.
We obtain smooth coordinates on the blowup X˜ near S˜ by introducing polar coordinates on X.
Using the coordinates defined above, these are given by
(7) r = ρ sin θ, y = ρ cos θ, with ρ ≥ 0, 0 ≤ θ < π.
Then locally, a product identification on the blowup may be given by p 7→ (θ(p), πS(p), ρ(p)).
Observe that S˜ is given precisely by ρ = 0 and M˜ is given by θ = 0. For any admissible metric g on
8 STEPHEN E. MCKEOWN
X˜ such that g = b∗g+ + L, this identification on the blowup will be called a polar g-identification,
or depending on context, polar g-coordinates. Notice that by (5) and (6), θ|
S˜
= Θ.
Now by (7), we have
dr = ρ cos θdθ + sin θdρ
dy = −ρ sin θdθ + cos θdρ.
Let {xs}n−1s=1 be local coordinates on S. Extend these into X˜ near S˜ using the product identification.
Note by (6) that in (5), h˘r = dy
2 + ky +O(r). It is then straightforward to compute the metric in
our new coordinates:
(8) b∗g+ =
(
dθ
sin θ ,
dxs
ρ sin θ ,
dρ
ρ sin θ
)
G

dθ
sin θ
dxs
ρ sin θ
dρ
ρ sin θ
 ,
where
(9) G =
 1 +O(ρ sin3 θ) O(ρ sin2 θ) O(ρ sin2 θ)O(ρ sin2 θ) kρ cos θ +O(ρ sin θ) O(ρ sin θ)
O(ρ sin2 θ) O(ρ sin θ) 1 +O(ρ sin θ)

Thus, b∗g+ is a 0-edge metric. Notice that kρ cos θ = kρ +O(ρ sin2 θ). This yields the following.
Proposition 2.3. In a polar identification, an admissible metric g on X˜ takes the form
(10) g =
1
sin2(θ)
[
dθ2 +
dρ2 + kρ
ρ2
]
+ (ρ sin θ)ℓ,
where kρ is a one-parameter family of metrics on S and ℓ ∈ C∞(S2(0eT ∗X˜)).
We note that the statement that g can be written in the form (10) is equivalent to the statement
that it can be written as
g =
1
sin2(θ)
[
dθ2 +
dρ2 + kθ,ρ
ρ2
]
+ (ρ sin θ)ℓ,
where ℓ is as before and where kθ,ρ is a two-parameter family of metrics on S such that kθ,0 is
independent of θ.
Notice that for the hyperbolic metric, (1) exhibits the form (10) with k = |dx|2 and ℓ = 0.
It will be useful to have equation (10) expressed in block form. On X˜ in the coordinates (θ, xs, ρ),
the metric takes the form
(11) gij = csc
2(θ)
 1 +O(ρ sin θ) O(sin θ) O(sin θ)O(sin θ) ρ−2kρ +O(ρ−1 sin θ) O(ρ−1 sin θ)
O(sin θ) O(ρ−1 sin θ) ρ−2 +O(ρ−1 sin θ)
 .
This may also be written
gij = csc
2(θ)A(ρ)
 1 +O(ρ sin θ) O(ρ sin θ) O(ρ sin θ)O(ρ sin θ) kρ +O(ρ sin θ) O(ρ sin θ)
O(ρ sin θ) O(ρ sin θ) 1 +O(ρ sin θ)
A(ρ),
where
A(ρ) =
 1 ρ−1
ρ−1
 .
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This allows us easily to use Cramer’s rule to find that
(12) gij = sin2(θ)
 1 +O(ρ sin θ) O(ρ2 sin θ) O(ρ2 sin θ)O(ρ2 sin θ) ρ2k−1ρ +O(ρ3 sin θ) O(ρ3 sin θ)
O(ρ2 sin θ) O(ρ3 sin θ) ρ2 +O(ρ3 sin θ)
 .
2.1. Notation. Throughout this paper, (X˜, M˜ , Q˜, S˜) will be the blowup of a cornered space
(X,M,Q), with blowdown map b : X˜ → X. We let g = b∗gX = b∗g+ + (ρ sin θ)ℓ be an ad-
missible metric on X˜ . Except where noted otherwise, θ and ρ will denote the polar coordinates
in a polar g-coordinate system. Similarly, r = ρ sin θ will denote the geodesic defining function on
X ⊂ X˘ in terms of which they were defined. The projection onto the S factor will be denoted πS .
X will be of dimension n+ 1, where unless otherwise specified, n ≥ 2 always.
We use index notation in polar coordinates. When doing so, 0 will refer to the first factor θ,
and n will refer to the last factor ρ. The indices 1 ≤ s, t ≤ n − 1 will refer to local coordinates
on the second factor, S, while the indices 0 ≤ i, j ≤ n will run over all n+ 1 coordinates. Finally,
1 ≤ µ, ν ≤ n will run over S and the last factor.
The metric g will be used to raise and lower indices, except that gij is the inverse metric. We
write g¯ = ρ2 sin2(θ)g = r2g for the metric compactified with respect to polar g-coordinates. Note
that g¯ is degenerate along S˜, as
∣∣ ∂
∂θ
∣∣
g¯
= 0 there.
If a > 0, we define
Q˜a =
{
q ∈ Q˜ : 0 < ρ(q) < a
}
,
and
Q˜a =
{
q ∈ Q˜ : 0 ≤ ρ(q) < a
}
.
For general open V ⊆ Q˜, we define V = V ∪ L, where L is the interior in Q˜ ∩ S˜ of the set of limit
points of V in S˜. We also define
X˜a =
{
x ∈ X˜ : 0 < ρ(x) < a
}
.
We let ν be the inward-pointing unit normal vector field on Q˜\ S˜ with respect to g. If q ∈ Q˜\ S˜,
we let γq denote the g-geodesic that begins at q and has initial tangent vector γ
′
q(0) = νq.
IfA is a covariant k-tensor, we write A = Og(f) to indicate that |A|g = O(f); or equivalently, that
if Y1, . . . , Yk are g-unit vector fields, then we have A(Y1, . . . , Yk) = O(f) with constant independent
of the Yi. Similarly, if Y is a vector field, we write Y = Og(f) to indicate |Y |g = O(f). Note that
this condition is independent of the particular admissible metric g.
3. Behavior of Normal Geodesics
As a starting point to our study of the normal exponential map over the finite boundary Q˜ of
the blowup, in this section we study the basic behavior of g-geodesics that leave Q˜ normally, where
g is an admissible metric on (X˜, M˜ , Q˜, S˜). Throughout, we will work in a polar g-identification as
constructed in the previous section, and we will let U˜ be a neighborhood of S˜ in X˜ on which such
coordinates exist.
Our first task is to study the normal field to Q˜ \ S˜ near S˜.
Lemma 3.1. Sufficiently near S˜, the normal field ν on Q˜ \ S˜ satisfies
(13) ν = − sin θ ∂
∂θ
+Og(ρ).
In particular, ν extends smoothly to Q˜ ∩ S˜.
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Proof. Using the implicit function theorem and the fact that ∂
∂θ
is transverse to Q˜ ∩ S˜, we may
write Q˜ near S˜ smoothly as θ = ψ(x, ρ). Define f(θ, x, ρ) = ψ(x, ρ) − θ. Then using (12), we find
in local coordinates that
grad f = gij
∂f
∂xi
∂
∂xj
= (− sin2(θ) +O(ρ)) ∂
∂θ
+O(ρ2),
while
| grad f |g = sin θ +O(ρ),
where we keep in mind that sin θ is bounded away from 0 on Q˜. As ν = grad f| grad f |g , the result
follows. 
It has long been the case that convex functions are important in studying spaces of negative
curvature; see [BO69]. Most of our interior analysis of the g-geodesics leaving Q will follow from
the fact that the cotangent function on a cornered AH space has a Hessian of a very special form
related to convexity. This Hessian equation actually has a history of its own in the negatively
curved setting and beyond; see for example [CC96, HPW15].
Lemma 3.2. Define w ∈ C∞(U˜ \ M˜) by w = cot(θ). Then
(14) ∇2gw = wg +Og(ρ).
Remark. This result is motivated by the fact that, in the case of the hyperbolic upper half-space,
the equation holds exactly.
Proof. We will need the Christoffel symbols Γ0ij . Computing from (11) and (12) using the equation
Γkij =
1
2g
kl(∂iglj + ∂jgli − ∂lgij), we find that
Γ0ij =
 − cot(θ) +O(ρ) O(1) O(1)O(1) ρ−2 cot(θ)kst +O(ρ−1) O(ρ−1)
O(1) O(ρ−1) ρ−2 cot(θ) +O(ρ−1)
 .
Now dw = − csc2(θ)dθ, and we can use these Christoffel computations to find that
∇2w = ∇(dw) = cot(θ)g + (dθ, dx
s, dρ)
sin2 θ
 O(ρ) O(1) O(1)O(1) O(ρ−1) O(ρ−1)
O(1) O(ρ−1) O(ρ−1)
 dθdxt
dρ

= cot(θ)g
+
(
dθ
sin θ
,
dxs
ρ sin θ
,
dρ
ρ sin θ
) O(ρ) O(ρ) O(ρ)O(ρ) O(ρ) O(ρ)
O(ρ) O(ρ) O(ρ)


dθ
sin θ
dxt
ρ sin θ
dρ
ρ sin θ
 .
This proves the claim. 
We next need two technical results.
Proposition 3.3. Let D = J×R2(u,v) ⊆ R3, where J is an interval containing [a, b). Let f : D → R
be continuous and locally Lipschitz, and weakly increasing in u. Define an ordinary differential
operator L by Lu(x) = u′′(x) − f(x, u(x), u′(x)). Suppose θ, ψ : [a, b) → R are C2 functions such
that the graphs of t 7→ (θ(t), θ′(t)) and t 7→ (ψ(t), ψ′(t)) lie in D. If
• θ(a) ≤ ψ(a); and
• θ′(a) ≤ ψ′(a); and
• Lθ ≤ Lψ on [a, b),
then θ(t) ≤ ψ(t) and θ′(t) ≤ ψ′(t) for all t ∈ [a, b).
This is essentially Theorem 11.XVI in [Wal98].
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Lemma 3.4. (a) Let 0 < δ < 1, a > 0, and b ∈ R, and set f(t) = aet + be−t + δ. Then there
exists a continuous function C = C(a, b, δ) > 0 such that, if w(t) ≥ f(t) for all t ≥ 0, then
1 + w(t)2 ≥ C−2e2t for all t ≥ 0.
(b) Let 0 < δ < 1, 0 < a1 < a2, and b1, b2 ∈ R. Suppose that a1et + b1e−t + δ ≤ w(t) ≤
a2e
t + b2e
−t − δ. Then there exists D = D(a1, a2, b1, b2, δ), continuous in its arguments, such that
1 + w(t)2 ≤ D2e2t for all t ≥ 0.
Proof. (a) There exists T > 0 such that, for all t ≥ T , we have f(t) > 12aet. Let 2a < C be such
that C−2e2T ≤ 1. The result follows immediately.
The proof of (b) is similar. 
We also recall the following result from [Maz86].
Proposition 3.5 (Propositions 1.8 and 1.9 in [Maz86]). Let (X,M, g) be an asymptotically hyper-
bolic manifold, and ϕ a defining function for M . There exists ϕ0 > 0 such that, if p ∈ X with
0 < ϕ(p) < ϕ0, and if γ : [0,∞) → X˚ is a geodesic ray with γ(0) = p and (ϕ ◦ γ)′(0) < 0, then γ
asymptotically approaches a well-defined point of M , normally with respect to ϕ2g.
In the introduction, we discussed a subset (X,M,Q) of hyperbolic space Hn+1 as an example of
a CAH manifold, with Q a Euclidean plane. Recall that geodesics leaving Q normally are semi-
circles that approach the infinite boundary Rn orthogonally. The following theorem, which is the
main result of this section, shows that this behavior is approximated by the geodesics in a general
cornered AH space.
First some notation. We let dS be the distance function on S with respect to k0, where k0 is as
in (11), and πS : U˜ → S be projection onto the S factor in the polar g-identification.
Proposition 3.6. Let (X˜, M˜ , Q˜, S˜) be the blowup of the cornered space (X,M,Q), and g an ad-
missible metric. There exists a > 0 such that for each q ∈ Q˜a,
• γq exists for all t ≥ 0 and γq(t) ∈ ˚˜X for all t > 0;
• the limit limt→∞ γq(t) exists and lies in M˜ \ S˜, and γq approaches M˜ g¯-normally; and
• for all t ≥ 0, (θ ◦ γq)′(t) < 0.
Moreover, there exist ε > 0 and A1, A2, C > 0 such that, for all q ∈ Q˜a and all t ∈ [0,∞),
(a) ερ(q) < ρ(γq(t)) < Cρ(q);
(b) dS(πS(q), πS(γq(t))) < Cρ(q); and
(c) A1e
−t < sin(θ(γ(t))) < A2e−t.
Note that we will improve this result in Proposition 4.1; in particular, it will imply that in (b)
we could write ρ(q)2 instead of ρ(q), and that in (a) we can take ε
C
→ 1 as a→ 0.
Proof. By Lemma 3.1, ν = − sin(θ) ∂
∂θ
+ Og(ρ). Set ν
θ
q = dθ(νq). Thus, for q ∈ Q˜ \ S˜ sufficiently
near S˜, we have − csc2(θ(q))νθq = csc(θ(q))+O(ρ(q)), uniformly in q. Now for θ ∈ (0, π), we always
have csc θ > | cot θ|. Let 0 < δ < 1 be such that there exists ρ0 > 0 so that X˜ρ0 ⊂ U˜ and such that
α := inf
q∈Q˜ρ0
(− csc2(θ(q))νθq − | cot(θ(q))| − δ) > 0.
Such a δ exists because θ is bounded away from 0 and π on Q˜. Now let
β := sup
q∈Q˜ρ0
(
max
{
− csc2(θ(q))νθq + | cot(θ(q))|+ δ,
| csc2(θ(q))νθq + cot(θ(q)) + δ|
})
> 0,
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which is finite because the cosecant and cotangent functions are bounded on Q˜ near S˜. Next, let
B > 0 be large enough that, for all Y ∈ T (X˜ρ0) with |Y |g = 1, we have |dρ(Y )| < Bρ sin θ; such B
exists by (11).
For q ∈ Q˜ρ0 , define θq(t) = θ(γq(t)), and ρq(t) = ρ(γq(t)). Next, define wq(t) = cot(θq(t));
thus wq is defined on the same domain as the geodesic γq. Noting that wq(0) = cot(θ(q)) and
w˙q(0) = − csc2(θ)νθq , let C be as defined in Lemma 3.4 and set
A := sup
q∈Q˜ρ0
C
(
1
2
(wq(0) + w˙q(0)− δ), 1
2
(wq(0)− w˙q(0)− δ), δ
)
> 0,
which is finite. Also let D be as in Lemma 3.4 and set
E := sup
q∈Q˜ρ0
D
(
1
2
(wq(0) + w˙q(0) − δ), 1
2
(wq(0) + w˙q(0) + δ),
1
2
(wq(0)− w˙q(0) − δ), 1
2
(wq(0) − w˙q(0) + δ), δ
)
> 0,
which is likewise finite. By shrinking it if necessary, we may assume that ρ0 is small enough that,
if q ∈ Q˜ρ0 , then
(15)
∣∣∣∣νq + sin(θ) ∂∂θ
∣∣∣∣
g
<
αE−1
8
.
We may similarly suppose, by (11), that on Q˜ρ0 ,
(16) sin(θ)|g00 − csc2(θ)| < min
{
αE−1
8Aβ
, 1
}
,
and that if Y ∈ TX˜|
Q˜ρ0
with dθ(Y ) = 0, then
(17)
∣∣∣∣〈sin θ ∂∂θ , Y
〉∣∣∣∣ ≤ αE−18(1 +√2Aβ) |Y |g.
Now because γq is a geodesic,
d2
dt2
w(γq(t)) = (∇2gw)(γ˙q, γ˙q). It follows by Lemma 3.2 that
w¨q = wq +O(ρq(t)).
By shrinking ρ0 if necessary, we assume that the O(ρ) term in this equation is bounded by δ for
ρ ≤ ρ0. Now let 0 < a < 12eAB ρ0. We henceforth assume q ∈ Q˜a.
Now let f± be the solutions to f¨± = f± ± δ, with f±(0) = wq(0) and f˙±(0) = w˙q(0). Then
f±(t) =
1
2
(wq(0) + w˙q(0)± δ) et + 1
2
(wq(0)− w˙q(0)± δ) e−t ∓ δ.
The leading coefficient is always positive, by our choice of δ. Moreover, we have
f¨− − f− = −δ ≤ w¨q − wq ≤ δ = f¨+ − f+,
so by Proposition 3.3, we have
(18) f−(t) ≤ wq(t) ≤ f+(t)
for all t ≥ 0 such that ρq(t) < ρ0 up to t, and so long as the geodesic continues to exist. Also by
the same proposition,
(19) f˙−(t) ≤ w˙q(t) ≤ f˙+(t),
subject to the same constraints. Since both bounding functions are positive, we conclude that
w˙q(t) > 0 for all q, and for all t ≥ 0 such that ρq(t) < ρ0. This implies that θ˙ < 0 for all such t ≥ 0.
In addition, the coefficients appearing in f± are uniformly bounded in q. It follows that we have
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shown that θq(t) goes to zero and cot(θq(t)) goes to infinity exponentially, so long as ρq(t) remains
bounded by ρ0 and γq exists.
Now by Lemma 3.4 and the definition of f−, we have
csc2(θq(t)) = 1 + wq(t)
2 ≥ A−2e2t.
(This and the following continue, for now, to depend on the assumption that ρ remains bounded
by ρ0.) Hence, also,
(20) sin(θq(t)) ≤ Ae−t.
Also by (18), by definition of E, and by Lemma 3.4, we have
(21) sin(θq(t)) ≥ E−1e−t.
It now follows from (20) that
∣∣∣ ρ˙qρq ∣∣∣ < ABe−t, by definition of B. Hence, at least as long as ρ ≤ ρ0,
we find by integrating that
(22) e−ABρq(0) < ρq(t) < eABρq(0).
But then, since ρq(0) ≤ a ≤ ρ02eAB , ρq(t) must remain bounded by ρ02 ; so a brief contradiction
argument shows that, indeed, (18) – (22) hold for all time t ≥ 0 such that γq exists. We have also
shown that γq remains bounded away from S˜, i.e., ρ is bounded away from 0. This shows that γq
never reaches S˜, and also, with (22), yields (a). Also, by (20) and (21), we have (c).
We next analyze the motion in the tangential directions along S. It follows from the definition
and smoothness of kρ in (11) that there exists K > 0 such that, for unit-length Y ∈ TX˜ρ0 , we have
|dπS(Y )|k0 < Kρ sin(θ). It then follows, using (20) and (22), that∫ ∞
0
|dπS(γ˙(t))|k0dt < AKeABρ(q),
which yields (b).
Since cot(θ) eventually becomes positive with θ˙ negative, we conclude that r˙ is ultimately neg-
ative, and so the fact that γq approaches a defined point of M˜ normally, if it exists for all time,
follows by the analysis of geodesics in the standard AH case, Proposition 3.5. Thus, we have es-
tablished all desired behavior, except that the geodesic γq might leave
˚˜
X and return to Q˜, ceasing
to exist. Since the geodesic is unit speed, it either exists for all time or returns to Q˜ in finite time,
and so we have only to show that the latter does not happen.
Suppose by way of contradiction that γq does return to Q˜, say at q
′ and at time t1 > 0. Then
ρ(q′) < ρ0, and we have 〈γ˙q(t1), νq′〉 ≤ 0. Now by (19), the definitions of f− and α, and (21), we
deduce that
(23)
αE−1
2
≤ |θ˙q(t)|
sin(θq(t))
for all times t ≥ 0, and in particular t1. Similarly, by (19), (20), the definition of f+, and the
definition of β, we get
(24)
|θ˙q(t)|
sin(θq(t))
≤ Aβ.
By (24) and (16), and because | sin θ| ≤ 1, we find that at t1,〈
θ˙
∂
∂θ
, θ˙
∂
∂θ
〉
=
θ˙2
sin2 θ
+ (g00 − csc2(θ))θ˙2
≤ A2β2 +A2β2 = 2A2β2.
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Thus, ∣∣∣∣θ˙ ∂∂θ
∣∣∣∣
g
≤
√
2Aβ.(25)
By (15)-(17), (23)-(25), Cauchy-Schwartz, and the triangle inequality, we find that
〈γ˙q(t1), νq′〉 =
〈
γ˙q(t1),− sin(θ) ∂
∂θ
〉
+
〈
γ˙q(t1), νq′ + sin(θ)
∂
∂θ
〉
=
|θ˙q(t1)|
sin(θ)
− (g00 − csc2(θ)) sin(θ)θ˙q(t1)
+
〈
γ˙q(t1)− θ˙q(t1) ∂
∂θ
,− sin(θ) ∂
∂θ
〉
+
〈
γ˙q(t1), νq′ + sin(θ)
∂
∂θ
〉
≥ αE
−1
2
− αE
−1
8Aβ
(Aβ)− αE
−1
8(1 +
√
2Aβ)
(
1 +
∣∣∣∣θ˙ ∂∂θ
∣∣∣∣
g
)
− |γ˙q|g ·
∣∣∣∣νq + sin(θ) ∂∂θ
∣∣∣∣
g
≥ αE
−1
8
> 0,
which is a contradiction. Hence, as desired, γq does not return to Q˜. 
4. The Exponential Map
We continue our analysis of the geodesics leaving Q˜ normally now by turning our attention to
the mapping properties of the exponential map on the normal bundle to Q˜. We ultimately must
prove that this map is a diffeomorphism on a suitable space. For now, we content ourselves with
more local properties.
Let N+(Q˜\S˜) be the inward-pointing half-closed normal ray bundle to Q˜\S˜, so that N+(Q˜\S˜) ≈
[0,∞)t× (Q˜ \ S˜) by the identification tνq 7→ (t, q); and similarly for the normal bundle over subsets
of Q˜ \ S˜. We denote the normal exponential map by exp. We have shown in Proposition 3.6 that
there is some a > 0 such that exp is defined on the entirety of N+Q˜a, and takes its values in
X˜ \ (M˜ ∪ S˜). Trivially, {0} × (Q˜ \ S˜) is mapped by exp to Q˜ \ S˜ as the identity, and Proposition
3.6 also shows that exp |−1
N+Q˜a
(Q˜a) = {0} × Q˜a as well. In order to show that the exponential map
induces a diffeomorphism with a neighborhood of S˜, we will have to analyze it as q → S˜ and as
t → ∞. We thus introduce a partial compactification of the normal bundle that includes faces
corresponding to t = ∞ and to [0,∞] × (Q˜ ∩ S˜), and we will show that the exponential map is
defined and a local diffeomorphism on the entire space.
Let V be a neighborhood of Q˜ ∩ S˜ in Q˜. Then as observed previously, N+(V \ S˜) has a natural
identification, induced by ν, with [0,∞)× (V \ S˜). Letting t be the coordinate on the first factor,
we set τ = 1 − e−t, and hence obtain an identification with [0, 1) × (V \ S˜). We thus define the
compactification N+(V \ S˜) = [0, 1]× V , and we regard N+(V \ S˜) ⊂ N+(V \ S˜) as a subspace via
the identification just described. Note that we have added two new faces in this compactification:
one corresponding to t = ∞, and one corresponding to [0, 1] × (Q˜ ∩ S˜). We will consistently let
τ be the coordinate on the first factor of N+(V \ S˜). The space N+(V \ S˜) has a natural smooth
structure as a manifold with corners, and TN+(V \ S) ∼= T [0, 1] ⊕ TV canonically. We note that
N+(V \ S˜) is not quite a compactification, since the interior boundary of V in Q˜ is still not included.
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With the compactification of the normal bundle in hand, we are ready to extend the exponential
map to reach the boundary. In proving the following, we follow the approach in [Maz86]. For the
statement, notice that θ 7→ v(θ) := csc θ − cot θ is a diffeomorphism of (0, π) with (0,∞).
Proposition 4.1. There exists ρ0 > 0 such that the exponential map exp : N+Q˜ρ0 → ˚˜X extends
smoothly to a map exp : N+Q˜ρ0 → X˜, and the extended map is a local diffeomorphism of manifolds
with corners. For q ∈ Q˜∩ S˜, exp maps [0, 1]×{q} to the b-fiber of S˜ containing q. For such q, exp
satisfies
(26) v(Θ(exp(τ, q))) = v(Θ(q))(1 − τ);
that is, in the v coordinate, exp is a linear function of τ .
Moreover, for 1 ≤ µ ≤ n and q ∈ Q˜ and for any τ , the equation
(27) xµ(exp(τ, q)) = xµ(q) +O(ρ(q)2)
holds uniformly in τ ∈ [0, 1].
Finally, there exists c > 0 such that, if Y ∈ TqQ˜ρ0 ⊂ T [0,∞) ⊕ TQ˜ρ0 ∼= TN+Q˜ρ0 and tνq ∈
N+Q˜ρ0 , then
(28) |d exptνq(Y )|g¯ ≥ c|Y |g¯.
Proof. We begin by recalling the equations for the geodesic flow on the cotangent bundle. Let {xs}
be local coordinates for S, so that (θ, xs, ρ) are coordinates on some neighborhood U˜ ⊆ X˜ of a
fiber F in S˜. Let ρ1 be small enough that Proposition 3.6 holds on Q˜ρ1 , and let V ⊆ Q˜ρ1 be a
sufficiently small neighborhood of the point Q˜∩F that normal geodesics off points in V \ S˜ remain
in U˜ .
The geodesic flow off points of V \ S˜ then satisfies
x˙i = gijξj
ξ˙i = −1
2
∂gkl
∂xi
ξkξl.
We also have
(29) gijξiξj = 1.
We use this fact to rewrite the geodesic equations in terms of g¯ = ρ2 sin2(θ)g or, rather, g¯−1 =
ρ−2 csc2(θ)g−1, obtaining
(30)
x˙i = ρ2 sin2(θ)g¯ijξj
ξ˙i = −1
2
∂
∂xi
[
ρ2 sin2(θ)g¯kl
]
ξkξl
= −ρi
ρ
− cot(θ)θi − 1
2
ρ2 sin2(θ)
∂g¯kl
∂xi
ξkξl.
This system is obviously degenerate at both θ = 0 and ρ = 0. We thus introduce rescaled variables,
setting
(31)
ξ¯µ = ρξµ (1 ≤ µ ≤ n)
ξ¯0 = sin(θ)ξ0.
Hence,
(32)
˙¯ξµ = ρ˙ξµ + ρξ˙µ =
ρ˙
ρ
ξ¯µ + ρξ˙µ
˙¯ξ0 = cos(θ)θ˙ξ0 + sin(θ)ξ˙0 = cot(θ)θ˙ξ¯0 + sin(θ)ξ˙0.
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Now
(33)
ρ˙ = ρ2 sin2(θ)g¯njξj = ρ sin
2(θ)g¯nµξ¯µ + ρ
2 sin(θ)g¯n0ξ¯0 and
θ˙ = ρ2 sin2(θ)g¯0jξj = ρ sin
2(θ)g¯0µξ¯µ + ρ
2 sin(θ)g¯00ξ¯0.
Thus, rewriting our equations of motion (30) and (32) in terms of our new variables, we get
(34)
x˙i = ρ sin2(θ)g¯iµξ¯µ + ρ
2 sin(θ)g¯i0ξ¯0
˙¯ξµ = (sin
2(θ)g¯nν ξ¯ν + ρ sin(θ)g¯
n0ξ¯0)ξ¯µ − ρµ − 1
2
ρ sin2(θ)
∂g¯σλ
∂xµ
ξ¯σξ¯λ
− ρ2 sin(θ)∂g¯
0σ
∂xµ
ξ¯0ξ¯σ − 1
2
ρ3
∂g¯00
∂xµ
ξ¯20
˙¯ξ0 = (ρ sin(θ) cos(θ)g¯
0µξ¯µ + ρ
2 cos(θ)g¯00ξ¯0)ξ¯0 − cos(θ)− 1
2
sin3(θ)
∂g¯σλ
∂θ
ξ¯σ ξ¯λ
− ρ sin2(θ)∂g¯
0σ
∂θ
ξ¯0ξ¯σ − 1
2
ρ2 sin(θ)
∂g¯00
∂θ
ξ¯20 .
Now g¯00 = O(ρ−2); otherwise g¯−1 is smooth on X˜ by (12). It follows that equations (34) have
smooth coefficients all the way up to ρ = 0.
We already know that, for ρ(q) 6= 0, solutions exist for all time t. We turn to study the case when
ρ(q) = 0, that is, when the geodesic starts from some point q ∈ V ∩ S˜. Using (12), and recalling
that g¯st is independent of θ at ρ = 0, note that when ρ = 0, the equations (34) are given by
(35)
θ˙ = sin(θ)ξ¯0
x˙µ = 0
˙¯ξ0 = cos(θ)ξ¯
2
0 − cos(θ)
˙¯ξµ = sin
2(θ)ξ¯nξ¯µ − ρµ + ρµξ¯20 .
Our initial conditions for q, by (13), (29), and the above, are
(36)
θ(0) = θ(q)
xs(0) = xs(q)
ρ(0) = 0
ξ¯0(0) = −1
ξ¯µ(0) = 0.
Let ψ(v) be the inverse of the function θ 7→ csc θ−cot θ; thus ψ is defined on (0,∞) and is monotonic
increasing from 0 to π. Then observe that the solution to (34) with the given initial conditions is
given by
(37)
θ(t) = ψ((csc θ(q)− cot θ(q))e−t)
xs(t) ≡ xs(0)
ρ(t) ≡ 0
ξ¯0(t) ≡ −1
ξ¯µ(t) ≡ 0.
This exists for all t ≥ 0, and it satisfies the properties that θ˙ < 0 for all time and that limt→∞ θ(t) =
0. Using smooth dependence of solutions on initial conditions, we conclude that solutions to the
geodesic equations may be smoothly extended to ρ = 0 for all time t ≥ 0. Thus, exp is smooth on
[0,∞) × V ; and by compactness of S˜, on [0,∞)t × Q˜ρ0 for some ρ0.
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We now turn our attention to θ = 0, which corresponds to t = ∞. We compactify the normal
bundle, as above, by setting τ = 1− e−t, and we wish to show that the exponential map is smooth
to τ = 1. It will be important throughout to understand the asymptotic behavior of ξ¯i. Now by
(29), we have
1 = g−1(ξ, ξ)
=
(
sin(θ)ξ0, ρ sin(θ)ξµ
)
B
(
sin(θ)ξ0
ρ sin(θ)ξµ
)
,
where B is a smooth, uniformly positive definite matrix on U˜ . Thus, for some c > 0, we get
c(sin2(θ)ξ20 + δ
µνρ2 sin2(θ)ξµξν) ≤ 1,
from which it follows that ξ0 = O(csc θ) and ξµ = O(ρ
−1 csc θ). Hence, ξ¯0 = O(1) and ξ¯µ =
O(csc θ) = O(et), both uniformly in the starting point q. Putting this into (34), we find that
˙¯ξµ = O(1), from which it follows that we can improve our estimate to ξ¯µ = O(t) = O(| log sin θ|).
Finally, we put this back into (29) and substitute (31) to conclude that ξ¯20 → 1 as t→∞ or θ → 0,
indeed, that ξ¯20 = 1 +O(e
−t) = 1 +O(sin(θ)). Due to the sign of θ˙, we may likewise conclude that
ξ¯0 = −1 +O(e−t) = −1 +O(sin(θ)).
We here use that ρ2g¯00 = 1 +O(ρ sin(θ)).
Because θ˙ < 0 for all t, we may reparametrize our geodesic equations by θ. This amounts, by the
chain rule, to dividing by θ˙, and by (33), we have θ˙ = ρ sin2(θ)g¯0µξ¯µ + ρ
2 sin(θ)g¯00ξ¯0. (We recall
that g¯00 = O(ρ−2), and regard ρ2g¯00 as a single smooth function up to ρ = 0, which however does
not vanish.) Changing variables on the first equation in (34) we then get
dxµ
dθ
=
ρ sin2(θ)g¯µν ξ¯ν + ρ
2 sin(θ)g¯µ0ξ¯0
ρ sin2(θ)g¯0ν ξ¯ν + ρ2 sin(θ)g¯00ξ¯0
=
ρ sin(θ)g¯µν ξ¯ν + ρ
2g¯µ0ξ¯0
ρ sin(θ)g¯0ν ξ¯ν + ρ2g¯00ξ¯0
.
Now, the denominator is just θ˙sin(θ) , which we know by Proposition 3.6 is nonzero as a function of
t when t is finite, and thus as a function of θ when θ > 0. On the other hand, when θ → 0, the
denominator goes to −1 by our above computations of ξ¯i asymptotics. Thus, the denominator is
bounded away from zero, and the equation is smooth in a neighborhood of our solutions.
We next study
∂ξ¯µ
∂θ
. All but two of the terms in ˙¯ξµ have a factor of sin(θ) and thus yield to the
same analysis we just performed. Focusing on the remaining terms, we have
∂ξ¯µ
∂θ
= (smooth)− ρµ +
1
2ρ
3 ∂g¯00
∂xµ
ξ¯20
ρ sin2(θ)g¯0µξ¯µ + ρ2 sin(θ)g¯00ξ¯0
.
Now if µ = s 6= n, the numerator vanishes to order sin(θ), so again the equations are smooth
in a neighborhood of our solutions. If µ = n, then the numerator is 1 − ξ¯20 + O(sin(θ)). But
ξ¯20 = 1+O(sin(θ)), so the numerator is O(sin(θ)), and this equation is smooth in a neighborhood of
our solutions. Finally we study ∂ξ¯0
∂θ
. Once again, only two terms of ˙¯ξ0 lack a factor of sin(θ), their
sum being cos(θ)(ρ2g¯00ξ¯20 − 1). For the same reasons as before, this is in fact O(sin(θ)). Thus, the
entire (xµ, ξ¯i) system is smooth up to θ = 0; and so the solutions are smooth as functions of θ, and
depend smoothly on the initial point q ∈ Q˜ρ0 . All of this analysis is uniform up to ρ = 0.
It remains to show that θ is smooth in τ up to τ = 1, and depends smoothly on q; of course,
we already know this for τ < 1. We have just used 2n + 1 of the equations in (34); the remaining
equation, for θ˙, can now be written as a scalar ODE for θ in terms of t, since xi and ξ¯i depend
smoothly on θ. Explicitly, the equation is
θ˙ = ρ sin2(θ)g¯0µξ¯µ + ρ
2 sin(θ)g¯00ξ¯0.
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The right-hand side is O(θ), so write the equation as
(38) θ˙ = −θa(θ),
Here a is smooth in θ all the way to θ = 0. It is clear from our earlier analysis of ξ¯0 that a(0) = 1
for all q, and also that a is nonvanishing for θ along our curves. We reparametrize θ by τ = 1−e−t,
and (38) becomes
(τ − 1)dθ
dτ
= θa(θ).
This is a separable equation; if we write a(θ)−1 = 1 + θb(θ), then the equation has solution
θe
∫ θ
0 b(ζ)dζ = c(1− τ),
which holds for 0 ≤ τ ≤ 1, and where b is smooth in both θ and q. Now by the implicit function
theorem, this uniquely defines θ as a function of τ and q near τ = 1, smoothly depending on both
variables. Thus, as desired, θ – and, hence, the entire (xi, ξ¯i) system – exists and depends smoothly
on both τ and q for τ ∈ [0, 1] and for q up to S˜.
We have still to show that exp is a local diffeomorphism on N+Q˜ρ0 . Now it is elementary that,
given a smooth map between manifolds with corner which takes the corner to the corner, the
boundary interior to the boundary interior, and the interior to the interior, it is a local diffeo-
morphism if and only if its differential is nowhere singular. It suffices, then, to show that d exp is
everywhere a bijection, or that det d exp 6= 0. Given this last formulation, it suffices to show this
on [0, 1] × (Q˜ ∩ S˜) ⊂ N+Q˜ρ0 , and it will then follow for (τ, q) ∈ [0, 1] × Q˜ρ0 by shrinking ρ0. Now
it is clear from (35) that exp |[0,1]×(Q˜∩S˜) : [0, 1] × (Q˜ ∩ S˜) → S˜ is a diffeomorphism. Moreover, by
Proposition 3.6(a), (d exp)|
TN+(Q˜\S˜)|[0,1]×(Q˜∩S˜)
takes nonzero transverse vectors to nonzero trans-
verse vectors. Thus, d exp is an isomorphism, and exp is a local diffeomorphism on all of N+Q˜ρ0
(for ρ0 small).
Next we wish to demonstrate (27) using (34) and the equation of variation. We consider pertur-
bations about the solution (37) starting from q ∈ Q˜∩ S˜, as q varies. Write (34) as (x, ξ¯)· = F (x, ξ¯);
let Fµ be the component of F corresponding to xµ. Then the equation of variation tells us that
(39)
∂
∂t
∂xµ
∂ρ(q)
=
∂Fµ
∂xi
∂xi
∂ρ
+
∂Fµ
∂ξ¯i
∂ξ¯i
∂ρ
;
and because, at t = 0, xµ are simply the coordinates of q, we have initial condition ∂x
µ
∂ρ
∣∣∣
t=0
= δµn.
There is additionally an initial condition for ∂ξ¯i
∂ρ
∣∣∣
t=0
, smooth in q, but we do not need to write it
explicitly.
We claim that the right-hand side of (39) is 0 along our solution. By (37), we have in this
case ρ = 0 and ξ¯µ = 0, and ξ¯0 = −1. First consider the first term of (39), involving ∂Fµ∂xi . By
(34), Fµ = ρ sin2(θ)g¯µν ξ¯ν + ρ
2 sin(θ)g¯µ0ξ¯0. Because ξ¯ν = 0 along our solution, the derivative of
the first term of Fµ vanishes easily, and the derivative of the second term vanishes because ρ = 0.
Very similar considerations show that the second term of (39) vanish because ρ = 0 along the
solution. Hence, the entire right-hand side of (39) vanishes identically along our solution. Thus,
∂xµ
∂ρ(q) = δ
µn +O(ρ), which establishes (27).
We now turn to the final statement. Let U˜ , V , and Q˜ρ0 be as above. Notice by (11) that g¯
extends to S˜ as a smooth symmetric positive semidefinite tensor field, and that along S˜, we have
ker g¯ = span
{
∂
∂θ
}
. It follows that g¯|TV is a metric. Now for any (τ, q) ∈ N+(V \ S˜), we have
T(τ,q)N+(V \ S˜) ∼= R ∂∂τ ⊕ TqV canonically. For 0 ≤ τ ≤ 1, define expτ : V → X˜ by expτ (q) =
exp(τ, q). The function f : [0, 1] × TV → X˜ given by f(τ, Y ) = |d expτ (Y )|g¯ is a smooth map.
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Now exp is a local diffeomorphism such that 0 6= d exp(τ,q)
(
∂
∂τ
) ∈ span ∂
∂θ
= ker g¯ for q ∈ V ∩ S˜.
We conclude that f is nonvanishing. Thus, it attains a positive minimum on the compact set
[0, 1] × S1g¯TV . This yields the claim. 
The above proof relied in a fundamental way on the behavior of the extension exp to the boundary
S˜ in order to show that exp is a local diffeomorphism. It is possible to give a proof on the interior
that exp is a local diffeomorphism using Jacobi fields in a more general setting. The following result
is unlikely to surprise practitioners in the area, but we did not find a published proof. Because of its
potential applications in other settings, it may be worthwhile to record explicitly in the literature,
so we state and prove the result, and then use it in Proposition 4.5 to give an alternate proof of
the local diffeormorphism property in Proposition 4.1. The remainder of this section will not be
used in subsequent sections.
Proposition 4.2. Let β > 0 and 0 < κ <
√
β, and let (Z, g) be a Riemannian manifold with
hypersurface Q having unit normal field ν. Suppose that |g−1K| ≤ κ on Q, where K is the second
fundamental form of Q and |g−1K| is the maximal absolute value of an eigenvalue of the shape
operator. Moreover, suppose W ⊆ N+Q is an open subset of the one-sided normal bundle to Q
having the property that whenever Y ∈W , tY ∈W for 0 ≤ t ≤ 1. Finally suppose that all sectional
curvatures of g are bounded above by −β on exp(W ). Then exp is a local diffeomorphism on W ,
and if ξ : (−ε, ε) → Q is a smooth curve with νξ(s) ∈ W and if Γ : [0, a) × (−ε, ε) → Z is given
by Γt(s) := Γ(t, s) = exp(tνξ(s)), then for all t ≥ 0 and s ∈ (−ε, ε), |Γ′t(s)|g ≥ c|ξ′(s)|g, where
c =
√
1
2
(
1− κ2
β
)
.
Proof. Let π : N+Q → Q be the basepoint map. For convenience, we assume that π(W ) = Q (or
we could just restrict Q). For each p ∈ Q, we let γp be the geodesic in Z for which γ(0) = p and
γ′(0) = νp.
Let (t0, p) ∈ [0,∞) × Q ≈ N+Q be fixed. Plainly d exp(t0,p)
(
d
dt
)
= γ′p(t0) 6= 0. For Y ∈ TpQ
with |Y |g = 1 for convenience, let ξ : (−ε, ε) → Q be a smooth curve such that ξ(0) = p and
ξ′(0) = Y . Let a > 0 be sufficiently small that aνξ(s) ∈ W for each s ∈ (−ε, ε) (shrinking ε if
necessary). For (t, s) ∈ [0, a) × (−ε, ε), define Γ(t, s) = γξ(s)(t). Then d exp(t0,p)(Y ) = ∂sΓ(t0, 0).
(We are using the identification T(t0,p)N+Q
∼= R ⊕ TpQ.) This is simply the Jacobi field along γp
defined by the smooth variation Γ evaluated at t0. Thus, since Y is arbitrary, it suffices to show
that the Jacobi field J(t) = ∂sΓ(t, 0) is nonvanishing and is nowhere parallel to γ
′
p(t). At t = 0, we
have J(0) = ξ′(0) = Y ⊥ νp. Moreover, by the symmetry lemma we have
DtJ(t) = Dt∂sΓ(t, s)|s=0 = Ds∂tΓ(t, s)|s=0,
where Dt denotes covariant differentiation along the curve t 7→ Γ(t, s), and similarly for Ds. At
t = 0, this gives
DtJ(0) = Dsγ
′
ξ(s)(0)|s=0 = Dsν ⊥ ν = γ′p(0),
since ν is a unit vector field. Thus, at t = 0, both J and DtJ are normal to γ
′
p, which implies that
J is a normal Jacobi field. In particular, if nonvanishing, it is nowhere parallel to γ′p(t).
Set f(t) = 〈J(t), J(t)〉g . Then
(40) f ′(t) =
d
dt
〈J, J〉g = 2〈DtJ, J〉g.
It follows by Cauchy-Schwartz that
(41) |f ′(t)| ≤ 2|f(t)| 12 |DtJ |g.
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As we have seen, DtJ |t=0 = Dsν, which is simply the shape operator applied to Y = ξ′(0) = J(0).
It follows by our hypothesis that ρ0, 〈DtJ, J〉g|t=0 ≥ −κ, so
f ′(0) =
d
dt
〈J, J〉|t=0 ≥ −2κ.
Now by (40), (41), and the Jacobi equation, whenever f(t) 6= 0 we have
f ′′(t) =
d2
dt2
〈J, J〉g = 2〈D2t J, J〉 + 2〈DtJ,DtJ〉
≥ −2R(J(t), γ′p(t), γ′p(t), J(t)) +
1
2
f ′(t)2
f(t)
> 2βf(t) +
1
2
f ′(t)2
f(t)
(42)
since the sectional curvature is less than −β.
We briefly pause to define weighted hyperbolic trigonometric functions. For η ∈ R, define
coshη(t) =
1
2 (e
t + ηe−t), and sinhη(t) = 12 (e
t − ηe−t). It is easy to show that cosh′η(t) = sinhη(t)
and sinh′η(t) = coshη(t), and also that sinh
2
η(t) = cosh
2
η(t)− η.
Now consider the second-order differential equation given by
h′′(t) = 2βh(t) +
1
2
h′(t)2
h(t)
,
with h(0) = 1 and h′(0) = −2κ. Let A = 12
(
1− κ2
β
)
> 0, B = 12
(
1− κ√
β
)2
> 0, and η =
(
√
β+κ)2
(
√
β−κ)2 > 0. Then a solution to our initial-value problem is h(t) = A + B coshη(2
√
βt), as may
be easily checked. We wish to apply Proposition 3.3 to show that f(t) ≥ h(t), and that thus f is
bounded below by A = 12
(
1− κ2
β
)
. Define a : R2 \ ({0} × R)→ R by
a(u, v) = 2βu+
1
2
v2
u
.
Now define b : R2 → R by
b(u, v) =
{
2βu+ 12
v2
u
|v| < 2√β|u|
4βu |v| ≥ 2√β|u| .
Note that b is Lipschitz, and that whenever u > 0, we have a ≥ b.
Now h satisfies h′′(t) − a(h(t), h′(t)) = 0; and because |h′(t)| < 2√β|h(t)|, it also satisfies
h′′(t) − b(h(t), h′(t)) = 0. Similarly, because f(0) ≥ 0 and because, whenever f 6= 0, f satisfies
f ′′(t) ≥ a(f(t), f ′(t)), it follows that, at least up until f vanishes for the first time, we have
f ′′(t) ≥ b(f(t), f ′(t)). But b is Lipschitz and is nondecreasing in u. Thus, by Proposition 3.3, f ≥ h
on any interval I = [0, t0] such that f is nonvanishing on I. But since f is continuous, and h is
bounded away from 0 by A > 0, we conclude that f must be everywhere greater than A. This
yields the claim, taking c =
√
A =
√
1
2
(
1− κ2
β
)
. 
To apply this to our situation, we require two lemmas that will also be independently useful in
applications.
Let U˜ be a neighborhood on which a polar identification (θ, πS , ρ) exists.
Lemma 4.3. Let g be an admissible metric on (X˜, M˜ , Q˜, S˜). If g¯ = ρ2 sin2(θ)g is the compactified
metric on the interior of U˜ , then the second fundamental form K of (Q˜ \ S˜) ∩ U˜ with respect to g¯
extends smoothly to Q˜ ∩ U˜ .
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Proof. Notice once again that by (11), g¯ extends smoothly to U˜ as a smooth tensor field (although
not as a metric). Let ν¯ be the inward unit normal vector field on Q˜\S˜ with respect to g¯. By Lemma
3.1, ν¯ = −1
ρ
∂
∂θ
+ Og¯(ρ). We next wish to consider Γi0j =
1
2(∂ig¯0j + ∂θg¯ij − ∂j g¯i0). Plainly this is
smooth on U˜ . But moreover, by (11), we see that it is O(ρ). (Remember that kρ is independent of
θ). All other Christoffel symbols are likewise smooth. Now using Weingarten’s equation, we have
in coordinates
Kij = −g¯kj∇iν¯k
= −g¯kj∂iν¯k − ν¯lΓilj
= g¯0j∂i(ρ
−1) + (smooth).
Since g¯0j = O(ρ
2) for any 0 ≤ j ≤ n, we conclude that K extends smoothly to Q˜ ∩ S˜. 
Lemma 4.4. Let g be an admissible metric on (X˜, M˜ , Q˜, S˜) and R its curvature tensor. Then
Rijkl + (gikgjl − gilgjk) = Og(ρ sin θ).
Proof. We begin by showing that Tijkl := Rijkl + (gikgjl − gilgjk) = Og(ρ), using a modification of
the proof of Proposition 1.10 of [Maz86].
Let r = ρ sin θ, so that g¯ = r2g. Now the standard formula for conformal change of the Riemann
tensor shows that
Rijkl = r
−2Rijkl + r−3 (rjkg¯il + rilg¯jk − rikg¯jl − rjlg¯ik)− |∇r|2g¯ (gilgjk − gikgjl) ,
where rjk represents the Hessian of r taken with respect to g¯. Thus, the expression we are interested
in takes the form
(43) Rijkl + (gikgjl − gilgjk) = r−2Rijkl + r−3(rjkg¯il + rilg¯jk − rikg¯jl − rjlg¯ik)
+ (gilgjk − gikgjl)(1 − |∇r|2g¯).
Now using the fact that r = ρ sin θ and (12), it follows immediately that |∇r|2g¯ = 1 + O(ρ). Thus,
the last term is Og(ρ).
We next turn to computing Rijkl. It will be convenient to use the formula
Rijkl =
1
2
(
∂2jlg¯ik + ∂
2
ikg¯jl − ∂2ilg¯jk − ∂2jkg¯il
)
+ g¯pq
(
ΓjlpΓikq − ΓjkpΓilq
)
,
where Γijk =
1
2(∂ig¯jk + ∂j g¯ij − ∂kg¯ij). We thus compute these Christoffel symbols. Using our polar
g coordinates and (11), we find that
Γ000 = O(ρ
3) Γ00u = O(ρ
3) Γ00n = −ρ+O(ρ2)
Γ0s0 = O(ρ
2) Γ0su = O(ρ) Γ0sn = O(ρ)
Γ0n0 = ρ+O(ρ
2) Γ0nu = O(ρ) Γ0nn = O(ρ)
Γst0 = O(ρ) Γstu = O(1) Γstn = O(1)
Γsn0 = O(ρ) Γsnu = O(1) Γsnn = O(ρ)
Γnn0 = O(ρ) Γnnu = O(1) Γnnn = O(1).
Now using these computations, (11), and (12), it follows straightforwardly that
R0µν0 = O(ρ)
Riµνσ = O(1),
where 1 ≤ µ ≤ n and 0 ≤ i ≤ n. It follows, since sin(θ) ∂
∂θ
and ρ sin(θ) ∂
∂xµ
are a basis of
approximately g-unit vector fields, that r−2R = Og(ρ).
Finally, we compute that
rij = 2ρ(iθj) cos(θ)− sin(θ)g¯nkΓijk − ρ cos(θ)g¯0kΓijk,
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from which it follows that rµν = O(1), that r0µ = O(ρ), and that r00 = O(ρ
2). Thus, the second
term of (43) is also Og(ρ), which yields the claim that T = Og(ρ).
Now, near neighborhoods in M˜ away from M˜ ∩ S˜, it follows from the usual curvature result for
asymptotically hyperbolic spaces, given in Proposition 1.10 of [Maz86], that T = Og(sin(θ)). Thus,
the result will follow if we can show that T is smooth as a section of the bundle ⊗4(0eT ∗X˜). But
this follows from what we have already done, and in particular from (43). First, r−2Rijkl is smooth
as a section of the bundle, since no more than two of the indices can be 0, and a smooth frame
for 0eT ∗X˜ is given by (4). But the second term similarly is smooth, for we have just seen that
rjk = O(ρ) whenever either index is 0. Thus, T is a smooth section and is Og(ρ) and Og(sin(θ)).
The result follows. 
We can now give the alternate proof of the local diffeomorphism property.
Proposition 4.5. Let (X˜, M˜ , Q˜, S˜) be the blowup of the cornered space (X,M,Q), and let g be
an admissible metric on X˜. There exists ρ0 > 0 such that the map exp : N+Q˜ρ0 → X˜ is a local
diffeomorphism on the normal bundle N+Q˜ρ0. Moreover, there exists some c > 0 such that, if
ξ : (−ε, ε) → Q˜ρ0 is a smooth curve and Γ : [0,∞) × (−ε, ε) → X˜ is given by Γt(s) := Γ(t, s) =
exp(tνξ(s)), then for all t ≥ 0 and s ∈ (−ε, ε), we have |Γ′t(s)|g ≥ c|ξ′(s)|g.
Proof. It suffices to prove the second claim. Let 0 < κ < 1 be such that | cos θ| < κ on Q˜∩ S˜, which
exists by compactness. Also let κ < β < 1.
By Lemma 4.4, there is some ρβ such that the sectional curvatures of g are strictly less than −β
for all x ∈ ˚˜Xρβ . By Proposition 3.6, we can choose ρ0 > 0 such that, for q ∈ Q˜ρ0 , γq remains in
X˜ρβ .
We begin by studying the eigenvalues of the second fundamental form of Q˜, which we denote
by K(Y,Z) = 〈∇Y Z, ν〉g (and correspondingly for K with respect to g¯), and to do this we first
compute the compactified second fundamental form K. For r 6= 0, the unit g¯-normal vector field
to Q˜ρ0 is given by ν¯ = r
−1ν. (Recall that r = ρ sin θ.) A straightforward computation shows that
for any vector fields X,Y tangent to Q˜, we have
∇XY = ∇XY + r−1
[
dr(X)Y + dr(Y )X − 〈X,Y 〉g¯ gradg¯ r
]
.
For q ∈ Q˜ρ0 and X,Y ∈ TqQ˜, it follows (taking extensions where necessary) that
K(X,Y ) = −〈∇X(r−1ν), Y 〉g¯
= −r−1〈∇Xν + dr(X)ν¯ + dr(ν¯)X − 〈X, ν¯〉 gradg¯ r − dr(X)ν¯ , Y 〉g¯
= −r−1(r2K(X,Y )− g¯(X,Y )dr(ν¯)).
Now let Y,Z ∈ TQ be g-unit vectors over the same point, and let Y = r−1Y and Z = r−1Z be the
parallel g¯-unit vectors. It follows that
K(Y,Z) = g(Y,Z)dr(ν¯) + rK(Y ,Z).
Now dr = sin θdρ + ρ cos θdθ, and by Lemma 3.1, ν¯ = (−1
ρ
+ O(1)) ∂
∂θ
+ O(ρ). Thus, |dr(ν¯)| →
| cos(θ)| < κ as ρ → 0. Since K is smooth on all of Q˜ρ0 by Lemma 4.3, it follows that for ρ small
enough, the eigenvalues of the shape operator g−1K are bounded in absolute value by κ: |λ| < κ.
We restrict ρ0 if necessary to ensure this condition.
The result now follows straightforwardly by applying Proposition 4.2 with Z = X, with Q = Q˜ρ0 ,
and with W = N+Q˜ρ0 . 
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5. Injectivity
In the preceding sections, we have shown that there is a neighborhood Q˜ρ0 of S˜ in X˜ such
that exp : N+Q˜ρ0 → X˜ is a local diffeomorphism. The remaining step to show that exp is a
diffeomorphism onto its image is to prove injectivity.
We will first work on the interior or non-compactified normal bundle N+Q˜ near a fixed point of
Q˜ ∩ S˜. We will then make the result global along Q˜ ∩ S˜ using a compactness argument.
We prove injectivity on the interior using a homotopy lifting argument whose structure is that
of Theorem 2 in [Her63]. We first prove a lifting result. We let π : N+(Q˜ \ S˜) → (Q˜ \ S˜) be the
basepoint map.
Proposition 5.1. Let c, ρ0 be as in Proposition 4.1. Let W ⊂ Q˜ ρ0
2
be open, q ∈ W , and let
x = exp txνq for some tx > 0. Let α : [0, l] → ˚˜X be a smooth curve such that α(0) = x and such
that
(44) α([0, l]) ∩ exp(π−1(∂W )) = ∅.
Then there is a unique smooth curve σ : [0, l]→ N+W such that σ(0) = txνq and exp σ(s) = α(s).
Let ξ = π ◦ σ : [0, l]→W . Then Lg(ξ) ≤ c−1Lg(α).
Moreover, if α : [0, 1] × [0, l] → ˚˜X is a homotopy of smooth curves such that, for each τ ,
α(τ, 0) = x and the curve s 7→ α(τ, s) satisfies (44), then there is a unique lift of α to a homotopy
of curves based at txνq. That is, there is a unique smooth map σ : [0, 1] × [0, l] → N+W such that
σ(τ, 0) = txνq for each τ and such that exp ◦σ = α.
Remark. We are especially interested in the special case where W = Q˜ ρ0
2
itself.
Proof. Let x, α be as in the statement. By Proposition 4.1, exp : N+Q˜ ρ0
2
→ X is a local diffeo-
morphism. Hence, at least some opening interval of α may be lifted uniquely to a smooth curve
σ beginning at txνq – that is, there is some a > 0 and a unique smooth σ : [0, a] → N+Q˜ ρ0
2
such
that σ(0) = txνq and exp ◦σ = α|[0,a]. Suppose we cannot lift the entire curve, and let b be the
supremum of a > 0 such that we can uniquely lift α|[0,a] in the preceding sense. Then there is a
unique lift σ of α|[0,b). By continuity and (44), σ takes values in N+(W \ S˜).
As in the statement, define ξ : [0, b)→W by ξ = π ◦ σ. By the canonical identification N+W ≈
[0,∞) ×W , we can write σ(s) = (t(s), ξ(s)). Now for each s < b, expσ(s) = α(s); it follows that,
for s < b, (d exp)(σ′(s)) = α′(s); and thus that |(d exp)(σ′(s))|2g = |α′(s)|2g. Under the identification
T(t,q)N+W ≈ R ∂∂t ⊕ TqW , we can write σ′(s) = t˙(s) ∂∂t + ξ′(s). Let A = sup0≤s≤b |α′(s)|2g. Then
since (d exp)
(
∂
∂t
) ⊥ (d exp)(ξ′(s)), we have
A ≥ |α′(s)|2g =
∣∣∣∣t˙(s)(d exp)( ∂∂t
)
+ (d exp)tνξ(ξ
′(s))
∣∣∣∣2
g
= t˙(s)2 + |(d exp)tνξ(ξ′(s))|2g
≥ t˙(s)2 + c2|ξ′(s)|2g (by Proposition 4.5).(45)
Thus, both |t˙(s)| and |ξ′(s)|g are bounded. It follows that lims→b ξ(s) exists in W , so ξ may
be extended to exist continuously on [0, b] (although a priori ξ(b) may not lie in W ). Because
ξ : [0, b]→ W has finite length by (45), ξ(b) /∈ S˜.
Now also by (45), lims→b t(s) exists; so lims→b σ(s) exists, and σ may be continuously extended
to [0, b], possibly taking values in N+W ⊃ N+W . However, by continuity we have expσ(b) = α(b).
Because (44) holds, ξ(s) /∈ ∂W for any 0 ≤ s ≤ b. Therefore, ξ([0, b]) ⊂ W , and hence σ([0, b]) ⊂
N+W . Now by Proposition 4.5 and because W ⊆ Q˜ ρ0
2
, exp is a local diffeomorphism on some
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ball about σ(b), so it follows that σ can be smoothly and uniquely extended at least some distance
beyond b. This is a contradiction, so σ can be extended smoothly and uniquely to all of [0, l].
We now turn to homotopy lifting. Suppose that x is as above, and that α : [0, 1]× [0, l] → ˚˜X is a
smooth map such that α(τ, 0) = x for all τ and such that, for fixed τ , the curve s 7→ α(τ, s) =: ατ (s)
meets condition (44). We wish to show that there is a lift σ : [0, 1] × [0, l] → N+W such that
expσ = α. In the following, we will also use the notation αs(τ) = α(τ, s).
Let σ0 : [0, l] → N+W be a lift, as above, of α0 beginning at txνq. For each s ∈ [0, l], let
τ 7→ σ(τ, s) be the lift, starting at σ0(s), of the map τ 7→ α(τ, s). Then σ : [0, 1] × [0, l] → N+W
and α(τ, s) = exp ◦σ(τ, s). It is plain that σ is smooth in τ . We wish to show that it is smooth in
s.
Let s0 ∈ (0, l]. We will construct a small strip in [0, 1] × [0, l], containing [0, 1] × {s0}, such
that σ is smooth on the strip. (The case s0 = 0 is easy because exp is a local diffeomorphism and
ατ (0) = x for all τ). Let U ⊂ N+W be a coordinate ball, containing σ(0, s0), such that exp |U is a
diffeomorphism. Then α−1(exp(U)) ⊆ [0, 1]×[0, l] is an open neighborhood of (0, s0). By continuity
of σ0, there is some ε > 0 such that σ0([s0− ε, s0 + ε]) ⊂ U . Now if s ∈ [s0− ε, s0 + ε] and a > 0 is
small enough that [0, a]×{s} ⊂ α−1(exp(U)), then for 0 ≤ τ ≤ a, the map τ 7→ (exp |U )−1(α(τ, s))
is a smooth lift of τ 7→ α(τ, s) beginning at σ0(s). It follows by uniqueness of lifting that it is equal
to τ 7→ σ(τ, s). Thus, on some neighborhood of {0} × [s0 − ε, s0 + ε], we have σ = (exp |U )−1 ◦ α,
so in particular, σ is smooth on a neighborhood of (0, s0).
Set
b = sup {d ≥ 0 : σ is smooth on a neighborhood of [0, d] × {s0} .} .
The preceding discussion shows that b > 0. Clearly b ≤ 1, We claim b = 1. Suppose not, by
way of contradiction. Once more, let U be an open set containing σ(b, s0) such that exp |U is
a diffeomorphism. Then again, α−1(exp(U)) ⊆ [0, 1] × [0, l] is an open neighborhood of (b, s0).
Moreover, because σs0 is smooth in τ , we have σ(a, s0) ∈ U for all a sufficiently near b. Let a1 < b
be sufficiently near. Then σ is smooth on some neighborhood of [0, a1] × {s0} by definition of b.
Hence by continuity, we conclude that σ maps some neighborhood of (a1, s0) into U . We can choose
some ε > 0 such that σ({a1} × [s0 − ε, s0 + ε]) ⊂ U and so that σ is smooth on a neighborhood
of [0, a1] × [s0 − ε, s0 + ε]. Thus, for s ∈ [s0 − ε, s0 + ε], σ(a1, s) = (exp |U )−1 ◦ α(a1, s). Now, by
shrinking ε if need be, we can choose a2 > b such that [a1, a2] × [s0 − ε, s0 + ε] ⊆ α−1(exp(U)).
Fix s ∈ [s0 − ε, s0 + ε]. The map τ 7→ (exp |U )−1(α(τ, s)) (where a1 ≤ τ ≤ a2) is a smooth
lift of the map τ 7→ α(τ, s) beginning at σ(a1, s). Then by uniqueness of path lifts, we have
σ(τ, s) = (exp |U )−1(α(τ, s)) on this rectangle. Thus, σ is smooth on [0, a2]× [s0 − ε, s0 + ε], which
is a contradiction since a2 > b. Thus b = 1. We conclude that σ is smooth on all of [0, 1]× [0, l]. 
Remark. It follows from the proof that, if we set W = Q˜ ρ0
2
and R =
{
q ∈ Q˜ : ρ(q) = ρ02
}
, then
the hypothesis (44) could be replaced by the condition d
Q˜
(q,R) > c−1Lg(α).
This result in hand, we may prove interior injectivity.
Proposition 5.2. There exists a > 0 such that exp : N+Q˜a → X˜ is injective.
Proof. Let ρ0 be small enough that Propositions 4.1 and 5.1 hold on Q˜ρ0 , then define R ⊂ Q˜ by
R =
{
q ∈ Q˜ : ρ(q) = ρ02
}
.
We first prove a result with a topological hypothesis. By Proposition 3.6, there exists ρ1 <
ρ0
2
such that if q ∈ Q˜ρ1 , then γq will not intersect exp(π−1(R)): for if q′ ∈ R, then by Proposition
3.6(a), ερ02 < ρ(γq′(t)) for all t, whereas γq can be made to remain arbitrarily close to S˜ by choosing
ρ1 sufficiently small.
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We will show that if V ⊆ Q˜ρ1 is connected, and A˜ ⊂ X˜ \ (M˜ ∪ S˜) is a simply connected open
set such that A˜ ∩ exp(π−1(R)) = ∅ and such that exp(N+V ) ⊆ A˜, then exp is injective on N+V .
Here, once again, π : N+(Q˜ \ S˜)→ Q˜ \ S˜ is the basepoint map.
Suppose, by way of contradiction, that exp is not injective on N+V . Then there exists some
x ∈ A˜, u 6= v ∈ N+V such that exp(u) = x = exp(v). Let σ : [0, 1] → N+V be a smooth path in
N+V from u to v, and let α = exp ◦σ : [0, 1]→ A˜. Then α is a smooth loop segment at x; and since
A˜ is simply connected, there is a smooth homotopy α˜ : [0, 1] × [0, 1] → A˜ such that α˜(0, s) = α(s)
and α˜(1, s) = x. Now by construction, α˜(τ, s) avoids exp(π−1(R)) for all τ, s; so by Proposition
5.1 with W = Q˜ ρ0
2
, there exists a lifted homotopy σ˜ : [0, 1] × [0, 1] → N+Q˜ ρ0
2
, based at u, such
that exp ◦σ˜ = α˜. Thus, exp ◦σ˜(τ, 1) = x for all τ . Moreover, σ˜(0, 1) = v and σ˜(1, 1) = u (since
the lift of a constant path is constant). Thus, defining ζ : [0, 1] → N+Q˜ ρ0
2
by ζ(τ) = σ˜(τ, 1), the
curve ζ must be a smooth path from v to u. On the other hand, exp ◦ζ(τ) = x for all τ . But as
exp is a local diffeomorphism, exp−1({x}) is discrete. Thus, ζ is a non-constant smooth map from
a connected space to a discrete space, which is a contradiction. Hence, exp is injective on N+V ,
which establishes our claim.
To allow a general topology, and in particular a full neighborhood of S˜, first note that if B ⊆ S
is simply connected, then so is b−1(B). This is because S˜ → S is a trivial fibration, since S is the
intersection of two globally defined hypersurfaces. For such B, and for κ > 0, we define
A˜(B,κ) =
{
(θ, p, ρ) ∈ X˜ : p ∈ B and 0 < ρ < κ
}
,
where we are using our polar identification. Notice that by taking κ small enough, we may always
assure that exp(π−1(R)) ∩ A˜(B,κ) = ∅. Also, A˜(B,κ) will be simply connected for κ small. Now
let δ > 0 be less than the injectivity radius of S with respect to k0 = g¯|TS . For p ∈ S, let
Bδ(p) denote the δ-ball about p with respect to k0. Thus, for each p ∈ S, Bδ(p) ⊆ S is simply
connected. Let κ0 > 0 be small enough for the above conditions to hold for Bδ(p) at every p ∈ S.
Set A˜p = A˜(Bδ(p), κ0).
By Proposition 3.6, there are ε > 0, κ1 > 0 such that for each p ∈ S, exp(N+(A˜(Bε(p), κ1)∩Q˜)) ⊆
A˜p. Set Vp = A˜(B ε
4
(p), κ1) ∩ Q˜. Then
{
Vp
}
p∈S
covers S˜ ∩ Q˜ ≈ S, and by compactness we may
take a finite subcover
{
Vpi
}N
i=1
. We will denote Vi = Vpi . Now since there are finitely many Vi, we
may apply Proposition 3.6(b) to conclude that by shrinking κ1 if necessary, we may ensure that
exp(N+Vi) ∩ exp(N+Vj) = ∅ whenever Vi ∩ Vj = ∅.
Set V = ∪iVi. We claim that exp is injective on N+V . For suppose that there exist u1 =
t1νq1 , u2 = t2νq2 ∈ N+V such that exp(u1) = exp(u2). By what has just been said, we must have
q1 ∈ Vi and q2 ∈ Vj where Vi ∩ Vj 6= ∅. Let pi = πS(qi). Then by definition of Vi, Vj , we have
q1, q2 ∈ Vε := A˜(Bε(p1), κ1) ∩ Q˜; and since, by choice of ε, we have exp(Vε) ⊆ A˜p1 , and by the
simply connected case, we may conclude that q1 = q2. Thus taking a small enough that Q˜a ⊆ V
yields the theorem. 
This result may be extended to the compactified bundle, N+Q˜a.
Proposition 5.3. There exists a > 0 such that exp : N+Q˜a → X˜ is injective.
Proof. Let a be as in Proposition 5.2. As before, we label points in N+Q˜a by (τ, q) ∈ [0, 1]× Q˜a ≈
N+Q˜a. Throughout this proof, we regard exp as a function of τ ∈ [0, 1] and q ∈ Q˜a. We already
know that exp is injective when restricted to the set {0 ≤ τ < 1, ρ(q) > 0}. We may quickly extend
this to [0, 1]×S: the exponential map takes [0, 1]× S injectively to S˜ by the explicit solution (26),
and by Proposition 3.6 no other points are mapped to S˜. Moreover, since {1} × Q˜a is mapped to
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M˜ \ S˜, its image is disjoint from the image of ([0, 1) × Q˜a) ∪ ([0, 1]× (S˜ ∩ Q˜)). Therefore, we need
only show that for q1 6= q2 ∈ Q˜a, exp(1, q1) 6= exp(1, q2).
Suppose, by way of contradiction, that exp(1, q1) = exp(1, q2), with q1, q2 ∈ Q˜a. Let Q˜a ⊇ B1 ∋
q1 be open such that q2 /∈ B1. Then [0, 1] × B1 is open in N+Q˜a, and so since exp is a local
diffeomorphism, exp([0, 1]×B1) is open in X˜. Let γˆq2 : [0, 1]→ X˜ be the rescaled geodesic given by
γˆq2(τ) = exp(τ, q2), which in particular is continuous. Thus, γˆ
−1
q2
(exp([0, 1]×B1)) is nonempty and
is open in [0, 1], and so there is some τ2 < 1 such that γˆq2(τ2) ∈ exp([0, 1] ×B1). Since τ2 < 1, we
must have γˆq2(τ) ∈ ˚˜X, and so there is some q3 ∈ B1, τ3 ∈ [0, 1) such that exp(τ3, q3) = exp(τ2, q2).
This contradicts interior injectivity and thus Proposition 5.2. 
6. Proofs of Theorems
Proof of Theorem 1.1. By Proposition 4.1, there exists ρ0 > 0 such that the exponential map
exp : N+Q˜ρ0 → X˜ extends to a local diffeomorphism exp : N+Q˜ρ0 → X˜. By Proposition 5.3, it is
injective for ρ0 small enough. Taking V = Q˜ρ0 and U˜ = exp(V ), this yields the claim. 
Proof of Theorems 1.2 and 1.4. By Theorem 1.1, we may take ρ0 > 0 such that exp : N+Q˜ρ0 → X˜
is a diffeomorphism onto its image. Let V ⊂ Q˜ρ0 be a neighborhood of Q˜ ∩ S˜, and set U˜ =
exp(N+(V \ S˜)). Now under the canonical decomposition N+(V \ S˜) ≈ Rt × (V \ S˜), we have
(46) (exp |
N+(V \S˜))
∗g = dt2 + gt,
where gt is a one-parameter family of metrics on V \ S˜. Now let u = 1−τ = e−t, so that t = − log u.
Then in these coordinates,
(47) (exp |
N+(V \S˜))
∗g =
du2 + u2g− log u
u2
.
Set hu = u
2g− log u, so that this takes the form (2). Now u obviously extends to a global coordinate
on N+(V \ S˜), and we have already observed that exp is a diffeomorphism. Taking ψ(u, q) =
exp(1− u, q) and U˜ = ψ(N+(V \ S˜)), we plainly have ψ({u = 0}) = U˜ ∩ M˜ , ψ({u = 1}) = U˜ ∩ Q˜,
and ψ|{1}×V = id. Uniqueness of ψ follows from uniqueness of the form (46), because all the
intermediate steps are reversible. To prove Theorem 1.2, it thus remains only to show that hu
extends smoothly down to u = 0 and that each hu is a conformally compact metric on V .
Since ψ is a diffeomorphism, we do our calculation on U˜ and regard u as a function on U˜ . For
0 ≤ c ≤ 1 set Vc =
{
x ∈ U˜ : u(x) = c
}
≈ V . Let {xs} be a local coordinate system on S, and
(θ, xs, ρ) a polar identification. Then locally, u = u(θ, xs, ρ), so taking the exterior derivative of
both sides of the equation u = c, we find that along Vc,
0 = du =
∂u
∂θ
dθ +
∂u
∂xs
dxs +
∂u
∂ρ
dρ.
Now ∂u
∂θ
6= 0, and so for some smooth functions a, bs, we have
(48) dθ = adρ+ bsdx
s
on Vc. Notice that
u
sin θ is smooth and nonvanishing on U˜ . Then by (10),
u2g =
u2
sin2(θ)
(
dθ2 +
dρ2 + kρ
ρ2
)
+ (ρu2 sin(θ)ℓ)
=
u2
sin2(θ)
ρ2dθ2 + dρ2 + kρ
ρ2
+ (ρu2 sin(θ)ℓ).
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It is then clear by (48) that the restriction of u2g to any Vc gives a smooth conformally compact
metric on V depending smoothly on c all the way up to c = 0. Thus Theorem 1.2 is proved.
Now suppose that Q makes a constant angle θ0 with M , so that Q˜∩ S˜ is given by {θ = θ0}. Let
α = (csc θ0 − cot θ0)−1, and define a coordinate φ on N+(V \ S˜) by u = α(csc(φ)− cot(φ)). Notice
that du
u
= dφsinφ . Thus, the metric (2) transforms to
(49) χ∗g =
dφ2 + lφ
sin2(φ)
,
where we have defined χ : [0, θ0]× V → U˜ by χ(φ, q) = ψ(u(φ), q) and lφ = sin
2 φ
u2
hu(φ). We view φ
as a function on U˜ via the diffeomorphism χ. Now by (26), we see that θ = φ on [0, 1] × (Q˜ ∩ S˜);
or put differently, that θ = φ + O(ρ). Because the level sets of φ and u are the same, we get (48)
again, and so by an identical calculation to the preceding, we find that
sin2(φ)g =
sin2(φ)
sin2(θ)
ρ2dθ2 + dρ2 + kρ
ρ2
+ (ρ sin2(φ) sin(θ)ℓ),
which is asymptotically hyperbolic as desired on each Vc because
sinφ
sin θ = 1 +O(ρ).
We now prove the final claim. For this purpose, we define a change of coordinates (φ, yµ) by
setting yµ = xµ on Q˜ and extending yµ to be constant along orbits of the exponential map. These
are coordinates by Theorem 1.1. We wish to show that (yn)2lφ|ρ=0 is constant in φ. Now notice
that it follows by (27) that for 1 ≤ µ ≤ n,
∂
∂yµ
=
∂
∂xµ
+
∂θ
∂yµ
∂
∂θ
+O(ρ).
Since ∂
∂θ
∈ ker g¯ at ρ = 0, we have, for p ∈ U˜ , that
g¯
(
∂
∂yµ
,
∂
∂yν
)∣∣∣∣
p
= g¯
(
∂
∂xµ
,
∂
∂xν
)∣∣∣∣
p
+O(ρ(p)).
The right-hand side is constant in φ for ρ = 0 by (11). But
(yn)2lφ
(
∂
∂yµ
,
∂
∂yν
)
= g¯
(
∂
∂yµ
,
∂
∂yν
)
at ρ = 0, and as we have seen, the right-hand side is constant in φ there. This yields the claim.
Renaming φ by θ, χ by ψ, and lφ by hθ yields the result. 
Proof of Corollaries 1.3 and 1.5. We prove Corollary 1.3. Let V ⊂ Q˜, U˜ ⊂ X˜ , and ψ : [0, 1]×V →
U˜ be as in Theorem 1.2. Set W = ψ({0} × V ), a neighborhood in M˜ of M˜ ∩ S˜. Let φ : V →W be
the diffeomorphism given by φ(q) = ψ(0, q). Define ζ(u,m) = ψ(u, φ−1(m)).
Uniqueness follows from uniqueness in Theorem 1.2, the construction can be reversed to recover
ψ from ζ. 
Proof of Corollary 1.6. Let W, U˜ , hθ, and ζ be as in Corollary 1.5. Now h0 is an asymptotically
hyperbolic metric. So by the existence result for the standard geodesic normal form ([GL91]), there
is a unique diffeomorphism ϕ : S×[0, ε)ρ →W such that ϕ∗h0 = ρ−2(dρ2+kρ), where kρ is a smooth
one-parameter family of metrics on S such that k0 = k; and such that ϕ|{0}×S = idS . The desired
diffeomorphism is then given by χ = ζ ◦ (id[0,θ0]×ϕ). The claimed properties follow immediately.
(Note that the ρ in Corollary 1.6 is not the same as that appearing in polar g-coordinates). 
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