Purpose: Charge sharing is a significant problem for CdTe-based photon counting detectors (PCDs) and can cause high-energy photons to be misclassified as one or more low-energy events. Charge sharing is especially problematic in PCDs for CT because the high flux necessitates small pixels, which increase the magnitude of charge sharing. Analog charge summing (ACS) is a powerful solution to reduce spectral distortion arising from charge sharing but may be difficult to implement. We investigate correction of the signal after digitization by the comparator ("digital count summing"), which is only able to correct a subset of charge sharing events but may have implementation advantages. We compare and quantify the relative performance of digital and ACS in simulations. Methods: Transport of photons in CdTe was modeled using Monte Carlo simulations. Energy deposited in the CdTe substrate was converted to electrical charges of a predetermined shape, and all charges within the detector pixel are assumed to be perfectly collected. In ACS, the maximum charge received over any 2 9 2 block of pixels was grouped together prior to digitization. In digital count summing (DCS), the charge was digitized in each pixel, and subsequently, adjacent pixels that detected events grouped their charge to record a single, higher energy event. All simulations were performed at the limit of low flux (no pileup). The default tube voltage was 120 kVp, object thickness was 20 cm of water, pixel pitch was 250 lm, and charge cloud modeled as a Gaussian with r = 40 lm. Variation of these parameters was examined in a sensitivity analysis. Results: Detectors that used no correction, DCS, and ACS misclassified 51%, 39%, and 15% of incident photons, respectively. For iodine basis material imaging, DCS exhibited 100% greater dose efficiency compared to uncorrected, and ACS exhibited an additional 111% greater dose efficiency compared to digital charge summing. For a nonspectral task, the dose efficiency improvement as estimated by improvement of zero-frequency detective quantum efficiency, DQE(0) was 10% for DCS compared to uncorrected and 10% for ACS compared to DCS. A sensitivity analysis showed that DCS generally achieved half the benefit of ACS over a range of conditions, although the benefit was markedly less if the charge cloud was instead modeled as a small sphere. Conclusions: Summing of counts after digitization may be a simpler alternative to summing of charge prior to digitization due to the relative complexity of analog circuit design. Over most conditions studied, it provides roughly half the benefit of ACS and may offer certain implementation advantages.
INTRODUCTION
Photon counting detectors (PCDs) are being increasingly explored for next generation CT scanners. 1 PCDs could enable multimaterial imaging, 2, 3 improve system resolution, 4 and improve iodine contrast. 5 Most PCD designs being explored today are CdTe-based, although silicon-based detectors are also being studied and present their own strengths and limitations. 6 In this work, we will restrict our discussion of PCDs to CdTe or CdZnTe-based designs. A particular problem of CdTe-based PCDs is their ability to function under the challenging flux conditions of diagnostic CT, which has only been possible recently. 7, 8 When the incident flux approaches the characteristic count rate of the PCD, pileup ensues and spectral performance is degraded. 9 Substantial increases in the count rate of more recent prototypes have enabled the adoption of PCDs into prototype CT systems. 5, 10 The increased count rate performance has been made possible primarily by reducing the pixel size, as the characteristic count rate is inversely proportional to area per pixel. The characteristic count rate is defined as the inverse of the dead time. 11 One current design uses a pixel size of 0.05 mm 2 , which is much smaller than pixels in conventional, energyintegrating detectors (~1 mm 2 ). 10 However, small pixels promote charge sharing, that is, the spreading of electrical charges stemming from one x-ray photon across multiple pixels. This can create a scenario wherein a single high-energy photon is recorded as one or more low-energy photons in neighboring pixels. Charge sharing reduces spectral performance. Significant charge sharing has been seen in experimental measurements, 2 leading some authors to predict that performance with current CdTe-based PCDs will be no better than conventional dual-energy unless the detector spectral response is improved. 12 A promising approach for alleviating charge sharing is interpixel communication. [13] [14] [15] One particularly powerful form of interpixel communication today is charge summing. In charge summing, circuits integrate the charge between multiple adjacent pixels prior to digitization via a bank of comparators. The pixels which are summed together are dynamically determined. We will refer to this as "analog charge summing" (ACS) because it uses analog circuitry to perform the summation. ACS has been demonstrated for some chip architectures such as Medipix3 16 but is nontrivial to implement. The limited amount of signal produced by each x-ray photon, the high speed of the necessary electronics, stray capacitance or inductance introduced by the summing circuitry, and fragility of the analog electronics are challenging aspects that have inhibited the adoption of ACS into prototype CT PCDs. While ACS is a rare feature in PCDs with high count rate capability, we will briefly describe two implementations. The Medipix3 chip implemented a programmable ACS and featured small 55 lm pixel sizes, using ACS to sum 2 9 2 groups to produce an effective pixel pitch of 110 lm. 17 The Medipix3 chip is notable because it was an early design that produced very good spectroscopic results, but the count rate capability of this chip was well below the needs of diagnostic CT. 18 Recently, progress has been made in this regard, with a detector using 0.1 mm CdTe pixels that implements ACS. The authors show that the performance of charge summing improves performance at up to 250 Mcps/ mm 2 for a material decomposition task. 19 This detector uses a nearest-neighbor ACS model, with the dead time increasing from 100 ns without ACS to 900 ns with ACS. This illustrates that ACS for a CT PCD is possible, even if the engineering challenges are significant.
In this article, we will investigate the benefit of digital count summing or interpixel communication after digitization of the electrical signal, as an alternative that may be simpler to adopt into current detectors. As the signal has already been digitized, we refer to this technique as count summing rather than charge summing. Digital count summing (DCS) can also be considered a spectroscopic variation of anticoincidence logic, 20 but we have named it DCS to create a more explicit comparison against ACS. DCS also requires changes in the electronics, but the infrastructure would be present only in the digital domain and would therefore be immune to many of the complexities surrounding analog circuitry of low signals. The logic for DCS would be embedded into the ASIC and performed on an event-by-event basis prior to incrementing the counters. The essential principle of DCS was first described in 2003 21 but to our knowledge has never been explored in the era of modern PCDs with count rate performance sufficient for diagnostic CT.
An obvious weakness of DCS is that it operates on the signal only after it has been digitized, and systems today use a relatively simple bank of comparators to detect pulses. 22 Often, charge sharing will cause a high-energy photon to be detected as a single low-energy photon, or not at all. In these cases, DCS can provide no benefit whatsoever. The only pathway through which DCS can provide an advantage is when a high-energy photon is detected as two or more lowenergy photons in neighboring pixels. Overall, it is not clear how effective DCS would be at improving image quality. The purpose of this work is to answer this question and evaluate the relative effectiveness of DCS compared to ACS.
MATERIALS AND METHODS

2.A. Digital count summing
In DCS, events that trigger a digitized signal (i.e., cross a comparator threshold) in close spatiotemporal proximity are grouped together and interpreted as a single, higher energy event. The most common occurrence is for a single photon to produce digitized signal in two directly adjacent pixels. However, a photon may also produce signal in two pixels connected diagonally or may produce a signal in three pixels. Complex logic would recognize and correct all of these types of events, but simpler logic may be easier to implement. In this work, we will model a simpler logic that will reliably correct only the first case.
Our implementation of DCS is that when a pixel is triggered to increment a counter, if the neighboring pixel directly to the right (+x direction) or above (+y direction) is also triggered within a short window, then the original pixel is not incremented and the neighboring pixel records an event of higher energy. In the case of a two-bin detector, the neighboring pixel will always record an event in the second bin. We also examined a four-bin detector with equally spaced energy bins at 25, 50, 75, and 100 keV. In this case, the bin indices are summed. For example, a deposition of 60 keV in one pixel (bin 2) and 48 keV in the neighboring pixel (bin 1) causes a single event between 75 and 100 keV (bin 3) to be recorded in the neighboring pixel.
In this manuscript, we do not address the temporal aspects of DCS because all simulations are performed at the limit of low flux. The triggering of an event in two adjacent pixels will not be perfectly simultaneous, so a timing window must be defined. Figure 1 describes the method of DCS and compares it to ACS. Clearly, DCS cannot restore all the events that ACS can, but the pathway that it acts on is the most harmful. The interpretation of a single high-energy photon as two lowenergy photons increases the variance in the same fashion as the Swank effect for energy-integrating detectors. 23 The distribution of these counts across multiple pixels has implications in the frequency domain and this can be used to calculate the frequency-dependent behavior of the detective quantum efficiency (DQE). 24 One possible implementation for DCS is to use a circuit that implements a lookup table on the chip. Figure 2 shows an example of this implementation. The inputs to the lookup table include the comparator outputs for the original pixel, Pixel A, and the comparator outputs for a neighboring pixel, Pixel B. Pixel B is adjacent to Pixel A in either the +x or +y direction. In Fig. 2 , Pixel C is a pixel in either the Àx or Ày direction. The relationship between Pixel C and Pixel A is analogous to Pixels A and B. Hence, four lookup tables are present for each pixel, connecting a pixel to all four of its nearest neighbors. A positive input (count detected) in any of the inputs is latched and held for a predefined period T hold comparable to the pulse-shaping time. On receipt of a positive input in Pixel A, a timer begins. When the timer reaches T hold , the circuit executes a lookup table that will be used to increment the appropriate counter. The lookup table is populated so that if there is no event in Pixel B, the counter in Pixel A will be directly incremented. If there are events in both Pixel A and Pixel B, the appropriate higher energy counter in Pixel B is incremented. Because of the design of the lookup tables, we have created a bias in the +x and +y directions. The net effect of this bias should be small if the flux is smoothly varying, but the bias could be visible with a pinhole mask. Such a local lookup table will be inaccurate if an x-ray photon is counted in more than two pixels, and these inaccuracies are also modeled in our simulations. For example, in this work, the detection of three low-energy events in an Lshape, which should ideally be interpreted as a single highenergy photon, will be interpreted as two high-energy events with our simulated logic. We provide this example implementation only to illustrate that DCS is possible with simple components, but PCD designers may find alternative designs to implement DCS with improved speed or accuracy.
In an existing implementation of ACS, the count is assigned to the pixel that held the greatest fraction of energy. 13 In contrast, in our description for DCS, we assigned the count unconditionally to Pixel B. A refinement of the above logic is to assign the count to the pixel in the greater energy threshold, in direct analogy to the ACS implementation. Often, the photon may be present in the same energy bin in both pixels and the assignment between the two pixels will be arbitrary. Assignment to the pixel which first crossed the energy threshold could possibly be used as being more likely to be higher energy. From a systems perspective, either ACS or DCS will probably require smaller pixel sizes to reduce pileup, and the resolution loss from improper charge assignment may be offset by resolution improvement from smaller pixels and may ultimately be limited by focal spot characteristics rather than detector resolution.
DCS has precedent in anticoincidence or "veto" logic used in single-threshold CZT detectors that were already demonstrated in 1999. 20 However, we are unaware of any work exploring its value in new PCDs for CT applications, where charge sharing is very prevalent.
2.B. Monte Carlo simulations
The transport of x-ray photons into a CdTe substrate was performed using a Monte Carlo code, GEANT4. While we chose to use in-house Monte Carlo codes for this work, an open-source toolkit that implements a similar approach has recently been made available. 25 Alternatives to Monte Carlo have also been demonstrated that may improve the computational efficiency of simulation. 26 Cascaded systems analysis, in particular, is an efficient method that can also generate theoretical insights on the limiting contributors to dose efficiency. 27, 28 Interactions that led to the deposition of charge into the substrate were noted, and at these locations a cloud of charges were randomly instantiated, with each charge being placed at FIG. 1. The interpretation of two photons by a photon counting detector. "L" refers to low-energy event, "H" to high-energy event for a two-bin detector. (a) Two photons deposit charge on a 4 9 4 block of pixels. (b) With analog charge summing, 2 9 2 groups of pixels are dynamically formed and their values are summed prior to digitization by comparators and interpreted correctly in (d) as two high-energy events. Without analog charge summing, (c) the signal is compared to thresholds and interpreted as multiple low-energy photons. In digital charge summing, (e) digital logic recognizes two lowenergy events in close spatiotemporal proximity and records it as a highenergy event. One of the two photons is recovered incorrectly. [Color figure can be viewed at wileyonlinelibrary.com] a location following an 3D Gaussian distribution centered at the interaction site, and one charge being sampled for every 100 eV of energy deposited. In the worst case, the finite number of charges simulated leads to a maximum standard deviation of~1.7 keV, which we judged to be acceptable in relation to typical error levels of photon counting detectors. This standard deviation comes from the binomial distribution of a 120 keV photon that is split between two pixels, which should ideally be 60 keV in each pixel but is contaminated by a random error of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi Npð1 À pÞ p ¼ 1:7 keV due to sampling. In actuality, the number of charges produced is related to the work function of the material but is then subject to recombination and other forms of noise. A recent experimental study found that a standard deviation of 1.5 keV arising from all of these sources, not only limited to sampling, was appropriate. 24 The size of the Gaussian charge cloud is an important parameter that depends on several parameters, including the thickness of the detector and the applied bias voltage. We used r ¼ 40 lm, independent of energy, except when stated otherwise in a sensitivity analysis (described later). Two other models described in the literature include a small sphere with radius 15 lm at 70 keV, where the radius grows as a cube root of the energy, 29 and a larger sphere with radius 50 lm at 60 keV that linearly increases to a radius of 75 lm at 120 keV, 30 but other models also exist. 25 An experimental study found the best fit with a Gaussian charge cloud with r = 30 lm, which is slightly better than our choice of 40 lm. 24 All of these models are simplifications. The shape of the charge cloud is affected by both Coulomb repulsion and diffusion; at short time scales, repulsion will produce a shape closer to a sphere, and at larger time scales, diffusion will dominate and create shapes closer to a Gaussian. 31 The pixels were modeled as being perfect collectors, and all charges instantiated within the square boundaries of the pixel were assumed to be absorbed. Modeling the pixels as simple integrators and the charge clouds as simple geometric shapes are simplifications that ignore the complexity of the charge transport process, which includes repulsion, induction of charge, charge trapping and the differing effects of electrons and holes on signal generation, and a more sophisticated simulation would model these effects directly. 26 No additional electronic noise was included. When the total charge present within the pixel's borders exceeded a predefined threshold of a comparator, the corresponding counter was incremented. For ACS, the total charge was first summed in 2 9 2 blocks, and the values of a sum of a block were kept only if they were greater than their neighbors to prevent double counting. This is similar to the process found in existing detectors that use charge summing. 16 For DCS, detections of events in adjacent pixels were reinterpreted as a single photon of higher energy.
To improve the computational speed, the transport of photons was precalculated. A library of 20,000 photon events and corresponding outcomes was generated at any given energy. Photon energies from 30 to 140 keV, at 5 keV intervals, were analyzed. In subsequent numerical experiments, a random photon history was then selected among the 20,000 possibilities for analysis.
2.C. Experiments
A spectrum was generated using Spektr v3 and sampled at 5 keV intervals, 32 starting at 30 keV. Photons less than 30 keV did not have adequate penetration through the object and were neglected. The spectrum was filtered by the object and arrived on the detector. The number of photons arriving on a pixel was perturbed following Poisson statistics and its energy was randomly selected based on its spectrum, rounding to the nearest 5 keV. Then, one of the 20,000 random Monte Carlo transport realizations was selected, and the corresponding counters for the pixel and its neighbors were incremented based on the result of the transport realization. The library of transport realizations included spillout to a 5 9 5 neighborhood, so that characteristic photons that penetrated a neighboring pixel and interacted two pixels away were still captured. Table I lists the system parameters for our simulations. The energy bin thresholds were selected based on settings for one PCD prototype. 33 Various aspects of Table I were modified in the sensitivity analysis, described later.
Projection images with a two-bin detector were simulated with low contrast objects. Projection images were generated with all rays passing through a baseline thickness of 20 cm of water before proceeding on to additional water or iodine targets. The two bins were combined either by direct addition (nonspectral task) or to cancel water as in an iodine basis material or iodine quantification task. Direct addition results in images that are comparable to conventional CT but with uniform energy weighting. Better noise performance could be obtained by weighting each bin with the inverse of the variance.
Dose efficiency of different systems can be inferred by comparing the square of the contrast-to-noise ratio (CNR). Standard computation of CNR from projection images is complicated by the noise correlations of charge sharing. In order to quantify CNR 2 , a single pixel was irradiated 100,000 times, and the counts in the surrounding 5 9 5 neighborhood of pixels, including the irradiated pixel, were summed together. An "irradiation" is a readout of the pixel and consists of approximately 1000 photons arriving on the detector. First, a projection image of the water phantom was acquired, and then, the process was repeated with an additional thin layer of 100 mg/cm 2 of iodine, and the CNR was calculated between these sets of data. This method of calculating the low CNR punishes double counting due to the increased variance-to-mean ratio.
A complementary method to estimate dose efficiency is to compute the DQE at zero frequency. 28, 34 This method assumes a nonspectral task with equivalent contrast in lowand high-energy bins. As described in Ref. [28, 34] ,
Here, m corresponds to the multiplicity of the detector, or the number of counts each photon produces, and corresponds to the absorption efficiency. To derive this quantity from SNR, we note that the numerator m 2 is understood as the square of the signal, and the denominator m 2 the square of the noise. By tabulating the interactions generating zero, one, two, or three counts, we can thereby compute DQE(0). We note that the DQE(0) calculated in this fashion will depend on the energy thresholds. 14 We used 25 and 65 keV in this work, but varying these thresholds will affect the resulting DQE(0).
To test the reproducibility of our findings across different system configurations, we performed a sensitivity analysis. A pixel was irradiated at a baseline thickness, and then again with a small additional increment of water or iodine. Each irradiation was repeated 100,000 times to acquire sufficient statistics and the total number of counts arriving into each bin across the pixel and its neighbors was summed to incorporate the effects of noise correlation. However, for the sensitivity analysis, we calculated the Cram er-Rao Lower Bound (CRLB) of the variance, as has been described previously. 22 The CRLB was necessary in order to evaluate multibin detector designs because the necessary estimator for estimating basis material images is nontrivial to calculate. 35 Figure 3 shows Sankey flow diagrams that depict the outcome of 10,000 photons arriving on a two-bin PCD. All numbers in the figure were decimated by a factor of 10 to improve readability. Figure 3 shows the variety of pathways that a single photon may follow in the absence of charge sharing correction, with different colors for correct, incorrect, and undetected pathways. Undetected photons arise when there is insufficient energy in any pixel to trigger the lowest threshold comparator, or when the photons "punch through" due to high energy and do not interact with the CdTe substrate. Incorrectly classified photons arise from multiple pathways. DCS only restores the double counting pathway, whereas ACS provides benefit to all pathways except for punch through. Figure 3 shows that for the described object and detector, the uncorrected PCD, ACS PCD, and DCS PCD misclassify 51%, 15%, and 39% of incident photons, respectively. This implies that DCS only restores one-third of the photons compared to ACS (12% compared to 36%). However, the photons that are restored by DCS are the most damaging because they are double counting events.
RESULTS
3.A. Flow diagrams
The ACS PCD misclassifies a small number of highenergy photons as low-energy photons. This is due to kescape, where emission of the characteristic photon is not captured by a neighboring pixel but escapes out the front of the detector. K-escape can also result in undetected lowenergy photons.
The estimation of DQE shown by analysis of multiplicity is shown in Table II . These were generated with 100,000 incident photons. For a nonspectral task, improvements from uncorrected to DCS, DCS to ACS, or ACS to the ideal detector are all approximately 10%. The effect of DCS and ACS on the detected spectra is shown in Fig. 4 . DCS reduces double counting of photons in the low-energy bin and can restore some, but not all, counts in the high-energy bin that are restored by ACS. Figure 5 shows a test object imaged in projection mode using the two-bin detector. The test object consists primarily of 20 cm of water, but includes inserts of varying water and iodine. The improvement with the iodine material image is clear, with successively more subtle inserts detected with digital and ACS. As is typical of spectral CT, material decomposition tasks amplify noise. 36 Table III quantifies the CNR 2 of the different corrections, where the background is 20 cm of water and the contrast is an additional 100 mg/cm 2 of iodine. DCS roughly doubles the dose efficiency of the iodine quantification task, the ACS provides another doubling. The improvement in the direct addition case is modest but still on the order of 20%. As described previously in the Methods, Table III is calculated in a way that accounts for noise correlations and is not derived from ROIs defined in Fig. 5 .
3.B. Improvement in detectability
3.C. Sensitivity analysis
Table IV provides the inverse of the CRLB of the variance, a metric that is proportional to dose efficiency. The "reference" condition uses the conditions of Table I , and the performance for iodine detection is similar to the performance recorded in Table III . Each separate condition in Photons are weighted according to the number of counts they impart, so a 100 keV photon that creates two counts in the low-energy bin would be counted twice.
Table IV varies one of the parameters to evaluate its sensitivity to the performance of DCS. Statistical uncertainty in Table IV was estimated by repeating the numerical experiments. Relative differences between the two runs were always less than 3% (for example, a value of "3.00" in Table IV had a difference of less than 0.09), except for the thick object, where the relative difference was up to 7%. The thick object received fewer photons and accordingly had inferior statistics. However, the absolute difference for the thick object was always less than 0.01.
In the "four bins" condition, we use four energy bins at 25, 50, 75, and 100 keV. In the "small sphere" condition, we use a spherical charge cloud suggested in a model in Ref. [29] with a diameter of 30 lm at 70 keV. In the "large sphere" condition, we use a spherical charge cloud fit to experimental data in Ref. [30] , with a diameter of 50 lm for events less than 60 keV, linearly increasing to a diameter of 75 lm at 120 keV. In the "thick object" condition, the object is 30 cm of water and 1 cm of cortical bone. In the "140 kVp" condition, the spectrum is changed to 140 kVp.
On average, over the six conditions tested in Table IV , basis material imaging is 70% more dose efficient with DCS compared to uncorrected. ACS provides an additional 69% benefit. The benefit to monochromatic imaging is approximately 10% in both categories. The exact improvement of dose efficiency varies according to the condition, with the strongest deviations seen in the small sphere charge model.
DISCUSSION
Despite its clear potential in spectroscopic imaging, ACS has not been included in many prototype PCD designs. The advantage of ACS is clear from Fig. 3 and has been described in the literature. 13, 14 A recent PCD with ACS and FIG. 5. Simulated detectability phantom. The top half contains small water contrast targets, and the bottom half contains iodine contrast targets, both of variable density. Images are reconstructed in two ways: in the top row, the low and high bins are equally weighted, and in the bottom row, they are weighted to cancel water (iodine basis material imaging). "Digital" and "analog" refer to digital and analog charge summing, respectively. fast count rates has been demonstrated, but the relative scarcity of ACS implementations suggests that there are technical challenges surrounding its adoption. 19 While the exact benefit depends on the assumptions, DCS provides approximately half of the performance of ACS and may be an attractive compromise between improved spectral response and ease of implementation.
An alternative to ACS technology is to simply use larger detector pixels. Using a pixel pitch of 0.45 mm instead of 0.25 mm has been estimated to improve dose efficiency for material decomposition tasks by approximately 40%, 37 while these results suggest that DCS improves variance by approximately 70%. Larger pixels, however, reduce the count rate performance which might be an unsuitable compromise for diagnostic CT where count rates are very high.
The sensitivity analysis shows the improvements from DCS extend to multibin detectors, to different tube spectrum and object thicknesses, but change when a different model of the charge cloud distribution is used. In particular, with the "small sphere" model with diameter of~30 lm, the benefits for DCS are quite small. The true size of the charge clouds in current PCDs is not known to us, although experimental measurements suggest that the charge cloud may be somewhat larger. 30, 31 A limitation of this work is that we assumed all charges in a voxel could be directly summed. A more sophisticated model of charge transport, signal induction, and pulse shaping could yield more precise results. Finally, the presence of an antiscatter grid between two pixels would physically reduce charge sharing effects, but it is unlikely that lamellae would be placed at a 0.25 mm pixel pitch for reasons of geometric efficiency.
One of the limitations of DCS is that it is unable to rescue counts which present uniformly below the lowest level discriminator. These undetected, low-energy photons remain undetected with DCS although they could possibly be retrieved with ACS. One might expect that the improvement from DCS relative to an uncorrected detector might increase with a hardened spectrum that presents fewer lowenergy photons. We found that these effects were relatively minor and that hardening the spectrum increased the proportion of photons that punched through without interacting with the 1.6 mm CdTe substrate, so that the net effect was not large. Another limitation of DCS is that it is unable to assign coincident events to the correct pixel. When the photon registers in two different energy bins, the DCS logic could assign it to the higher energy bin, but often the energy bin is identical and the DCS logic may be arbitrary in assigning the event to the pixel. This could reduce the spatial resolution of the detector. However, compared to an uncorrected detector, DCS may benefit from finer pixel pitch, which would then increase the spatial resolution.
Both DCS and ACS have a detrimental effect on pileup. Pileup was neglected in this preliminary study but is of fundamental concern to PCD design. A simple model for PCDs is that an incident photon paralyzes a detector for a length of time known as the dead time.
11 ACS increases the effective dead time of the detector by a factor of 4 13 or 9, 19 although the specific multiplier is implementation-specific. 15 DCS may have a similar effect on the dead time. Pileup is very deleterious in the high flux regime. One reasonable design is for the digital electronics to recognize the high flux regime and disable DCS in the next frame, in order to achieve higher count rates wherever necessary and improved variance whenever possible. Another possibility is to have two parallel counters, one where DCS has been performed and one where it has not. The counters can then be used together in the image reconstruction. Another approach is to decrease the pixel size, and indeed, the recent PCD with high count rates and ACS uses a pixel size of only 0.1 mm. 19 Reducing the pixel size will decrease spectroscopic performance and increase count rate capability, but a combination of either ACS or DCS with smaller pixels can together yield a package with better count rate capability and better spectroscopic performance at the cost of greater complexity.
The improvements seen are most significant in spectral imaging, but some benefits exist for nonspectral tasks. Spectral imaging relies on the difference between higher and lower energy bins, and contamination of these bins exacerbates noise. Nonspectral imaging is still affected by the statistics of double counting, and this is alleviated with DCS.
PCDs have achieved remarkable performance gains in recent years and can already provide benefits in resolution and electronic noise. DCS is a potential solution that could significantly improve the power of CdTe-based PCDs for spectral imaging.
