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Abstract
The assumption that no subject’s exposure affects another subject’s outcome, known as the
no-interference assumption, has long held a foundational position in the study of causal in-
ference. However, this assumption may be violated in many settings, and in recent years
has been relaxed considerably. Often this has been achieved with either the aid of a known
underlying network, or the assumption that the population can be partitioned into separate
groups, between which there is no interference, and within which each subject’s outcome
may be affected by all the other subjects in the group via the proportion exposed (the strat-
ified interference assumption). In this paper, we instead consider a complete interference
setting, in which each subject affects every other subject’s outcome. In particular, we make
the stratified interference assumption for a single group consisting of the entire sample. This
can occur when the exposure is a shared resource whose efficacy is modified by the number
of subjects among whom it is shared. We show that a targeted maximum likelihood estimator
for the i.i.d. setting can be used to estimate a class of causal parameters that includes direct
effects and overall effects under certain interventions. This estimator remains doubly-robust,
semiparametric efficient, and continues to allow for incorporation of machine learning under
our model. We conduct a simulation study, and present results from a data application where
we study the effect of a nurse-based triage system on the outcomes of patients receiving HIV
care in Kenyan health clinics.
Keywords: Causal inference; Dependent data; HIV/AIDS; Interference; Semiparametric estima-
tion; SUTVA
1
ar
X
iv
:1
71
0.
09
58
8v
2 
 [s
tat
.M
E]
  2
3 N
ov
 20
18
1. INTRODUCTION
Historically, the field of causal inference has relied on an assumption of no interference between
subjects, meaning that one subject’s exposure may not affect another subject’s outcome (Cox,
1958). This is one part of the stable unit treatment value assumption (SUTVA) (Rubin, 1980),
which is invoked to ensure that counterfactuals (or potential outcomes) are well-defined. Coun-
terfactuals are the hypothetical outcomes that would be observed had, possibly contrary to fact,
a subject’s exposure been set to a certain value. Under SUTVA, for a binary exposure there are
two possible counterfactuals for each subject: the outcome we would see had they been exposed,
and their outcome had they not been exposed. The fundamental problem of causal inference is
that only one of these is observed for each subject, and a primary aim of causal inference is to
borrow information from the unexposed to learn about exposed subjects’ outcomes had they not
been exposed, and vice versa.
However, when subjects’ exposures affect one another’s outcomes, these two counterfactu-
als are not well defined, since the outcome we would observe had a subject been exposed may
differ depending on other subjects’ exposure levels. Thus, traditional causal estimands relying
on these counterfactuals are not well defined, and there is ambiguity in what the causal quantity
of interest should be in such settings. Further, without additional assumptions regarding the na-
ture of the interference, there is no possibility for any subject of borrowing information across
exposure levels to learn about counterfactuals under exposure levels that are not observed, since
all subjects share the same observed exposure vector.
The reality is that SUTVA may often be violated in practice. In fact, in many cases, ef-
fects due to interference (often referred to as spillover effects) are themselves of interest, such
as the herd immunity that can arise from vaccinations. Recently, a literature has emerged relax-
ing the assumption of no interference (Sobel, 2006; Rosenbaum, 2007; Hudgens and Halloran,
2008; Tchetgen Tchetgen and VanderWeele, 2012; Toulis and Kao, 2013; Basse and Feller, 2017,
among others). Many methods rely on the assumption of partial interference (Sobel, 2006), i.e.,
that subjects can be partitioned into groups such that a subject in one group may not interfere
with a subject in another. These methods tend to rely on the number of distinct groups being
relatively large, rather than relying on the sample sizes of the groups themselves being large (one
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exception is discussed in Liu and Hudgens (2014)). One general approach for relaxing the partial
interference assumption uses data on the underlying network connecting the subjects. The net-
work is assumed to characterize the structure of the interference by specifying that only subjects
who are connected in the network may interfere with one another. Methods using this approach
has been proposed by Toulis and Kao (2013); van der Laan (2014); Sofrygin and van der Laan
(2015); Aronow et al. (2017); Ogburn et al. (2017).
In this paper, we consider an alternative relaxation of the partial interference assumption.
Instead of assuming an explicit network structure through which interference operates, we allow
for direct interference between all pairs of units, which we refer to as complete interference.
That is, we consider a trivial network that is completely connected. To make progress toward
identification, we make the commonly-invoked stratified interference assumption (Hudgens and
Halloran, 2008), which states that each subject’s outcome may be affected by all other subjects’
exposures, but only via the total number (or equivalently, the proportion) of subjects who are
exposed. This reduces the dimension of the function of all subjects’ exposures upon which the
counterfactuals are assumed to depend, from n to two, recovering identifiability. This assumption
is especially plausible when the interference is due to the strength of the exposure varying with
how many subjects are receiving it, for instance when the exposure is a shared resource.
Examples of treatment effects varying with the proportion of subjects exposed are prevalent
in the economics literature (see Heckman et al. (1998) and references in Abbring and Heckman
(2007)). This literature overcomes the above identifiability challenge by leveraging stronger
assumptions in the form of general equilibrium models, which model how treatment effects vary
with the proportion of subjects exposed due to market mechanisms, permitting one to extrapolate
effect estimates to settings with proportions of exposed subjects not observed. By contrast, our
approach is agnostic toward this relationship.
Our setting is closely related to one considered by Liu and Hudgens (2014). Namely, they
consider one setting in which partial interference holds, and the number of groups is not large,
but the number of subjects in each group is. They develop asymptotic results for certain inter-
ference causal parameters under the stratified interference assumption, including group-specific
causal parameters, which corresponds to the single group setting we consider here. Two primary
differences in our work are that (i) we consider an observational study setting, whereas they as-
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sume randomization at the group level, and (ii) our causal framework is model based, whereas
they operate under the potential outcomes framework.
When only one group of completely connected units is observed, we find that only a certain
class of effects is identifiable under our model without making stronger assumptions. This is a
class of effects under interventions that preserve the overall proportion of subjects exposed, since
the data only support one observation of the proportion exposed. This class contains analogous
effects to the direct effects and overall effects of Hudgens and Halloran (2008).
We show that despite the dependence induced by interference, under stratified interference
and standard causal assumptions, certain traditional i.i.d. causal estimators can be used to es-
timate interference causal parameters. This is novel and important for two reasons: (i) it is a
first solution for the problem of complete interference (i.e., a single block with a completely-
connected network) in an observational study setting, and (ii) it is interesting and elucidating
that a traditional estimator can be used for a non-traditional estimand. In particular, we focus on
a targeted maximum likelihood estimator (TMLE), showing that it remains doubly robust, and
permits the use of data-adaptive estimation of nuisance functions.
As a real data example, we examine the Low Risk Express Care (LREC) program imple-
mented in Kenyan health clinics providing HIV care. Patients at clinics implementing the LREC
program who were clinically stable (or “low-risk") were eligible to have a subset of their clinical
care tasks shifted from clinical officers to other health care professionals, such as nurses. Follow-
ing program implementation, a non-randomized subset of eligible patients were enrolled in the
task-shifting program. Previously, Tran et al. (2016) analyzed data collected from this program
under an assumption of no interference. However, they expressed concern that interference might
in fact be present, as the effect of individual-level enrollment in the program is likely to differ
depending on the number of other patients enrolled, and the corresponding workloads of health
providers. We demonstrate properties of our estimator in finite samples via a simulation study,
and apply our methodology to the LREC data to study the effect of the nurse-based task-shifting
program on risk of death or loss to follow-up among patients receiving HIV care at a Kenyan
clinic that implemented the LREC program.
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2. DEFINING THE MODEL & TARGET PARAMETERS
2.1 The Statistical and Causal Models
To formalize our setting, let the observed data be On = {(W1, A1, Y1), . . . , (Wn, An, Yn)},
where n is the sample size, and for subject i, Wi is a vector of baseline covariates, Ai is a binary
exposure indicator, and Yi is the outcome of interest, assumed to have bounded support. (Bound-
edness of the outcome will only be invoked for purposes of estimation and inference; for our
identification results, the existence of its conditional expectation is sufficient.) Consider a model
for Yi that only depends on Ai, Wi, and A¯ ≡ n−1
∑n
i=1Ai, where we use the over-bar notation
throughout to denote the sample mean. Thus, the dependence of each subject’s outcome on A¯
reflects the complete interference setting, since A¯ involves every other subject in the sample’s ex-
posure. Let qW,0 be the true probability density function ofW , g0 be the true observed conditional
exposure-assignment mechanism givenWi (which is known under a randomized controlled trial,
but is otherwise unknown), and qY,0 be the true conditional probability density function of Y
given Ai, Wi, and A¯. Further, let Q¯0{Wi, Ai, kn(A¯)} ≡ EY,0{Yi |Wi, Ai, kn(A¯)}, where each
is a common function for all i and n, and kn is some function that may depend on n.
The presence of the function kn is simply a relaxation of the outcome regression function,
permitting dependence on An to vary with n rather than simply being a fixed function of A¯ with
respect to n. For instance, rather than depending on the proportion exposed, one might suspect
that the outcome regression depends on the total number of subjects exposed. In the former case,
kn is simply the identity function; in the latter, kn(A¯) = nA¯. Note, however, that Q¯0 is naturally
restricted by the assumption that Y is bounded when kn(A¯) = nA¯; it cannot be linear in kn(A¯),
for instance.
It may often be the case that subjects’ outcomes depend not only on the exposures of the
other subjects sampled, but on the exposures of all subjects in some larger population from which
they were sampled. In this case, kn can be thought of as a function mapping the proportion
exposed in the sample to the proportion exposed in the larger population. We will only consider
hypothetical interventions on the observed subjects, and so the exposures of subjects outside of
the sample can be thought of as fixed. Our data example fits into this setting; in our case, it is
more reasonable to model Q¯0 as a function of the proportion of all patients in the clinic who are
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task shifted, rather than of just the cohort of patients sampled (i.e., deemed eligible in the selected
time window). As such, kn(A¯) can be defined as the proportion of all patients in the clinic task
shifted.
When only one causally-connecting group is observed, knowledge of kn is in fact unneces-
sary for performing estimation, since, as we will see, we will be conditioning on A¯, and hence
on kn(A¯). However, specifying kn is useful for the purposes of interpretation, as the causal es-
timands we consider will be data adaptive with respect to kn(A¯), and will therefore only hold
relevance to settings with a common value of kn(A¯). Also, its specification is required if, upon
observing multiple groups with varying values of kn(A¯), one wishes to model how a causal pa-
rameter varies with kn(A¯) (see Web Appendix A for discussion of this setting).
We now discuss the LREC data and define the above notation in the context of this example.
Patients were observed repeatedly over a period between 2006 and 2009. We discretize these
observations into 90-day intervals (corresponding to the approximate frequency of clinic visits),
and for each clinic select as baseline the discretized time period with the most observed exposed
patients (or unexposed, if fewer). Patients were included in the analysis if they had at least one
visit to the clinic during the baseline time period, were eligible to be task-shifted at their visit,
and were not previously enrolled in the task-shifting program. The binary individual exposure
indicator Ai is defined as an indicator of enrollment into the task-shifting program at the baseline
visit (irrespective of enrollment at subsequent time points). The outcome Yi is defined as an
indicator that the patient died or was lost to follow up within 270 days of baseline. As noted
in Tran et al. (2016), “Patients who do not return for continuing HIV care are subject to higher
risk of complications and health decline, placing them at unnecessarily higher mortality rates.”
Lastly, Wi consists of the static baseline covariates age, sex, adherence to antiretroviral therapy
(ART), CD4 count, indicator of protease inhibitor-based ART regimen, WHO disease stage, and
indicator of tuberculosis treatment at beginning of ART.
In our example, the stratified interference assumption implies that a patient’s retention and
mortality is potentially influenced by his or her own enrollment in the program as well as by
the proportion of all HIV patients concurrently enrolled, but not by the specific allocation of the
exposure to the other patients. This assumption is more plausible if all patients require an equal
intensity of care – an assumption that, while unlikely to hold completely, might be a reasonable
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approximation, since by definition all patients in the analysis are clinically stable enough to meet
eligibility criteria for task shifting.
Let Msi be the nonparametric model under stratified interference that leaves (qY , g, qW )
unrestricted (apart from support conditions). We assume that the observed data follow the dis-
tribution p0(On) =
∏n
i=1 qY,0{Yi | Wi, Ai, kn(A¯)}g0(Ai | Wi)qW,0(Wi) ∈ Msi. That is, we
assume that patient i’s outcome depends on the exposure assignment vector An ≡ (A1, . . . , An)
and covariate matrix W n ≡ (W1, . . . ,Wn) only through Ai, Wi, and kn(A¯).
Next, we define our causal model, which involves additional structural assumptions. We
posit a nonparametric structural equation model (NPSEM), which states that each observed vari-
able is generated by a distinct, arbitrary function, denoted f , of (i) other observed variables, and
(ii) a distinct random disturbance, denoted U , where we use subscripts on f and U to identify
these with their corresponding observed variable. Specifically, we posit
Wi = fW (U
W
i )
Ai = fA(Wi, U
A
i ) (1)
Yi = fY {Wi, Ai, kn(A¯), UYi },
where the random disturbances UWi , U
A
i , and U
Y
i are assumed to all be mutually independent
both within and across i. This mutual independence assumption is structural, and implies the
generative nature of the model. That is, this implies that a hypothetical intervention to set a vari-
able to a certain value can impact all variables that are functions of the intervened variable in the
NPSEM. The mutual independence assumption also implies that the only source of dependence
between subjects is due to their outcomes’ common dependence on A¯. This assumption can be
violated if there is residual confounding, or if there are factors beyond A¯ inducing dependence
between subjects.
This model is a straightforward extension of the NPSEM for a point treatment setting with
no interference; the only difference is the presence of kn(A¯) in fY . Also, it is an extreme case of
stratified interference under the partial interference assumption, which states that {1, . . . , n} can
be partitioned into J groups {k1, . . . , kJ} such that for each i, Yi = fY {Wi, Ai, kn(A¯j), UYi } for
i ∈ kj , where A¯j is the sample mean of A among kj; in our case J = 1.
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2.2 Interventions, counterfactuals, and causal estimands
We now consider hypothetical interventions and their implications under the NPSEM. These do
not correspond to the true exposure assignment distribution, but are rather interventions under
which we might be interested in knowing what happens with subjects’ outcomes. Consider a
hypothetical intervention setting An to a particular value an. The NPSEM implies that the
system of equations (1) yieldsWi = fW (UWi ), Ai = ai, Y
ai,a¯
i = fY {Wi, ai, kn(a¯), UYi }, where
Y ai,a¯i is the counterfactual we would observe for subject i had they been assigned exposure level
ai and had a¯ of subjects in the sample been exposed. Thus, the model implies that Y
ai,a¯
i ⊥⊥Ai |
Wi for each i and all levels of an, i.e., the observed covariates are sufficient to control for
confounding. The NPSEM also encodes the consistency assumption: when An = an, Y ai,a¯i =
fY {Wi, ai, kn(a¯), UYi } = fY {Wi, Ai, kn(A¯), UYi } = Yi for each i, and for all levels of an.
These latter two implications will be useful for identification.
We will consider two types of counterfactuals. The first corresponds to the previous ex-
ample and is denoted by a double superscript. The first argument in the superscript indicates
subject i’s exposure level; the second indicates the proportion exposed in the sample. Under the
stratified interference assumption, this counterfactual is the same for subject i for all exposure
vectors that generate the same ai and a¯, so we need only conceive of a hypothetical intervention
setting Ai to some level a and the proportion A¯ to some level pi to define the counterfactual under
this intervention, viz., Y a,pii . Defining such a counterfactual for all n subjects, we then define
their sample mean to be Y¯ a,pi ≡ n−1∑ni=1 Y a,pii . Our first class of target causal parameters is the
conditional mean of this sample average given the observed covariate values: E
(
Y¯ a,pi |W n).
These parameters correspond to effects in populations of subjects with the same covariate values
as those in our current sample, therefore inference for these parameters will not account for vari-
ability induced by the sampling of these covariates. Such parameters are naturally relevant to the
group of subjects actually sampled, which we argue will often be the population of greatest in-
terest for inference. We consider parameters that marginalize over the distribution of the baseline
covariates in Web Appendix D.
For a given proportion of exposed subjects, pi, we can define a direct effect as a contrast of
two of the above parameters: E
(
Y¯ 1,pi |W n) − E (Y¯ 0,pi |W n). This contrasts two parameters
for which the proportion exposed is held fixed at pi, and the individual exposure level is changed
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from unexposed to exposed. In our LREC example, this corresponds to the direct effect of an
individual’s enrollment in the task-shifting program, holding the proportion of enrolled subjects
constant at pi. Relatedly, Hudgens and Halloran (2008) define a group average direct causal
effect under complete randomization of a single group, which depends on the experimental ex-
posure assignment mechanism. However, under stratified interference, this estimand is invariant
to this assignment mechanism apart from the coverage level pi, and using our notation, is equal
to Y¯ 0,pi − Y¯ 1,pi. They operate under the potential outcomes framework, in which counterfactuals
are considered to be fixed. The only differences in our estimand are that we consider these to be
random, and take the conditional expectation given covariates, and more superficially, we flip the
order of intervention level.
More generally, we can consider counterfactuals arising from hypothetical interventions
that are potentially dynamic and/or stochastic, rather than simply setting the exposure to the
same fixed value for all subjects. A stochastic intervention assigns the exposure with some non-
degenerate probability. For example, in the LREC example, an intervention that randomly shifts
the care tasks of 50% of patients would be a stochastic intervention. A dynamic intervention is
an intervention that depends on covariates. For example, in the LREC example, an intervention
that shifts care tasks for the 50% of patients with the highest CD4 counts would be a dynamic
intervention.
Consider a general hypothetical intervention g∗ that is a joint distribution that can be de-
pendent across subjects. We denote an exposure vector generated under the intervention g∗ by
A∗n such that A∗n | W n ∼ g∗. Throughout, we will only consider row-exchangeable inter-
ventions, meaning that the order in which subjects are listed in the data frame is irrelevant to
their exposure probability (Imbens and Rubin, 2015). For such an intervention, we define the
counterfactual Y g
∗,pi
i ≡ fY {Wi, A∗i , kn(pi), UYi }, which is the outcome we would have seen had
the exposure been assigned according to g∗, and had the overall proportion of subjects exposed
been pi. This intervention need not place any restriction on A¯∗; the counterfactuals Y g
∗,pi
i are
still well defined even when A¯∗ 6= pi. In fact, this class of counterfactuals contains the two con-
trasted in our above definition of the direct effect, where the interventions being compared are
g∗(An = 1 |W n) = 1 and g∗(An = 0 |W n) = 1. We define the analogous causal parameter
to ψa,pi that replaces the intervention setting Ai to a for all i with the more general intervention
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g∗ as ψg∗,pi ≡ E(Y¯ g∗,pi | W n).
The second type of counterfactual we consider is denoted with a single superscript, which
indicates the hypothetical intervention distribution for the entire exposure vector. Intervening
on An according to g∗, the NPSEM implies that the system of equations (1) yields, for all i,
Wi = fW (U
W
i ), A
∗n ∼ g∗(an | W n), Y g∗i = fY {Wi, A∗i , kn(A¯∗), UYi }, where Y g
∗
i is the
counterfactual we would observe for subject i had the entire exposure vector been assigned ac-
cording to g∗. We term these overall effect counterfactuals. We define the sample average of these
counterfactuals for all subjects under a hypothetical intervention g∗ as Y¯ g∗ ≡ n−1∑ni=1 Y g∗i , and
the corresponding overall effect parameter as ψg∗ ≡ E (Y¯ g∗ |W n). For any two interventions
g∗ and g†, we refer to the contrast ψg∗ − ψg† as an overall effect.
Overall effect parameters and overall effects are superpopulation analogs to the marginal
group average potential outcomes and group average overall causal effects, respectively, defined
by Hudgens and Halloran (2008). Once again, Hudgens and Halloran (2008) operate under a po-
tential outcomes framework, so that the only component of Y g
∗
i = fY {Wi, A∗i , kn(A¯∗), UYi } they
consider to be random is A∗n. Thus, they define the marginal group average potential outcome
to be the expectation of Y¯ g∗ only with respect to A∗n, and implicitly condition on W n,UY,n.
They define contrasts of any two such interventions to be group average overall causal effects.
They focus on an experimental setting under complete randomization, such that g∗ corresponds to
the observed experimental exposure assignment distribution. van der Laan (2014) extends these
parameters to observational study settings, and potentially dynamic/stochastic interventions that
do not correspond to the observed exposure distribution. Our definition of overall effect parame-
ters are equivalent to the causal estimands of van der Laan (2014) that condition on the observed
covariates.
3. NONPARAMETRIC IDENTIFICATION
Having defined the above causal parameters, we now wish to nonparametrically identify them
with a consistently estimable quantity using observed data. To do so, we first distinguish be-
tween two senses of the term identification. We say a parameter is causally nonparametrically
identifiable if it can be expressed as a functional of the observed data distribution under a non-
parametric model. We say it is statistically nonparametrically identifiable if it can be consistently
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estimated (however slowly) from observed data under a nonparametric model. The former does
not necessarily imply the latter, as we will see.
We begin with causal nonparametric identification. First, we fix some new notation for
convenience. Due to the row-exchangeability of g∗,
∑
an−i
g∗(an | W n) depends on i only
through Wi for each i ∈ {1, . . . , n}. Define θn ≡ {W n, kn(A¯)}, and g∗θn(a | w) to be a
function that is equal to
∑
an−i
g∗(an |W n) atw = Wi for each i ∈ {1, . . . , n}. The (potential)
dependence of g∗θn on W
n
−i is acknowledged notationally in the subscript θn. This is a known
function, as g∗ is user-specified. For identification of ψg∗,pi and ψg∗ , respectively, we need the
following positivity assumptions to hold:
Assumption 1. g∗θn(a |Wi)/Prp0{Ai = a |Wi, A¯ = pi} <∞ for all i and a ∈ {0, 1}.
Assumption 2. g∗(an |W n)/Prp0(Ai = a, A¯ = a¯ |Wi) <∞ for all i and an ∈ {0, 1}n.
We have the following causal identification result for these parameters.
Theorem 1. Suppose the NPSEM defined in (1) contains the true set of underlying counterfactual
distributions. Under Assumptions 1 and 2, respectively, we have,
ψg
∗,pi =
1
n
n∑
i=1
1∑
a=0
Q¯0{Wi, a, kn(pi)}g∗θn(a |Wi)
ψg
∗
=
1
n
n∑
i=1
∑
an
Q¯0{Wi, ai, kn(a¯)}g∗(an |W n).
All proofs are provided in Web Appendix G.
While Theorem 1 gives an expression for ψg∗,pi as a functional of the observed data distri-
bution, whether its identifying functional can be estimated consistently depends on the value of
pi. In order to estimate this quantity, it is necessary to have statistical support at A¯ = pi. For
instance, one could estimate ψg∗,pi by plugging in an estimate of the outcome regression function
Q¯0{w, a, kn(pi)} specifically at pi, which requires observing Yi and A¯ = pi simultaneously for
some subjects. However, we only observe one value of A¯ for all subjects, and so for a fixed
pi, we will rarely observe outcomes when A¯ = pi, and will do so with decreasing probability
as sample size grows. For a fixed pi, this outcome regression cannot be consistently estimated.
Similarly, statistical nonparametric identification for ψg∗ relies on the choice of the hypothetical
11
intervention g∗. If g∗ produces exposure vectors with a sample mean that do not correspond to
the observed A¯, then we encounter the same problem as for ψg∗,pi.
As a result, we will only be able to identify data-adaptive target parameters depending on
A¯ from our data without making strong assumptions. Specifically, we will only be able to per-
form inference on ψg∗,pi when pi = A¯. Substituting for pi, we express counterfactuals under the
intervention setting the individual-level exposure by g∗ and setting the proportion exposed to the
observed proportion of subjects exposed as Y g
∗,A¯
i , and the corresponding causal parameter as
ψg
∗,A¯.
This causal parameter is in fact equivalent to the overall effect parameter ψg∗ when g∗ as-
signs A¯ of subjects to exposure with probability one. We refer to such interventions as exposure
reallocation schemes (ERS), as they define schemes for reallocating the same number of expo-
sures among the sample. One example of an ERS is complete randomization with probability A¯,
in which the support for g∗ is {a∗n : a¯∗ = A¯}, and each exposure-assignment vector has equal
probability, such that each subject is equally likely to be exposed. In the LREC example, this
would correspond to randomly shifting the care tasks of A¯ of the patients. Another example is an
intervention that takes a scalar function of each subject’s covariates, and assigns the exposure to
the
∑n
i=1Ai subjects with the highest values of this function. Such a dynamic (or personalized)
reallocation scheme makes it possible to define causal parameters that, for example, quantify how
outcomes could be improved by reallocating a resource-constrained intervention to the patients
most likely to benefit from it. In the LREC example, if this function of a patient’s covariates
returned their CD4 count, this intervention would correspond to shifting the care tasks of the A¯
with the highest CD4 counts, which could be viewed as a proxy for the sickest A¯ patients. ERSs
are necessarily dependent across subjects, as one subject’s exposure will be determined given the
other n − 1 subjects’ exposures. The exposure reallocation criterion can in fact be relaxed to
allow for interventions that are independent across subjects, which we discuss in Web Appendix
B.
We have the following statistical identification results for ψg∗,A¯ and, under an ERS, ψg∗:
Theorem 2. Suppose the NPSEM defined in (1) contains the true set of underlying counterfactual
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distributions, and Assumption 1 holds for pi = A¯. Then
ψg
∗,A¯ =
1
n
n∑
i=1
1∑
a=0
Q¯0{Wi, a, kn(A¯)}g∗θn(a |Wi) ≡ Ψg
∗,A¯(Q¯0).
If g∗ is an ERS, ψg
∗
= ψg
∗,A¯, and is statistically nonparametrically identified by Ψg
∗,A¯(Q¯0).
As these identifiable parameters are necessarily data adaptive, they will naturally vary with
A¯. Just how much they vary will depend on the variability of A¯ itself and the sensitivity of Q¯0
to A¯, which will be setting-specific. Thus, how interesting these parameters are is subjective,
and will vary from setting to setting. However, we emphasize the point here that unless one is
willing to make stronger extrapolating assumptions, these data-adaptive parameters are the only
parameters we can hope to estimate consistently with data from a single group.
Spillover effects are another form of causal effects that may commonly be of interest in
the presence of interference. However, these will generally be inestimable from our data when
comparing interventions that result in different proportions of subjects assigned to exposure. We
consider their estimation when many groups are observed, as well as the role of kn(A¯) as an
effect modifier in Web Appendix A.
4. ESTIMATION & INFERENCE
We now show that the semiparametric efficient estimator one would use under an assumption of
no interference for a conditional average treatment effect (CATE) parameter under a potentially
dynamic and/or stochastic intervention g∗ will also be consistent and asymptotically normal for
Ψg
∗,A¯(Q¯0) under Msi given an appropriate choice of g∗θn . We define the i.i.d. causal and sta-
tistical models as the submodels of the NPSEM defined in (1) and Msi, respectively, induced
by imposing the no-interference assumption, i.e., by dropping the dependence of Y s on A¯. The
NPSEM defined in (1) reduces to Wi = f˜W (UWi ), Ai = f˜A(Wi, U
A
i ), Yi = f˜Y (Wi, Ai, U
Y
i ),
and the statistical modelMiid becomes p˜0(On) =
∏n
i=1 q˜Y,0(Yi | Ai,Wi)g˜0(Ai |Wi)q˜W,0(Wi).
The conditional-average causal target parameter is ψg
∗
iid ≡ n−1
∑n
i=1 E(Y
g∗ |Wi), where Y g∗ ≡
f˜Y (W , A
∗, UY ) and A∗ is the individual-level exposure assigned under intervention g∗. The pa-
rameter ψg
∗
iid is identified by Ψ
g∗
iid(Q¯0) ≡ n−1
∑n
i=1
∑1
a=0 Q¯0(a,Wi)g
∗(a | Wi), and the CATE
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is defined as the contrast in ψg
∗
iid comparing the individual-level interventions g
∗(1 |W ) = 1 and
g∗(1 |W ) = 0.
For a given semiparametric model and target estimand that is a functional of the observed
data distribution, the TMLE is a substitution estimator that is semiparametric efficient. We review
the TMLE for Ψg
∗
iid(Q¯0) in the i.i.d. setting in Web Appendix C. To build intuition for why this
standard estimator can be used to estimate the nonstandard interference parameter Ψg∗,A¯(Q¯0), we
draw a correspondence between conditional distributions underMsi given θn = {W n, kn(A¯)}
and conditional distributions given W n under Miid. First observe that because the same A¯ is
observed for all subjects, any estimator will be conditioning on this common value by default.
Intuitively, estimators that are consistent for Q¯0 and g0 underMiid will also be consistent for the
functions Q¯θn,0 ≡ Q¯0(·, θn) and gθn,0 ≡ g0(· | ·, θn) that further condition on A¯ underMsi, since
A¯ is in fact observed and the same for each subject.
Since our estimand is also conditional on W n, we are effectively operating under the con-
ditional distribution given θn = {W n, kn(A¯)}, which we define as pθn(yn,an | wn, a¯) ≡
[
∏n
i=1 qY {yi | wi, ai, kn(a¯)}] gn(an | θn), where gn(an | θn) ≡ Prp0(An = an | {W n, kn(A¯)} =
θn), which is the joint propensity score of the entire exposure vector conditional on A¯ in addi-
tion to covariates. By contrast, a conditional distribution given W n under the i.i.d. model is
p˜(yn,an | wn) = ∏ni=1 q˜Y (yi | ai,wi)g˜(ai | wi). Consider a particular distribution in the
latter model such that for θn sampled from the marginal stratified interference model p, p˜ satis-
fies q˜Y (yi | wi, ai) = qY {yi | wi, ai, kn(a¯)}. Then pθn and p˜ differ only in their distribution of
An. Additionally, consider the conditional-average causal parameter Ψg
∗
iid(Q¯0) for an individual-
level intervention g∗ equivalent to the intervention g∗θn based on θn sampled from the interference
model p. Then under the i.i.d. model, the score corresponding to the g˜ component of the like-
lihood is in the nuisance tangent space of Ψg
∗
iid(Q0), implying that the asymptotic distribution
of any semiparametric efficient estimator of Ψg
∗
iid(Q0) is invariant to the conditional distribution
of An given W n. This means that under any distribution with an equivalent qY component,
the estimator that is semiparametric efficient with respect to the i.i.d. model will have the same
asymptotic distribution as it does under p˜. More specifically, since pθn satisfies this criterion, and
Ψg
∗,A¯(Q¯0) corresponds to Ψ
g∗
iid(Q¯0), this implies that the standard i.i.d. semiparametric efficient
estimator for Ψg
∗
iid(Q¯0) under the intervention g
∗
θn
has the same asymptotic distribution in Msi
14
when used to estimate Ψg∗,A¯(Q¯0).
Put another way, conditional on θn, a semiparametric efficient estimator will be asymptoti-
cally linear underMsi, but its influence curve will be dependent across evaluations at different
subjects’ observations. However, since the Y s are conditionally independent and mean zero
given {W n,An}, we can apply the Lindeberg central limit theorem for a sequence of indepen-
dent, non-identically distributed random variables given {W n,An}. Therefore, the proposed
estimation strategy is to replace the g∗ in the estimand in the standard TMLE with g∗θn , which re-
mains known, and then proceed with the standard analysis ignoring the presence of interference.
The following theorem formalizes its asymptotic properties.
Theorem 3. Suppose the technical conditions listed in Web Appendix F hold. Then for Ψg∗,A¯(Q¯0),
the TMLE ψn = Ψ
g∗θn
iid (Q¯
∗
n) for Ψ
g∗θn
iid (Q¯0) under Miid is consistent and asymptotically normal
underMsi, with asymptotic variance
σ2Y ≡ lim
n→∞
n−1
n∑
i=1
[
g∗θn(Ai |Wi)
gθn,0(Ai |Wi)
{
Y − Q¯θn,0(Ai,Wi)
}]2
.
One can then use the variance estimator one would use for the TMLE as an estimator of
Ψ
g∗θn
iid (Q¯0) underMiid, and inference based on the model with no interference will be valid. One
can use Wald tests and Wald-type confidence intervals just as in the setting with no interference.
The augmented-inverse probability weighted (A-IPW) estimator for Ψ
g∗θn
iid (Q¯0) (defined in Web
Appendix C) has the same asymptotic properties, and its proof follows analogously to that of
Theorem 3. A consequence of Theorem 3 is that if one is to naively estimate the CATE with a
TMLE or A-IPW estimator ignoring the presence of interference, the resulting estimate can be
interpreted as the direct effect of exposure in a setting in which A¯ of the sample is exposed. Other
estimators may have the same interpretation, though their asymptotic distributions appear to be
more challenging to derive.
5. SIMULATION STUDY
We now discuss results from a simulation study in order to demonstrate the finite-sample per-
formance of our method. A more detailed review of the study is available in Web Appendix
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E. Our simulation design combines different sample sizes (50, 500, and 5000) and interference
levels governed by the parameter β (0,1,10). The setting with β = 0 corresponds to there be-
ing no interference. The setting with β = 1 corresponds to a setting in which shifting everyone
would completely negate the effect of the exposure. When β > 1, the direction of the individual
exposure effect reverses when enough individuals are exposed.
We consider two data-adaptive causal parameters depending on the observed A¯: (i) the di-
rect effect when A¯ of subjects are exposed, and (ii) the overall effect under the ERS that assigns
subjects with the Sn ≡
∑n
i=1Ai highest (scalar) W values to exposure. For this data generating
process, the intervention assigning the exposure to subjects with the highest values of W corre-
sponds with the optimal exposure reallocation scheme (OERS) within the class of all ERSs. We
consider three different parametric models for estimation: one in which the outcome regression
is correctly specified, but the propensity score is not, one in which the reverse is true, and one in
which both are correctly specified.
Results from this study are summarized in Table 3. Coverage probabilities in correctly-
specified-model settings with interference are quite comparable to those without interference.
Coverage is generally better for the overall effect parameter than for the direct effect. This is
likely a result of the probability weights being more stable for the overall effect parameter, due to
the OERS being closer to the actual propensity score than the interventions assigning all subjects
to exposure and no exposure. Double robustness merely implies consistency, so correct coverage
is not necessarily expected in the settings with model mis-specification, though we do still see
fairly decent coverage in these settings. In practice, we recommend estimating the nuisance
functions under more adaptive models using machine learning tools such as super learner, so as
to avoid model mis-specification, and preserve valid inference.
There is a general trend of bias increasing with β, likely due to the increase in variance of
Y . MSE remains relatively stable across β values, indicating that the conditional variance given
A¯ is stable with respect to β, and that bias is small relative to conditional variance. The double
robustness property of our estimator is evidenced by the decrease in bias and MSE with sample
size in each setting.
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Table 1: Simulation results for the direct effect and overall effect under the optimal exposure
reallocation scheme (OERS) based on 5000 samples. MSE is mean squared error, and CP is the
Monte Carlo coverage probability of the 95% confidence interval.
Target parameter
Direct effect Overall effect – OERS
Q¯ g n β Bias MSE CP Bias MSE CP
Correctly Correctly 50 0 0.010 0.10 0.916 2.2e-4 0.027 0.948
specified specified 1 4.6e-3 0.10 0.917 8.4e-5 0.027 0.951
10 -0.17 0.16 0.837 0.026 0.028 0.942
500 0 2.0e-3 9.7e-3 0.955 3.0e-4 2.7e-3 0.960
1 -1.8e-3 9.6e-3 0.958 1.4e-3 2.7e-3 0.962
10 -0.026 0.011 0.942 5.7e-3 2.7e-3 0.960
5000 0 1.1e-4 9.7e-4 0.958 -1.5e-4 2.6e-4 0.964
1 8.6e-5 9.6e-4 0.961 6.9e-5 2.6e-4 0.965
10 -3.0e-3 9.8e-4 0.961 6.3e-4 2.7e-4 0.960
Mis- Correctly 50 0 8.7e-3 0.10 0.884 4.5e-3 0.032 0.940
specified specified 1 8.0e-4 0.10 0.885 2.5e-3 0.031 0.938
10 -0.16 0.15 0.806 5.0e-3 0.048 0.983
500 0 -2.4e-4 9.8e-3 0.919 8.6e-4 3.3e-3 0.952
1 -3.2e-3 9.7e-3 0.924 -9.3e-4 3.1e-3 0.953
10 -0.025 0.011 0.902 -1.0e-3 4.5e-3 0.991
5000 0 3.5e-4 9.9e-4 0.921 -1.8e-4 3.1e-4 0.956
1 -2.7e-4 9.8e-4 0.922 -1.4e-4 3.1e-4 0.950
10 -4.7e-3 1.0e-3 0.915 -1.2e-4 4.5e-4 0.991
Correctly Mis- 50 0 0.025 0.10 0.934 4.2e-3 0.030 0.954
specified specified 1 0.011 0.10 0.919 1.8e-3 0.029 0.955
10 -0.18 0.28 0.933 4.1e-3 0.030 0.952
500 0 8.3e-3 9.9e-3 0.966 -6.6e-4 3.0e-3 0.968
1 1.6e-3 9.8e-3 0.959 8.0e-5 3.1e-3 0.965
10 -0.082 0.029 0.973 -3.1e-4 2.9e-3 0.968
5000 0 7.6e-3 1.1e-3 0.963 2.9e-4 3.0e-4 0.967
1 1.8e-3 9.8e-4 0.964 -1.8e-4 3.1e-4 0.967
10 -0.054 5.4e-3 0.916 3.2e-4 2.9e-4 0.966
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6. DATA APPLICATION
Health care worker shortages are a widespread problem, particularly in sub-Saharan Africa, and
pose serious public health challenges among populations with HIV and otherwise. To combat
this issue, clinics have increasingly adopted task-shifting programs, in which patients identified
as being at low risk for poor health outcomes have designated health care tasks shifted from a
higher-cadre health care provider to a lower-cadre provider (e.g. from physician to mid-level
provider; mid-level provider to nurse; nurse to lay worker; or in our case, mid-level provider to
nurse) (World Health Organization et al., 2012).
Clearly, it is of great public health interest to understand the effects of task shifting, and in
particular whether this practice is harmful for patients whose care is being shifted. If it is harmful,
then this practice may not be advisable for widespread use; otherwise, it may be a viable option
for mitigating health care worker shortages. Indeed, according to World Health Organization
et al. (2012), “Action on human resources for health is imperative if global commitments to the
Millennium Development Goals, and to providing universal access to HIV services, are to be
met. Action on task shifting is imperative as it provides the only realistic possibility of increasing
the human resources fast enough to meet the urgent need.”
In their systematic review and meta-analysis of task-shifting studies, Lassi et al. (2013) con-
cluded, “No difference between the effectiveness of care provided by mid-level health workers
and that provided by higher-level health workers was found.” However, they qualified these find-
ings as being largely based on studies in developed countries, and highlighted a need for more
studies conducted in Africa. In the LREC program, task-shifting was adopted in clinics in Kenya,
and data were collected on eligible low-risk patients. As we described previously, an analysis of
the data from this program was conducted in Tran et al. (2016), but the authors expressed con-
cern that interference may have been present in this study due to the potential for the number of
task-shifted patients to affect the time and quality of care nurses are able to provide. We apply
the methodology developed in this paper, which accounts for this form of interference, to study
the effects of task shifting.
We conduct our analysis on these data independently within each clinic, estimating various
effects using the TMLE defined in Section 4. The nuisance functions g∗ and Q¯ are estimated
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(c) CD4 count−based interv. vs complete rand.
Figure 1: (a) The estimated direct effects of task shifting on risk of death or loss to follow
up in each clinic when the observed proportion of all patients task shifted is held fixed. (b)
The estimated overall effect of a complete randomization intervention on risk of death or loss
to follow up compared to the observed proportion of cases. (c) The estimated overall effect
comparing an intervention task shifting only the Sn patients with the highest CD4 counts to
complete randomization on risk of death or loss to follow up. The vertical bars represent the
corresponding 95% confidence intervals. Solid lines indicate results for urban clinics; dashed
lines indicate results for non-urban clinics. Estimates are plotted against the proportion of all
patients task-shifted in each clinic. The lines spanning the plot horizontally represent the fitted
MSMs, summarizing how these effects vary as functions of the proportion of patients task-shifted
given the urban designation of the clinic.
using a super learner with a library consisting of the marginal mean, generalized linear models,
LASSO, random forest, generalized boosted models, and support vector machines.
Our results are summarized in Figure 1. In addition to the individual clinic-level effect es-
timates, each panel depicts an estimated marginal structural model (MSM) summarizing each
effect across the different clinics as a function of the proportion of all patients task shifted. We
relegate discussion of the MSMs to Web Appendix A. The plot in panel (a) depicts the estimated
direct effects of task shifting in settings in which only the observed number of patients are task
shifted. We observe significant effects in all but one clinic, suggesting that task-shifting is ben-
eficial in these clinics. The only non-significant effect estimate was found in the clinic with the
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lowest proportion of patients task-shifted.
It is also of interest to compare the effects of various ERSs. The plots in panels (b) and
(c) depict estimates of such contrasts. In panel (b) complete randomization is contrasted with
the observed risk of death or loss to follow up. This effect contrast essentially tells us how
different outcomes would have been if the observed number of task-shift assignments had been
allocated randomly (in contrast to the observed non-random assignment mechanism). No effect
is statistically significant among any of the clinics. The contrast depicted in panel (c) is between
the ERS assigning the Sn patients with the highest CD4 counts to be task shifted compared with
complete randomization. If one were to believe that task shifting is most beneficial to healthy
patients, then using CD4 count as a proxy for patients’ health status, one might be interested in
this intervention, which corresponds to only task shifting the healthiest Sn patients. The effect
contrast essentially tells us how much outcomes could be improved if task shifting were assigned
according to CD4 count over an intervention completely ignoring covariate information. Three
of these clinics have statistically-significant effect estimates. This suggests an improvement in
outcomes under the CD4 count-based intervention in these particular clinics.
7. DISCUSSION
In this paper, we have developed new methodology to perform causal inference in settings with
stratified interference when the number of causally-separated groups is small or only one, but
the sample sizes of these groups are moderate to large. A central challenge in the setting of a
single causally-dependent group under stratified interference is that the statistical support for the
outcome regression is limited to a single observed proportion of subjects receiving the exposure.
Our proposed methodology overcomes this by focusing on identification and estimation of causal
parameters that summarize the distribution of counterfactual outcomes under interventions that
preserve the observed proportion of subjects exposed.
Our proposed methodology does not require the implementation of a new estimator, but
rather utilizes the existing TMLE developed for the average counterfactual outcome in the ab-
sence of interference. In the case of the overall effect of an exposure reallocation scheme, one
need only derive the appropriate marginal intervention rule from the user-specified joint rule;
otherwise, no additional work is required. Crucially, our methodology is doubly robust, which
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permits the use of data-adaptive/machine learning tools to estimate the response surface and
propensity score.
Our methodology is particularly relevant to situations in which the efficacy of an exposure
varies with the proportion of subjects receiving it. This may often occur when the exposure is a
limited, shared resource, such as in our task-shifting data example, where health care workers’
time is the shared resource. Task shifting is a potentially widely useful approach to combat
health care worker shortages worldwide, thus our methodology may be quite useful in other such
studies.
In our data application, we observed a statistically-significant improvement in risk of death
or loss to follow up as a result of shifting patients from clinical officers to nurses, provided the
proportion of patients task shifted remains fixed, in all but one clinic. This finding is consistent
with the results reported by Tran et al. (2016) in their analysis of longitudinal interventions on
enrollment, in which they accounted for time-dependent confounding, but not potential interfer-
ence. While this result may reflect a truly beneficial effect, due for example to improved quantity
or quality of care that nurses are able to provide, it may also reflect unmeasured confounding,
with patients at lower risk in ways not captured by baseline covariates more likely to be enrolled
in the task-shifting program (Tran et al., 2016).
We have shown how to estimate the overall effects of interventions within the class of expo-
sure reallocation schemes, which reallocate the observed number of exposure assignments based
on some user-specified rule. If the effect of the individual-level exposure varies depending on
an individual’s covariates, such reallocation schemes have the potential to improve outcomes by
assigning the same number of interventions to the individuals most likely to benefit. For instance,
it may be that healthier patients respond better to task shifting, in which case an exposure reallo-
cation scheme based on CD4 count might be preferable to complete randomization, as we have
demonstrated evidence of in some clinics. (In practice, the eligibility criteria include CD4 count,
and the observed task-shifting decisions used some subsequent assessment of illness beyond that
initial cut off.) Even in this case, however, task-shifting might still be beneficial for sicker pa-
tients as well, in which case it is possible that we should be task-shifting more than just the
observed number of patients. Yet, without additional causal assumptions and observations from
other groups with higher task-shifting rates, the effect of task shifting more patients cannot be
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estimated without extrapolating beyond the support of the observed data. Therefore, assertions
regarding effects under interventions that task shift more than the observed proportion of patients
must be interpreted with care. A natural follow-up question is: Which intervention in the class of
exposure reallocation schemes is best? We plan to pursue estimation of this optimal intervention
in future work.
The proposed methodology has several limitations. The inability to estimate causal param-
eters under interventions in which a different proportion of subjects is exposed than is actually
observed is a limitation inherited directly from the data. When subjects are enlisted over an ex-
tended period of time, our methodology can only be applied to a subset of subjects enlisted within
a limited time frame, as was done in our data example, rather than the entire population enlisted
over the duration of the study. While we allow for subjects’ exposures to affect one another’s
outcomes, we do not account for subjects’ covariates affecting one another’s exposures or out-
comes. Finally, our methodology relies on the stratified interference assumption, the plausibility
of which will vary widely from application to application. Simply because one lacks knowledge
of the underlying structure of interference, does not mean one should blithely assume stratified
interference. However, as we have argued, we believe it can be a reasonable approximation, espe-
cially in settings in which interference is induced by an exposure being a limited resource being
shared among subjects.
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A. EFFECT MODIFICATION AND JOINT EFFECTS
WITH A¯WHEN OBSERVING MULTIPLE GROUPS
UNDER PARTIAL INTERFERENCE
Suppose one has data from multiple groups, between which there is assumed to be no interfer-
ence, and the stratified interference assumption is believed to hold within each group. In this
case, there will be statistical support for causal parameters depending on a range of kn(A¯), hence
we will be able to study effect modification by kn(A¯).
We propose a method for doing so that involves first estimating any of the parameters defined
in Section 2 within each group independently, and then positing a marginal structural model for
these effects as a function of kn(A¯) and group-level data, such as summary statistics of covariates
within each group. In the LREC example, we can study how the individual-level intervention is
modified by the proportion of all patients exposed by estimating how the direct effect of task
shifting varies as the proportion of patients task-shifted takes different levels. Asymptotics for
this method rely on the sample sizes within each group, rather than the number of groups.
MSMs are working models for counterfactual quantities given a summary measure of the
exposure and possibly effect modifiers. While they were originally defined for the purpose of
estimating causal effects due to repeated exposures in the presence of time-varying confounding
(Robins, 1998), their usage has since been expanded. Here we define MSMs for the mean of
group-level effects as a function of the summary function of the observed proportion exposed as
well as (potentially) group-level covariate data. Without any additional assumptions, we consider
the proportion exposed to be a potential effect modifier, rather than an intervention variable.
For groups j = 1, . . . , J , define Y¯ ∗j ≡ n−1j
∑nj
i=1 Y
∗
ij , where Y
∗
ij can be either of the counter-
factual outcomes defined in Section 2 of subject i in group j and nj is the number of subjects in
group j, and let ψ0,j ≡ E(Y¯ ∗j | W nj). Posit a parametric working MSME{ψ0,j | Vj} = m(Vj; β)
in terms of a finite-dimensional parameter β, where Vj ≡ {knj(A¯j), dnj(W nj), Gj}, dnj is some
user-specified, potentially vector-valued summary function of covariates of interest within group
j, andGj contains group-level data common to all subjects in group j. The latter two elements of
Vj are optional, and should be selected parsimoniously if the number of groups is relatively small,
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so as not to overfit the model. In general, the MSM is a working model, and is not necessarily to
be believed, but rather provides a model for summarizing the relationship between ψ0,j and Vj .
In the LREC example, we let Gj be an indicator of whether clinic j is located in an urban
area, and let dnj be empty. For each of the effects we study, we project the clinic-level effects,
say ψj , onto the marginal structural modelm(Vj; β) = β0 +β1Gj +β2knj(A¯j)+β3Gj×knj(A¯j),
and we choose knj to be the linear function mapping A¯j to the overall proportion of all patients
in clinic j task-shifted at baseline.
The interpretation of the MSM thus far has been somewhat nontraditional; typically an MSM
summarizes how a counterfactual mean varies as a function of an intervention, whereas we have
considered the intervention to be fixed, and the MSM has summarized how the counterfactual
mean for a single intervention varies as a function of kn(A¯). We now consider conditions under
which the MSM can be interpreted as a model that is causal with respect to kn(A¯). Let ψj(k) be
the counterfactual value ψj would take if, possibly contrary to fact, A¯j were set to a level a¯j such
that knj(a¯j) = k. When ψj(k)⊥⊥A¯j | {dnj(W nj), Gj} for all k, i.e., {dnj(W nj), Gj} controls for
confounding between A¯j and ψj(k), then the MSM can further be interpreted as a joint causal
model under the individual-level intervention used to define ψj and an intervention on knj(A¯j).
When ψj is the average counterfactual outcome under the intervention assigning all subjects to no
exposure, this MSM will describe the spillover effect of the intervention on non-exposed subjects.
Of course, when the number of causally-disconnected groups is relatively small, as in our data
example, there is unlikely to be adequate balance in confounders at various levels of knj(A¯j),
and hence this causal interpretation will not be very reliable. Like other methods proposed for
estimating spillover effects (Hudgens and Halloran, 2008; Tchetgen Tchetgen and VanderWeele,
2012), ours will be most appropriate when the number of groups is moderate to large.
We now discuss estimation of the MSM, which is the same regardless of interpretation.
Define a loss function, L{m(Vj; β), ψj}, for β, for instance the squared-error loss or logistic
loss. Then the true β0 is defined to be arg min
β
∑J
j=1wjL{m(Vj; β), ψ0,j}, where wj is some
user-specified weight, such as the inverse variance of the estimated ψˆj , which we use in the
LREC example, or potentially simply one for all wj . Thus, β0 is well defined as a projection
of ψ0,j onto the working model, regardless of whether it is correctly specified. The MSM pa-
rameter is estimated by plugging in the estimated ψˆj , and minimizing with respect to β, i.e.,
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βˆ = arg min
β
∑J
j=1wjL{m(Vj; β), ψnj ,j}. Define S(β, ψJ) ≡
∑J
j=1wj∇βL{m(Vj; β), ψj},
where ψJ is the vector of ψj for all j. Then S(β0, ψJ0 ) = S(βˆ, ψˆ
J) = 0, and applying Tay-
lor expansions to S(βˆ, ψˆJ) = 0 about β0, then ψJ0 , successively, yields
√
n(βn − β0) ≈ −
{∇βS(β, ψJ0 )|β0}−1∇ψJS(β0, ψJ)|ψJ0

√
n/n1
√
n1
{
ψˆ1 − ψ0,1
}
...√
n/nJ
√
nJ
{
ψˆJ − ψ0,J
}
 ,
and asymptotic normality follows from asymptotic normality of the estimates ψˆJ , provided
limn→∞ n/nj exists for each j. Thus, βˆ is a linear combination of the independent estimators
ψˆj , and Wald tests and confidence intervals for βˆ can be constructed using the point estimates,
ψˆj , and their variance estimates. When the MSM is linear in β and inverse variance weights are
used, βˆ = (XWXT )−1XWψˆJ and (XWXT )−1 consistently estimates its variance, where X is
the design matrix for the MSM, and W is a diagonal matrix with the inverse variance of ψˆj on
the jth diagonal for each j.
For each of the three effects studied in our data analysis, the MSM slope estimates for
kn(A¯) differed very little between urban and non-urban clinics. Additionally, none of these slope
estimates were statistically significant, meaning we lack evidence to conclude that the overall
proportion of patients task-shifted modifies any of these effects. However, for the sake of demon-
stration, we provide an interpretation of the slope of the overall effects comparing an intervention
based on CD4 count to complete randomization with respect to overall task-shift coverage among
urban clinics. Were this negative slope estimate statistically significant, we would conclude that
the the CD4 count-based intervention becomes more favorable compared with complete random-
ization as the overall task-shift coverage within the clinic increases.
B. APPROXIMATE EXPOSURE REALLOCATION
SCHEMES
There exists a larger class of data-adaptive interventions under which inference for overall ef-
fect parameters is possible, which we term approximate exposure reallocation schemes (AERS).
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Specifically, this class contains all interventions with individual-level marginal probabilities g∗θn
such that n−1
∑n
i=1
∑1
a=0 ag
∗
θn
(a | Wi) = A¯. These need not preserve the exact proportion of
subjects exposed, but rather have individual-level conditional probabilities of exposure givenW n
equal to the observed proportion exposed, and generate A∗n with sample mean that will converge
to the observed A¯ asymptotically. One example of an AERS is the Bernoulli intervention that
assigns each subject to be exposed with probability A¯. An ERS is guaranteed to produce marginal
individual-level probabilities g∗θn satisfying the AERS criterion, hence the class of AERSs con-
tains the class of ERSs.
The following result shows that the causal nonparametric identification formula for ψg∗ un-
der an AERS is asymptotically equivalent to Ψg∗,A¯(Q¯0) on the order of n−1/2, such that asymp-
totic inference for Ψg∗,A¯(Q¯0) is valid for ψg
∗ .
Theorem 4. Suppose (i) the NPSEM defined in (1) contains the true set of underlying counter-
factual distributions, (ii) Q¯0 is differentiable in A¯ such that the limit of its derivative is a bounded
function of A¯, (iii) Assumption 1 holds for pi = A¯, and (iv) Assumption 2 holds. Then if g∗ is an
AERS,
ψg
∗
=
1
n
n∑
i=1
∑
an
Q¯0{Wi, ai, kn(a¯)}g∗(an | W n) = Ψg∗,A¯(Q¯0) + op(n−1/2).
Thus, when g∗ is an AERS, the causal identifying functional for the overall effect parameter
ψg
∗ in Theorem 1 is asymptotically equivalent to Ψg∗,A¯(Q¯0) on the order of n−1/2, and inference
for ψg∗ is asymptotically equivalent to that for Ψg∗,A¯(Q¯0).
C. REVIEW OF TMLE UNDER NO INTERFERENCE
The analogous population-average causal target parameter underMiid is ψpiid ≡ E(Y g
∗
), where
Y g
∗ ≡ fY (W,A∗, UY ) and A∗ is the exposure assigned under intervention g∗. Letting Q ≡
{Q¯, QW}, the parameter ψpiid is identified by Ψg∗(Q0) ≡
∫
w
∑1
a=0 Q¯0(a,W )g
∗(a | W )dQW,0(w).
The PATE is defined as the contrast in ψpiid comparing the interventions g
∗(1 | W ) = 1 and
g∗(0 | W ) = 1.
A semiparametric efficient estimator for ψpiid can be obtained by solving the efficient influ-
27
ence curve estimating equation. For Ψg∗(Q) underMiid the efficient influence curve is
Dpg∗(Q0, g0)(Oi) ≡
g∗(Ai | Wi)
g0(Ai | Wi)
{
Y − Q¯0(Ai,Wi)
}
+
1∑
a=0
Q¯0(a,Wi)g
∗(a | Wi)−Ψg∗(Q0),
and the sample analog to the identity Piid,0D
p
g∗(Q0, g0) = 0 forms the efficient influence curve
estimating equation: PnD
p
g∗(Q, g) = 0. An estimating equation approach solves this equation for
Ψg∗(Q) in the parameter space, yielding the estimator
1
n
n∑
i=1
[
g∗(Ai | Wi)
gn(Ai | Wi)
{
Y − Q¯n(Ai,Wi)
}
+
1∑
a=0
Q¯n(a,Wi)g
∗(a | Wi)
]
,
where Q¯n and gn are estimates of the nuisance parameters Q¯0 and g0, respectively. This particular
estimator is known as an augmented inverse probability weighting (A-IPW) estimator. By con-
trast, construction of the TMLE involves solving the efficient influence curve equation for (Q, g)
in the model space. The TMLE is the estimator that results from plugging in the Q portion of
this solution into Ψg∗ , hence it is a substitution estimator. Thus, the TMLE has the properties of
being both semiparametric efficient, since it solves the efficient influence curve estimating equa-
tion, and having added stability and respecting the boundaries of the parameter space, since it is
a substitution estimator.
We now describe the algorithm by which the solution (Q∗n, gn) to PnD
p
g∗(Q, g) = 0 is ob-
tained. The algorithm takes as input an initial consistent estimate of (Q, g), say (Q0n, g
0
n), and
outputs Q∗n. Machine-learning-based initial estimates that are optimal for Q will generally pro-
duce an overly-biased estimate when plugged into Ψg∗ , hence a so-called targeting step for Q¯0n
is required. For our particular problem, updating g0n is in fact unnecessary; the final plug-in
estimator does not depend on g, and there is no iteration required. Updating Q0W is generally
never required when the empirical estimator is used for Q0W . The empirical estimator is the non-
parametric maximum likelihood estimator, and will hence not generate bias when plugged into
Ψg∗ .
The targeting step for Q¯ involves formulation of a parametric submodel and a loss function
that are compatible in a particular manner. We will consider a loss function, L(·), that only de-
pends on Piid via Q¯, and satisfies Q¯0 = arg minQ¯ Piid,0L(Q¯). We can then express our submodel
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as {Q¯() : } where  is a scalar. The objective is to define a submodel–loss function pair such
that when the submodel is centered at the solution to PnD
p
g∗(Q, g) = 0, i.e., Q¯(0) = Q¯∗, the
solution will also minimize the loss function.
By iteratively minimizing the loss function on a submodel centered on the latest update,
one will converge to the solution, which we denote Q¯∗. For a loss function that is differentiable
in , this occurs if we define L and {Q¯() : } such that d
d
L{Q¯()}|=0 = Dpg∗(Q, g). To this
end, using a binary Y as an example, we will employ the log-likelihood loss function (hence
the “maximum likelihood” in TMLE), L(Q): L(Q¯)(O) = − log Q¯(W,A)Y {1 − Q¯(W,A)}1−Y .
Further, we will use the logistic submodel: logitQ¯0n()(W,A) = logitQ¯
0
n(W,A) + H
∗
n(W,A),
where H∗n(W,A) ≡ g∗(A | W )/gn(A | W ), which is often referred to as a “clever covariate”
due to it being the correct choice of covariate in this submodel that yields the desired property
d
d
L{Q¯()}|=0 = Dpg∗(Q, g). This loss function-submodel pairing is also recommended for a
continuous Y rescaled to the [0, 1] interval (Gruber and van der Laan, 2010).
The algorithm then proceeds by finding the optimal Q¯() in the submodel with respect to
L. This is done by finding n = arg min
∑n
i=1 L{Q0n()(Oi)}, which can be accomplished by
simply fitting a logistic regression of Y on the clever covariate, H∗n(W,A), with the intercept
replaced by an offset, namely logitQ¯0n(W,A). The updated Q¯ estimate is then Q¯
∗
n(W,A) :=
expit{logitQ¯0n(W,A) + nH∗n(W,A)}. For this particular parameter, the algorithm converges
after the first update, and the updated Q¯∗n is the estimate that is plugged into Ψg∗ for the final
estimate of ψpiid.
Suppose the following regularity conditions hold (i) g
∗(A|W )
g0(A|W ) < ∞ a.e., (ii) D
p
g∗(Q¯
∗
n, gn)
belongs to a Donsker class with probability approaching one, and (iii)
P0
{
Q¯∗n(W,A)− Q¯0(W,A)
}2
P0 {gn(A | W )− g0(A | W )}2 = o(n−1/2).
Then the resulting TMLE is asymptotically normal with asymptotic variance equal to Piid,0D
p
g∗(
Q0, g0)
2, which can be very readily estimated by 1
n
∑n
i=1D
p
g∗(Q¯
∗
n, gn)(Oi)
2. The Donsker condi-
tion can be relaxed if one instead uses cross validation in the targeting step of the above algorithm,
which is known as CV-TMLE (Zheng and van der Laan, 2011).
Balzer et al. (2016) show that the TMLE for the PATE contrasting the static, determinis-
tic interventions g∗(Ai = a∗ | Wi) = I(Ai = a∗) for a∗ ∈ {0, 1} is also a consistent and
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asymptotically normal estimator for the conditional average treatment effect (CATE) contrasting
these interventions, i.e., ψciid ≡ Ψg∗(Q¯0, QW,n) = 1n
∑n
i=1
∑1
a=0 Q¯0(a,Wi)g
∗(a | Wi). The only
difference is that its influence curve is instead
Dcg∗(Q¯0, g0)(Oi) ≡
g∗(Ai | Wi)
g0(Ai | Wi)
{
Y − Q¯0(Ai,Wi)
}
.
They show that Dcg∗ is uncorrelated with the dropped portion of D
p
g∗ , i.e.,
∑1
a=0 Q¯0(a,Wi)g
∗(a |
Wi) − Ψg∗(Q0), and hence the same TMLE has reduced asymptotic variance when used to es-
timate ψciid. Specifically, the asymptotic variance reduces to Piid,0{Dcg∗(Q¯0, g0)2}, which can
also be estimated by its sample analog with plugged-in estimated nuisance functions. This result
extends analogously to dynamic and stochastic interventions.
D. POPULATION-AVERAGE EFFECTS
In the main article, we only considered conditional-average effects given the observed covari-
ates. However, population-average effects may also be of interest, particularly if one wishes
to generalize results to another group of subjects whose covariates are not yet observed, and
who are thought to be sampled from the same superpopulation as the observed subjects. Our
population-average parameter of interest is now ψg∗p ≡ E(Y¯ g∗,A¯). ERSs will typically result in
individual-level interventions that depend on the covariates of other subjects. Since we now wish
to estimate parameters that marginalize over the distribution of all subjects’ covariates, asymp-
totic normality of the estimator defined in Appendix C may only hold for a further restricted
class of interventions, which are somewhat unnatural choices of interventions. Therefore, in this
section we shift our focus to individual-level interventions g∗θn(Ai | Wi) that do not depend on
the covariates of any other subject.
The parameter ψg∗p under such an intervention will not correspond to an overall effect, since
no restrictions can be enforced on the individual-level intervention g∗ to ensure the vectorA∗n has
sample mean approximately equal to the observed A¯ without the remaining subjects’ covariate
values. The parameters contrasted in the direct effect are examples of ψg∗p under an individual-
level intervention. The following result states that for this parameter, the estimator defined in
Appendix C remains consistent and asymptotically normal, but with a larger asymptotic variance.
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Theorem 5. Suppose the conditions in Appendix F all hold, kn(A¯) has limit k0 as n → ∞,
g∗ is an individual-level intervention common to each subject i, and depending only on Wi for
each subject i. Then the TMLE ψn = Ψg
∗
(Q¯∗n, QW,n) for ψ
g∗
p under Miid is a consistent and
asymptotically normal estimator for ψg
∗
p underMsi, with asymptotic variance σ2 = σ2Y + σ2W ,
where
σ2W ≡ Ep0
{
1∑
a=0
Q¯0(W,a, k0)g
∗(a | W )− ψg∗p
}2
.
The condition that kn(A¯) converges precludes kn(A¯) = nA¯, whereas this was permitted
under Theorem 3.
Estimation and inference for population-average versions of parameters corresponding to
overall effect parameters is considerably more challenging due to the dependence of the individual-
level intervention g∗θn on the covariates of other subjects inherent to ERSs (apart from complete
randomization). Therefore, we leave this problem open for future work.
E. SIMULATION STUDY DETAILS
Our simulation design combines different sample sizes (50, 500, and 5000) and interference
levels governed by the parameter β (0,1,10). In each setting, we draw 5000 samples from the
following data generating mechanism: Wi ∼ N(0, 1), Pr(Ai = 1 | Wi) = expitWi, Y 0,A¯i ∼
N(0, 1), Y 1,A¯i = Y
0,A¯
i + W
n(1 − βA¯), Yi = AiY 1,A¯i + (1 − Ai)Y 0,A¯i ∀i ∈ {1, . . . , n}. The
structural equation for Y is then fY (Wi, Ai, A¯, UYi ) = AiWi(1−βA¯)+UYi , where UYi = Y 0,A¯i ∼
N(0, 1), and so the form of interference is linear in A¯, and its slope coefficient β determines the
strength of the interference. The setting with β = 0 corresponds to there being no interference.
The setting with β = 1 corresponds to a setting in which shifting everyone would completely
negate the effect of the exposure. When β > 1, the direction of the individual exposure effect
reverses when enough individuals are exposed. For example, in the LREC program as the number
of patients enrolled in the task-shifting program increases, the workload of clinical officers is
reduced, potentially improving the care of patients both enrolled and unenrolled in the program.
At the same time, the more patients enrolled, the greater the demand is on nurses and other care
providers. Thus, beyond some threshold enrollment, increasing the number of patients enrolled
may result in worse outcomes for enrolled patients. The settings in which β is 10 thus allows us
31
Table 2: Target parameter summary statistics
Target parameter
Direct effect OERS
n β Mean SD Mean SD
50 0 -1.1e-3 0.14 0.39 0.083
1 -3.0e-3 0.071 0.19 0.040
10 -0.032 0.58 -1.6 0.50
500 0 1.1e-3 0.045 0.40 0.026
1 -2.4e-4 0.023 0.20 0.013
10 -4.9e-3 0.18 -1.6 0.16
5000 0 -8.8e-5 0.014 0.40 8.3e-3
1 -6.9e-5 7.2e-3 0.20 4.1e-3
10 -6.7e-4 0.057 -1.6 0.051
to examine how well our method works under particularly strong interference.
We consider two data-adaptive causal parameters depending on the observed A¯: (i) the di-
rect effect when A¯ of subjects are exposed, and (ii) the overall effect under the ERS that assigns
subjects with the Sn ≡
∑n
i=1 Ai highest W values to exposure: g
∗(an | wn) = ∏ni=1 I(wi >
w(n−Sn))
aiI(wi ≤ w(n−Sn))1−ai , where w(i) is the ith largest value among wn. The empirical
means and standard deviations of the data-adaptive causal parameters under each simulation set-
ting are displayed in Table 2.
For this data generating process, the intervention assigning the exposure to subjects with the
highest values of W corresponds with the optimal exposure reallocation scheme (OERS) within
the class of all ERSs. When β < A¯−1, this is the OERS when a larger Y is considered more
favorable; otherwise it is the OERS when a smaller Y is more favorable. In our setting, the
former will always be the case for β = 1, while the latter will almost always be the case when β
is 10. We regard this rule as known, rather than estimated. In future work, we hope to develop
theoretical results for estimating the OERS. As for now, it is of interest to show that effects under
such an optimal rule, once known, can be estimated well.
We consider three different parametric models for estimation: one in which the outcome
regression is correctly specified, but the propensity score is not, one in which the reverse is true,
and one in which both are correctly specified. The correctly-specified model for the outcome
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regression is Q¯(W,A; β) = β0 +β1W+β2A+β3WA; the mis-specified model has no interaction
term: Q¯(W,A; β∗) = β∗0 + β
∗
1W + β
∗
2A. The correctly-specified model for the propensity score
is g(1 | W ; γ) = expit (γ0 + γ1W ); the mis-specified model uses a probit link: g(1 | W ; γ∗) =
Φ (γ∗0 + γ
∗
1W ), where Φ is the inverse probit function.
Results from this study are summarized in Table 3, and additional simulation results for
the overall effect under complete randomization are available in Table 3. We focus our discus-
sion on the results in Table 2. Coverage probabilities in correctly-specified-model settings with
interference are quite comparable to those without interference. This holds even under the mod-
erate sample size of 50, with the exception of the direct effect when β = 10. This exceptional
setting has greater finite-sample bias, likely due to a combination of modest sample size and
higher variance of Y when β = 10. Coverage is generally better for the overall effect parameter
than for the direct effect. This is likely a result of the probability weights being more stable for
the overall effect parameter, due to the OERS being closer to the actual propensity score than
the interventions assigning all subjects to exposure and no exposure. Double robustness merely
implies consistency, so correct coverage is not necessarily expected in the settings with model
mis-specification, though we do still see fairly decent coverage in these settings. In practice,
we recommend estimating the nuisance functions under more adaptive models using machine
learning tools such as super learner, so as to avoid model mis-specification, and preserve valid
inference.
There is a general trend of bias increasing with β, again, likely due to the increase in vari-
ance of Y . MSE remains relatively stable across β values, indicating that the conditional variance
given A¯ is stable with respect to β, and that bias is small relative to conditional variance. Con-
ditional variance is a more relevant metric than marginal variance, since our target parameter is
adaptive via A¯. The double robustness property of our estimator is evidenced by the decrease in
bias and MSE with sample size in each setting.
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Table 3: Simulation results for the direct effect and overall effect under the optimal exposure
reallocation scheme (OERS) based on 5000 samples. MSE is mean squared error, and CP is the
Monte Carlo coverage probability of the 95% confidence interval.
Target parameter
Direct effect Overall effect – OERS
Q¯ g n β Bias MSE CP Bias MSE CP
Correctly Correctly 50 0 0.010 0.10 0.916 2.2e-4 0.027 0.948
specified specified 1 4.6e-3 0.10 0.917 8.4e-5 0.027 0.951
10 -0.17 0.16 0.837 0.026 0.028 0.942
500 0 2.0e-3 9.7e-3 0.955 3.0e-4 2.7e-3 0.960
1 -1.8e-3 9.6e-3 0.958 1.4e-3 2.7e-3 0.962
10 -0.026 0.011 0.942 5.7e-3 2.7e-3 0.960
5000 0 1.1e-4 9.7e-4 0.958 -1.5e-4 2.6e-4 0.964
1 8.6e-5 9.6e-4 0.961 6.9e-5 2.6e-4 0.965
10 -3.0e-3 9.8e-4 0.961 6.3e-4 2.7e-4 0.960
Mis- Correctly 50 0 8.7e-3 0.10 0.884 4.5e-3 0.032 0.940
specified specified 1 8.0e-4 0.10 0.885 2.5e-3 0.031 0.938
10 -0.16 0.15 0.806 5.0e-3 0.048 0.983
500 0 -2.4e-4 9.8e-3 0.919 8.6e-4 3.3e-3 0.952
1 -3.2e-3 9.7e-3 0.924 -9.3e-4 3.1e-3 0.953
10 -0.025 0.011 0.902 -1.0e-3 4.5e-3 0.991
5000 0 3.5e-4 9.9e-4 0.921 -1.8e-4 3.1e-4 0.956
1 -2.7e-4 9.8e-4 0.922 -1.4e-4 3.1e-4 0.950
10 -4.7e-3 1.0e-3 0.915 -1.2e-4 4.5e-4 0.991
Correctly Mis- 50 0 0.025 0.10 0.934 4.2e-3 0.030 0.954
specified specified 1 0.011 0.10 0.919 1.8e-3 0.029 0.955
10 -0.18 0.28 0.933 4.1e-3 0.030 0.952
500 0 8.3e-3 9.9e-3 0.966 -6.6e-4 3.0e-3 0.968
1 1.6e-3 9.8e-3 0.959 8.0e-5 3.1e-3 0.965
10 -0.082 0.029 0.973 -3.1e-4 2.9e-3 0.968
5000 0 7.6e-3 1.1e-3 0.963 2.9e-4 3.0e-4 0.967
1 1.8e-3 9.8e-4 0.964 -1.8e-4 3.1e-4 0.967
10 -0.054 5.4e-3 0.916 3.2e-4 2.9e-4 0.966
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F. CONDITIONS FOR THEOREMS 3 AND 4
Define the following: γn ≡ {W n, An}; Pˇγn to be the conditional distribution given γn; the
stochastic processes
ZYγn,i(g) ≡ Dcg∗θn
(
Q¯θn,0, g
)
/
√
n = n−1/2
g∗θn(Ai | Wi)
g(Ai | Wi)
{
Yi − Q¯θn,0(Wi, Ai)
}
for each i, indexed by the common semimetric space, (F , ρ); the random semimetric
d2n(f, g) =
n∑
i=1
{Zγn,i(f)− Zγn,i(g)}2 ;
DAg∗θn
(Q¯, g) ≡ g∗θn (Ai|Wi)
g(Ai|Wi) Q¯(Wi, Ai); and the empirical process
ZAγn,n(Q¯) ≡
√
n
(
Pˇγn,0 − P˜θn,0
)
DAg∗θn
(Q¯, gθn,n).
The conditions for Theorems 3 and 4 are:
1. Consistency of Q¯θn,n and gθn,n:
max
(
sup
θn
max
w∈wn,a∈{0,1}
|Q¯θn,n − Q¯θn,0|, sup
θn
max
w∈wn,a∈{0,1}
|gθn,n − gθn,0|
)
p−→ 0
with the supremum taken over the support of {W n, A¯}, and
Rn ≡ 1
n
n∑
i=1
1∑
a=0
{
g∗θn(a | Wi)
gθn,n(a | Wi)
− g
∗
θn
(a | Wi)
gθn,0(a | Wi)
}{
Q¯θn,0(Wi, a)− Q¯∗θn,n(Wi, a)
}
gθn,0(a | Wi)
= op(n
−1/2).
2. Positivity: g∗ satisfies supθn,a∈{0,1}
g∗θn (a|Wi)
gθn,0(a|Wi) <∞ for i ∈ {1, . . . , n}, with the supremum
in θn taken over the support of W n and A¯ in a neighborhood of EP0(A).
3. Asymptotic equicontinuity of ZAγn,n: Z
A
γn,n(n) = op(1) for any sequence n converging to
zero with respect to the supremum norm.
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4. Measurability: The maps
(o1, . . . , on) 7→ sup
ρ(f,g)<δ
∣∣∣∣∣
n∑
i=1
ei
{
ZYγn,i(f)− ZYγn,i(g)
}∣∣∣∣∣
(o1, . . . , on) 7→ sup
ρ(f,g)<δ
∣∣∣∣∣
n∑
i=1
ei
{
ZYγn,i(f)− ZYγn,i(g)
}2∣∣∣∣∣
are measurable for every δ > 0, every vector (e1, . . . , en) ∈ {−1, 0, 1}n, and every n.
5. Lindeburg condition: For every η > 0,
n∑
i=1
E
∥∥ZYγn,i∥∥2F {∥∥ZYγn,i∥∥F > η}→ 0,
where ‖X‖F ≡ supf∈F |X(f)|.
6. Uniform asymptotic continuity of {ZYγn,i}ni=1: For every δn ↓ 0,
sup
ρ(f,g)<δn
n∑
i=1
E
{
ZYγn,i(f)− ZYγn,i(g)
}2 → 0
7. Entropy condition: For every δn ↓ 0,∫ δn
0
√
logN (ε,F , dn)dε P−→ 0,
where N is the covering number of the set F for balls of radius ε with respect to the
semimetric dn.
G. PROOFS
Proof. (Theorem 1)
ψg
∗,pi =
1
n
n∑
i=1
E
(
Y g
∗,pi
i | W n
)
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=
1
n
n∑
i=1
1∑
a=0
E
{
Y g
∗,pi
i | Wi, A = a, kn(A¯) = kn(pi)
}
g∗θn(a | Wi)
=
1
n
n∑
i=1
1∑
a=0
E{Y | Wi, a, kn(A¯) = kn(pi)}g∗θn(a | Wi)
=
1
n
n∑
i=1
1∑
a=0
Q¯0{Wi, a, kn(pi)}g∗θn(a | Wi),
where the conditional expectation is well defined under Assumption 1, and
ψg
∗
=
1
n
n∑
i=1
E
(
Y g
∗
i | W n
)
=
1
n
n∑
i=1
∑
an
E
{
Y g
∗
i | Wi, A = ai, kn(A¯) = kn(a¯)
}
g∗(an | W n)
=
1
n
n∑
i=1
∑
an
E
{
Yi | Wi, A = ai, kn(A¯) = kn(a¯)
}
g∗(an | W n)
=
1
n
n∑
i=1
∑
an
E{Y | Wi, a, kn(a¯)}g∗(an | W n),
where the conditional expectation is well defined under Assumption 2.
Proof. (Theorem 2) ψg∗,A¯ = Ψg∗,A¯(Q¯0) follows trivially from substituting A¯ for pi in the causal
identifying functional in Theorem 1. By Theorem 3, Ψg∗,A¯(Q¯0) can be estimated consistently.
When g∗ is an ERS, we have
ψg
∗
=
1
n
n∑
i=1
∑
an
E{Y | Wi, a, kn(a¯)}g∗(an | W n)
=
1
n
n∑
i=1
∑
an
E{Y | Wi, a, kn(A¯)}g∗(an | W n)
=
1
n
n∑
i=1
1∑
a=0
E{Y | Wi, a, kn(A¯)}g∗θn(a | Wi)
= Ψg
∗,A¯(Q¯0).
Proof. (Theorem 3)
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Let Mθn denote the nonparametric model for Pθn(yn, an), which leaves QY unrestricted,
and gθn constrained only by its relationship to g, which is unrestricted apart from the positivity
condition. InMθn , the TMLE is a substitution estimator based on estimates Q¯∗θn,n and gθn,n of
Q¯θn,0 and gθn,0, respectively, that solve
Pθn,nD
c
g∗θn
(
Q∗θn,n, gθn,n
)
= 0.
Additionally,
Pθn,0D
c
g∗θn
(Q¯∗θn,n, gθn,n)
=
1
n
n∑
i=1
1∑
a=0
g∗θn(a | Wi)
gθn,n(a | Wi)
{∫
y
yqY,0(y | Wi, a, θn)dµ(y)− Q¯∗θn,n(Wi, a)
}
gθn,0(a | Wi)
=
1
n
n∑
i=1
1∑
a=0
g∗θn(a | Wi)
gθn,n(a | Wi)
{
Q¯θn,0(Wi, a)− Q¯∗θn,n(Wi, a)
}
gθn,0(a | Wi)
=
1
n
n∑
i=1
1∑
a=0
{
Q¯θn,0(Wi, a)− Q¯∗θn,n(Wi, a)
}
g∗θn(a | Wi)
+
1
n
n∑
i=1
1∑
a=0
{
g∗θn(a | Wi)
gθn,n(a | Wi)
− g
∗
θn
(a | Wi)
gθn,0(a | Wi)
}{
Q¯θn,0(Wi, a)− Q¯∗θn,n(Wi, a)
}
gθn,0(a | Wi)
=Ψ(Q¯θn,0, QW,n)−Ψ(Q¯∗θn,n, QW,n) +Rn
=Ψ(Q¯θn,0, QW,n)−Ψ(Q¯∗θn,n, QW,n) + op(n−1/2).
Then,
√
n
{
Ψ(Q¯∗θn,n, QW,n)−Ψ(Q¯θn,0, QW,n)
}
=
√
n (Pθn,n − Pθn,0)Dcg∗θn (Q¯
∗
θn,n, gθn,n) + op(1)
=
√
n
(
Pθn,n − Pˇγn,0
)
Dcg∗θn
(Q¯θn,n, gθn,n) +
√
n
(
Pˇγn,0 − Pθn,0
)
Dcg∗θn
(Q¯θn,n, gθn,n) + op(1)
=
n∑
i=1
ZYγn,i(gθn,n) +
1√
n
n∑
i=1
g∗θn(Ai | Wi)
gθn,n(Ai | Wi)
{
Q¯θn,0(Wi, Ai)− Q¯θn,n(Wi, Ai)
}
− 1√
n
n∑
i=1
1∑
a=0
g∗θn(a | Wi)
gθn,n(a | Wi)
{
Q¯θn,0(Wi, a)− Q¯θn,n(Wi, a)
}
gθn,0(a | Wi) + op(1)
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=
n∑
i=1
ZYγn,i(gθn,n) + Z
A
γn,n(Q¯θn,0 − Q¯θn,n) + op(1)
=
n∑
i=1
ZYγn,i(gθn,n) + op(1),
where the last equality follows by the asymptotic equicontinuity assumption on ZAγn,n.
An application of Theorem 2.11.1 in van der Vaart and Wellner (1996) gives weak conver-
gence of
∑n
i=1 Z
Y
γn,i(Q¯θn,n, gθn,n) to a Gaussian process with marginal variance σ
2
Y ≡ lim
n→∞
∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2 at gθn,0, so
n∑
i=1
ZYγn,i(gθn,n) =
n∑
i=1
ZYγn,i(gθn,0) + op(1)⇒ N(0, σ2Y ).
Thus, we have convergence with respect to a sequence of conditional distributions, and
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ x
∣∣∣∣∣ γn
→ Φ(x)
pointwise in x for sequences γn. The function of the sequence {Wi, Ai}∞i=1 mapping all points
to one integrates to one under the true probability measure, and dominates the above probability
over the entire support of {W n, An} for each x. Thus, by the dominated convergence theorem,
∫
wn
∑
an
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ x
∣∣∣∣∣ W n = wn, An = an

n∏
j=1
g0(aj | wj)dQW,0(wj)
converges pointwise to Φ(x), and the TMLE converges marginally to a normal distribution cen-
tered at Ψg∗,A¯(Q¯0) with variance σ2Y .
Proof. (Theorem 4) Define ηn ≡ A¯ and the stochastic process fW (ηn) ≡
∑1
a=0 Q¯ηn,0(W, a)
g∗(a | W ). Then
√
n(ψn − ψg∗p ) =
√
n(ψn − ψg∗c ) +
√
n(ψg
∗
c − ψg
∗
p )
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=
√
n(ψn − ψg∗c ) +
√
n
{
1
n
n∑
i=1
1∑
a=0
Q¯ηn,0(Wi, a)g
∗(a | Wi)− ψg∗p
}
.
By Theorem 3, the first term is asymptotically normal with asymptotic variance σ2Y . By taking a
Taylor expansion of the second term around ηn centered at p ≡ limn→∞ ηn, we have
√
n(Pn − P0)fW (ηn) =
√
n(Pn − P0)fW (p) +
√
n(Pn − P0)∇ηnfW (ηn)|ηn=p(ηn − p)
=
√
n(Pn − P0)fW (p) + op(1).
By the central limit theorem,
√
n(Pn − P0)fW (p)⇒ N(0, σ2W ).
Define ZWi ≡
{∑1
a=0 Q¯ηn,0(Wi, a)g
∗(a | Wi)− ψg∗p
}
/
√
n. Then
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ xy,
∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw

=Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ xy
∣∣∣∣∣
∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw
Pr
{ ∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw
}
.
The second factor converges pointwise to Φ(xw) due to the central limit theorem. The first factor
equals
∫
wn
∑
an
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ xy
∣∣∣∣∣
∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw,W n = wn, An = an

× dFWn,An
{
wn, an
∣∣∣∣∣
∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw
}
=
∫
wn
∑
an
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ xy
∣∣∣∣∣
∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw,W n = wn, An = an

×
I
[
n−1/2
∑n
i=1{∑1a=0 Q¯θn,0(wi,a)g∗(a|wi)−ψpg∗}√∑n
i=1 P0(Z
W
i )
2
≤ xw
]
Pr
{ ∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw
} n∏
j=1
g0(aj | wj)dQW,0(wj)
=
∫
wn
∑
an
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ xy
∣∣∣∣∣ W n = wn, An = an

40
×
I
[
n−1/2
∑n
i=1
{∑1
a=0 Q¯θn,0(wi,a)g
∗
θn
(a|wi)−ψg
∗
p
}
√∑n
i=1 P0(Z
W
i )
2
≤ xw
]
Pr
{ ∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw
} n∏
j=1
g0(aj | wj)dQW,0(wj)
→Φ(xy),
since
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ xy
∣∣∣∣∣ W n = wn, An = an
→ Φ(xy)
pointwise in xy for all {wn, an}. Thus,
Pr

∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
≤ xy,
∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2
≤ xw
→ Φ(xw)Φ(xy),
i.e., 
∑n
i=1 Z
Y
γn,i(gθn,n)√∑n
i=1 Pˇγn,0Z
Y
γn,i
(gθn,0)
2
,
∑n
i=1 Z
W
i√∑n
i=1 P0(Z
W
i )
2

converges jointly to a multivariate normal distribution with identity covariance matrix. By Slut-
sky’s theorem and the Cramer-Wold theorem, we have
√
n(ψn − ψcg∗) +
√
n
{
1
n
n∑
i=1
1∑
a=0
Q¯θn,0(Wi, a)g
∗
θn(a | Wi)− ψg
∗
p
}
=
n∑
i=1
{
ZYγn,i(gn) + Z
W
i
}
⇒ N(0, σ2Y + σ2W )
Proof. (Theorem 5)
ψg
∗
=
1
n
n∑
i=1
∑
an
Q¯0{Wi, a, kn(a¯)}
n∏
j=1
g∗θn(aj | Wj)
=
1
n
n∑
i=1
[
1∑
a=0
Q¯0{Wi, a, kn(A¯)}g∗θn(a | Wi)
+
∑
an
∇bQ¯0{Wi, ai, kn(b)}|b′(a¯− A¯)
n∏
j=1
g∗θn(aj | Wj)
]
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=Ψg
∗,A¯(Q¯0) +
1
n2
n∑
i=1
1∑
a=0
∇bQ¯0{Wi, a, kn(b)}|b′(a− A¯)g∗θn(a | Wi)
+
1
n
n∑
i=1
[
1∑
a=0
∇bQ¯0 {Wi, a, kn(b)} |b′g∗θn(a | Wi)
1
n
∑
j:j 6=i
1∑
a=0
(a− A¯)g∗θn(a | Wj)
]
=Ψg
∗,A¯(Q¯0) +
1
n2
n∑
i=1
(
1∑
a=0
∇bQ¯0{Wi, a, kn(b)}|b′(a− A¯)g∗θn(a | Wi)
−
[
1∑
a=0
∇bQ¯0{Wi, a, kn(b)}|b′g∗θn(a | Wi)
]{
1∑
a=0
(a− A¯)g∗θn(a | Wi)
})
+
[
1
n
n∑
i=1
1∑
a=0
∇bQ¯0 {Wi, a, kn(b)} |b′g∗θn(a | Wi)
][
1
n
n∑
i=1
1∑
a=0
ag∗θn(a | Wi)− A¯
]
=Ψg
∗,A¯(Q¯0) + op(n
−1/2),
where the last term is zero since g∗θn is an AERS.
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Table 4: Simulation results for overall effect parameter under complete randomization
Q¯ g n β Bias MSE CP
Correctly Correctly 50 0 0.0066 0.029 0.900
specified specified 1 9.0e-5 0.028 0.903
5 -0.011 0.028 0.905
10 -0.066 0.043 0.831
500 0 -0.00012 0.0027 0.949
1 0.00051 0.0027 0.946
5 0.00023 0.0026 0.948
10 -0.0080 0.0029 0.931
5000 0 -0.00046 0.00025 0.959
1 -0.00024 0.00026 0.952
5 -0.00023 0.00027 0.949
10 -0.0013 0.00027 0.944
Mis- Correctly 50 0 0.0073 0.029 0.922
specified specified 1 0.0041 0.029 0.906
5 -0.013 0.028 0.946
10 -0.046 0.039 0.980
500 0 0.0018 0.0027 0.959
1 -0.00045 0.0027 0.950
5 -0.0022 0.00267 0.972
10 -0.0084 0.0037 0.998
5000 0 0.00046 0.00026 0.963
1 -0.00033 0.00026 0.958
5 -0.00017 0.00028 0.978
10 -0.0014 0.00034 0.999
Correctly Mis- 50 0 0.0036 0.025 0.895
specified specified 1 0.0021 0.025 0.895
5 -0.011 0.026 0.890
10 -0.072 0.037 0.816
500 0 0.00065 0.0025 0.916
1 0.00057 0.0024 0.917
5 0.00012 0.0024 0.916
10 -0.011 0.0026 0.906
5000 0 0.00015 0.00024 0.922
1 -0.00019 0.00024 0.922
5 -0.00013 0.00024 0.922
10 -0.0015 0.00026 0.911
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