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سازمان است. این  و هایی همچون شخص، مکان،اسامی خاص متن با برچسببندی طبقههدف های اسمی، تشخیص موجودیت در مسئله
های پژوهشدر زبان انگلیسی اگر چه پردازشی بسیاری از مسائل پردازش زبان طبیعی مطرح است. پیشهای مسئله به عنوان یکی از گام
ی در زبان فارسی به دلیل نبود یک مجموعه داده، انددرصد دست یافته ۰۹دقت بالای  به هاو سیستم شدهنجام زیادی در این حوزه ا
و آن را به صورت آزاد  پردازیمای میداده استاندارد، پژوهش کمی در این زمینه انجام گرفته است. در این پژوهش به ساخت چنین مجموعه
) با محورقاعدهو  ستم ترکیبی (آماریسپس با استفاده از این مجموعه داده به طراحی سی دهیم.در اختیار پژوهشگران آینده قرار می
-ها نشان مینتایج آزمایشپردازیم. می MTSLهای عصبی یادگیری عمیق از نوع و نیز سیستمی مبتنی بر شبکه FRCاستفاده از مدل 
مان، تاریخ، درصد برای هفت برچسب شخص، مکان، ساز۴۸برابر با  1Fمحور) به با استفاده از سیستم ترکیبی (آماری و لیست دهد که
 رسیم. زمان، درصد و واحد پول می
 
 شرطی تصادفی هایروش مبتنی بر یادگیری عمیق، روش میدان ،محورروش قاعده اسمی، هایموجودیتی پیکره های کلیدی:واژه
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Abstract: 
The goal in the named entity recognition task is to classify proper nouns of a text into classes such as person, 
location, and organization. This is an important preprocessing step in many natural language processing 
tasks such as question-answering and summarization. Although many research studies have been conducted 
in this area in English and the state-of-the-art NER systems have reached performances of higher than 90 
percent in terms of F1 measure, there are very few research studies for this task in Persian. One of the main 
important causes of this may be the lack of a standard Persian NER dataset to train and test NER systems. 
In this research we create a standard, big-enough tagged Persian NER dataset which will be distributed for 
free for research purposes. In order to construct such a standard dataset, we studied standard NER datasets 
which are constructed for English researches and found out that almost all of these datasets are constructed 
using news texts. So we collected documents from ten news websites. Later, in order to provide annotators 
with some guidelines to tag these documents, after studying guidelines used for constructing CoNLL and 
MUC standard English datasets, we set our own guidelines considering the Persian linguistic rules. Using 
these guidelines, all words in documents can be labeled as person, location, organization, time, date, percent, 
currency, or other (words that are not in any other 7 classes). We use IOB encoding for annotating named 
entities in documents, like in most of the existing English standard NER datasets. Using this encoding, the 
first token of a named entity will label with B, next tokens of it (if exist) will label with I. Other words which 
are not part of any named entity, will label with O. Final corpus consists of 709 documents, which includes 
302530 tokens. 41148 tokens out of these tokens are labeled as named entity and the others are labeled as O. 
In order to determine inter-annotator agreement, 160 documents were labeled by different annotators. 
Kappa statistic was estimated as 95% using words that are labeled as named entities. After creating the 
dataset, we use it to design a hybrid system for named entity recognition. Our hybrid system consists of a 
rule-based and a statistical part. The rule-based part consists of lists of some frequent named entities as well 
as some regular expressions based on Persian linguistic rules to identify named entities, and the statistical 
part is based on conditional random fields model, which is a typical method for modeling sequence labeling 
problems and it is frequently used for NER task in other languages. As in recent years deep learning has 
become a hot topic and it is widely used in many natural language processing tasks, we also create a system 
based on deep learning using LSTM neural networks. Our results indicate that using the proposed hybrid 
system (including statistical and list-based model), we can reach 84% in terms of F1 measure for seven 
labels:  person, location, organization, date, time, percent and currency. 
 
Keywords: named entities corpus, rule-based model, deep-learning based model, conditional random 
fields method 
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 مقدمه 1
، واحدهای اسمی معنادار متن هستند 1های اسمیموجودیت
کنند. از اصلی یک متن را مشخص میکه مفهوم و منظور 
توان به اسامی افراد، های اسمی میترین انواع موجودیتمهم
و زمان اشاره کرد.  ،ها، پول، درصد، تاریخها، مکانسازمان
های تشخیص موجودیت اسمی، به شناسایی سیستم
ها را در یکی پردازند و آنهای اسمی یک متن میموجودیت
کنند. تشخیص میبندی از انواع مشخص طبقه
های های اسمی کاربردهای فراوانی در سیستمموجودیت
بندی های پرسش و پاسخ، طبقهاستخراج اطلاعات، سیستم
 متون، خلاصه سازی متون و بهینه سازی جستجو دارد.
ی تشخیص اگرچه تحقیقاتی که در زمینه
انجام شده وسیع  مختلفهای های اسمی در زبانوجودیتم
های ، فعالیتاست نتایج قابل قبولی حاصل شده بعضا و بوده
ده شده در این زمینه در زبان فارسی چندان گسترده نبوانجام
، گوی نیازها نیست. در زبان فارسیو نتایج ارایه شده پاسخ
ی استانداردی برای آموزش و ارزیابی مجموعه داده
رد که همین ودیت اسمی وجود نداهای تشخیص موجسیستم
در این زمینه را بسیار دشوار کرده  سئله انجام پژوهشم
ای در این پژوهش به ساخت چنین مجموعه دادهاست. 
زش و . سپس از این مجموعه داده برای آموپردازیممی
بندی ارزیابی سیستمی جهت شناسایی و طبقه
 کنیم. های اسمی در متون فارسی استفاده میموجودیت
های ر اجمالی سیستمبه بررسی و مرو ۲در بخش 
های انگلیسی و تشخیص موجودیت اسمی موجود برای زبان
پردازیم. سپس در بخش سوم چگونگی ساخت فارسی می
های اسمی را به طور ی استاندارد موجودیتمجموعه داده
دهیم. در بخش چهارم به شرح سیستم مشروح توضیح می
ازیم و پردشده برای زبان فارسی در این پژوهش میطراحی
شده با استفاده از سیستم های انجامدر بخش پنجم آزمایش
دهیم و شده را شرح میی فراهمشده و مجموعه دادهطراحی
ینده ی و بیان کارهای آبنددر نهایت در بخش ششم به جمع
 .یمپردازمی
 کارهای پیشین 2
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ی با توجه به آن که در پی آن هستیم که مجموعه داده
 وریاستانداردی برای زبان فارسی ایجاد کنیم، ابتدا به مر
پردازیم های موجود زبان انگلیسی میگذرا روی مجموعه داده
شده خواهیم با بررسی کارهای پیشین انجامجا که میاز آنو 
د در زبان های موجودر زبان فارسی و با استفاده از روش
تشخیص  انگلیسی به طراحی سیستمی کارآمد برای
رور به مدر ادامه ارسی بپردازیم، زبان ف های اسمیموجودیت
شده در زبان انگلیسی و سپس به های انجاماجمالی پژوهش
پردازیم. همچنین از آن های زبان فارسی میبررسی پژوهش
در این ی انتخاب روش ها به اندازهجا که انتخاب ویژگی
تقسیم  بخشرا به دو زیربخش مسئله اهمیت دارد، هر 
شده و در های ارائهاول به مرور روشبخش کنیم. در زیرمی
شده برای حل های ارائهدوم به معرفی ویژگیبخش زیر
 پردازیم.های اسمی میی تشخیص موجودیتمسئله
 هامجموعه داده 1.2
داده شده است که سیستم تشخیص  نشان ]02[در 
و ژانر متن حساس است و  وزهبه ح اسمیهای موجودیت
ک ی پزشکی) و یا یسیستمی که برای یک حوزه (مثلاً حوزه
ا هژانر (مثل متون رسمی) آموزش داده شده، در سایر حوزه
لاگ وب مثل( ژانرها سایر یا و) …(مانند اجتماعی، سیاسی و 
بیست تا چهل درصد کاهش کیفیت خواهد  )یا میکروبلاگ
 موزشآ جامعی سیستم اینکهرسد به نظر می بنابراینداشت. 
بی کرد خوها و یا ژانرها عملحوزه تمام روی که شود داده
ی داشته باشد، عملی نیست. با این وجود انتخاب متون خبر
ر دتون های متعددی از می حوزهاز این حیث که دربرگیرنده
رسد و بررسی ست، به نظر انتخاب خوبی میاژانر رسمی 
بر  هم انگلیسی های استاندارد موجود در زباندهمجموعه دا
های گذارد. چرا که در تمامی مجموعه دادهاین ادعا صحه می
اب استاندارد بررسی شده، مجموعه متون از متون خبری انتخ
 .اندشده
که برای دو زبان  3002LLNoC2ی در مجموعه داده
انگلیسی و آلمانی ایجاد شده است، از مجموعه متون 
خبری خبرگزاری رویترز برای زبان انگلیسی و مجموعه متون 
برای زبان آلمانی  uahcsdnuR retrufknarFی روزنامه
جمله که  ۷۸۹۴۱استفاده شده است. این مجموعه داده از 
 کلمه است تشکیل شده است.  ۱۲۶۳۰۲معادل 
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از مجموعه متون خبری  6CUM3ی در مجموعه داده
از  7CUM4ی وال استریت ژورنال و در مجموعه داده
تایمز استفاده شده مجموعه خبرهای موجود در نیویورک
 است.
ی از متون خبر 2ECA5ی همچنین در مجموعه داده
 3002ECA6ی ، در مجموعه دادهو ... AOVپست، واشنگتن
ی ها و... و در مجموعه دادهeriwswenشده، از اخبار پخش
استفاده  ی رادیوییشدهاز متون اخبار پخش 4002ECA7
 شده است.
 زبان انگلیسی 2.2
 هاروش 1.2.2
ذاتا از جنس  های اسمیتشخیص موجودیت مسئله
گذاری گذاری دنباله  است. منظور از برچسبمسائل برچسب
ای از اشیاء است که با توجه دنباله، در اختیار داشتن دنباله
ها قرار است به تک تک اشیاء برچسبی تعلق به ترتیب آن
های اسمی این اشیاء، ی تشخیص موجودیتگیرد. در مسئله
های اسمی هستند. به ها، انواع موجودیتکلمات و برچسب
های همین دلیل از ابتدای پژوهش در این مسئله، از روش
گذاری دنباله استفاده شده است. در معروف و فراگیر برچسب
ی سیستمی با استفاده از زنجیره ]5[یک تلاش ابتدایی در 
ی ارائه شد. در این سیستم از روش زنجیره 8پنهان مارکف
ترین ترین و متداولپنهان مارکُف مرتبه اول که از معروف
هاست، نبالهگذاری دشده برای برچسبهای معرفیروش
ی پنهان مارکف، یک استفاده شده است. در مدل زنجیره
ها و با شده وجود دارد که با توجه به آنسری متغیر مشاهده
ای از ها به دنبال دنبالهدانستن احتمال انتقال بین حالت
ی های پنهان با بیشترین احتمال هستیم. در مسئلهحالت
شده، مشاهدههای اسمی، متغیرهای تشخیص موجودیت
 ها هستند. های پنهان برچسبکلمات و حالت
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استفاده   9ی بینظمی مارکفاز مدل بیشینه  [6]در 
ی ) بر خلاف زنجیرهMMEMشده است. در این روش (
رای تعیین پنهان مارکف که تنها از برچسب متغیر قبلی ب
کند، امکان استفاده از برچسب متغیر کنونی استفاده می
 های دیگر نیز وجود دارد.ویژگی
های تصادفی شرطی برای از روش میدان ]61[در 
های اسمی استفاده شده است. در این تشخیص موجودیت
های خروجی با درنظر گرفتن کل روش، تمامی برچسب
شود. در اکثر مقالاتی که پس از این مقاله ورودی تولید می
های اسمی ی تشخیص موجودیتبرای حل مسئله
به  FRCاند، از روش فتهاند و مورد مطالعه قرار گرشدهارائه
 ای استفاده شده است. عنوان روش اصلی و پایه
سازی در هر سه روش مطرح شده از فرض ساده
ها استفاده شده گیری در مورد برچسبمارکف برای تصمیم
کند که برچسب هر متغیر تنها است. فرض مارکف بیان می
ی محدود اطراف آن بستگی به چند متغیر در یک پنجره
رد. اگر از این فرض استفاده نشود، محاسبات و تعداد دا
ای برای حل شود که راه بهینهمتغیرها به قدری زیاد می
برای  FRCاز روش  ]01[مسئله وجود نخواهد داشت. در 
های اسمی استفاده شده ی تشخیص موجودیتحل مسئله
های بالاتر وابستگی بین است. ولی برای آن که بتوان از درجه
 برداری گیبس  استفادهمتغیرها استفاده کرد، از روش نمونه
 کرده است. 
های شرطی تصادفی از روش میدان در اغلب مقالات
بندی بردارهای از روش رده ]22[استفاده شده است. ولی در 
 ت. ) استفاده شده اسCVSپیشتیبان  (
های عصبی عمیق در سال های اخیر با ظهور شبکه
شده برای مسائل پردازش های ارائهتحول شگرفی در روش
ی تشخیص زبان طبیعی رخ داده است. برای مسئله
های اسمی نیز تعدادی پژوهش بر این اساس موجودیت
ه ک 01از نمایش طیفی کاراکترها[9]صورت گرفته است. در 
به دست آمده 11گشتیاز طریق اعمال یک شبکه عصبی هم
استفاده شده است. این سیستم مستقل از زبان است و  ،است
ها را به صورت خودکار نیازی به تعریف ویژگی ندارد و ویژگی
 کند. یادگیری می
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های عصبی از یک سیستم ترکیبی از شبکه ]8[در 
ی کاراکترها و شدهبرای یادگیری نمایش توزیع گشتیهم
برای حفظ  MTSLاز نوع   21های عصبی بازگشتیشبکه
 های طولانی بین کلمات استفاده شده است.ابستگیو
های عصبی بازگشتی روشی ترکیبی از شبکه]31[در 
های شرطی تصادفی استفاده شده است. با استفاده از و میدان
ی سمت ، زمینهMTSLی عصبی بازگشتی از نوع یک شبکه
ها شود. سپس از ترکیب آنچپ و راست کلمات مدل می
آید. در نهایت به جای ی کلی کلمه به دست میزمینه
های شرطی تصادفی ی عبارات، الگوریتم میداننمایش اولیه
 شود. صل از این ترکیب اعمال میروی نمایش حا
 هاویژگی 2.2.2
ها ی خوب و جامعی از ویژگیمجموعه  ]31[در
های اصلی پیشنهادشده را پیشنهاد شده است. ویژگی
شده تقسیم کرد که یابیی پایه و ریشهتوان به دو دستهمی
های پایه  هستند که شده همان ویژگییابیهای ریشهویژگی
 شود. ها اعمال میی آنبه جای خود کلمات به ریشه
ی کلمه دسته ۶ی پایه را به هااین مقاله ویژگی
و بعد از آن در  کلمه قبل ۲ی جاری و (نمایش برداری کلمه
ی بردار جداگانه)، کیف کلمات (نمایش برداری کلمه ۵
و بعد از آن در یک بردار بدون نگه  کلمه قبل ۲جاری و 
گرام (مشابه -داشتن اطلاعات مربوط به مکان قرارگیری)، ان
ن گزیای کلمه (یونیگرام)، بایگرام جایویژگی کلمه ولی به ج
های املایی (بزرگ بودن تمام حروف کلمه، شود)، ویژگیمی
 بزرگ بودن تنها حرف اول کلمه، ترکیبی از حروف بزرگ و
و  ، ._، ‘کوچک، شامل بودن عدد، شامل بودن علائمی مانند 
کلمه،  ژگی... .، مخفف بودن و ... )، الگوهای املایی (مشابه وی
شوند. به این سازی میلی با این تفاوت که کلمات یکسانو
، ’a‘، حروف کوچک به ’A‘ترتیب که تمام حروف بزرگ به 
تغییر ’ -‘و سایر علائم به ‘ ’ ها به یک ، فاصله’1‘ارقام به 
رف اول ح ۴-۲یابند.) و وندها (پیشوند و پسوند کلمه شامل 
 یا آخر کلمه) تقسیم کرده است.
اند که تقسیم شده ها به سه دستهویژگی  ]91[در 
 پردازیم.ها میدر ادامه به توضیح آن
های سطح کلمه: بر اساس کاراکترهای ویژگی -۱
 ههای املایی که گفتشوند و شامل ویژگیکلمه تعریف می
                                                       
 )NNR( krowteN larueN tnerruceR 21
تواند به بزرگ و ها میی این ویژگیشوند. از جملهشد نیز می
کوچکی حروف، علائم نگارشی، ساختواژه (پیشوند، پسوند و 
طول کلمه اشاره و ی کلمات)، برچسب ادات سخن، ریشه
 کرد.
ها: یکی های مبتنی بر دیکشنری یا لیستویژگی -۲
 های اسمیاز کارهایی که به سیستم تشخیص موجودیت
هایی از اسامی خاص کند، استفاده از لیستکمک می
هاست. های آنها و مخففها، مکاناشخاص مشهور، سازمان
شوند، های مبتنی بر لیست بر همین اساس تعریف میویژگی
های ها در لیستبه این صورت که حضور یا عدم حضور آن
ها به عنوان یک ویژگی در نظرگرفته هر یک از موجودیت
 د.شومی
ها بر های سطح سند و پیکره: این ویژگیویژگی -۳
ی این شوند. از جملهاساس محتوا و ساختار سند تعریف می
توان به تعداد رخدادهای کلمه در سند، ها میدسته از ویژگی
 و تعداد رخدادهای کلمه با حروف کوچک و بزرگ در سند،
 محل قرارگیری در جمله اشاره کرد.
های نمایش کلمات به عنوان تاثیر روش ]32[در
بندی ویژگی بررسی شده است. در این مقاله از روش خوشه
و  LBLHهای نمایش طیفی کلمات و روش  31براون
استفاده شده است. با بررسی notseW dna trebolloC
ها به یش کلمات و اضافه کردن آنهای مختلف نماروش
عنوان ویژگی به یک مدل حاضر، به این نتیجه رسیده است 
ی تشیخص بندی براون در مسئلهکه استفاده از خوشه
های نمایش های اسمی، موثرتر از استفاده از روشموجودیت
ی مذکور است. در این روش کلمات به صورت شدهتوزیع
 شوند.بندی میمراتبی خوشهسلسله
بندی کلمات در از این روش برای رده]81[در 
های اسمی استفاده شده است. های مختلف موجودیتکلاس
 tfosorciMبه این ترتیب با دانستن اینکه به عنوان مثال 
با  EKINگیرد، از این واقعیت که برچسب سازمان می
در یک خوشه قرار گرفته استفاده کرده و به  tfosorciM
 دهد. هم برچسب سازمان تخصیص می EKIN
شده های مختلف نمایش توزیعنیز روش ]12[در 
اند که روش برای افزودن به عنوان ویژگی با هم مقایسه شده
تر از سایرین بوده مناسب]71[شده در  ارائه cev2drow
ولی  ،استفاده شده است cev2drowهم از  ]22[است. در   
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شده به صورت مستقیم به ن که نمایش توزیعبه جای آ
بندی شده خوشههای توزیععنوان ویژگی به کار رود، نمایش
ی هر کلمه به عنوان ویژگی به آن ی خوشهشده و شماره
اضافه شده است. به این ترتیب مقدار این ویژگی برای 
کلمات با معانی یا کاربردهای نزدیک به هم مشابه خواهد 
 بود.
 رسیزبان فا 3.2
 هاروش 1.3.2
-به معرفی سیستمی جهت تشخیص و دسته]3[در 
های اسمی در زبان فارسی پرداخته  شده بندی موجودیت
کارگیری الگوهای متنی ممکن برای است . این سیستم با به
های خاص متعلق به یک دسته، سعی در شناسایی اسم
های نحوی و معنایی از برچسب و اردهای اسمی دموجودیت
به طور کامل  کند.   این سیستمابهام استفاده می برای رفع
 کند.های یادگیری استفاده نمیمحور  است و از روشقاعده
ی ی پژوهشکدهبا استفاده از مجموعه داده]1[در 
های گوناگونی شامل روش شبکه هوشمند علائم، روش
بند خطی و نزدیکترین همسایه، طبقهKبند عصبی، طبقه
مورد آزمون قرار گرفته است و نشان داده بند بیزین طبقه
بند مبتنی بر بند خطی بهترین و طبقهشده است که طبقه
نتیجه  1Fشبکه عصبی بدترین نتیجه را از نظر معیار 
 دهند.می
با استفاده از ترکیب مدل مخفی مارکف و ]4[در 
های قواعد تعیین شده، سیستمی برای تشخیص موجودیت
است. در واقع این سیستم از نوع  اسمی پیشنهاد شده
ترکیبی است (ترکیب مبتنی بر قاعده و یادگیری ماشین). 
ای خوردهی برچسبداده ها سیستم خود را روی مجموعهآن
اند، مورد آزمون قرار که از متون خبرگزاری مهر ساخته
 .اندداده
های مبتنی بر قاعده و ، روشی ترکیبی از روش]2[در 
ی فهرست واژگان از شده است. برای تهیهآماری ارائه 
پدیای فارسی استفاده شده است. همچنین به جز ویکی
سیستم با سه نوع برچسب موجودیت اسمی (شخص، مکان و 
نوع برچسب نیز استفاده شده است  ۶سازمان) از سیستم با 
(شخص، مکان، سازمان، امکانات، محصول و رویداد). 
ی ی و با استفاده از پیکرههای آزمون به صورت دستداده
خان  تهیه شده است. همچنین برای فراهم کردن یک بیجن
های اسمی مبتنی بر یادگیری سیستم تشخیص موجودیت
های آموزش فراهم شده است و ماشین، به صورت دستی داده
که گرفته های یادگیری ماشین مورد آزمون قرار روش
های تصادفی دانبهترین مدل ارائه شده مدل مبتنی بر می
 شرطی بوده است.
 هاویژگی 2.3.2
ای که بسیار مورد استفاده در زبان انگلیسی ویژگی
های تشخیص سزایی بر دقت سیستمقرار گرفته و تاثیر به
بزرگ و کوچکی حروف است  موجودیت اسمی داشته، ویژگی
که در زبان فارسی موجود نیست. به جز آن، در زبان 
ی نام دهندهکه عمدتا نشان مخففانگلیسی معمولا کلمات 
بزرگ و یا با نقطه در میان ها هستند، با حروف تمامسازمان
شوند و قابل تشخیص هستند، ولی در حروف مشخص می
در زبان انگلیسی  ’AIC‘فارسی چنین نیست. به عنوان مثال 
به دلیل بزرگ بودن تمام حروف کاندیدای خوبی برای نام 
به این ترتیب قابل » ناجا«زبان فارسی ولی در  ،سازمان است
 تشخیص نیست. 
ی اضافه وجود در عوض در زبان فارسی ویژگی کسره
های ی خوبی برای مرز عبارتکنندهتواند مشخصدارد که می
موجودیت اسمی باشد. به عنوان مثال پایان عبارت اسمی 
که باید به عنوان » سازمانِ شهرداریِ استانِ تهران«
سمی برچسب سازمان بگیرد از این طریق قابل موجودیت ا
مورد ]2[ی اضافه درست. تاثیر ویژگی کسرهتشخیص ا
درصدی در حالت سه  ۴بررسی قرار گرفته است و بهبود 
برچسبی شخص، مکان و سازمان نسبت به حالت عدم 
 استفاده از این ویژگی گزارش شده است.
لمه های مبتنی بر سند (جایگاه کاز ویژگی ]21[در 
در جمله و سند) و مبتنی بر لیست (حضور یا عدم حضور در 
های اسمی) استفاده های خاص انواع مختلف موجودیتلیست
شده است. همچنین خروجی سیستم مبتنی بر قاعده به 
عنوان یک ویژگی به سیستم مبتنی بر یادگیری ماشین داده 
 شده است.
ی قبل و بعد، طول از نقش دستوری کلمه]1[در 
کلمه، جمع یا مفرد بودن اسم، وجود پسوندهای خاص برخی 
 و نسبی در آخر کلمه،» ی«های اسمی، وجود موجودیت
درصد حضور کلمه در کل متون آموزشی به صورت اسم 
 مکان و اسم خاص شخص استفاده شده است.
 پیکره 3
 
های اسمی در این بخش شرح فرآیند تولید پیکره موجودیت
زنی، انتخاب نامه برچسبمختصر شیوهگردد. شرح ارائه می
زنی و آمار پیکره نهایی سنجی برچسباسناد پیکره، کیفیت
 شود.در ادامه آورده می
 نامهشیوه 1.3
های اسمی که زنی موجودیتنامه برچسبهتهیه شیو
های مختلف زنی موجودیتحاوی قواعد تشخیص و برچسب
و درصد است با رجوع به  ،سازمان، شخص، مکان، تاریخ، پول
و با تطبیق  LLNoC51و  41CUMی استاندارد نامهدو شیوه
زن با توجه به گردد. برچسببا قواعد زبان فارسی تهیه می
گانه های هفتبافت، کلمات یا عباراتی را که جزء موجودیت
نماید. شیوه شوند تعیین میبندی میگفته دستهپیش
یعنی برچسب اولین  BOIها کدگذاری برچسب موجودیت
های (کلمات) دیگر، در برچسب توکنو ، Bتوکن (کلمه) با 
شود. کلماتی نیز که موجودیت شروع می Iصورت وجود، با 
 خواهند داشت. Oنیستند برچسب 
نماید که زنی تایید میقواعد کلی برچسب
آیند تا حد امکان برچسب هایی که در پی هم میموجودیت
ن یک دنباله عباراتی که جهت تعیی گیرند.جداگانه می
و  دانشکده برق«مانند  ،شوندموجودیت واحد آورده می
همگی یک برچسب موجودیت » کامپیوتر دانشگاه تهران
های التزامی که معمولا بین موجودیت گیرند. در دلالتمی
 ،وجود داردیابی دهد و نیاز به مرجعمکان و سازمان رخ می
 ایران ادعای«در  ثالشود. به عنوان میابی انجام نمیمرجع
کان برچسب م» آمریکا«و » ایران«کلمات » آمریکا را رد کرد
 گیرند. می
گیرد. پایه همه عبارت یک برچسب میدر عبارات هم
کلا یک برچسب » آمریکای شمالی و جنوبی«به عنوان نمونه 
شوند موجودیت لحاظ می ءها نیز جزنامیگیرد. هممکان می
المللی فرودگاه بین«ل گیرند. به عنوان مثامیچسب و بر
است » المللی امام خمینیفرودگاه بین«نام که هم» تهران
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گیرد. اگر صفات درون عبارت رچسب موجودیت میب
ولی اگر خارج از  ،گیردموجودیت قرار گیرد برچسب می
گیرد. به عنوان نمونه عبارت موجودیت باشد برچسب نمی
 ،گیردکلا یک برچسب مکان می» خلیج همیشگی فارس«
سید «تنها بخش » القدرسید حسین محلاتی جلیل«ولی در 
 گیرد.برچسب شخص می» حسین محلاتی
زنی نامه برچسبآنچه گفته شد مختصری از شیوه
ر ذکر ود. به جهت رعایت اختصاهای اسمی بموجودیت
ها مقدور زنی در همه موجودیتنامه برچسبجزئیات شیوه
کنیم و متن نیست. به همین دلیل به ذکر کلیات بسنده می
ّهای اسمی منتشر نامه را با پیکره موجودیتکامل شیوه
 خواهیم نمود.
 
 انتخاب اسناد 2.3
با هدف افزایش تنوع اسناد پیکره، منابع دریافت 
های خبری مختلف در ها و سایتبار فهرستی از خبرگزاریاخ
شود: خبرگزاری فارس، خبرگزاری مهر، ایرنا نظر گرفته می
ن (خبرگزاری جمهوری اسلامی)، ایسنا (خبرگزاری دانشجویا
و  ،خابایران)، همشهری آنلاین، تابناک، فرارو، ورزش سه، انت
 باشگاه خبرنگاران جوان.
اد داده از بین تعداد بسیار زیانتخاب اسناد مجموعه 
 ای انجام شود که توزیع موضوعی اسناداخبار باید به گونه
 خوانیپیکره نهایی با توزیع موضوعی اخبار دنیای واقعی هم
داشته باشد و میانگین طول اسناد مجموعه داده نیز به 
میانگین طول اسناد دنیای واقعی نزدیک باشد. همچنین 
 جودوتری در اسناد مجموعه داده نهایی برای اینکه تنوع بیش
ا بهای مختلف انتخاب شوند. داشته باشد باید اسناد از زمان
تر کزدیاین ترتیب رفتار اسناد پیکره به اخبار دنیای واقعی ن
 شود.می
ابتدا نیاز است اسناد برای انتخاب اسناد مجموعه داده 
آوری گر جمعخبری از منابع ذکرشده با بکارگیری یک خزش
در نظر  ۵۹شود. بازه زمانی دریافت اخبار ده ماه اول سال 
. پس از حذف اسناد نامناسب که تنها شامل شده استگرفته 
کاراکتر) در  ۰۷های بسیار کوتاه هستند (زیر تصاویر یا متن
آید. پیش هزار سند خبری به دست می۰۰۷مجموع حدود 
متن است  سازی و واحدسازیپردازش اسناد که شامل نرمال
 .صورت گرفته است 61pnaisrePبا ابزار 
بند موضوعی برای تعیین موضوع اسناد از سیستم رده
شود و اسناد اسناد خبری پروژه هشتگ فارسی استفاده می
، "ورزش"، "اقتصاد"، "سیاست"در شش دسته موضوعی 
بندی دسته "جامعه"و  "دانش و فناوری"، "فرهنگ و هنر"
 شوند.می
در هر موضوع میانگین طول و انحراف معیار اسناد 
 زیعمحاسبه و با توجه به این دو پارامتر از اسناد طبق تو
شود. با این روش میانگین طول گیری انجام مینرمال نمونه
ه اسناد با دنیای واقعی یکسان و پراکندگی اسناد نسبت ب
های زمانی گردد. سپس در بازهپارامتر طول نیز حفظ می
ای مختلف به صورت میانگین از موضوعات مختلف به گونه
شود که توزیع موضوعی اسناد انتخابی با سند انتخاب می
 توزیع موضوعی همه اسناد برابر باشد. 
 برای اینکه پیکره در نهایت شامل اسنادی از منابع
 از هر منبع خبری به نسبت اخباری که ،مختلف خبری باشد
ضوع منتشر کرده است از مجموع هر منبع خبری در یک مو
شود. چون برخی از گیری شده سند انتخاب میاسناد نمونه
ها اخبار بسیار بیشتری نسبت به دیگر گزاریخبر
جهت و کنند های خبری منتشر میها و سایتخبرگزاری
ی درصد اسناد مجموعه داده نهای ۰۲رعایت توازن، حداکثر 
تنها مورد استثنا سایت ری باشد. تواند از یک منبع خبمی
درصد  ۰۳ورزش سه است که چون اختصاص به ورزش دارد 
 دهد.اسناد ورزشی را به خود اختصاص می
به این ترتیب پیکره نهایی شامل اسنادی است که از  
اخبار دنیای واقع ا ضوع، میانگین طول و زمان بنظر مو
نمودار تعداد اسناد را در موضوعات 1  شکلخوانی دارد.  هم
 دهد.مختلف نشان می
 
 نمودار تعداد اسناد انتخابی در موضوعات مختلف 1شکل  
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 زنیکیفیت برچسب 3.3
بخشی از  ،سنجی شودزنی کیفیتبرای اینکه برچسب
شود و گذاری میپیکره توسط دو شخص مختلف برچسب
گردد. از اسناد محاسبه می هامیزان توافق بین برچسب
خورده که در مجموعه سند برچسب ۰۶۱مجموعه داده 
زنی مجدد انتخاب جمله دارد برای برچسب ۰۳۰۲حدود 
توکن هستند. اگر اختلافی  ۰۰۸۳۵شود. این اسناد شامل می
ها مشاهده شود، یا معلول اختلاف برداشت از بین برچسب
جودیت است یا بافت کلمه و تشخیص متفاوت در نوع مو
ها رخ داده و نوع برچسب زناشتباهی توسط یکی از برچسب
سند تعداد اختلاف بین  ۰۶۱اشتباه وارد شده است. در این 
مورد است و میزان  ۶۸۳ها زن در همه توکندو برچسب
 درصد است.  ۹۹ّها زنهماهنگی برچسب
ها موجودیت با توجه به اینکه درصد بالایی از توکن
توان تنها با لحاظ می ،دارند» O«ستند و برچسب اسمی نی
هایی که برچسب موجودیت دارند نیز درصد کردن توکن
اختلاف را بررسی کرد. چون هیچ مرجع مطلقی برای تعیین 
 ،ها موجودیت اسمی هستند وجود ندارداینکه کدام توکن
هایی که موجودیت اسمی هستند برای محاسبه تعداد توکن
ها موجودیت زنهایی که توسط برچسبتوکناجتماع تعداد 
 ۳۸۶۷گیرد. در مجموع اند ملاک قرار میتشخیص داده شده
توکن موجودیت اسمی دارند. با در نظر گرفتن تعداد 
ها زن) در این حالات میزان توافق برچسب۶۸۳اختلافات (
 درصد است. ۵۹
برای محاسبه میزان توافق  appaKهمچنین معیار 
توافق  appaKکنیم. معیار ها را محاسبه مینزبین برچسب
ها نسبت به حالتی زنرای برچسب را بر اساس میزان فاصله
کند. زنی را تصادفی انجام دهند محاسبه میکه برچسب
» O«جمله برچسب ها منتایج در حالتی که همه برچسبن
 وجود دارد به شرح زیر است:
  ; 61-e2.2 < eulav-p
  0625969.0 :lavretni ecnedifnoc tnecrep59
 5630579.0
 3182279.0:setamitse elpmas
در نظر گرفته » O«نتایج در حالتی که برچسب 
 شود به شرح زیر است:نمی
 ; 61-e2.2 < eulav-p
9961539.0 :lavretni ecnedifnoc tnecrep59
 7856649.0 
 3419049.0 :setamitse elpmas
 
0
05
001
051
002
052
در هر  eulav-pشود میزان همانطور که مشاهده می
دو حالت بسیار پایین است و نتیجه حکایت از توافق بالا بین 
 ها دارد.زنبرچسب
 آمار پیکره 4.3
سند خبری است که در  ۹۰۷پیکره نهایی شامل 
جمله است. در این مجموعه داده  ۵۴۱۷مجموع شامل 
ن توک ۸۴۱۱۴توکن (کلمه) وجود دارد که  ۰۳۵۲۰۳
برچسب موجودیت  هابرچسب موجودیت دارند و مابقی توکن
های است). آمار تعداد موجودیت Oها ندارند (برچسب آن
کلمات یا عباراتی هستند که یک موجودیت مختلف (که تک
خورده در هر های برچسبدهند) و تعداد توکنرا نشان می
 ذکر شده است. 1  جدول در  کلاس موجودیت
خورده در هر کلاس های برچسبتعداد توکن1جدول  
 موجودیت
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های مبتنی برقاعده، سازی سیستم از روشرای پیادهب
که در ادامه به  و یادگیری عمیق استفاده شده است آماری
 پردازیم.توضیح جزئیات هر یک می
 محورقاعدهروش  1.4
محور، قواعدی به صورت دستی بر های قاعدهدر روش
خودکار و با مشاهده اساس شمّ زبانی خبره یا به صورت نیمه
گردد که با استفاده از آن قواعد متعدد تدوین میمصادیق 
های اسمی متن تشخیص داده شوند. قواعد به دو موجودیت
گونه قواعد منظم روی دنباله کاراکترهای هر توکن و قواعد 
های متن است. به عنوان مثال منظم روی دنباله توکن
توان با استفاده از ) را می۲۱/۲/۶۹۳۱موجودیت تاریخ (مانند 
کترهای توکن تشخیص داد. ابارات منظم روی دنباله کارع
ها نیز قابل تعریف هستند. این قواعد منظم روی دنباله توکن
دنباله و فهرست توان به صورت قواعد ساده پیشقواعد را می
برای » + نام شهر "دانشگاه آزاد اسلامی"«(مانند قاعده 
م منظ تشخیص موجودیت سازمان) یا قواعدی مشابه عبارات
ها و برای تشخیص موجودیت ها تهیهولی برای دنباله توکن
د. به عنوان مثال قاعده کرستفاده ا
هایی که }]+) که دنباله توکنN:gatآقایان)([{|خانم|آقای«(/
شود شروع می» آقایان«و » خانم«، »آقای«با یکی از کلمات 
دهد ) دارند تشخیص میNو تعدادی توکن برچسب اسم (
 شود.خیص اسم افراد استفاده میبرای تش
 آماریروش  2.4
با توجه به آن چه در بخش قبل گفته شد، در بیشتر 
به دلیل تناسب کامل با نوع مسئله به  FRCمقالات از روش 
ی تشخیص عنوان روش اصلی و پایه در مسئله
های های اسمی استفاده شده است. حتی در روشموجودیت
استفاده از یادگیری عمیق  های اخیر با جدیدتر که در سال
در ترکیب با یادگیری عمیق  FRCارائه شده، کماکان از 
 FRCاز ترکیب  ]51[استفاده شده است. به عنوان مثال در 
استفاده شده است. به همین دلیل   MTSLهای و شبکه
 آماری منتخبتصمیم گرفتیم از این روش به عنوان روش 
های استفاده کنیم و تمرکز را در ادامه بر تعریف ویژگی
مناسب قرار دهیم.  در ادامه ابتدا به توضیح مختصر روش 
های پردازیم و سپس و ویژگیهای شرطی تصادفی میمیدان
 کنیم.مورد استفاده را معرفی می
 های شرطی تصادفیمیدان 1.2.4
نظمی مارکف اگرچه قوت و دقت ی بیروش بیشینه
گذاری دنباله زیادی دارد و برای مدل کردن مسائل برچسب
بسیار مناسب است، یک ضعف جدی دارد که از آن با عنوان 
طور توان اینل را میشود. این مشکاریب برچسب  یاد می
نظمی کم روی توزیع های با بیتوضیح داد که حالت
گیرند. برای ی خود را نادیده میها، در واقع مشاهدهانتقال
، روش MMEMحل این مشکل، با حفظ تمام مزایای روش 
) ارائه شده است. در FRCهای تصادفی شرطی  (میدان
در قالب  FRCو  MMEM،MMHتفاوت روش 2کلش
تصویر نشان داده شده است. همانطور که در این شکل 
هر حالت تنها با توجه به  MMHمشخص است، در روش 
ها تولید ها از حالتشود و مشاهدهحالت قبلی تولید می
، هر حالت با توجه به حالت قبلی و MMEMشوند. در می
ی ، کل دنبالهFRCشود. در ی کنونی تعیین میمشاهده
 شود.ی مشاهدات تولید میها از کل دنبالهحالت
 
و در سمت  MMEM، در وسط MMH. در شکل سمت چپ  ]41[ از. برگرفته FRCو MMEM،MMHتفاوت روشهای  2کلش
 نمایش داده شده است. FRCراست 
)thgir ot tfel morf( .sdohtem FRC dna MMEM ,MMH neewteb ecnereffiD .2 erugiF
 
 هاویژگی 2.2.4
 FRCهایی که ما برای آموزش سیستم ویژگی
ای هستند. های ابتدایی و پایهایم، ویژگیاستفاده کرده
شده در مقالات انگلیسی به صورت های املایی تعریفویژگی
مستقیم برای فارسی قابل استفاده نیست و باید برای زبانی 
توان به ویژگی دارا فارسی بازتعریف شوند. برای مثال می
لمه به فرض برای تعلق کبودن ارقام به عنوان یک پیش
های اسمی درصد، تاریخ و زمان اشاره ی موجودیتدسته
ایم. همچنین به های املایی استفاده نکردهکرد. ما از ویژگی
 ی اضافه، از ویژگیی مستقیم از ویژگی کسرهجای استفاده
های چون موجودیت ،استفاده کردیم 71برچسب عبارت اسمی
زنی چسباسمی معمولا یک عبارت اسمی کامل هستند. بر
انجام  BOIتواند به صورت ویژگی عبارت اسمی می
، کلمات Bیعنی کلمه اول موجودیت اسمی برچسب ،شود
و کلماتی که در عبارت اسمی  Iدیگر در موجودیت برچسب 
 داشته باشند.  Oنیستند برچسب 
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علاوه بر این، از ویژگی برچسب ادات سخن استفاده 
ی کلمات در 81از ریشه کردیم. ضمنا اگرچه استفاده
های بازیابی اطلاعات مفید است، در سایر کارهای پژوهش
ی بهتری نتیجه 91واژهمربوط به پردازش زبان استفاده از بن
تنها به ظاهر ی کلمات زیرا در تعیین ریشه ،]11[دارد 
واژه به سطح در تعیین بن در حالی کهشود کلمات توجه می
ات و ارتباط کلمات مجاور با هم نیز توجه معنایی کلم
واژه نیز علاوه بر خود شود. به همین دلیل از ویژگی بنمی
های ها استفاده از ویژگیکلمه استفاده کردیم. علاوه بر این
مبتنی بر دیکشنری نیز کاربردی است. به این ترتیب که 
های اسمی بدون ابهام فراهم کردیم و فهرستی از موجودیت
ر یا عدم حضور کلمه در این فهرست را به عنوان ویژگی حضو
های مورد استفاده از در نظر گرفتیم. به این ترتیب ویژگی
 این قرار هستند:
قبل  ی جاری و یک کلمهکلمه 
 و یک کلمه بعد از آن
برچسب ادات سخن کلمه  
 جاری و کلمه قبل و کلمه بعد 
 برچسب عبارت اسمی کلمه 
 بعد کلمه قبل و جاری و کلمه
 ی جاری و کلمهواژه کلمهبن 
 بعد قبل و کلمه
                                                       
 mets 81
 ammel 91
های سطح کاراکتر گرام-ان 
های کاراکتر (فقط از ابتدا یا انت ۶کلمه تا سقف 
 کلمه): برای بررسی پیشوندها و پسوندها
های مبتنی بر ویژگی 
 دیکشنری به صورت تطابق جزئی
 یادگیری عمیق 3.4
طور که در بخش قبل گفته شد، در اغلب همان
شده با استفاده یادگیری عمیق از های طراحیسیستم
 استفاده MTSLعصبی بازگشتی با استفاده از های شبکه
سازی مسائل از های عصبی برای مدلشده است. این شبکه
ها مناسب هستند و استفاده از گذاری دنبالهجنس برچسب
ی جاری را ه از اطلاعات دور از کلمهامکان  استفاد MTSL
 کند. ما نیز در این جا از شبکهگذاری فراهم میبرای برچسب
 ایم. استفاده کرده MTSLعصبی با استفاده از 
 هاویژگی 1.3.4
برای استفاده از این روش امکان آن وجود داشت که 
ند رآیفویژگی همراه با کلمات به شبکه داده شود و یا به کلی 
های مورد به شبکه عصبی واگذار شود. ویژگییادگیری 
 ت:ی ما به این ترتیب اساستفاده
 ی کلمهواژهبن 
 برچسب ادات سخن 
 برچسب عبارت اسمی 
 
شده توسط ما از به این ترتیب سیستم طراحی
(شامل  محورچندین قسمت شامل بخش قاعده
، آماری مبتنی بر ر عبارات منظم)محور و مبتنی بلیست
تشکیل  MTSLیری عمیق مبتنی بر و یادگ FRC
فاده با است ی متعددهاه با انجام آزمایششود. در اداممی
شده به ارزیابی هر بخش ی طراحیاز مجموعه داده
 پردازیم.می
 ارزیابی 5
در این بخش ابتدا به معرفی ابزارهای مورد استفاده 
تم پردازیم. سپس نتایج ارزیابی سیستم با استفاده از سیسمی
دهیم. را ارائه می شبکه عصبیو محور، سیستم آماریقاعده
محور و همچنین به ارزیابی نتایج ترکیب سیستم قاعده
 پردازیم.آماری می
 ابزارها 1.5
ابزار تشخیص موجودیت اسمی  1.1.5
 استنفورد
 ،02گروه پردازش زبان طبیعی دانشگاه استنفورد
باز در متنای از ابزارهای پردازش زبان را به صورت مجموعه
اند. یکی از این ابزارها تشخیص اختیار پژوهشگران قرار داده
است. این ابزار به زبان جاوا نوشته  12های اسمیموجودیت
است.  همچنین  FRCشده است و مبتنی بر روش 
فرض برای آن ها به صورت پیشی غنی از ویژگیامجموعه
لاوه بر اند و به سادگی قابل استفاده هستند. عتعریف شده
این در بسیاری از مقالات از همین سیستم به عنوان سیستم 
سازی یک ابزار تشخیص موجودیت اسمی پایه برای پیاده
ارجاعات  ]01[ی متناظر آن استفاده شده است و مقاله
 زیادی دارد.
های ابزار استخراج ویژگی 2.1.5
 کلمات فارسی
واژه، برچسب عبارت های بنبرای استخراج ویژگی
استفاده  pnaisrePو برچسب ادات سخن از ابزار  ،اسمی
 شده است.
 عصبیابزار شبکه  3.1.5
 22TMNnepoعصبی از ابزار  برای اجرای شبکه
ورک عمومی برای استفاده شده است. این ابزار یک فریم
های یادگیری عمیق است که به ویژه سازی انواع مدلپیاده
 ها،های دنباله به دنباله است. در این مدلتمرکزش روی مدل
ورودی یک دنباله و خروجی نیز یک دنباله است که لزوما 
ی ورودی یکسان نیست. ولی ی خروجی با دنبالهنبالهطول د
زنی دنباله دارد که های برچسبجز این، حالتی هم برای مدل
ی خروجی و ورودی الزاما یکسان است. ما در آن طول دنباله
ایم. در این حالت شبکه در این جا از این حالت استفاده کرده
دارهای تشکیل شده است و طول بر MTSLلایه  ۲عصبی از 
 است. ۰۰۵های شبکه نیز و تعداد گره ۰۰۵طیفی کلمات 
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 هاآزمایش 2.5
در این بخش به ارائه و بررسی نتایج آزمایش روی 
پردازیم.  برای شده میهای مختلف سیستم طراحیبخش
شده  استفاده 5=kبا  dlof-Kی ها از شیوهتمامی آزمایش
 است.
 محورقاعدهروش  1.2.5
های اسمی محور موجودیتبرای تشخیص قاعده
کنیم استفاده می ]7[استنفورد xegeRnekoTفارسی از ابزار 
 نماییم. سازی میو قواعد را مختص ابزار آماده
شده بر محور طراحیی ارزیابی سیستم قاعدهنتیجه
جدول  ه دادگان، به تفکیک نوع برچسب درروی کل مجموع
رفت دقت این زارش شده است. همان طور که انتظار میگ 2
 سیستم نسبتا بالا ولی فراخوانی آن پایین است.
 محورنتایج سیستم قاعده 2جدول  
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 آماری 2.2.5
شده بر محور طراحیی ارزیابی سیستم قاعدهنتیجه
جدول  روی کل مجموعه دادگان، به تفکیک نوع برچسب در 
همان طور که از این جدول مشخص گزارش شده است.3
است، با استفاده از سیستم آماری به دقت، فراخوانی و در 
 ایم. این مسئله نشانبالاتری دست پیدا کرده 1Fنتیجه 
دهد که به دلیل به قدر کافی بزرگ بودن حجم مجموعه می
یادگیری قواعد اصلی تشخیص  هداده، سیستم آماری موفق ب
هایی که با اسمی شده است. تعداد توکنهای موجودیت
تر از اند، کمبرچسب زمان در مجموعه داده مشخص شده
در حالی که تنوع  ،های اسمی بوده استسایر انواع موجودیت
انین برای این موجودیت زیاد است. به همین دلیل قو
ها بوده تر از سایر برچسبفراخوانی برای این برچسب کم
های است. در مورد درصد و واحد پول با آن که تعداد توکن
تر از سایر ها در مجموعه داده کمشده با این برچسبمشخص
یی ها (به جز زمان) بوده است، دقت و فراخوانی بالاموجودیت
تر بودن تعداد و به دست آمده است. علت این امر به کم
 گردد. پیچیدگی قواعد تشخیصی برای این دو برچسب برمی
 
 
 
 
 
 نتایج سیستم آماری   3جدول  
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 ترکیبی 3.2.5
محور و آماری، دو روش برای ترکیب دو سیستم قاعده
محور را آزمودیم. اول این که اولویت را به سیستم قاعده
رد. آماری در اولویت قرار بگیبدهیم و دیگر این که سیستم 
زنی منظور از اولویت یک سیستم آن است که ابتدا برچسب
متن با استفاده از آن سیستم انجام شود و سپس برای 
کلماتی که جزء هیچ موجودیت اسمی تشخیص داده 
 ی سیستم دیگر استفاده کنیم.اند، از نتیجهنشده
 گزارش شده است.5جدول  و  4  جدولنتایج در
محور در هیچ یک از دو حالت مورد عدهترکیب با سیستم قا
گرفته، باعث بهبود نتایج سیستم آماری نشده قرارآزمون
رسد که به دلیل مناسب بودن حجم است. به نظر می
ی مورداستفاده سیستم آماری به خوبی قواعد مجموعه داده
محور را شناسایی کرده است و ترکیب با سیستم قاعده
 کند.کمکی به آن نمی
نتایج سیستم ترکیبی (اولویت با سیستم   4  جدول
 محور)قاعده
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نتایج سیستم ترکیبی (اولویت با سیستم  5جدول  
 آماری) 
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محور و محور خود از دو بخش لیستسیستم قاعده
بر عبارات منظم تشکیل شده است. برای ترکیب دو مبتنی
محور را با سیستم لیستسیستم یک بار هم ترکیب سیستم 
به این ترتیب که ابتدا متون با سیستم  ،آماری بررسی کردیم
آماری برچسب خورده و سپس کلماتی که در خروجی این 
اند، با سیستم جزء هیچ موجودیت اسمی تشخیص داده نشده
گذاری شد. نتایج در محور برچسباستفاده از سیستم لیست
به دلیل استفاده در این حالت  زارش شده است.گ 6جدول  
ها که شامل سه برچسب شخص، مکان و از لیست موجودیت
سازمان بوده است، فراخوانی این سه برچسب افزایش پیدا 
ستم ی کلی سیکرده است و این مسئله منجر به بهبود نتیجه
از سیستم  ترکیبی شده است. در این حالت بهترین نتیجه
 شده به دست آمده است.طراحی
 
 محور)نتایج سیستم ترکیبی (آماری و لیست 6جدول  
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 یادگیری عمیق 4.2.5
های یادگیری عمیق برای آن که از آن جا که الگوریتم
به خوبی عمل یادگیری را انجام دهند به حجم زیادتری از 
ی آموزش نسبت به حالت یادگیری ماشین معمولی داده
و با  dlof-Kهای این حالت را با استفاده از دارند، آزمایش
اند. بار اول ها دو بار انجام شدهانجام دادیم. آزمایش 01=K
های و بار بعد با استفاده از ویژگی بدون افزودن ویژگی
و  7  جدولشده در بخش قبل که نتایج به ترتیب در گفته
 گزارش شده است. 8  جدول
 
بریادگیری عمیق بدون نتایج سیستم مبتنی7جدول  
 ویژگی
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بریادگیری عمیق با استفاده مبتنینتایج سیستم 8جدول  
 هااز ویژگی
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های پیشوند، در این حالت بدون استفاده از ویژگی
ی خن کلمهبرچسب ادات سو  ی قبل و بعد،پسوند، کلمه
 داتاقبل و بعد و تنها با استفاده از سه ویژگی لم، برچسب 
 1Fی جاری و برچسب عبارت اسمی آن به سخن کلمه
ایم. فراخوانی شده رسیدهدادهمعادل سیستم آماری آموزش
ز تر ااین سیستم بالاتر از سیستم آماری، ولی دقت آن پایین
سیستم آماری است. یادگیری عمیق به شدت متاثر از حجم 
ی مورد استفاده است و هر چه حجم مجموعه مجموعه داده
 ستیبه درداده بزرگتر باشد، امکان آن که بتواند قواعد را 
شود. به همین دلیل در اینجا با یادگیری کند، بیشتر می
شود که دقت بالاتری برای مشخص میتوجه به جدول نتایج 
سه برچسب شخص، مکان و سازمان که بیشترین تعداد 
شده به خود ی ساختهموجودیت را در مجموعه داده
اند، به دست آمده است و برای واحد پول و اختصاص داده
ها به دلیل کم بودن تعداد قواعد و د که تشخیص آندرص
تر است و هر دو سیستم آماری همچنین کم بودن ابهام ساده
اند، درصد رسیده۸۹ها به دقت بالاتر از محور برای آنو قاعده
زیرا این دو موجودیت است،  تری دست پیدا کردهه دقت کمب
 اند.اشتهشده دی ساختهتعداد کمی نمونه در مجموعه داده
 تحلیل خطا 5.2.5
برای تحلیل نتایج و شناخت منابع خطای سیستم 
زنی سیستم مراجعه برچسب noisufnocتوان به ماتریس می
نمایش داده شده است (برای 3شکل  کرد. این ماتریس در  
در زبان پایتون tikics-nrael32ترسیم این ماتریس از ابزار 
 استفاده شده است).
 
 
 
 
سیستم تشخیص  noisufnocماتریس  3شکل  
ها های صحیح و ردیفها برچسبموجودیت اسمی (ستون
 داده شده است)های تشخیصبرچسب
 metsys REN ruo fo xirtam noisufnoC .3 erugiF
باتوجه به این ماتریس، منابع خطا چند دسته است. 
های اسمی است که تشخیص منبع اصلی خطا موجودیت
ی ه به عنوان موجودیت اسمک اند و یا کلمات عامیداده نشده
ت (ردیف آخر و اولین ستون از سم اندخیص داده شدهتش
و  »شهرستان«، »هتل«راست). به عنوان مثال کلماتی مانند 
اند برچسب هدر جاهایی که به تنهایی ظاهر شد» جهان«
در جاهایی که به تنهایی » تیم«ی اند یا کلمهمکان خورده
ته است. در حالی که این ظاهر شده، برچسب سازمان گرف
اند و نباید برچسب موجودیت اسامی در واقع اسم عام بوده
در  طاها حضور بالای این کلماتین خاند. علت اگرفتهمی
موجودیت مکان است. در این حالات مدل آماری در 
 شود.تشخیص موجودیت بودن یا نبودن کلمه دچار خطا می
و  ،همچنین بین سه موجودیت شخص، سازمان 
مکان تعداد خطاها بالاست. در مجموعه داده، تعداد 
های این سه موجودیت از همه بیشتر است و میزان توکن
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ها نیز بیشتر بوده است. در این قسمت تعداد تداخل بین آن
بیشتر خطاها تداخل تشخیص بین موجودیت سازمان و 
های وان مثال وقتی از تیمموجودیت مکان است. به عن
ها را ها صحبت شده است، سیستم آنورزشی با نام شهر آن
مکان تشخیص داده در حالی که در واقع موجودیت سازمان 
 کاگردانیآمر«ی هستند. یا به طور عکس در جمله
» شرق اروپا«، ».شرقاروپاخواهدکردیهانیسرزمیراهیکاملیرهز
توسط سیستم به عنوان موجودیت مکان است که به اشتباه 
گذاری شده است. همچنین بین موجودیت سازمان برچسب
دو برچسب شخص و مکان هم خطا وجود داشته است. به 
نسیم «، »به گزارش نسیم آنلاین«عنوان مثال در عبارت 
به عنوان موجودیت » نسیم«ی به علت وجود کلمه» آنلاین
 در حالی که در واقع ،شخص تشخیص داده شده است
سازمان بوده است. به جز این، بین دو موجودیت زمان و 
 تاریخ نیز میزان خطا قابل توجه است.
 
گرفته در های انجامبه این ترتیب با توجه به ارزیابی
ی ما ترکیب سیستم شدهاین بخش، بهترین سیستم طراحی
ها در های موجودیتمحور بوده است. لیستلیستآماری و 
های جدیدتر سازی با موجودیتش و غنیهر زمان قابل ویرای
شده است. تشخیص این سیستم با خطاهایی همراه مطرح
 ها توجه کرد. است که باید به آن
 
 و کارهای آینده گیرینتیجه 6
های اسمی به عنوان یک گام ی تشخیص موجودیتمسئله
پردازشی برای بسیاری از مسائل پردازش زبان طبیعی پیش
مسئله در زبان فارسی به دلیل نبود یک مطرح است. این 
ی استاندارد، کمتر مورد پژوهش قرار گرفته مجموعه داده
های های مجموعه دادهاست. در این پژوهش با بررسی ویژگی
ها و به ویژه زبان انگلیسی، استاندارد موجود در سایر زبان
ی استانداردی برای زبان تلاش کردیم که مجموعه داده
د کنیم. با توجه به این که در بسیاری از مجموعه فارسی ایجا
های استاندارد موجود در زبان انگلیسی از متون خبری داده
آوری متون به عنوان منبع ساخت استفاده شده است، با جمع
گذارهای های متعدد و با استفاده از برچسبخبری خبرگزاری
ن ی استانداردی برای زباانسانی، به ساخت مجموعه داده
های ی سیستمفارسی اقدام کردیم. سپس با مطالعه
های اسمی در زبان شده برای تشخیص موجودیتطراحی
به طراحی  شدهی تهیهانگلیسی و با استفاده از مجموعه داده
 زا ام متسیس .میتخادرپ یسراف نابز یارب یمتسیس
شخبهدعاق لماش ددعتم یاهلیکشت( روحم زا هدش
تسیل دعاوق و روحمای و یرامآ ،)مظنم لیکشت قیمع یریگد
جنا اب .تسا هدششیامزآ ماشخب یور ییاه فلتخم یاه
یحارط متسیسهدشهب ، بیکرت متسیس و یرامآ زا هدش
تسیل روحم رایعم ساسا رب هجیتن نیرتهب هبF1 تسد
.میتفای 
یبایزرا زا لصاح یناوخارف و تقد هب هجوت اب 
شورهعومجم یور فلتخم یاه هدادمهارف ی اب و هدش
هسیاقمبسچرب شور و مجح یهداد هعومجم اب نآ ینز یاه
نابز رد دوجوم درادناتسا یم یسیلگنا هجیتن نیا هب ناوت
شهوژپ ماجنا یارب هداد هعومجم هک دیسر رد رتشیب یاه
هنیمزتیدوجوم صیخشت ی نیا رد .تسا بسانم یمسا یاه
یگژیو زا هدافتسا اب هیلوا یمتسیس اجارب ییادتبا یاه ی
تیدوجوم صیخشت دروم ار نآ و هداد داهنشیپ یمسا یاه
همادا رد .میداد رارق یبایزرایم شهوژپ نیا ی ریثات ناوت
یگژیو زا هدافتساهدیچیپ یاه تاملک یفیط شیامن دننام رت
هشوخ ویم نینچمه .درک یبایزرا ار نوارب یدنب ناوت
هکبشیپ قیمع یریگدای یاههدیچرترارق نومزآ دروم ار ی 
یم هژیو هب .دادشهوژپ دننام ناوتماجنا یاه نابز رد هتفرگ
هکبش زا یسیلگنا یاهCNN  یفیط شیامن شزومآ یارب
.درک هدافتسا اهرتکاراک 
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