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Using the parallel comparison tree model of Valiant, we study the time required in the worst 
case to select the median of n elements withp processors. With a miniscule improvement of recent 
work by Ajtai, Komlos, Steiger and Szemeredi, we show that it is 
for 1 <ps(‘;). This expression is equivalent to one established by Kruskal as the time required 
to merge two lists of n/2 elements with p processors and, rather curiously, includes as a sub- 
expression 
0 
i 
log n 
log(1 +p/n) ) ’ 
established by Azar and Vishkin as the time required to sort n elements with p processors. 
1. Introduction 
We consider the problems of sorting and selection in the “parallel comparison 
tree” model of Valiant [15]. This model is very liberal: it provides robust lower 
bounds that apply automatically to many other models. It is often criticized for 
overlooking costs other than those of performing comparisons, but a remarkable 
paradigm of Megiddo [ll] for the construction of serial algorithms (see also Cole 
[7]) shows that this criticism is less well founded than it might at first appear. 
We shall be concerned exclusively with the performance of deterministic algor- 
ithms in the worst case, rather than with randomized algorithms of the average case, 
and our main aim is to obtain results relating the number of elements, the number 
of processors and the number of rounds to within constant factors. 
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In a recent paper, Azar and Vishkin [5] determined the processor-round trade-off 
for parallel sorting. Specifically, if n elements are to be sorted byp processors, then 
0 ( log n log(1 +p/n) > (1.1) 
rounds are required, for 1 <p I (t). 
The special case p = 1, in which (1.1) becomes O(n log n), has long been known. 
The special case p = n/2, in which (1 .l) becomes @(log n), was established by 
the celebrated result of Ajtai, Komlos and Szemeredi [2], giving a “sorting net- 
work” of depth @(log n). The cases in which (1.1) is bounded have been studied 
under the name “sorting in rounds”. That p = (“,) is necessary and sufficient for 
one round is obvious. For two rounds, Alon and Azar [3] have shown that 
p = Q(n3’2(log n)1’2) and, by a nonconstructive probabilistic argument, that p = 
O(P log n/(log log n)“2). Pippenger [12] has explicitly constructed an algorithm 
with p= O(n5’3(log n)2’3). Results for larger fixed numbers of rounds also appear 
in [3,12]. 
The main effort of Azar and Vishkin is concentrated on establishing the lower 
bound of (1.1). The upper bound is established in an elegant and uniform way: If 
p = n/2, a sorting algorithm based on the network of Ajtai, Komlos and Szemeredi 
is used; if p<n/2, this algorithm is “decelerated” in the obvious way; if p>n/2, 
it is “accelerated” in a way that exploits its network ancestry. 
Our goal in this paper is to determine the processor-round trade-off for parallel 
selection. Our result is that if the median of n elements is to be selected by p proces- 
sors, then 
Q(n’p+log( log:Pti/n))) 
(1.2) 
rounds are required, for 1 <p 5 (y). 
The special case p= 1, in which (1.2) becomes O(n), has been known since the 
work of Blum, Floyd, Pratt, Rivest and Tarjan [6]. In the special case p=n, (1.2) 
becomes @(log log n). The lower bound here was given by Valiant [ 151, and the 
upper bound by Ajtai, Komlos, Steiger and Szemeredi [l]. For “selecting in 
rounds”, we again obviously have p=(y) for one round. For two rounds, Alon 
and Azar [3] have shown that p = Q(n4’3(log n)2’3). Pippenger [12] has shown by a 
nonconstructive probabilistic argument that p = 0(n4’3(log n)4’3) and explicitly 
constructed an algorithm with p = O(n 3’2 log n). Results for larger fixed numbers 
of rounds also appear in [3,12]. 
The lower bound of (1.2) is due to Valiant [15]; we shall give a self-contained 
proof. The upper bound is established by an algorithm that recombines the in- 
gredients of Ajtai, Komlos, Steiger and Szemeredi in a doubly recursive fashion. A 
first recursive algorithm finds an “approximate median” (defined as any element 
not in the lowermost or uppermost quartile). This is then used as a subroutine in 
a second recursive algorithm that finds the exact median. 
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Our algorithm for finding the approximate median of n elements with p proces- 
sors uses 0(&p) + O(log log log n) rounds. This is sufficient for our present purpose; 
but since this paper was submitted, Alon and Azar [4] have shown that the number 
of rounds required for this problem is actually O(n/p+log*n -log*(l +p/n)). 
If a comparison problem can be solved by p processors in r rounds, then it can 
be solved by qsp processors in [p/q1 r rounds. This principle gives prominence to 
the question of how many processors can be used without increasing the product 
of processors and rounds by more than a constant factor over that of the serial case. 
For sorting, this critical case is O(n) processors and O(log n) rounds, and the result 
of Ajtai, Komlos and Szemeredi addresses precisely this case. 
For selection, the critical case is O(n/log log n) processors and O(log log n) 
rounds. The methods of Ajtai, Komlos, Steiger and Szemeredi fall just short of 
addressing this case. They show that for every k22, 
processors suffice for O(log log n) rounds, with the constant implicit in the latter 
O-notation depending on k. If this constant were independent of k, we could take 
k = log*n and obtain our result in the critical case. Quantitatively, then, our work 
improves that of Ajtai, Komlos, Steiger and Szemeredi by the minutest of margins. 
Qualitatively, there may be some merit in a reasonably simple and uniform algor- 
ithm that comes within constant factors of the best possible under all circumstances. 
The problem of selecting the element of rank m from a set of n elements may be 
reduced to that of finding the median of at most 2n elements, by adjoining some 
“_0379 or “+a” elements. (For definiteness, let us agree that the median of n ele- 
ments is the one of rankrn/21, whether n is odd or even, where the minimum is 
of rank 1 and the maximum is of rank n.) The problem of finding the median is thus 
“universal” among selection problems. The problems of finding the minimum and 
maximum, however, seem genuinely easier. For two rounds, O(n4’3) processors 
suffice, according to Haggkvist and Hell [8]. This may be contrasted with lower 
bound of Alon and Azar [3] for selection. 
If we wish to sort n elements, we may do so by independently sorting two sets 
of n/2 elements, then merging the two resulting sorted sets. On the other hand, if 
we begin by finding the median, in doing so we will necessarily determine the upper 
and lower halves of the set, and thus we may finish by independently sorting these 
two halves. Thus there is a “duality” between merging and selection that manifests 
itself in many pairs of results. In particular, (1.2) is equivalent to an expression given 
by Kruskal [lo] for the number of rounds necessary and sufficient to merge two 
sorted sets of n/2 elements with p processors. Our present understanding of these 
problems does not provide a unified way of dealing with this duality. In most cases 
we must independently derive results concernig merging and selection, then after- 
wards observe their similarity. Some solace for this may be found in extreme cases 
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in which duality fails. Thus, for two rounds, 0(n4’3) processors suffice to merge 
two sorted sets of n/2 elements, according to Haggkvist and Hell [9]. This may be 
contrasted with lower bound of Alon and Azar [3] for selection. 
2. The lower bound 
As was noted in the introduction, the lower bound is due to Valiant [ 151. We shall 
give a cruder but simpler argument. It will suffice to consider the number r of 
rounds required to select the maximum of n elements with p processors, since this 
is at most the number required to select the median of 2n elements with p pro- 
cessors. 
To prove 
r = Q(n/p+log( log;;~;,n))). 
it will suffice to prove 
since 
r = Q(n/p+log( log;;~Pp/n))). 
lOi?P 
=Q 
log(1 +-p/n) C 
log n 
log(1 +p/n) > 
(2.1) 
(2.2) 
unless p 5 12 “2, in which case it is n/p that dominates in both (2.1) and (2.2). To 
prove (2.2), it will suffice to prove 
r = Q(n/p) (2.3) 
and lWP 
log(1 +p/n) 
(2.4) 
separately, since max(x,y} = Q(x+y). The bound (2.3) holds even in the best case, 
since each of the n - 1 elements other than the maximum must “lose” a comparison, 
and each processor creates just one loser in each round, so r 2 [(n - l)/pl = Q(n/p). 
Thus it remains to prove (2.4). 
The key to the proof of (2.4) is the following lemma, due in essence to Turan [14]. 
Lemma 2.1. A graph G with n vertices and p edges has an independent set of at 
least n/(1 + 2p/n) vertices. 
Proof. Consider the random partial order of the vertices of G obtained by giving 
each edge of G the orientation implied by a uniformly distributed total order of the 
vertices of G. The maximal elements of this partial order constitute an independent 
set, so it will suffice to show that the expected number of maximal elements is at 
least n/( 1 + 2p/n). 
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The probability that a vertex o with degree d, is maximal is l/(1 + d,). The 
expected number of maximal elements is thus 
where the inequality follows because l/(1 +x) is convex in x and the average of d, 
over u is 2p/n. 0 
If n elements are compared according to the edges of a graph with an independent 
set of 12’ elements, an adversary may respond in such a way that these n’ elements 
remain candidates for the maximum, while the other n-n’ are excluded. If the 
graph has p edges, the adversary can ensure that 
n’ 2 nV(n + 2p), 
so that 
n’/(n’+ 2p) 1 n’/(n + 2p) 2 (n/(n + 2p))2. 
If n(‘) denotes the number of candidates remaining after the first s rounds, then 
by induction on s the adversary can ensure that 
n(S)/(n(S) + 2p) 2 (n/(n + 2p))? 
If r rounds suffice to find the maximum, then n@)= 1, so that 
l/( 1 + 2p) L (n/(n + 2p))2’, 
which implies (2.4). 
3. Solutions and reductions 
In this section we shall present some ways of finding an approximate median or 
the exact median, or of reducing these problems to smaller such problems. For tech- 
nical reasons, we shall always assume that n is an integral power of 16. We shall 
also assume that n and p are larger than certain absolute constants to be specified 
later, since either problem is trivial if n is bounded and, as was noted in the intro- 
duction, reducing p by a constant factor can affect the number of rounds only by 
a constant factor. 
Solution 3.1. If r~<p”~, we can find the exact median of n elements with p pro- 
cessors in one round. 
Proof. Since pr (;), we can perform all possible comparisons among the n ele- 
ments. 0 
Solution 3.2. If n-~p/(lnp)~, we can find an approximate median of n elements 
with p processors in one round. 
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Proof. Set a= (n Inp)*/p. By [12, Lemma 71, there is a graph with n vertices and 
0((n2 log n)/a)sp edges in which any two disjoint sets each containing at least a 
vertices are joined by an edge. (We assume here that Inp is larger than the absolute 
constant implicit in the O-notation.) By the proof of Proposition 6 of [12], after 
the elements have been compared according to the edges of this graph, all but 
n/4 + O(a log n) I n/4 + n2(1np)4/p elements are excluded from the lowest quartile. 
(We assume again that lnp is larger than the absolute constant implicit in the 
O-notation.) Similarly, all but n/4+n2(lnp)4/p are excluded from the highest 
quartile. Thus at least n/2-2n2(1np)4/pr n/4 elements are known have ranks in 
the middle half. (We assume here that (lnp)4>S.) 0 
[12, Lemma 71 is proved by a nonconstructive probabilistic argument. With only 
minor changes, however, one can rely instead on [12, Lemma 81, which is proved 
by an explicit construction. Specifically, one may assume that n <p/(lnp)15 and set 
a = n3’2(1np)“2/p”2. We shall not dwell further on the changes this would occa- 
sion elsewhere in our algorithm. 
The remaining reductions are derived from the sorting network of Ajtai, Komlos 
and Szemertdi [2]. Many variants of this network have been proposed; for definite- 
ness, we shall work with the one described as a sorting “program” in [13]. This 
variant assumes that the number n =2’ of elements to be sorted is an integral 
power of 16. The elements reside in n “registers”. The program consists of a 
sequence of 2c(v - 5) “steps”, where c is an absolute constant and each step consists 
of at most n/2 comparisons and conditional exchanges between the elements in dis- 
joint pairs of registers. For all 1 I p I v - 5, after 6cp steps, the n registers can be 
partitioned into rn = 2fl sets R,, . . . , R,_, each containing n/m registers so that, for 
all 0 5 II m - 1, at most n/4m of the registers in R, contain elements whose ranks 
are not in the interval [In/m, (/+ l)n/m). (To see this, we stop the program at time 
3p, let R,, . . . . R,_I be the sets of registers at nodes at level p, then adjoin to these 
sets the registers at nodes at levels in (0, . . . . p - 1) in such a way that each RI has 
n/m registers. By inequality (3.3) in [13], at most 3nA28m elements in registers in 
R, from nodes at level ,U have ranks not in the interval [In/m, (I+ 1)&m), and at 
most n/64m registers from nodes at other levels are adjoined.) 
Lemma 3.3. If n 2p’j2, we can in O(rn/pl) rounds partition n elements with p 
processors into m sets S,, . . . , SW_, each containing n/m elements, where ml 
64( 1 + 6p/n)“2, m is an integral power of 16 and, for 05 l<m - 1, all but at most 
m/4 elements of S, have ranks in the interval [In/m, (I+ l>n/m). 
Proof. Set A = Llog,(l + 6p/n)J and p = 4[(6 + n)/41. Then m = 2P is an integral 
power of 16 and 64(1+6p/n)“2~m~1024(1+6p/n)1’2. If n=2”, then nzp”* im- 
plies ,u<v- 5 (provided that n is sufficiently large). 
The first 6cp steps of the sorting program described above can be simulated by 
O(rn/pl) rounds with p processors. To see this, note that if p< n/2, then A = 0 and 
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p = 8. Each step of the sorting program can be simulated by rn/2Pl rounds, so the 
first 6cp steps can be simulated by 48crn/2pl = O(r+q> rounds. If on the other 
hand pz n/2, then d 2 1 and ,u I 8A. Partition the first 6cp steps of the sorting pro- 
gram into 48~ batches, each comprising A consecutive steps. According to Azar and 
Vishkin [5], each batch of A steps can be simulated by one round with p processors, 
since(n/2)(1+4+...+4”-’ )sp. Thus the first 6cp steps can be simulated by 48c= 
O(rn/pl) rounds. 
We conclude by letting S,, . . . , S,_ 1 be the sets of elements contained in the regis- 
ters in Ro, . . . . R, _ , , respectively. 0 
Reduction 3.4. If n~p/(lnp)‘, we can in O(rn/pl) rounds reduce the problem of 
finding an approximate median of n elements with p processors to the problem of 
finding an approximate median of at most n/64(1 + 6~/n)“~ elements. 
Proof. If ns-p/(lnp)8, then nzp”2 (p rovided that p is sufficiently large). Using 
Lemma 3.3, partition the n elements into rn = 2@ sets S,,, . . . , S, _ I, each containing 
n/m % n/64( 1 + 6p/n) “’ elements. An approximate median of S,,, has rank in the 
interval [(m/2)n/m, (m/2 + l)n/m) = [n/2, n/2 + n/m) c [n/4,3&4), and is thus an 
approximate median of the original set. 0 
Reduction 3.5. If r~?p”~, we can in O(rn/pl) rounds reduce the problem of 
finding the exact median of n elements with p processors to two instances of the 
problem of finding an approximate median of at most n elements, followed by one 
instance of the problem of finding the exact median of at most n/2(1 + 6p/n)1’2 
elements. 
Proof. Using Lemma 3.3, partition the n elements into m = 2” sets S,, . . . , Sm-,, 
each containing n/m I n/64( 1 + 6p/n)“2 elements. Let o and w be approxi- 
mate medians of S,,,_ 1 and Smj2, respectively. Then u has rank in the interval 
[(m/2 - l)n/m, (m/2)&m) = [n/2-n/m, n/2). Thus the rank of u is less than that 
of the median, by at least 1 but at most n/64(1 + 6p/n)“2. Similarly, the rank of 
w is greater than that of the median, by at least 0 but at most n/64( 1 + 6p/r~)“~ - 1. 
In r2(n - 2)/p] = o(rdpl) rounds, each of the n - 2 elements other than u and w 
can be compared with both u and w. Only those greater than u but less than w 
(together perhaps with w itself) remain as candidates for the median, and there are 
at most n/32( 1 + 6p/n)1’2 such candidates. Increasing the number of candidates by 
at most a factor of 16, we obtain a set whose median is the same as that of the 
original set and whose cardinality is an integral power of 16. 0 
4. The upper bound 
We begin with an algorithm for finding an approximate median of n elements 
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with p processors. If n <p/(lnp)*, this is accomplished in one round by Solution 
3.2. If nrp(lnp)8, then in O(rn/pl) rounds Reduction 3.4 reduces the problem to 
a smaller one, which may be solved by recursive application of the algorithm being 
described. 
Consider the number of rounds used by this algorithm. We have seen that one 
round is used if n~p/(lnp)~. 
If p/(lnp)8 In <2p, then O(rn/p]) = O(1). We must estimate the number 
of recursive invocations with n and p in this relationship. A problem with n 
elements is reduced to one with at most n/64(1 + 6p/r~)“~< r~~‘~/p”~ by each 
such invocation. Thus the ratio of elements to processors is raised to a power at least 
3/2 by each such invocation. Since this ratio is at most l/2 for the first such 
invocation and at least l/(lnp)” for the last such invocation, there are at most 
[h&,(8 log, 1np)l = O(log log logp) such invocations. Thus O(log log logp) 
rounds are used if n < 2p. 
If n 22p, then O(rn/pl) = 0(&p). We must sum this over invocations with 
n L 2p, since we know that O(log log logp) rounds are used by other invocations. 
Each such invocation reduces a problem with n elements to one with at most 
n/64(1 + 6p/r~)“~ 5 n/64 elements. Thus the sum in question is dominated by that 
of a geometric progression. Since the first term of this progression is O(n/p), so is 
the sum. Thus O(n/p) + O(log log logp) rounds are used to find an approximate 
median for any n and l<pi(i). 
We now give our algorithm for finding the exact median of n elements with p pro- 
cessors. If ncpl”, this is accomplished in one round by Solution 3.1. If n L P”~, 
then in O(rn/pl) rounds Reduction 3.5 reduces the problem to that of finding two 
approximate medians, together with a smaller problem of finding the exact median, 
which may be solved by recursive application of the algorithm being described. 
Consider the number of rounds used by this algorithm. We have seen that one 
round is used if n<~‘/~. 
If ~“~5 n <p/(lnp)“, then O(rn/pl)= O(1) and finding two approximate 
medians also uses O(1) rounds. We must estimate the number of recursive invoca- 
tions with n and p in this relationship. As in the analysis of the approximate median 
algorithm, each such invocation raises the ratio of elements to processors to a power 
at least 3/2. Since this ratio is n/p for the first such invocation and at least l/~“~ 
for the last such invocation, there are at most 
such invocations. Thus 
0 log ( ( log n log(1 +p/n) >> 
rounds are used if n <p/(ln p)‘. 
If p/(lnp)’ 5 n < 2p, then O(rn/pl) = O(1) but finding two approximate medians 
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uses O(log log logp) rounds. As in the analysis of the approximate median algor- 
ithm, there are at most O(log log logp) invocations with II andp in this relationship. 
Thus 
O((log log logp)2) = 0 log ( ( 
log n 
log(1 +p/n) >> 
rounds are used during such invocations, and 
0 log ( ( 
log n 
log(1 +p/n) >> 
rounds are used if n<2p. 
If n r2p, then O(rn/pl) = O(n/p) and finding two approximate medians uses 
0(&p) + O(log log logp) rounds. We must sum this over invocations with n 2 2p, 
since we know that 
0 log ( ( 
log n 
log(1 +p/n) >> 
rounds are used by other invocations. The sum of O(n/p) over such invocations is 
again dominated by that of a geometric progression with sum O(n/p). To sum 
O(log log logp) over such invocations we must estimate the number of such invoca- 
tions. The ratio of elements to processors is divided by a factor at least 2 by each 
such invocation. Since this ratio is n/p for the first such invocation and at least 2 
for the last such invocation, there are at most rlog2(n/p)l = O(log(n/p)) such in- 
vocations. Thus the sum of O(log log logp) over such invocations is 
O(log(n/p) log log logp) = O(((n/p) log logp)“2) 
= O(n/p) + O(log logp) 
= O(n/p) + 0 log ( ( 
log n 
log(1 +p/n) >> ’ 
where we have used the inequalities In x= 0(x”*) and (xy)i’* = O(x) + O(y). Thus 
o(n’p+log( log:Pti/n))) 
rounds are used to find an exact median for any n and llpl(y). 
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