Abstract-Image segmentation is still considered a very challenging subject despite years of research effort poured into the field. The problem is exacerbated when there is need for specific object detection. Since objects can be visually nonhomogeneous, techniques that attempt to segment images into visually uniform regions using only the bottom-up cues, tend to fail. We propose a novel two-step model that incorporates both bottom-up information and top-down object constraints. Firstly, a set of uniform regions are generated using an extension of contour detection, seeded region growing, and graph-based methods. The second step applies co-occurrence constraints on the image regions in order to perceptually group regions into objects. This unsupervised segmentation process models each object using higher-level knowledge in the form of visual cooccurrences of its constituent parts. Experiments on the horse and ImageCLEF databases show that the proposed technique performs comparably well with existing state-of-the-art techniques.
I. INTRODUCTION
Image segmentation has always been a long standing challenge in computer vision, which has been intensively studied in the literature. The objective of image segmentation is to segment an image into its constituent parts. However, it involves complex low-level image analysis task due to the complexity of modeling visual patterns and intrinsic ambiguities in image perception. Early attempts at automatic image segmentation merely divided images into homogenous (yet meaningless) regions. These regions however only contain low-level visual data that lack any semantic information.
Reliable identification of semantics in images is crucial for automated machine perception. One field that has gained popularity in recent years is object recognition, which applies image segmentation to detect semantic objects within a scene. Although methods already exist to segment complex images, object segmentation is still unsatisfactory and incomplete. Many image segmentation approaches are data driven, where they mainly utilize the bottom-up information. However, a single image might contain insufficient information for desirable segmentation, and images can also present details at multiple scales. The human visual system recognizes objects in images through synthesis of visual features (e.g. shape, color), domain knowledge and contextual information [1] . Therefore, there is a need for top-down knowledge to guide attention, in addition to the low-level bottom-up information.
In this work, the human's capability of integrating visual data with the contextual information is considered for robust object segmentation. The proposed method automatically utilizes all bottomup information and object knowledge in two separate steps, i.e., (i) image segmentation into homogeneous regions (object parts), and (ii) combination of the object parts into the objects.
For the first step, it would seem likely that adopting existing image segmentation algorithms is sufficient, such as random sampling [2] , sliding windows [3] , regular grid [4] and interest point detection [5, 6] . However, these algorithms are unsuitable for object segmentation, as the images are merely partitioned into 'meaningless' regions that lack semantic information. This degrades semantic integration and limits the performance of an object recognition system. Among many image segmentation methods, the Seeded Region Growing (SRG), and graph-based methods perform robustly, and they are widely adopted in various applications [1] , [7] - [9] [10]. The SRG technique improves the region growing methods which use split and merge procedures by introducing a number of initial seeds. However, it su ers from the problems of pixel sorting orders for labeling and automatic seed selection. On the other hand, graph-based methods such as normalized cut (NCut) [10] represent an image as a graph where vertices are image pixels and the edge weights represent the feature similarities between pixels. The idea is to partition the vertices of the graph into disjoint sets so that the total similarity between different sets is minimized [11] . Nevertheless, there are exponential numbers of possible partitions of the graph as the number of pixels in an image is large. As a result, it is computationally expensive to find the optimal partition. Since all semantic objects recognizable in the human visual system are separable by their boundaries, the contour (or edge) detection methods can also be used for image segmentation. The ultimate goal of image contour detection approaches is to determine boundaries between distinct objects in the images. However, the boundaries detected by these methods are not semantic distinctions of the objects or object parts. Therefore, most of these methods are not individually suitable for object segmentation. Moreover, the existing image segmentation methods require the parameter setting, and their applications are limited to the specific environments.
Instead of selecting an optimal algorithm with the estimated parameters, it has recently been proposed to combine different segmentation algorithms into a final framework [12] - [14] . Based on this idea, a segmentation method is proposed for the first step, where the outputs of the contour detection are refined by the application of the other efficient image segmentation algorithms. In other words, the regions of the contour detection can be considered as seeded regions for SRG in a combined segmentation model. The uniformity of the visual features throughout the object parts can be used to generate homogenous object parts by combining the similar neighboring regions. Therefore, seeded regions generated by contour detection can be seen as the graph vertices in the region adjacency graph (RAG), where edge weights are the feature similarities (or dissimilarities) between regions. Removing the edges with the maximum weights results in the uniform object parts. This is similar to the minimization in the graph-based methods, where the overall objective is to create disjoint sets of pixels by optimizing an energy function over pixel labels.
In the second step, detected object parts are combined to obtain semantic objects. Although the proposed method can efficiently segment the images into homogeneous regions, object segmentation requires a further step. This is because sole reliance on bottom-up information is insufficient to separate image objects (which may not Image Processing Theory, Tools and Applications 978-1-4799-8637-8/15/$31.00 ©2015 IEEE be visually uniform). In this paper, the behavior of the human visual system in learning and remembering the image objects is modeled for reliable object segmentation. Human beings usually learn unknown image objects by retaining the high-level visual cues and their combinations. In other words, a combination of some visual features in a scene may evoke a specific object from memory. Intuitively, the contextual information in the form of co-occurrences of the visual features is modeled as the top-down knowledge for object segmentation. Each image object is then modeled through the cooccurrences of its parts. Therefore, detected object parts in the first step are matched with the appropriate object model. The overall diagram of the proposed model is shown in Fig. 1 . The rest of this paper is organized as follows. Section II describes the proposed algorithm for the bottom-up image segmentation. Modeling co-occurrences of the visual feature for object segmentation is presented in Section III. Section IV gives experimental evaluations on some benchmarks of real image data. Section V concludes this work.
II. BOTTOM-UP IMAGE SEGMENTATION INTO UNIFORM OBJECT PARTS
Contour detection can be a considerable solution for object segmentation as objects are normally contained within contours. However, these methods do not necessarily segment images into meaningful objects and can generate over-segmented homogeneous regions [15] . Despite these drawbacks, we foresee the benefit of using contour detection for object segmentation. The aim is to combine segmented regions into larger regions, which finally leads towards segmentation of the final object. To this end, each object can be considered as a set of object parts consisting of uniform regions separated by contours. Furthermore, the output of the contour detection methods can be refined by applying SRG and graph-based techniques.
Early contour detection approaches looked for boundaries based on changes in image gradients. The Canny edge detector [16] for example, models the image boundaries by computing the image gradients with non-maximal suppression and thresholding. Ruzon and Tomasi [17] proposed to detect image contours by maximizing the difference between two halves of a circular window based on color pixels distributions. The tree-structured boosted edge learning (BEL) method was proposed in [18] , where image patches' features in different scales were used to model the image boundaries. In this work, the Canny edge detector [16] is utilized as it has the lowest error rate, and well matches the human perception of edges. It uses a filter based on the first derivative of a Gaussian. By comparison of the visual features of the produced regions, the homogeneous regions are grouped together to make a single object part.
In order to generate the region edges, the original image is fed into the Canny edge detector. Edge detection is followed by a postprocessing step (i.e. morphological operations) that creates a contour map as shown in Fig. 2 . The contour map represents boundaries between regions which can be seen as superpixels. The region adjacency graph, RAG=(V,E) is then computed from the contour map, where V are superpixels and E are edges connecting neighboring superpixels. The graph-based segmentation algorithm in [9] is adopted in this paper. In order to segment each image, its RAG must be partitioned into connected components corresponding to the object parts. In other words, the object parts are obtained by merging visually similar neighboring superpixels in the region adjacency graph.
However, this solution requires an optimum merging procedure and a set of distinctive features. In the proposed method, the dissimilarity between superpixels along the boundary of two object parts is measured relative to the dissimilarity of the neighboring superpixels within each of the two object parts. This measure is adaptive to the local characteristics of the uniform object parts as it compares the visual attributes of the inter-and intra-object parts. Intuitively, the superpixels in each object part are similar, and superpixels in neighboring object parts are dissimilar in terms of any measure such as color, motion, location, or difference in intensity. Fig. 2 . From left to right: original image, extracted contour map after edge detection and post-processing, RAG from contour map, and segmented objects.
In the computed RAG, the weight w(v i ,v j ) is defined for the connecting edge between neighboring superpixels v i and v j , which is the overall dissimilarity between these two superpixels. This is a collective measure including non-negative functions, one for each visual feature. These object parts are considered as the components in the RAG. The superpixels in a certain component are connected when their edges are minimum. Therefore, the largest weight in the minimum spanning tree of the component is considered as the component connectivity or internal dissimilarity. It is defined as:
Con(C) = max w(e), e MST(C,E)
where MST(C,E) is the minimum spanning tree for the component C V. Two components will be separated if they are dissimilar. This dissimilarity is shown by the minimum edge weight connecting the two components, and can be computed as:
where C 1 , C 2 V are two components. If C 1 and C 2 are not neighbors, Dis(C 1 ,C 2 )= . Each component consists of the edges with the low weights comparing to the higher weights of the edges between vertices in different components. Therefore, two components C 1 and C 2 are separated if Dis(C 1 ,C 2 ) is large relative to the component connectivity of at least one of the components, i.e., Con(C 1 ) or Con(C 2 ). We define the minimum internal dissimilarity as:
where is a threshold function. If Dis(C 1 ,C 2 )>MCon(C 1 ,C 2 ), two components must be separated, and thus, there exist a boundary between them. In this case, the threshold function regulates the degree to which the dissimilarity between two components is greater than their internal dissimilarity. It varies across different components, and can be defined based on the component size as: (4) where k is a constant number. Therefore, a small component is isolated from its neighboring components if it has a sufficiently large dissimilarity with its neighbors.
The segmentation procedure can be summarized as follows. (C {q-1}{i} ,C {q-1}{j} ) , then S q is obtained from S q-1 by merging C {q-1}{i} and C {q-1}{j} , otherwise S q = S q-1 . Finally, the S m is obtained as a segmentation of V.
This method can be seen as an enhanced version of the region growing techniques which benefits from the edge detection and graphbased approaches. It uses region boundaries as the starting points and considers dissimilarities between individual visual features in a RAG. Despite its simplicity, it is able to handle the reported problems in the other methods. By the graph representation, the expensive task of iterative region growing of the SRG is avoided using grouping the similar regions in an efficient way. In fact, edge detection automates the initial seed selection by providing regions enclosed by the contours. A spatial view of the limited number of generated regions is enabled by a small RAG which is comparable to the huge graph of the graph-based methods with the large number of pixels (or even superpixels) as vertices. Instead of considering the visual feature space in the earlier steps (intensity or color of the pixels in graph-based methods), the high-level features of the largest homogenous superpixels are exploited after edge detection. As a result, representations and computations are facilitated efficiently. Both colored and textured objects are detectable in this method as it considers the image features individually and weighs each feature according to its ability to discriminate neighboring regions.
III. CO-OCCURRENCES OF THE VISUAL FEATURES FOR OBJECT SEGMENTATION
Although the images can be conveniently segmented into the object parts in the first step, object segmentation needs further investigation. Usually, the image objects are not visually uniform across the different parts of the objects. Therefore, the only low-level visual features are not sufficient to separate an image object with visually different object parts from its neighbor objects. Intuitively, top-down knowledge about object shapes and appearances are required to discover semantic objects. Some existing approaches suggest to incorporate this knowledge with the low-level cues to guide the segmentation process [15] , [19] . Although the use of objectspecific knowledge helps to disambiguate low-level segmentation, relying on human supervision as the source of top-down cues makes these methods unsuitable for automatic object segmentation. In the proposed method, the combination of the visual appearances of the object parts builds an object model for each object. Thus, without explicitly knowing the objects and their shapes, they can be detected as separated segments.
Obviously, the components of each object co-occur frequently, which can be considered for object segmentation. If some object parts are known to be the components of a specific object, the occurrence of an object part will reveal the existence of the others, and thus, the boundary of the object will be discovered. However, in an unsupervised object segmentation, objects are unknown and there is no extra information about objects and their components. In this paper, a novel approach is proposed to efficiently utilize the contextual information as the top-down knowledge for object segmentation. Our intuition is that understanding how the human visual system works in learning and remembering a new object will help to model this process. The human visual perception of the objects in a scene is based on their properties such as color and texture. For instance, when the visual attributes of some parts of a specific object are observed in a scene, we expect to see that object as a whole. Accordingly, instead of considering co-occurrence patterns between known semantic objects and their components, we propose to discover the contextual dependency among visual primitives and feature cooccurrence patterns among different types of features. 
. This number is increased if the visual primitive f j belongs to the spatial context of the f i , and it is decreased otherwise. In fact, it not only scores the co-occurrences of these visual primitives, but also penalizes any single occurrence of f i without f j in a certain scene.
Inevitably, two visual primitives f i and f j belong to the same object, if they always co-occur in images. In other words, any occurrence of f i reveals the presence of f j , which is formulated by the object models. To build the object models, the visual primitives of the segmented components of the image in the database are computed. The visual co-occurrence matrix is then modified according to the spatial contexts of the computed visual primitives. The equally frequent (with a distance of ) visual primitives form a model for an unknown object. Once the object models are built, the exploited visual attributes of the components are used to find the appropriate model. If the neighboring components are matched the model, they then combine to suitably separate the object.
In the proposed method, a model is built for each object from the co-occurrences of the visual features of its components. This model is estimated from training images. Undoubtedly, increasing the number of images boosts the convergence of the object models rather than accidental object co-occurrences. More specifically, training images are segmented into the components using the proposed algorithm in the previous section. The components' visual features that frequently co-occur in many images should belong to the same object. Otherwise, if they randomly co-occur, they show the accidental contextual relationships among objects such as grass and cow. As shown in Fig.  3(a) , the existence of a spatial pattern { , , } in all images discovers that these visual primitives co-occur frequently and form a meaningful object. Also, the co-occurrences of the brown and white colors in Fig. 3(b) ensures that they belong to the same object without explicitly knowing the object. 
IV. EXPERIMENT RESULTS
The proposed method was evaluated on the publicly available horse database 1 and the ImageCLEF 2012 [20] , which are two widelyused benchmarks for image segmentation.
The horse database includes 328 color images with manually figure-ground segmented maps. The average size of each image is approximately 190x245 pixels. This database is a challenging benchmark for image segmentation as it includes horse images in different appearances and positions (running, standing, eating, etc.) on highly cluttered backgrounds. On the other hand, many recent works [1] [21] [22] carried out experiments on this database. In the experiments, the database was split into two separate sets of equal size for training and testing the proposed method.
The ImageCLEF dataset consists of a large set of semantic concepts, which is used as a standard benchmark for many image analysis tasks. It includes 20,000 pixel-wise segmented and annotated images. The collection provided is a subset of the MIR Flickr dataset [23] of the real world photographs with varying lighting conditions, scales, positions and image qualities. This makes it particularly a challenging database for automatic image segmentation. In this database, 50% of the images were selected randomly for training the system and the remaining images were used for evaluating our approach.
To verify the validity of the proposed model in automatic object segmentation, it was compared with other models in terms of segmentation accuracy [24] [25] . The segmentation accuracy compares the differences between the ground truth and the regions produced by the algorithm using the following ratio:
where G and M denote the set of pixels in the ground truth of an object judged manually and the object produced by the algorithm, respectively. The maximal ratio 1 is achieved only for perfect segmentation. The overall segmentation accuracy is defined as the average percentage of correctly segmented pixels in all images.
In both datasets, the canny edge detector was applied on the training images. Using some morphological operations such as closing and opening, the detected edges surrounded the regions as closed boundaries. The generated superpixels (approximately 30 50 regions) were assigned to the vertices of the RAG which its connecting edges were weighed by the overall dissimilarity. Intensity, color, and texture of the superpixels were computed for the overall dissimilarity. Depending on the resolution of the images and the importance of the details in the scenes, the constant number k was empirically set to 150 and 300 for the horse and ImageCLEF databases, respectively.
The co-occurrences of the visual primitives were taken for each database. For visual primitive generation, the difference-of-Gaussian (DoG), invariant feature transform (SIFT), and dominant color descriptor (DCD) were adopted and quantized into 10k components using k-means clustering. The object models were then built by the cooccurrences of these components. The accidental co-occurrences which show the contextual relationships among objects were discarded from the models.
Our segmentation model was compared with different state-of-theart methods. Table 1 shows the segmentation results in terms of accuracy. As expected, all the studied methods obtained higher accuracy in the horse database as the only saliency object in all the images is horse. On the other hand, the ImageCLEF database includes more complex multi-label real images. The proposed method by Zhang et al. [1] performed better than that of Ren et al. [21] and Zhu et al. [22] in both databases. However, our model achieved the highest accuracy among the studied methods. It obtained 95.1% and 63.0% in the horse database and ImageCLEF, respectively. [21] 91.0% 51.9% Zhu et al. [22] 93.3% 54.8% Zhang et al. [1] 94.0% 57.3% Proposed method 95.1% 63.0%
Some demonstrative examples of segmentation results on different images of the horse and the ImageCLEF databases are illustrated in Fig. 4 . These examples show that the proposed object segmentation method is able to segment difficult images with multiple semantic objects and visual diversities. It is noticeable that the number of training samples of some objects is unbalanced. This causes the wrong object segmentation for some images. 
V. CONCLUSION
An automatic object segmentation is presented in this paper. The intuition is that the low-level bottom-up cues are not sufficient for the complex task of object segmentation. As the image objects often consist of a set of homogenous parts surrounded by closed boundaries, these parts are detected using a novel approach which is a combination of graph-based, edge detection, and seeded region growing methods. The contextual constraints in the form of visual cooccurrences are then applied on the detected object parts to build the object models. For each new image, the object parts are grouped together to segment an unknown object using a suitable object model. Therefore, the use of object-specific knowledge helps to disambiguate low-level segmentation cues about image objects. Through empirical studies on well-known image databases, it is demonstrated that this method outperforms existing approaches. However, the complexity of the model and generalization in other real image databases need further considerations.
