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VOLTERRA OPERATORS ON HARDY SPACES OF DIRICHLET SERIES
OLE FREDRIK BREVIG, KARL-MIKAEL PERFEKT, AND KRISTIAN SEIP
ABSTRACT. For a Dirichlet series symbol g (s) =∑n≥1 bnn−s , the associated Volterra operator Tg
acting on a Dirichlet series f (s)=∑n≥1 ann−s is defined by the integral f 7→ −∫ +∞s f (w)g ′(w)d w .
We show that Tg is a bounded operator on the Hardy spaceH p of Dirichlet series with 0< p <∞
if and only if the symbol g satisfies a Carleson measure condition. When appropriately restricted
to one complex variable, our condition coincides with the standard Carleson measure character-
ization of BMOA(D). A further analogy with classical BMO is that exp(c|g |) is integrable (on the
infinite polytorus) for some c > 0 whenever Tg is bounded. In particular, such g belong toH p for
every p <∞. We relate the boundedness of Tg to several other BMO type spaces: BMOA in half-
planes, the dual ofH 1, and the space of symbols of bounded Hankel forms. Moreover, we study
symbols whose coefficients enjoy a multiplicative structure and obtain coefficient estimates for
m-homogeneous symbols as well as for general symbols. Finally, we consider the action of Tg
on reproducing kernels for appropriate sequences of subspaces ofH 2. Our proofs employ func-
tion and operator theoretic techniques in one and several variables; a variety of number theoretic
arguments are used throughout the paper in our study of special classes of symbols g .
1. INTRODUCTION
By a result of Pommerenke [32], the Volterra operator associated with an analytic function g
on the unit disc D, defined by the formula
(1.1) Tg f (z) :=
∫ z
0
f (w)g ′(w)d w, z ∈D,
is a bounded operator on the Hardy space H 2(D) if and only if g belongs to the analytic space
of bounded mean oscillation BMOA(D). In view of the factorization H 2 ·H 2 =H 1 and C. Feffer-
man’s famous duality theorem, according to which BMOA(D) is the dual of H 1(D), it follows that
Tg is bounded if and only if the corresponding Hankel form Hg is bounded, where
Hg ( f ,h) :=
∫
T
f (z)h(z)g (z)dm1(z), f ,h ∈H 2(D).
In recent years, it has become known how to give a direct proof of the equivalence of the bound-
edness of Tg and Hg [3], with no mention of bounded mean oscillation (BMO) or Carleson mea-
sures, relying instead on the square function characterization of H 1 to show that Tg f is in H 1(D)
whenever f and g are in H 2(D). Although the systematic study of Tg was conducted much later
than that of the Hankel form Hg (see [2, 4]), one could now, based on this insight, easily imag-
ine an exposition of the one variable Hardy space theory which considers the boundedness of
Volterra operators before BMOA and Hankel operators. One advantage would then be that the
John–Nirenberg inequality, by Pommerenke’s trick [32], has an elementary proof for functions
g such that Tg is bounded.
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This conception of Volterra operators, as objects of primary interest for understanding BMO,
underlies the present investigation of such operators on Hardy spaces of Dirichlet series H p
with 0< p <∞. The precise definition of these spaces will be given in the next section; suffice it
to say at this point that every Dirichlet series f (s)=∑n≥1 ann−s inH p defines an analytic func-
tion for Re s > 1/2, and thatH p can be identified with the Hardy space H p (D∞) of the countably
infinite polydisc D∞, through the Bohr lift. For a Dirichlet series symbol g (s)=∑n≥1 bnn−s , we
consider the Volterra operator Tg defined by
(1.2) Tg f (s) :=−
∫ +∞
s
f (w)g ′(w)d w, Re s > 1/2.
We denote the space of symbols g such that Tg :H p →H p is bounded byXp . The index p = 2
is special, and we frequently writeX instead ofX2.
A general question of interest in the theory of Hardy spaces of Dirichlet series is to reveal how
the different roles and interpretations of BMO manifest themselves in this infinite-dimensional
setting. The space of symbols generating bounded Hankel forms has been shown to be signifi-
cantly larger than (H 1)∗ [30], and the space (H 1)∗ itself also lacks many of the familiar features
from the finite-dimensional setting. For instance, a function f in (H 1)∗ does not always belong
to H p for every p <∞ [26]. By Pommerenke’s trick, however, it is almost immediate that the
corresponding inclusion does hold for the spaceX , i.e.,
X ⊂ ⋂
0<p<∞
H p .
Furthermore, (H 1)∗ is notoriously difficult to deal with, in part owing to the fact that H p (D∞),
viewed as a subspace of Lp (T∞), is not complemented when p 6= 2. We shall find that the space
X is significantly easier to manage.
One of our main results is that the spaces Xp can be characterized by a Carleson measure
condition, in analogy with what we have in the classical one variable theory. In our context, the
Carleson measure associated with the symbol g will live on the product of T∞ and a half-line.
Again deferring precise definitions to the next section, we mention that this result takes the
following form: The symbol g belongs toXp if and only if there exists a constant C (depending
on g and p) such that ∫
T∞
∫ ∞
0
| fχ(σ)|p |g ′χ(σ)|2σdσdm∞(χ)≤C‖ f ‖pH p
holds for every f inH p . Here m∞ denotes Haar measure on T∞, while χ is a character on T∞
and fχ(s) := ∑n≥1 anχ(n)n−s for the Dirichlet series f (s) = ∑n≥1 ann−s . This result, proved in
Section 5, is based on an adaption to our setting of an ingenious argument from a recent pa-
per of Pau [31]. Our Carleson measure condition gives us the opportunity to study non-trivial
Carleson embeddings on the polydisc D∞, see Sections 5.2 and 5.3. Our understanding is in-
complete, but some of the questions asked are more tractable than the important embedding
problem ofH p (see [34, Sec. 3]) while still being of a similar character. In the classical setting,
the description in terms of Carleson measures shows that Tg is bounded on H p (D) if and only if
it is bounded on H 2(D). We will see that our Carleson measure characterization implies that if
g is inXp , then g is inXkp for every positive integer k. As is typical in this setting, we have not
been able to do better than this for a general symbol g , and the following interesting problem
remains open:
Question 1. Is Tg bounded onH 2 if and only if it is bounded onH p for every p <∞?
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We are able to give an affirmative answer to this question only in the case when g is a linear
symbol, i.e., when g has non-zero coefficients only at the primes p j so that g (s)=∑ j≥1 a j p−sj .
Before proceeding to give a closer description of our results, we would like to mention an-
other open problem related to Question 1. In Section 6, we will observe that if Tg :H 2 →H 2 is
bounded, then the corresponding multiplicative Hankel form is bounded. Furthermore, we will
show that if Tg :H 1 →H 1 is bounded, then g is in (H 1)∗. Hence, if the answer to Question 1
is positive, then so is the answer to the following.
Question 2. Do we haveX2 ⊂ (H 1)∗?
The reverse inclusion is easily shown to be false. In fact, it is not even true when formulated
for the finite-dimensional polydisc D2 (see Theorem 6.6).
To give appropriate background and motivation for our general result about Carleson mea-
sures, we have chosen to begin by exploring in some detail the distinguished spaceX2 and its
many interesting facets. This will allow us to exhibit the ubiquitous presence of number the-
oretic arguments in our subject, which is a consequence of our operators Tg being defined in
terms of integrals on the half-plane Re s > 1/2. Roughly speaking, if trying to understand Tg at
the level of the coefficients of Tg f , one has to investigate the interplay between the number of
divisors d(n) of an integer n and its logarithm, logn. One may also analyze symbols of number
theoretic interest in terms of their function theoretic properties. In fact, our first interesting ex-
ample of a bounded Volterra operator Tg :H p →H p , will be established by the result, shown
in Section 2, that the primitive of the Riemann zeta function,
g (s)=−
∫
(ζ(s+1)−1)d s =
∞∑
n=2
1
n logn
n−s ,
is of bounded mean oscillation on the line Re s = 0. Such a BMO condition easily implies that g
is inX2, and also that g is inXp for 0< p <∞, once our Carleson measure condition is in place.
To close this introduction, we now describe briefly the contents of the six subsequent sec-
tions of this paper. We begin in Section 2 by introducing the Hardy spaces H p and start from
the preliminary result thatH∞ ⊂X ⊂⋂0<p<∞H p . In our setting, there is a considerable gap
between H∞ and
⋂
0<p<∞H p , as for instance functions in H∞ are bounded analytic func-
tions in the half-plane Re s > 0, while functions in ⋂0<p<∞H p in general will be analytic in the
smaller half-plane Re s > 1/2. In Section 2, the main point is to demonstrate how X can be
thought of as a space of BMO functions in the classical sense. Using the notation Cθ for the
half-plane {s : Re(s) > θ} and D for the class of functions expressible as a Dirichlet series in
some half-plane Cθ, we prove that
BMOA(C0)∩D ⊂X ⊂BMOA(C1/2),
and we also show that ec|g | is integrable for some positive constant c whenever g is inX .
Section 3 and Section 4 investigate properties ofX with no counterparts in the classical the-
ory. After showing that the primitive of ζ(s+α)−1 is inX if and onlyα≥ 1, we make in Section 3
a finer analysis by identifying and studying a scale of symbols associated with the limiting case
α = 1. More specifically, we find that if we replace p−1−s in the Euler product for ζ(s + 1) by
λ(log p)p−1−s , then this new symbol is in X if and only if λ ≤ 1, the point being to nail down
the exact edge for a symbol to be in X when its coefficients enjoy a multiplicative structure.
The methods used to prove this result come from two number theoretic papers of respectively
Hilberdink [24] and Gál [19].
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In Section 4, we deduce conditions on the coefficients bn of a symbol g (s) =∑n≥1 bnn−s to
be inX . We begin by showing that a linear symbol is inX if and only if g is inH 2. This leads
naturally to a consideration of m-homogeneous symbols, i.e., symbols such that bn is nonzero
only if n has m prime factors, counting multiplicity. We obtain optimal weighted `2-conditions
for every m ≥ 2, showing in particular that the Dirichlet series of g in general converges in C1/m
and in no larger half-plane. Letting m tend to∞, we find that there exists a positive constant c,
not larger than 2
p
2, such that
‖Tg‖ ≤C
(
|b2|2+
∞∑
n=3
|bn |2ne−c
p
logn loglogn
)1/2
holds for every g in X . These results are inspired by and will be compared with analogous
results of Queffélec et al. [5, 27] on Bohr’s absolute convergence problem for homogeneous
Dirichlet series.
Section 5 begins with our general result about Carleson measures and is subsequently con-
cerned with a study of to what extent our results forX2 carry over toXp . As already mentioned,
our understanding remains incomplete, but we will see that a fair amount of nontrivial conclu-
sions can be drawn from our general condition.
In the last two sections, we return again to the Hilbert space setting. Section 6 explores the
relationship between Tg , Hankel operators, and the dual ofH 1. In particular, this section gives
background for what we have listed as Question 2 above. Finally, Section 7 investigates the
compactness of Tg , with particular attention paid to the action of Tg on reproducing kernels.
Here we return to the symbols considered in Section 3 which will allow us to display an example
of a non-compact Tg -operator.
Notation. We will use the notation f (x)¿ g (x) if there is some constant C > 0 such that | f (x)| ≤
C |g (x)| for all (appropriate) x. If we have both f (x) ¿ g (x) and g (x) ¿ f (x), we will write
f (x)³ g (x). If
lim
x→∞
f (x)
g (x)
= 1,
we write f (x) ∼ g (x). The increasing sequence of prime numbers will be denoted by {p j } j≥1,
and the subscript will sometimes be dropped when there can be no confusion. Given a positive
rational number r , we will denote the prime number factorization
r = pκ11 pκ22 · · ·pκdd
by r = (p j )κ. This associates uniquely to r the finite multi-index κ(r )= (κ1, κ2, . . . ). For χ inT∞,
we set χ(r ) := (χ j )κ, when r = (p j )κ. If r is an integer, say n, then the multi-index κ(n) will have
non-negative entries. We let (m,n) denote the greatest common divisor of two positive integers
m and n. The number of prime factors in n will be denoted Ω(n) (counting multiplicities) and
ω(n) (not counting multiplicities), and pi(x) will denote the number of primes less than or equal
to x. We will let logk denote the k-fold logarithm so that log2 x = loglog x, log3 x = logloglog x,
and so on. To avoid cumbersome notation, we will use the convention that logk x = 1 when
x ≤ xk , where x2 = ee and xk+1 = exk for k ≥ 2.
2. THE HARDY SPACESH p , SYMBOLS OF VOLTERRA OPERATORS, AND BMO IN HALF-PLANES
2.1. Hardy spaces of Dirichlet series. The Bohr lift of the Dirichlet series f (s)=∑n≥1 ann−s is
the power seriesB f (z) =∑n≥1 an zκ(n). For 0 < p <∞, we defineH p as the space of Dirichlet
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series f such thatB f is in H p (D∞), and we set
‖ f ‖H p := ‖B f ‖H p (D∞) =
(∫
T∞
|B f (z)|p dm∞(z)
) 1
p
.
Here m∞ denotes the Haar measure of the infinite polytorusT∞, which is simply the product of
the normalized Lebesgue measure of the torus T in each variable. Note that for p = 2, we have
‖ f ‖H 2 =
( ∞∑
n=1
|an |2
) 1
2
.
We refer to [33] (or to [6, 22]) for a treatment of the properties ofH p , describing briefly the basic
results we require below. For a character χ in T∞, we define
fχ(s) :=
∞∑
n=1
anχ(n)n
−s .
For τ in R, the vertical translation of f will be denoted by fτ(s) := f (s+ iτ). It is well-known (see
[22, Sec. 2]) that if f converges uniformly in some half-plane Cθ, then fχ is a normal limit of
vertical translations { fτk }k≥1 in Cθ.
The conformally invariant Hardy space H pi (Cθ) consists of holomorphic functions in Cθ that
are finite with respect to the norm given by
‖ f ‖H pi (Cθ) := supσ>θ
(
1
pi
∫
R
| f (σ+ i t )|p d t
1+ t 2
) 1
p
.
The following connection betweenH p and H pi (C0) can be obtained from Fubini’s theorem:
(2.1) ‖ f ‖p
H p
=
∫
T∞
‖ fχ‖pH pi (C0) dm∞(χ).
Based on (2.1), one can deduce Littlewood–Paley type expressions for the norms of H p . This
was first done for p = 2 in [7, Prop. 4], and later for 0< p <∞ in [8, Thm. 5.1], where the formula
(2.2) ‖ f ‖p
H p
³ | f (+∞)|p +
∫
T∞
∫
R
∫ ∞
0
| fχ(σ+ i t )|p−2| f ′χ(σ+ i t )|2σdσ
d t
1+ t 2 dm∞(χ)
was obtained. When p = 2, we have equality between the two sides of (2.2). We note in pass-
ing that this fact can be used to relate X to H∞, the space of bounded Dirichlet series in C0
endowed with the norm
‖ f ‖∞ := sup
σ>0
| f (s)|, s =σ+ i t .
Indeed, let Mg denote the operator of multiplication by g onH 2, and recall the result that Mg
is bounded if and only if g is in H∞, with ‖Mg‖ = ‖g‖∞ (see [22, Thm. 3.1]). Since ( f g )′ =
f ′g + (Tg f )′, it then follows from the Littlewood–Paley formula and the triangle inequality that
(2.3) ‖Tg‖ ≤ 2‖g‖∞
and consequentlyH∞ ⊂X .
Dirichlet series in H p for 0 < p <∞ are however generally convergent only in C1/2. In this
half-plane, we have the following local embedding from [22, Thm. 4.11]. For every τ in R,
(2.4)
∫ τ+1
τ
| f (1/2+ i t )|2 d t ≤C‖ f ‖2
H 2
.
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It is sometimes more convenient to use the equivalent formulation that
(2.5) ‖ f ‖2
H 2i (C1/2)
≤ C˜‖ f ‖2
H 2
.
It is interesting to compare (2.1) and (2.5). These formulas illustrate why both half-planes C0
and C1/2 appear in the theory of the Hardy spacesH p . It will become apparent in what follows
that both half-planes show up in a natural way also in the study of Volterra operators.
2.2. BMO spaces in half-planes. The space BMOA(Cθ) consists of holomorphic functions in
the half-plane Cθ that satisfy
‖g‖BMO(Cθ) := sup
I⊂R
1
|I |
∫
I
∣∣∣∣ f (θ+ i t )− 1|I |
∫
I
f (θ+ iτ)dτ
∣∣∣∣ d t <∞.
We let as before D denote the space of functions that can be represented by Dirichlet series in
some half-plane. The abscissa of boundedness of a given g inD, denoted by σb , is the smallest
real number such that g (s) has a bounded analytic continuation to Re(s) ≥ σb + δ for every
δ> 0. A classical theorem of Bohr [10] states that the Dirichlet series g (s) converges uniformly
in Re(s)≥σb +δ for every δ> 0.
Lemma 2.1. Assume that g is inD∩BMOA(C0). Then
(i) g has σb ≤ 0;
(ii) gχ is in BMOA(C0) and ‖gχ‖BMO = ‖g‖BMO for every character χ;
(iii) g is in
⋂
0<p<∞H p and exp(c|Bg |) is integrable on T∞ for some c > 0.
An interesting point is that the spaceD∩BMOA(C0) enjoys a stronger translation invariance,
expressed by items (i) and (ii), than what the space BMOA(C0) itself does. Lemma 2.1 can also
be interpreted as saying that D∩BMOA(C0) is only “slightly larger” thanH∞. We will later see
that part (iii) of Lemma 2.1 holds whenever Tg is a bounded operator.
Proof of Lemma 2.1. By the definition of σb , there exists a positive number M such that |g (σ+
i t )| ≤M whenever σ≥σb +1. Since g is assumed to be in BMOA(C0), there exists a constant C
such that ∫ ∞
−∞
|g (iτ)− g (σb +1+ i t )|
σb +1
(σb +1)2+ (τ− t )2
dτ
pi
≤C .
Therefore, by the triangle inequality, we find that∫ t+σb+1
t−σb−1
|g (iτ)|dτ≤ 2(σb +1) · (M +C ).
Writing g as a Poisson integral, we see that this bound implies (i). Now (ii) follows immediately
from the translation invariance of BMOA, the characterization of BMOA in terms of Poisson in-
tegrals, and that fχ is a normal limit of vertical translations of f inC0 by (i). To prove (iii), we use
the John–Nirenberg inequality to conclude that there is c = c(‖g‖BMO) > 0 and C =C (‖g‖BMO)
such that ∥∥ec|g−g (1)|∥∥L1i (iR) := 1pi
∫
R
ec|g (i t )−g (1)|
d t
1+ t 2 ≤C .
Since σb(g )≤ 0, we know that g is absolutely convergent at s = 1, so∥∥ec|g−g (1)|∥∥L1i (iR) ³ ∥∥ec|g |∥∥L1i (iR),
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where the implied constant depends on g , but only on the absolute value of its coefficients. In
particular, we can conclude that ∥∥ec|gχ|∥∥L1i (iR) ≤ C˜ ,
for every χ ∈ T∞, and C˜ does not depend on χ, by (ii). Integrating over T∞ and using Fubini’s
theorem as in (2.1) allows us to conclude that exp(c|Bg |) is in L2(T∞), which also implies that
g is in
⋂
0<p<∞H p . 
We require the following standard result, which can be extracted from [20, Sec. VI.1].
Lemma 2.2. Let g be holomorphic in Cθ. Then the measure
µg (s)= |g ′(σ+ i t )|2 (σ−θ) dσ d t
1+ t 2
is Carleson for H pi (Cθ) if and only if g is in BMOA(Cθ), and ‖µg‖CM(H pi ) ³ ‖g‖
2
BMO(C0)
.
We are now ready for a first result, saying that for the boundedness of Tg it is sufficient that
g is in BMOA(C0) and necessary that it is in BMOA(C1/2). On the one hand, it is a preliminary
result, following rather directly from the available theory ofH 2, outlined above. On the other
hand, as we shall see in Section 3 and Section 4, C0 and C1/2 are the extremal half-planes of
convergence for symbols g inducing bounded Volterra operators.
Theorem 2.3. Let Tg be the operator defined in (1.2) for some Dirichlet series g inD.
(a) If g is in BMOA(C0), then Tg is bounded onH 2.
Suppose that Tg is bounded onH 2. Then,
(b) g satisfies condition (iii) from Lemma 2.1;
(c) g is in BMOA(C1/2).
Proof. We apply (2.2) to Tg f and use Lemmas 2.1 and 2.2. Since ( f g ′)χ = fχg ′χ we find that
‖Tg‖2H 2 ³
∫
T∞
∫
R
∫ ∞
0
|( f g ′)χ(σ+ i t )|2σdσ d t
1+ t 2 dm∞(χ)
¿
∫
T∞
‖ fχ‖2H 2i (C0)‖gχ‖
2
BMO(C0)
dm∞(χ)= ‖ f ‖2H 2‖g‖2BMO(C0).
This completes the proof of (a).
For (b), we first observe that Tg 1= g , so that g is inH 2. Applying Tg inductively to the powers
g n , for n = 1,2, . . ., we get that
‖g n‖H 2 ≤ ‖Tg‖nn!.
Using this and the triangle inequality, we obtain∥∥ec|Bg |∥∥1/2L1(T∞) = ∥∥ec|Bg |/2∥∥L2(T∞) ≤ ∞∑
n=0
(c‖Tg‖
2
)n
,
which implies that ec|Bg | is integrable whenever c < 2/‖Tg‖.
To prove (c), we use the Littlewood–Paley formula for H 2i (C1/2) and (2.5) to see that∫
R
∫ ∞
1/2
| f (σ+ i t )|2 |g ′(σ+ i t )|2
(
σ− 1
2
)
dσ
d t
1+ t 2 ³ ‖Tg f ‖
2
H 2i (C1/2)
¿‖Tg f ‖2H 2 ≤ ‖Tg‖2‖ f ‖2H 2 .
This means that
µg (s)= |g ′(σ+ i t )|2
(
σ− 1
2
)
dσ
d t
1+ t 2
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is a Carleson measure forH 2 in C1/2. By [29, Thm. 3], this implies that µg (s) is a Carleson mea-
sure for the non-conformal Hardy space H 2(C1/2), which as in Lemma 2.2 means that h(s) :=
g (s)/(s+1/2) is in BMO(C1/2). Indeed, we have proved that ‖h‖BMO(C1/2) ¿‖Tg‖.
Let us show that the factor (s+1/2)−1 can be removed, so that g is in fact in BMOA(C1/2). We
note first that if |I | ≥ 1, then it follows from the local embedding (2.4) that∫
I
|g (1/2+ i t )|2 d t ¿|I | · ‖g‖2
H 2
,
since g is inH 2 by (b). Hence we only need to consider intervals of length |I | < 1. For a charac-
ter χ in T∞, we define
hχ(s) :=
gχ(s)
s+1/2.
Clearly, ‖Tgχ‖ = ‖Tg‖ for every χ in T∞. This means that
sup
χ∈T∞
‖hχ‖BMO(C1/2) ¿‖Tg‖.
In particular, the BMO-norm of h is uniformly bounded under vertical translations of g , so
that we only need to consider intervals I = [0,τ] for τ < 1. On this interval, (s +1/2)−1 and its
derivative is bounded from below and above. It follows that g is in BMO(C1/2). 
Combined with a result from [22], part (b) of Theorem 2.3 yields the following result.
Corollary 2.4. If Tg is bounded onH 2, then for almost every character χ on T∞, there is a con-
stant C such that
(2.6) |gχ(σ+ i t )| ≤C log 1+|t |
σ
holds in the strip 0<σ≤ 1/2.
Proof. We assume that Tg is bounded on H 2. Then by part (b) of Theorem 2.3, there exists a
positive number c such that the four functions e±cg and e±i cg are in H 2. Now let f be any of
these four functions. Then [22, Thm. 4.2] shows that, for almost every character χ, there exists
a constant C (depending on χ) such that
| fχ(σ+ i t )− f (+∞)| ≤C 1+
p|t |
σ
for every point σ+ i t in C0. Combining the acquired estimates for the four functions e±cg and
e±i cg and taking logarithms, we obtain the desired result. 
Our bound (2.6) shows that almost surely |gχ| grows at most as general functions in BMOA(C0)
at the boundary of C0. It would be interesting to know if this result could be strengthened. For
instance, is it true that gχ almost surely satisfies the BMO condition locally, say on finite inter-
vals, whenever Tg is bounded onH 2? Note that we cannot hope to have the stronger result that
gχ is almost surely in BMOA(C0). Indeed, the proof of part (a) of Theorem 2.3 gives that if gχ is
in BMOA(Cθ) for one character χ, then this holds for all characters χ. In view of this fact and
what will be shown in Section 4, gχ will in general be in BMOA(C1/2) and in none of the other
spaces BMOA(Cθ) for 0≤ θ < 1/2.
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2.3. An unbounded Dirichlet series in BMO. The canonical example of an unbounded func-
tion in BMO(R) is log |t |, the primitive of 1/t . The Riemann zeta function ζ(s) is a meromor-
phic function with one simple pole, at s = 1. We now show that the primitive of −(ζ(s)−1) has
bounded mean oscillation on the line σ = 1. In view of Theorem 2.3, this supplies us with an
example of a bounded Tg -operator.
Theorem 2.5. The Dirichlet series
g (s) :=
∞∑
n=2
1
n logn
n−s .
is in BMOA(C0).
Proof. We will show that g is in BMOA(Cε), with BMO-norm uniformly bounded in ε> 0. Since
g (s−1/2) is inH 2, we can use the local embedding as in the proof of Theorem 2.3 (c) to con-
clude that g satisfies the BMO-condition for intervals of length |I | ≥ 1.
Focusing our attention on short intervals, we fix a real number a and 0< T < 1 and set
c := ∑
logn<1/T
1
n1+ε logn
n−i a .
To prove the theorem, we will show that∫ a+T
a
|g (ε+ i t )− c|2 d t ≤C T
where C is a universal constant.
Notice first that ∫ a+T
a
|g (ε+ i t )− c|2 d t =
∫ T
0
|g˜ (ε+ i t )− c|2 d t ,
where
g˜ (s) :=
∞∑
n=2
n−i a
n logn
n−s .
Accordingly, set bn := n−i a/(n logn). Then we have that(∫ a+T
a
|g (ε+ i t )− c|2 d t
)1/2
≤(∫ T
0
∣∣∣∣ ∑
logn<1/T
bnn
−ε(n−i t −1)
∣∣∣∣2 d t
)1/2
+
(∫ T
0
∣∣∣∣ ∑
logn>1/T
bnn
−εn−i t
∣∣∣∣2 d t
)1/2
.
To deal with the second term, we use the local embedding (2.4) in a similar manner as above,
using now that ∫ T
0
| f (1/2+ε+ i t )|2 d t ¿‖ f ‖2
H 2
in this case, since T < 1. This gives us that∫ T
0
∣∣∣∣ ∑
logn>1/T
bnn
−εn−i t
∣∣∣∣2 d t ≤ ∑
logn>1/T
n|bn |2 ¿ T,
as desired.
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For the first term, we compute:
(2.7)
∫ T
0
∣∣∣∣ ∑
logn<1/T
bnn
−ε(n−i t −1)
∣∣∣∣2 d t = ∑
logm<1/T
logn<1/T
bnbm(mn)
−εhmn(T ),
where
hmn(T ) := (n/m)
−i T −1
i log mn
− n
−i T −1
i log 1n
− (1/m)
−i T −1
i logm
+T.
We write hmn as a Taylor series in T , whence
hmn(T )=
∞∑
k=3
d kmnT
k ,
where
d kmn :=
(−i )k−1
k !
((
log
n
m
)k−1
− (logn)k−1−
(
log
1
m
)k−1)
.
The point is that in the coefficient d kmn , the terms of order (logm)
k−1 and (logn)k−1 cancel.
Estimating the remaining terms in a crude manner, we have that
|d kmn |¿
2k
k !
k−2∑
j=1
(logm) j (logn)k− j−1.
Note that for 1≤ j ≤ k−2, we have
T k
∑
logm<1/T
logn<1/T
|bn ||bm |(logm) j (logn)k− j−1 ¿ T.
We observe that this inequality fails if j = 0 or j = k − 1, corresponding to the terms which
disappear from d kmn .
Combining these estimates with (2.7) we obtain∫ T
0
∣∣∣∣ ∑
logn<1/T
bnn
−ε(n−i t −1)
∣∣∣∣2 d t ¿ T
also for the first term, concluding the proof. 
3. MULTIPLICATIVE SYMBOLS
In this section, we study symbols of the form
(3.1) g (s)=
∞∑
n=2
ψ(n)
logn
n−s ,
where ψ(n) is a positive multiplicative function. We know from the previous section that if
ψ(n) = n−1, then g is in BMOA(C0), and therefore g is in X . We begin by considering the dis-
tinguished case when the function ψ(n) corresponds to horizontal shifts of the Riemann zeta
function. To be more precise, our first task will be to show that g is not in X when g is the
function in BMOA(C1−α) with coefficients given by ψ(n) = n−α and 1/2 ≤ α < 1. In particular,
this means that the Dirichlet series g (s) = ∑n≥2 1/(pn logn)n−s , identified in [14] as the sym-
bol of the multiplicative analogue of Hilbert’s matrix and shown there to generate a bounded
multiplicative Hankel form, is indeed far from belonging to X , as it corresponds to the case
α= 1/2.
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In this section and the next, we will be working at the level of coefficients. Observe that if
f (s)=∑n≥1 ann−s and g (s)=∑n≥2 bn/(logn)n−s , then
Tg f (s)=
∞∑
n=2
1
logn
( ∑
k|n
k<n
ak bn/k
)
n−s .
Since the operator
a1+
∞∑
n=2
ann
−s 7→ a1+
∞∑
n=2
an
logn
n−s
is trivially bounded and even compact onH 2, we will sometimes tacitly replace Tg with T˜g ,
T˜g f (s) :=
∞∑
n=2
1
logn
(∑
k|n
ak bn/k
)
n−s ,
where it is understood that b1 = 1.
Theorem 3.1. Tg is unbounded when g is the primitive of ζ(s+α)−1 and α< 1.
Proof. If f (s)=∑n≥1 ann−s , then with the convention just described, we have that
Tg f (s)=
∞∑
n=2
1
nα logn
∑
k|n
ak k
αn−s .
We now choose f (s)=∏Jj=1(1+p−sj ), which satisfies ‖ f ‖H 2 = 2J/2. LetJ be a subset of {1, ..., J }.
Choosing n = nJ , where
nJ :=
∏
j∈J
p j ,
we see that ∑
k|nJ
ak k
α = nαJ
∏
j∈J
(1+p−αj ).
It follows that ∥∥Tg f ∥∥2H 2 = ∑
J 6=;
1
(lognJ )2
∏
j∈J
(1+p−αj )2,
which gives ∥∥Tg f ∥∥2H 2 ≥ 2J−1 min|J |≥J/2 1(lognJ )2 ∏j∈J (1+p−αj )2.
We conclude that ∥∥Tg f ∥∥2H 2 À ec J 1−α(log J )−α‖ f ‖2H 2
for an absolute constant c. 
The preceding clarification of the case of horizontal shifts of primitives of the Riemann zeta
function motivates a more careful examination of what we need to require from the multiplica-
tive function ψ(n) in (3.1) for g to belong to X . We will now see that a surprisingly precise
answer can be given if we make a slight modification of the Euler product associated with ζ(s).
We will need the following simple decomposition of bounded Tg -operators. Let Mh,x denote
the truncated multiplier associated with h(s)=∑n≥1 cnn−s and x ≥ 1:
Mh,x f (s) :=
∑
n≤x
(∑
k|n
ck an/k
)
n−s ,
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where f (s)=∑n≥1 ann−s . We observe that Mh,x acts boundedly onH 2 for every Dirichlet series
h, but the point of interest is to understand how the norm of Mh,x grows with x. Truncated
multipliers are linked to Tg by the following lemma.
Lemma 3.2. Suppose that Tg acts boundedly onH 2. Then
3
4
∞∑
k=0
4−k
∥∥M
g ′,e2k f
∥∥2
H 2 ≤ ‖Tg f ‖2H 2 ≤ 4
∞∑
k=0
4−k
∥∥M
g ′,e2k f
∥∥2
H 2
for every f inH 2.
Proof. We start from the expression
‖Tg f ‖2H 2 =
∞∑
n=2
1
(logn)2
∣∣∣∣∑
k|n
bk (logk)an/k
∣∣∣∣2,
which we split into blocks in the following way:
∞∑
k=0
1
4k
∑
e2k−1<n≤e2k
∣∣∣∣∑
k|n
bk (logk)an/k
∣∣∣∣2 ≤ ‖Tg f ‖2H 2 ≤ 4 ∞∑
k=0
1
4k
∑
e2k−1<n≤e2k
∣∣∣∣∑
k|n
bk (logk)an/k
∣∣∣∣2.
The upper bound is immediate from the right inequality, and the lower bound follows from the
left inequality and the fact that∑
e2k−1<n≤e2k
∣∣∣∣∑
k|n
bk an/k
∣∣∣∣2 = ∥∥Mg ′,e2k f ∥∥2H 2 −∥∥Mg ′,e2k−1 f ∥∥2H 2 . 
The preceding lemma, which says that Tg is bounded whenever the norm of Mg ′,x grows
roughly as log x, connects the study of Tg to the truncated multipliers considered by Hilberdink
[24] in a purely number theoretic context. Based on this observation, we shall now present a
natural scale of multiplicative symbols gλ, where 0 < λ <∞, such that gλ induces a bounded
Tg -operator if and only if λ≤ 1. We shall later see, in Section 7, that Tgλ is non-compact for the
pivotal point λ= 1.
Theorem 3.3. For 0 < λ < ∞, let g be the Dirichlet series (3.1), where ψ(n) is the completely
multiplicative function defined on the primes by ψ(p) :=λp−1(log p). Then Tg is bounded if and
only if λ≤ 1.
Proof. We begin with the caseλ< 1, for which we adapt the proof of [24, Thm. 2.3]. Hence we let
ϕ(n) be an arbitrary positive arithmetic function and note that the Cauchy–Schwarz inequality
implies that
‖Mg ′,x f ‖2H 2 =
∑
n≤x
∣∣∣∣∑
d |n
ψ(d)an/d
∣∣∣∣2 ≤ ∑
n≤x
∑
d |n
ψ(d)
ϕ(d)
∑
k|n
ψ(k)ϕ(k)|an/k |2.
We therefore find that
(3.2) ‖Mg ′,x‖2H 2 ≤
∑
n≤x
ϕ(n)ψ(n)max
m≤x
∑
d |m
ψ(m)
ϕ(m)
.
We now require that ϕ be a multiplicative function satisfying
ϕ(pk ) :=
{
1, p ≤M ,
K
∑∞
r=1ψ(p
r ), p >M ,
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where the positive parameters K and M will be determined later. We find that∑
n≤x
ϕ(n)ψ(n)≤∏
p
(
1+
∞∑
k=1
ϕ(pk )ψ(pk )
)
≤ exp
( ∑
p≤M
∞∑
k=1
ψ(pk )+K ∑
p>M
( ∞∑
k=1
ψ(pk )
)2)
= exp
( ∑
p≤M
λp−1 log p
1−λp−1 log p +K
∑
p>M
λ2p−2(log p)2
(1−λp−1 log p)2
)
.
By Abel summation and the prime number theorem in the form
pi(y)= y
log y
+ y
(log y)2
+O
(
y
(log y)3
)
,
we infer that
(3.3)
∑
n≤N
ϕ(n)ψ(n)≤ exp
(
λ log M +O(1)+O
(
K
log M
M
))
.
We now turn to the second factor on the right-hand side of (3.2). We then use that also
Φ(m) := ∑
d |m
ψ(d)
ϕ(d)
is a multiplicative function. We observe that
Φ(pk )=
k∑
r=0
ψ(pr )
ϕ(pr )
≤
{
1+∑∞r=1ψ(pr ), p ≤M ,
1+K−1, p >M .
Consequently
(3.4) Φ(m)≤ ∏
p≤M
(
1+
∞∑
r=1
ψ(pr )
)(
1+K−1)ω(m) ≤ exp(λ log M +O(1)+O (K−1 log x
log2 x
))
,
where we used that ω(m) ¿ log(m)/ log2(m). If we now choose M = log x, K = (log x)/ log2 x,
and insert (3.3) and (3.4) into (3.2), then we find that
‖Mg ′,x‖2 ≤C (log x)2λ.
Finally, we invoke Lemma 3.2 and conclude that Tg is bounded whenever λ< 1.
To show that Tg is bounded whenλ= 1 we modify the proof. In addition to the functionϕ(n),
we use another auxiliary function hx(n) and use the Cauchy–Schwarz inequality to obtain
‖Mg ′,x f ‖2H 2 =
∑
n≤x
∣∣∣∣∑
d |n
ψ(d)an/d
∣∣∣∣2 ≤ ∑
n≤x
∑
d |n
ψ(d)
ϕ(d)hx(n/d)
∑
k|n
ψ(k)ϕ(k)|an/k |2hx(n/k).
We require from hx(n) that
sup
m
∑
e2k≥m
h
e2k
(m)<∞.
This will ensure boundedness if we can prove that
Φh(m) :=
∑
d |m
ψ(d)
ϕ(d)hx(m/d)
enjoys the same uniform bound as that we found for Φ(m) for a suitable hx(n). To this end, we
choose
hx(n)=
{
1,
p
x < n ≤ x,
exp
(
−2log2 log xlogn+1
)
, 1≤ n ≤px,
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which implies that
Φh(m)≤Φ(m)e2log3 x ≤ exp
(
log2 m+2log3 x+O(1)
)
.
This means that in what follows, we may assume that log(m)≥ (log x)/(log2 x)2. Using again the
definition of hx(n), we also obtain, for δ> 0,
(3.5)
∑
d |m
m/d≥xδ
ψ(d)
ϕ(d)hx(m/d)
≤Φ(m)e2log2 1δ .
On the other hand, if m = xβ with 0 < β < 1, then arguing as before and choosing the same M
and K , we get
Φ(m)≤ exp
(
log2 x− log
1
β
+O(1)
)
.
Hence, with β= logm/log x and δ=β/2, we find in view of (3.5) that∑
d |m
d≤pm
ψ(d)
ϕ(d)hx(m/d)
≤C log x.
It remains to estimate
(3.6)
∑
d |m
d≥pm
ψ(d)
ϕ(d)hx(m/d)
≤ e2log3 x ∑
d |m
d≥pm
ψ(d)
ϕ(d)
.
Note first that ∑
d |m
d≥pm
ψ(d)
ϕ(d)
≤m−ε/2 ∑
d |m
dεψ(d)
ϕ(d)
=: m−ε/2E(m).
The definition of E(m) shows that, in particular,
E(pk )=
k∑
r=0
pεrψ(pr )
ϕ(pr )
≤
{
(1−pεψ(p))−1, p ≤M ,
1+K−1pε(1−ψ(p))/(1−pεψ(p)), p >M .
We may assume that ε is so small that the factor (1−ψ(p))/(1− pεψ(p)) does not exceed 2.
LettingP denote an arbitrary finite set of primes p, we then get that
E(m)≤ ∏
p≤logm
(
1−pεψ(p))−1 max
P :
∑
p∈P log p≤logm
∏
p∈P
(
1+2K−1pε)
≤ exp
(
(logm)ε log2 m+2K−1 maxlog x
log2 x
≤p≤x
pε
log p
logm+O(1)
)
.
We now choose
ε := 4log3 x
logm
.
Then the latter estimate becomes
E(m)≤ exp
(
(logm)ε log2 m+K−1
(log x)ε
log2 x
logm
)
≤ exp(log2 m+O(1))≤ exp(log2 x+O(1)) .
We finally observe that the factor m−ε/2 will take care of the term log3 x in the exponent on the
right-hand side of (3.6).
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Following an insight of Gál [19], we argue in the following way in order to show that Tg is
unbounded when λ> 1. We start from the fact that∏
p≤y
p = e y(1+o(1)),
which is a consequence of the prime number theorem. We let ϕ(n) be the multiplicative func-
tion defined by setting
ϕ(pr ) :=
{
1, p ≤ log xlog2 x and r ≤
1
2 log2 x,
0, otherwise.
Thenϕ(n)= 0 for n > x if x is large enough. We set an :=ϕ(n)/(∑nϕ(n))1/2 and use the Cauchy–
Schwarz inequality to see that( ∑
n≤x
∣∣∣∣∑
d |n
adψ(n/d)
∣∣∣∣2)1/2 ≥ ∑nϕ(n)∑d |nϕ(d)ψ(n/d)∑
nϕ(n)
.
To simplify the writing, we set y := log x/log2 x and ` := b12 log2 xc. Then we infer from the pre-
ceding estimate that( ∑
n≤N
∣∣∣∣∑
d |n
adψ(n/d)
∣∣∣∣2)1/2 ≥ ∏
p≤y
1+`+`ψ(p)+ (`−1)ψ(p2)+·· ·+ψ(p`)
1+`
≥ ∏
p≤y
(
1+ `
`+1ψ(p)
)
= exp
(
λ`
`+1 log y +O(1)
)
≥ (log x)λ′
for some 1<λ′ <λ when x is sufficiently large. We appeal again to Lemma 3.2 to conclude that
Tg is unbounded. 
We notice that, clearly, the symbol g is not in BMOA(C0) for any λ> 0. In fact, for σ> 0,
∞∑
n=1
ψ(n)n−σ =∏
p
(
1−ψ(p)p−σ)−1 ³ exp(λ∑
p
log p
p1+σ
)
³ eλ/σ,
which shows that g is not even in the Smirnov class of C0.
4. HOMOGENEOUS SYMBOLS AND COEFFICIENT ESTIMATES
The multiplicative symbols of the previous section represent analytic functions in C0. How-
ever, we saw in Theorem 2.3 that for Tg to be bounded, it is necessary that g be in BMOA(C1/2).
We will begin this section by showing that the latter condition cannot be relaxed by much. In-
deed, to begin with, we will prove that linear Dirichlet series give examples of bounded Tg -
operators with symbols g converging in C1/2 but in no larger half-plane.
Theorem 4.1. Let g (s)=∑p bp p−s be any linear symbol inH 2. Then ‖Tg‖ = ‖g‖H 2 .
Proof. We consider an arbitrary function f (s)=∑n≥1 ann−s inH 2 and compute:
‖Tg f ‖2H 2 =
∞∑
n=2
1
(logn)2
∣∣∣∣∑
p|n
bp (log p)an/p
∣∣∣∣2.
16 OLE FREDRIK BREVIG, KARL-MIKAEL PERFEKT, AND KRISTIAN SEIP
By the Cauchy–Schwarz inequality∣∣∣∣∑
p|n
bp (log p)an/p
∣∣∣∣2 ≤ (∑
p|n
log p
)(∑
p|n
|bp |2(log p)|an/p |2
)
≤ (logn)∑
p|n
|bp |2(log p)|an/p |2.
This shows that ‖Tg‖ ≤ ‖g‖H 2 . Since Tg 1= g , clearly ‖Tg‖ ≥ ‖g‖H 2 . 
We note that the space of linear symbols g in H 2 is embedded not only in BMOA(C1/2) but
in fact satisfies the local Dirichlet integral condition∫ 1
0
∫ 1
1/2
|g ′(σ+ i t )|2dσd t ¿‖g‖22,
as shown in [28, Example 4]. We do not know if this stronger embedding can be established for
a general symbol inX .
While the norm of a linear function g viewed as an element in the dual ofH 1 is also equiva-
lent to ‖g‖H 2 (see [23]), there is a striking contrast between the preceding result and the char-
acterization of linear multipliers. Indeed, let again Mg denote the operator of multiplication by
g onH 2, and recall that ‖Mg‖ = ‖g‖∞. (see [22, Thm. 3.1]). Hence, in the special case when g
is linear, it follows from Kronecker’s theorem that
‖Mg‖ = ‖g‖∞ = sup
σ>0
∣∣∣∣∑
p
bp p
−s
∣∣∣∣=∑
p
|bp |.
The difference between a linear symbol g acting as a multiplier Mg and as a symbol of the
Volterra operator Tg is therefore dramatic: A bounded multiplier has coefficients in `1, while
the boundedness of Tg means that the coefficients are in `2. The former implies absolute con-
vergence in C0 and the latter only in C1/2.
We may understand the phenomenon just observed in the following way. For a general sym-
bol g (s)=∑n≥1 bnn−s , we have, using also (2.3), the series of inequalities
(4.1)
( ∞∑
n=1
|bn |2
)1/2
≤ ‖Tg‖ ≤ 2‖g‖∞ ≤ 2
∞∑
n=1
|bn |.
The case of linear functions shows that neither the left nor the right inequality can be improved.
Loosely speaking, the maximal independence between the terms in a linear symbol serves to
make ‖Tg‖ minimal and thus equal to ‖g‖2 and, at the same time, to make ‖Mg‖ maximal and
hence equal to
∑
n≥1 |bn |. This motivates an investigation of what happens when the depen-
dence between the terms in the symbol increases. Such a study, originating in the classical
work of Bohnenblust and Hille [9], has already been made in the case of multipliers, in terms of
m-homogeneous Dirichlet series. We will now follow the same path for Tg -operators.
Recall that Ω(n) gives the number of prime factors in n, counting multiplicities. An m-
homogeneous Dirichlet series is of the form
(4.2) g (s) := ∑
Ω(n)=m
bnn
−s .
In this terminology, linear symbols are 1-homogeneous Dirichlet series. A precise relation-
ship between boundedness and absolute convergence for m-homogeneous Dirichlet series was
found in [5, 27]: ∑
Ω(n)=m
|bn | (logn)
m−1
2
n
m−1
2m
≤Cm
∥∥∥∥ ∑
Ω(n)=m
bnn
−s
∥∥∥∥
∞
.
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Here the exponent of logn on the left-hand side cannot be improved. Making the choice m =√
logn/log2 n in (4.2), we may obtain the following statement: If for some c,C > 0 we have
(4.3)
∞∑
n=1
|bn |
exp
(
c
√
logn log2 n
)
p
n
≤C
∥∥∥∥ ∞∑
n=1
bnn
−s
∥∥∥∥
∞
,
then c < 1. It was later shown in [16, 17] that (4.3) holds for c < 1/p2, and that this is optimal.
The series of inequalities (4.1) suggests that we should search for upper `2-estimates for ‖Tg‖
as the appropriate analogues of the lower `1 estimates (4.2) and (4.3). Therefore, we now aim at
finding weights wm(n) such that
(4.4) ‖Tg‖ ≤
( ∑
Ω(n)=m
|bn |2wm(n)
) 1
2
for g (s)= ∑
Ω(n)=m
bnn
−s .
The crucial ingredient in the proof of Theorem 4.1 which covers the case m = 1, is the estimate∑
p|n
log p ≤ logn.
To find a replacement for this estimate, we argue as follows. Observe that if m ≤Ω(n), then
(4.5)
∑
k|n
Ω(k)=m
logk ≤ ∑
p1|n
∑
p2|n
· · · ∑
pm |n
log(p1p2 · · ·pm)=m
∑
p1|n
· · · ∑
pm |n
log pm =mω(n)m−1 logn.
This is sharp, up to a constant depending only on m. Indeed, let n be square-free, so thatΩ(n)=
ω(n). Then ∑
k|n
Ω(k)=m
logk =∑
p|n
∑
p|k|n
ω(k)=m
log p =∑
p|n
(log p)
(
ω(n)−1
m−1
)
= (logn)
(
ω(n)−1
m−1
)
.
This gives us an example of an admissible weight w2(n), since ω(n)/ logn is bounded. It turns
out that we can obtain the following optimal result from (4.5).
Theorem 4.2. The inequality in (4.4) holds when m = 2 with the weight function
(4.6) w2(n)=C2 logn
log2 n
and C2 an absolute constant. This is sharp in the sense that we cannot replace log2 n in (4.6) by
(log2 n)
1+ε for any ε> 0. When m ≥ 3, the inequality in (4.4) holds with
(4.7) wm(n)=Cm n
m−2
m
(logn)m−2
and Cm an absolute constant. This is also sharp in the sense that we cannot replace (logn)m−2 in
(4.7) by (logn)m+ε−2 for any ε> 0.
Proof. To prove that (4.6) is sufficient, we let Tg act on f (s) = ∑n≥1 ann−s . By the Cauchy–
Schwarz inequality,
‖Tg f ‖2H 2 ≤
∞∑
n=2
1
(logn)2
( ∑
k|n
Ω(k)=2
(log2 k) logk
)( ∑
k|n
Ω(k)=2
|bk |2
logk
log2 k
|an/k |2
)
≤
∞∑
n=2
log2 n
(logn)2
( ∑
k|n
Ω(k)=2
logk
)( ∑
k|n
Ω(k)=2
|bk |2
logk
log2 k
|an/k |2
)
.
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We complete the proof by using (4.5) and the well known estimate ω(n)¿ logn/(log2 n).
To prove that (4.6) is best possible, we assume that there is some ε> 0 such that
‖Tg‖ ≤C2
( ∑
Ω(n)=2
|bn |2 logn
(log2 n)
1+ε
) 1
2
for every 2-homogeneous Dirichlet series g . Let x be a large real number and consider the
symbol
g (s)= ∑
x/2<p≤x
(
log2(pq)
)1+ε/2
p
(pq)−s ,
where q ∼ ex is a prime number. The weight condition is then satisfied uniformly in x, since∑
Ω(n)=2
|bn |2 logn
(log2 n)
1+ε =
∑
x/2<p≤x
log(pq) log2(pq)
p2
³ x log x
x2
pi(x)³ 1.
We now want to show that ‖Tg‖ is unbounded as x →∞, and choose as a test function
(4.8) f (s) := ∏
x/2<p≤x
(
1+p−s) .
Let Sx denote the set of square-free numbers generated by the primes x/2 < p ≤ x, so that
‖ f ‖2
H 2
= |Sx | = 2N (x), where N (x) := pi(x)−pi(x/2). Note that if n is in Sx , then ω(n) ≤ N (x). It
follows from the prime number theorem that
N (x)∼ x
2log x
.
Set Vx := {n ∈ Sx : ω(n)≥N (x)/2}. By the symmetry of the binomial expansion
|Sx | =
N (x)∑
n=0
(
N (x)
n
)
= ∑
n<N (x)/2
(
N (x)
2
)
+|Vx |,
we find that |Vx | ∼ |Sx |/2. Then
‖Tg‖2 ≥
‖Tg f ‖2H 2
‖ f ‖2
H 2
≥ 1|Sx |
∑
n∈Vx
1(
log(nq)
)2
∣∣∣∣ ∑
pq |nq
(
log2(pq)
)1+ε/2
p
log(pq)
∣∣∣∣2
≥ 1|Sx |
∑
n∈Vx
∣∣∣∣∑
p|n
(log2 q)
1+ε/2
p
∣∣∣∣2 ³ 1|Sx | ∑n∈Vx
∣∣∣∣ (log x)1+ε/2x ω(n)
∣∣∣∣2 ³ (log x)ε,
giving the desired conclusion.
The proof that (4.7) is sharp is similar. Let ε> 0 be given and consider
g (s)= ∑
n∈Sx
ω(n)=m
n−1+1/m(logn)m−1+ε/2n−s .
We observe that∑
Ω(n)=m
|bn |2n1−2/m(logn)2−m−ε =
∑
n∈Sx
ω(n)=m
(logn)m
n
³ (log x)
m
xm
(pi(x))m ³ 1.
Now, if n is in Sx , then it follows from the prime number theorem that logn ¿ x. As test func-
tion, we use again (4.8). The function
t 7→ t−1+1/m(log t )m−1+ε/2
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is eventually decreasing for every m ≥ 3 and every ε> 0. We find that
‖Tg‖2 ≥
‖Tg f ‖2H 2
‖ f ‖2
H 2
≥ 1|Sx |
∑
n∈Vx
1
(logn)2
∣∣∣∣ ∑
k|n
Ω(k)=m
k−1+1/m(logk)m−1+ε/2
∣∣∣∣2
À 1|Sx |
∑
n∈Vx
1
x2
∣∣∣∣x−m+1(log x)m+ε/2
(
ω(n)
m
)∣∣∣∣2 À (log x)ε 1|Sx | ∑n∈Vx 1À (log x)ε,
where we used that k ≤ xm in the inner sum.
It remains to establish that (4.4) holds with the weight (4.7). Let Tg act on f (s)=∑n≥1 ann−s .
By the Cauchy–Schwarz inequality,
‖Tg f ‖2H 2 ≤
∞∑
n=2
1
(logn)2
( ∑
k|n
Ω(k)=m
k2/m−1(logk)m
)( ∑
k|n
Ω(k)=m
|bk |2k1−2/m(logk)2−m |an/k |2
)
.
Hence it suffices to show that
Am(n) :=
∑
k|n
Ω(k)=m
k2/m−1(logk)m ¿ (logn)2.
Suppose that n has the prime factorization n = (p j )κ. Let κ˜ denote a decreasing rearrangement
of κ and let n˜ = (p j )κ˜. The function
t 7→ t 2/m−1(log t )m
is eventually decreasing for every m ≥ 3, so clearly Am(n)¿ Am(n˜). On the other hand n˜ ≤ n,
so we may without loss of generality assume that n = n˜. Hence, we have that
n = pκ11 · · ·pκdd ,
where κ1 ≥ κ2 ≥ ·· · ≥ κd > 0. By the prime number theorem,
(4.9) pd ∼
∑
p≤pd
log p = log
( d∏
j=1
p j
)
≤ logn.
By summing over the largest prime first, we find that
Am(n)≤
∑
p≤pd
(m log p)m p2/m−1
( ∑
q≤p
q2/m−1
)m−1
¿ ∑
p≤pd
p(log p)¿ p2d ¿ (logn)2
using the prime number theorem twice. 
As promised, Theorem 4.2 exhibits m-homogeneous Dirichlet series g inX that converge in
C1/m , but in no larger half-plane, for every m ≥ 2. This can be loosely interpreted as saying that
the more prime factors we have in each non-zero term, the closer we get to the half-plane C0.
In this sense, the multiplicative symbols of Section 3 correspond to m =∞, and it is therefore
not surprising that they converge in C0.
Setting m =√2logn/log2 n, we are led to a family of weights w (cf. (4.3)) that give estimates
of the type (4.4) with no reference to homogeneity, allowing arbitrary Dirichlet series g .
Theorem 4.3. If c < 2, then
(4.10) ‖Tg‖ ≤C
( ∞∑
n=2
|bn |2n exp
(
−c
√
logn log2 n
)) 12
.
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Conversely, if (4.10) holds for every Tg -operator, then c ≤ 2
p
2.
Proof. We observe first that we must have c ≤ 2p2 for (4.10) to hold in view of the sharpness of
Theorem 4.2 and the fact that
n1−2/m
(logn)m−2
= n(logn)2 exp
(
−2p2
√
logn log2 n
)
,
if m =√2logn/log2 n.
It remains therefore only to show the positive result that (4.10) holds whenever 0< c < 2. To
simplify the notation, we set ϕc (k) := exp
(
c
√
logk log2 k
)
. By the Cauchy–Schwarz inequality,
‖Tg f ‖2H 2 ≤
∞∑
n=2
1
(logn)2
(∑
k|n
ϕc (k)
k
(logk)2
)(∑
k|n
|bk |2
k
ϕc (k)
|an/k |2
)
.
Choosing some c ′, c < c ′ < 2, we find that∑
k|n
ϕc (k)
k
(logk)2 ¿∑
k|n
ϕc ′(k)
k
=: A(n)
The rest of the proof is devoted to showing that A(n) ¿ (logn)2, which is precisely what is
needed.
Since x 7→ϕc ′(x)/x is eventually decreasing on [1,∞), we may, as in the last part of the proof
of Theorem 4.2, assume that n = n˜. By splitting into homogeneous parts and using (4.9), we
find that
A(n)= ∑
m≤Ω(n)
∑
k|n
Ω(k)=m
ϕc ′(k)
k
≤ ∑
m≤Ω(n)
ϕc ′
(
(logn)m
) ∑
k|n
Ω(k)=m
1
k
.
In each inner sum
∑
k−1, we divide every prime factor of k by some a > 0 and then bound the
resulting sum by an Euler product (Rankin’s trick), to obtain that
∑
k|n
Ω(k)=m
1
k
≤ a−m∏
p|n
(
1− a
p
)−1
= a−m exp
(
a
∑
p|n
1
p
+O(1)
)
¿ a−m exp
(
a
∑
p≤pd
1
p
)
³ a−m exp(a log2 pd )≤ exp(−m log a+a log3 n) .
Choosing a :=m/(log3 n), we obtain in total
A(n)≤ ∑
m≤Ω(n)
exp
[
c ′
√
m(log2 n)(logm+ log3 n)−m logm+m log4 n+m
]
¿Ω(n)+ ∑
m≤log2 n
exp
[
c ′
√
2m(log2 n)(log3 n)−m logm+m log4 n+m
]
,
where we first used that the exponential in the sum is bounded when m ≥ log2 n, and then that
logm ≤ log3 n when m ≤ log2 n. To estimate the final sum, we use calculus to conclude that the
index m of the largest term should satisfy
c ′2
2
(log2 n)(log3 n)=m
(
logm− log4 n
)2 ,
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and we see that m = (c ′2/2+ o(1)) log2 n/log3 n. Combining this with the standard estimate
Ω(n)≤ logn/log2, we find that
A(n)¿ logn+ (log2 n)exp
((
c ′2
2
+o(1)
)
(log2 n)
)
¿ (logn)2,
whenever c ′2 < 4, which is the desired estimate. 
It is not surprising that there is a gap between the necessary and sufficient conditions of
Theorem 4.3. When considering the inequality (4.3), the necessary condition obtained from m-
homogeneous Dirichlet series misses the sharp condition, also by a factor
p
2. In the latter case,
the proof of the sharp necessary condition captures cancellations by L∞ estimates for random
trigonometric polynomials [16]. This suggests that our arguments, which only deal with the
absolute values of the coefficients of g , cannot be expected to tell the full story.
5. BOUNDEDNESS OF Tg ONH p
5.1. Carleson measure characterization. We will now consider the action of the Volterra oper-
ator Tg on the Hardy spacesH p , for 0< p <∞. To this end, we recall thatXp denotes the space
of symbols g inD such that the Volterra operator Tg acts boundedly onH p , and we set
‖g‖Xp := ‖Tg‖L (H p ).
We will now establish our characterization of the elements ofXp in terms of Carleson measures.
Applying the Littlewood–Paley formula (2.2) to Tg f , we immediately obtain a characteriza-
tion of the symbols g that belong to X2: g is in X2 if and only if it there is a positive constant
C (g ) such that
‖Tg f ‖2H 2 ³
∫
T∞
∫
R
∫ ∞
0
| fχ(σ+ i t )|2|g ′χ(σ+ i t )|2σdσ
d t
1+ t 2 dm∞(χ)≤C (g )
2‖ f ‖2
H 2
.
Using Fubini’s theorem, we may remove the integral over R, since each t represents a rotation
in each variable on T∞. From this observation we obtain the characterization
(5.1)
∫
T∞
∫ ∞
0
| fχ(σ)|2 |g ′χ(σ)|2σdσdm∞(χ)≤C (g )2‖ f ‖2H 2 .
Clearly, the smallest constant C (g ) in (5.1) satisfies C (g )³ ‖Tg‖L (H 2).
Theorem 5.1. Tg acts boundedly onH p for 0< p <∞ if and only if there is a positive constant
C (g , p) such that
(5.2)
∫
T∞
∫ ∞
0
| fχ(σ)|p |g ′χ(σ)|2σdσdm∞(χ)≤C (g , p)2‖ f ‖pH p ,
for all f ∈H p . Furthermore, if
(5.3) C (g , p) := sup
‖ f ‖H p=1
(∫
T∞
∫ ∞
0
| fχ(σ)|p |g ′χ(σ)|2σdσdm∞(χ)
) 1
2
,
then C (g , p)³ ‖Tg‖L (H p ).
We observe that if we restrict to only one variable, meaning that we consider only Dirichlet
series over powers of a single prime, then the condition of Theorem 5.1 is independent of p and
reduces to the familiar one variable description of BMOA(D).
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Our proof of Theorem 5.1 adapts arguments from [31], the main difference being that we
will additionally integrate every quantity over T∞. Before giving the proof, we collect some
preliminary results. By using Fubini’s theorem once more, we find that (5.2) is equivalent to
(5.4)
∫
T∞
∫
R
∫ ∞
0
| fχ(σ+ i t )|p |g ′χ(σ+ i t )|2σdσ
d t
1+ t 2 dm∞(χ)≤C (g , p)
2‖ f ‖p
H p
.
The virtue of introducing an extra parameter in (5.4) is that it allows us to apply techniques
adapted to the conformally invariant Hardy space H pi (C0). In addition to the Littlewood–Paley
formula (2.2), we will use the square function formula
(5.5) ‖ f ‖p
H p
³ |a1|p +
∫
T∞
∫
R
(∫
Γτ
| f ′χ(σ+ i t )|2 dσd t
)p/2 dτ
1+τ2 dm∞(χ),
which can be found in [13, Thm. 7]. Here, for τ in R, Γτ is the cone
Γτ = {σ+ i t : |t −τ| <σ}.
For a holomorphic function f in C0, let f ∗ denote the non-tangential maximal function
(5.6) f ∗(τ) := sup
s∈Γτ
| f (s)|, τ ∈R.
Since 1/(1+τ2) is a Muckenhoupt Aq -weight for all q > 1, it follows from the work of Gundy and
Wheeden [21] that f is in H pi (C0) if and only if f
∗ is in Lpi (R)= Lp
(
(1+τ2)−1 dτ) for 0< p <∞,
with comparable norms.
Lemma 5.2. Let ϕ be a function and µ a positive measure on {σ+ i t : 0<σ< 1}. Then
(5.7)
∫
R
∫ 1
0
|ϕ(σ+ i t )|dµ(σ, t )³
∫
R
∫
Γτ
|ϕ(σ+ i t )|1+ t
2
σ
dµ(σ, t )
dτ
1+τ2 .
If µ is a positive measure on all of C0, then
(5.8)
∫
R
∫ ∞
0
|ϕ(σ+ i t )|dµ(σ, t )À
∫
R
∫
Γτ
|ϕ(σ+ i t )|1+ t
2
σ
dµ(σ, t )
dτ
1+τ2 .
Proof. Forσ+i t in C0, we consider the set I (σ+i t ) := {τ ∈R : σ+i t ∈ Γτ}. A computation shows
that ∫
I (σ+i t )
dτ
1+τ2 ³
σ
1+ t 2 , 0<σ≤ 1
and that ∫
I (σ+i t )
dτ
1+τ2 ¿
σ
1+ t 2 , 0<σ<∞.
The estimates (5.7) and (5.8) now follow from Fubini’s theorem. 
Proof of Theorem 5.1. We may assume that g is inH p since otherwise Tg is trivially unbounded.
Thus, for almost every χ in T∞, the measure
µg ,χ(σ, t )= |g ′χ(σ+ i t )|2σdσ
d t
1+ t 2
is well-defined on C0.
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Suppose first that p ≥ 2 and that (5.4) is satisfied. Then by the Littlewood–Paley formula (2.2),
Hölder’s inequality, and two applications of (5.4), we have that
‖Tg f ‖pH p ³
∫
T∞
∫
R
∫ ∞
0
|(Tg f )χ(σ+ i t )|p−2| fχ(σ+ i t )|2dµg ,χ(σ, t )dm∞(χ)
≤
(∫
T∞
∫
R
∫ ∞
0
|(Tg f )χ|p dµg ,χ(σ, t )dm∞(χ)
) p−2
p
(∫
T∞
∫
R
∫ ∞
0
| fχ|p dµg ,χ(σ, t )dm∞(χ)
) 2
p
¿C (g , p)2‖Tg f ‖p−2H p ‖ f ‖2H p ,
giving us that ‖Tg f ‖H p ¿C (g , p)‖ f ‖H p .
Suppose now that Tg acts boundedly on H p , still considering p ≥ 2. By (5.7), Hölder’s in-
equality, (5.6), (2.1), and the square function characterization, we have∫
T∞
∫
R
∫ 1
0
| fχ|p dµg ,χdm∞¿
∫
T∞
∫
R
∫
Γτ
| fχ(σ+ i t )|p |g ′χ(σ+ i t )|2dσd t
dτ
1+τ2 dm∞(χ)
≤
∫
T∞
∫
R
(
f ∗χ (τ)
)p−2 ∫
Γτ
|(Tg f )′χ|2dσd t
dτ
1+τ2 dm∞(χ)
≤ ‖ f ‖p−2
H p
‖Tg f ‖2H p ¿‖Tg‖2L (H p )‖ f ‖pH p .
The remaining integral can be estimated using the uniform pointwise estimates that hold for f
and g inH p in the half-plane Re(s)≥ 1, yielding that∫
T∞
∫
R
∫ ∞
1
| fχ|p dµg ,χ(σ, t )dm∞(χ)¿‖ f ‖pH p‖g‖2H p ≤ ‖ f ‖
p
H p
‖Tg‖2L (H p ).
Suppose now that 0 < p < 2 and that (5.4) is satisfied. Using the square function characteri-
zation (5.5), (5.6), Hölder’s inequality, (2.1), and (5.8), we obtain
‖Tg f ‖pH p ³
∫
T∞
∫
R
(∫
Γτ
| fχ(σ+ i t )|2|g ′χ(σ+ i t )|2 dσd t
)p/2 dτ
1+τ2 dm∞(χ)
≤
∫
T∞
∫
R
(
f ∗χ (τ)
) (2−p)p
2
(∫
Γτ
| fχ(σ+ i t )|p |g ′χ(σ+ i t )|2 dσd t
)p/2 dτ
1+τ2 dm∞(χ)
≤ ‖ f ‖
(2−p)p
2
H p
(∫
T∞
∫
R
∫
Γτ
| fχ(σ+ i t )|p |g ′χ(σ+ i t )|2 dσd t
dτ
1+τ2 dm∞(χ)
) p
2
¿‖ f ‖
(2−p)p
2
H p
(∫
T∞
∫
R
∫ ∞
0
| fχ(σ+ i t )|p dµg ,χ(σ, t ) dm∞(χ)
) p
2
≤ ‖ f ‖
(2−p)p
2
H p
C (g , p)p‖ f ‖
p2
2
H p
=C (g , p)p‖ f ‖p
H p
.
Finally we deal with the case when 0< p < 2 and Tg : H p →H p is bounded. Note first that
by the Littlewood–Paley formula (2.2), we have
‖Tg f ‖pH p ³
∫
T∞
∫
R
∫ ∞
0
|(Tg )χ|p−2| fχ|2dµg ,χ(σ, t )dm∞(χ).
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Using Hölder’s inequality and this identity, we obtain∫
T∞
∫
R
∫ ∞
0
| fχ|p dµg ,χ(σ, t )dm∞(χ)¿‖Tg f ‖
p2
2
H p
(∫
T∞
∫
R
∫ ∞
0
|(Tg f )χ|p dµg ,χ(σ, t )dm∞(χ)
) 2−p
2
≤ ‖Tg f ‖
p2
2
H p
C (g , p)2−p‖Tg f ‖
p(2−p)
2
H p
≤C (g , p)2−p‖Tg‖pL (H p )‖ f ‖
p
H p
.
By an approximation argument, we can a priori assume that C (g , p) is finite. Then, by taking the
supremum over norm-1 Dirichlet series f , we obtain that C (g , p)¿‖Tg‖L (H p ), as desired. 
5.2. Necessary and sufficient conditions. Theorem 5.1 can be applied to find necessary and
sufficient conditions for membership inXp , parallel to the result forX2 proved in Theorem 2.3.
However, there is one essential difficulty when passing from p = 2 to the general case 0< p <∞,
namely that the proof of part (c) of Theorem 2.3 relies on the local embedding property ofH 2
expressed by (2.5). The local embedding extends trivially to hold for p = 2k, for every positive
integer k, since
(5.9) ‖ f ‖2k
H 2ki (C1/2)
= ∥∥ f k∥∥2H 2i (C1/2) ≤ C˜∥∥ f k∥∥2H 2 = C˜‖ f ‖2kH 2k ,
but it is a well-known open problem whether it holds for any other p. We refer to [34, Sec. 3] for
a discussion of the embedding problem.
Arguing similarly for the embedding constant (5.3), we find for every positive integer n that
(5.10) C (g , p)≥C (g ,np).
We will use this to prove a rather curious incomplete analogue to part (c) of Theorem 2.3. In
view of (5.9) and (5.10), we are allowed to apply integral powers before and after using the local
embedding property ofH 2, leading us to the expected necessary condition for g to belong to
Xp , but only for rational p.
Theorem 5.3. Suppose that g is inD.
(a) If g is in BMOA(C0), then Tg is bounded fromH p toH p .
(b) If g is inXp , then g satisfies condition (iii) from Lemma 2.1.
(c) If g is inXp and p is in Q+, then g is in BMOA(C1/2).
Proof. The proof of (a) is identical to the proof given for p = 2 in Theorem 2.3, using Theo-
rem 5.1, (5.4), and that Carleson measures in one variable are independent of p. The proof of
(b) is also the same.
For (c) we need two facts which follow from close inspection of the proof of Theorem 5.1. First
of all, it is clear from the first part of the proof that for p ≥ 2 there is a constant C1, independent
of p, such that
‖Tg‖L (H p ) ≤C1C (g , p),
where C (g , p) is as in Theorem 5.1. Hence, we conclude by (5.10) that there is a constant C2
such that for every positive integer n we have
(5.11) ‖Tg‖L (H np ) ≤C2‖Tg‖L (H p ).
Secondly, by mimicking the next part of the proof, also for p ≥ 2, we see that there is a constant
C3 such that
(5.12)
∫
R
∫ 1
1/2
| f (s)|p |g ′(s)|2(σ−1/2)dσ d t
1+ t 2 ≤C3‖Tg f ‖
2
H
p
i (C1/2)
‖ f ‖p−2
H
p
i (C1/2)
,
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at least for Dirichlet polynomials f . Here we have implicitly applied the maximal function char-
acterization of H pi (C1/2). However, by the inner-outer factorization of H
p
i , we see that the con-
stants involved do not blow up as p →∞. To prove the theorem, let p = 2k/n > 0 be a rational
number. Hence, by (5.11), Tg is bounded onH 2k , with control of the constant. Combined with
(5.12) and the embedding (5.9), we find, setting C4 = C˜ , that∫
R
∫ 1
1/2
| f (s)|2k |g ′(s)|2(σ−1/2)dσ d t
1+ t 2 ≤C3‖Tg f ‖
2
H 2ki (C1/2)
‖ f ‖2(k−1)
H 2ki (C1/2)
≤C3C 24C 22‖Tg‖2L (H p )‖ f ‖2kH 2k .
It follows that νg (σ+ i t ) := |g ′(s)|2(σ−1/2)dσd t/(1+ t 2) is a Carleson measure for H 2k , with
constant uniformly bounded by ‖Tg‖2L (H p ). Clearly, the argument in [29, Thm. 3] produces
uniform estimates, so we conclude that νg is a Carleson measure on H 2ki (C1/2), with constant
uniformly bounded by the same quantity. By appealing to the inner-outer factorization again,
we conclude that there is a constant C5 such that
‖νg‖CM(H 2i ) ≤C5‖Tg‖
2
L (H p ) ≤C6C (g , p)2.
The proof is now completed by arguing as at the end of the proof of Theorem 2.3. 
Theorem 2.5 now gives us an interesting example of a Tg -operator that is bounded on all
H p -spaces.
Corollary 5.4. Let g be as in Theorem 2.5, i.e.,
g (s)=
∞∑
n=2
1
n logn
n−s .
Then Tg :H p →H p is bounded for every p <∞.
5.3. Linear symbols. We will now extend Theorem 4.1 by proving that all linear symbols g yield
bounded operators Tg on H p , for the whole range 0 < p <∞. We do this by showing that in
this special case, the constant C (g , p) in the Carleson measure condition (5.2) may be chosen
independently of p.
Theorem 5.5. Let
g (s)=
∞∑
j=1
b j p
−s
j
be given. Then Tg is bounded onH p if and only if g is inH 2. In fact,
sup
f ∈H p ,‖ f ‖H p≤1
∫
T∞
∫ ∞
0
| fχ(σ)|p |g ′χ(σ)|2σdσdm∞(χ)=
1
4
‖g‖2
H 2
holds whenever 0< p <∞.
It suffices to consider finitely many, say d , variables. The Poisson kernel on the polydisc is
then given by
Pz(w) :=
d∏
j=1
1−|z j |2
|1−w j z j |2
,
where |z j | < 1 and w = (w j ) is a point on Td . Suppose that 0 < α ≤ p and that f is in H p (Dd ).
Then | f |α is separately subharmonic in each variable, which gives us the following.
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Lemma 5.6. If f is in H p (Dd ), then
| f (z)|α ≤
∫
Td
Pz(w)| f (w)|αdmd (w)
for every point z in Dd and 0<α≤ p.
Lemma 5.6 shows that if the Carleson embedding condition (5.2) holds for all harmonic func-
tions f , for one p, then (5.2) holds for all f inH p , for every p. Hence, to prove Theorem 5.5, we
only need to verify that linear functions g in H 2 induce Carleson measures on the harmonic
functions for p = 2. Obviously this raises the question whether the corresponding statement is
true for other symbols g from Sections 3 and 4, or even if it could be true that the Carleson con-
dition for analytic functions implies the same condition for harmonic functions, cf. Question 1
in the introduction. We only have the answer in the simplest case of linear symbols.
To simplify the computations to be given below, we will use the multiplicative notation that
comes from identifying the dual of the compact abelian group T∞ with the discrete abelian
groupQ+ (see [22, 33]). This means that the Fourier series of f on T∞ takes the form∑
r∈Q+
c(r )χ(r ),
where c(r )= 〈 f (χ),χ(r )〉L2(T∞). (The notation χ(r ) is explained at the end of the introduction.)
Proof of Theorem 5.5. To see that the supremum cannot be smaller than 1/4, it suffices to set
g (s)= p j−s and f (s)= 1.
To prove the bound from above, we begin by expanding the function hp (χ) := | fχ|p/2 in a
Fourier series on T∞,
hp (χ)=
∑
r∈Q+
c(r )χ(r ).
Using Lemma 5.6 with z j = p−σj χ(p j ) and α= p/2, we get that
| fχ(σ)|p/2 ≤
∫
Td
hp (w)Pz(w)dmd (w)=
∑
(m,n)=1
c
(m
n
)
(mn)−σχ
(m
n
)
,
where we in the last step integrated the Fourier series of hp term by term against the Poisson
kernel. It follows that
Iσ :=
∫
T∞
| fχ(σ)|p |g ′χ(σ)|2dm∞(χ)≤
d∑
j ,k=1
∑
mµ
nν =
p j
pk
∣∣∣c (m
n
)
c
(µ
ν
)∣∣∣ (mnµνp j pk )−σ|b j bk | log p j log pk ,
where it is understood that (m,n) = 1 and (µ,ν) = 1. By symmetry, we get Iσ ≤ 2Iσ,1 + 2Iσ,2,
where
Iσ,1 :=
d∑
j ,k=1
∑
mµ
nν =
p j
pk
,
p j |m, pk |n
∣∣∣c (m
n
)
c
(µ
ν
)∣∣∣ (mnµνp j pk )−σ|b j bk | log p j log pk
Iσ,2 :=
d∑
j ,k=1
∑
mµ
nν =
p j
pk
,
p j |m, pk |ν
∣∣∣c (m
n
)
c
(µ
ν
)∣∣∣ (mnµνp j pk )−σ|b j bk | log p j log pk .
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We estimate the contribution from these two sums separately. First, by the Cauchy–Schwarz
inequality, we have
Iσ,1 ≤
( d∑
j ,k=1
∑
(m,n)=1,
p j |m, pk |n
∣∣∣c (m
n
)∣∣∣2 log p j log pk
(mn)2σ
) 1
2
( d∑
j ,k=1
∑
(µ,ν)=1
∣∣∣c (µ
ν
)∣∣∣2 |b j |2|bk |2 log p j log pk(p j pk )2σ
) 1
2
≤
( ∑
(m,n)=1
∣∣∣c (m
n
)∣∣∣2 logm logn
(mn)2σ
) 1
2
( ∑
(µ,ν)=1
∣∣∣c (µ
ν
)∣∣∣2 d∑
j ,k=1
|b j |2|bk |2
log p j log pk
(p j pk )2σ
) 1
2
,
where we in the final inequality changed the order of summation in the first factor and used
that
∑
p j |m log p j ≤ logm. To compute the integrals, we will use the identity∫ ∞
0
(log a)2a−2σσdσ= 1
4
,
which is valid for every a > 0. We use the Cauchy–Schwarz inequality again and take the two
integrals into the respective sums, to deduce that∫ ∞
0
Iσ,1σdσ≤
( ∑
(m,n)=1
∣∣∣c (m
n
)∣∣∣2 logm logn
4(logmn)2
) 1
2
( ∑
(µ,ν)=1
∣∣∣c (µ
ν
)∣∣∣2 d∑
j ,k=1
|b j |2|bk |2
log p j log pk
4(log p j pk )2
) 1
2
.
The fractions with logarithms are bounded by 1/16, so in total we get that∫ ∞
0
Iσ,1σdσ≤ 1
16
‖g‖2
H 2
‖ f ‖p
H p
.
To estimate Iσ,2, we use the Cauchy–Schwarz inequality and change the order of summation:
Iσ,2 ≤
( d∑
j ,k=1
∑
(m,n)=1,
p j |m
∣∣∣c (m
n
)∣∣∣2 |bk |2 (log p j )2(mp j )2σ
) 1
2
( d∑
j ,k=1
∑
(µ,ν)=1,
pk |ν
∣∣∣c (µ
ν
)∣∣∣2 |b j |2 (log pk )2
(νpk )2σ
) 1
2
= ‖g‖2
H 2
( ∑
(m,n)=1
∣∣∣c (m
n
)∣∣∣2 ∑
p j |m
(log p j )2
(mp j )2σ
) 1
2
( ∑
(µ,ν)=1
∣∣∣c (µ
ν
)∣∣∣2 ∑
pk |ν
(log pk )
2
(νpk )2σ
) 1
2
.
The two factors are symmetrical, so by using the Cauchy–Schwarz inequality again we get∫ ∞
0
Iσ,2σdσ≤ ‖g‖2H 2
∑
(m,n)=1
∣∣∣c (m
n
)∣∣∣2 ∑
p j |m
(log p j )2
4(logmp j )2
=
‖g‖2
H 2
4
∑
(m,n)=1
∣∣∣c (m
n
)∣∣∣2 1
logm
∑
p j |m
log p j
(
2+ logm
log p j
+ log p j
logm
)−1
≤
‖g‖2
H 2
‖ f ‖p
H p
16
,
where we used that logm/log p j + log p j /logm ≥ 2 when p j |m. Combining everything yields∫ ∞
0
Iσσdσ≤ 2
∫ ∞
0
Iσ,1σdσ+2
∫ ∞
0
Iσ,2σdσ≤ 1
4
‖g‖2
H 2
‖ f ‖p
H p
. 
6. COMPARISON OFX WITH OTHER SPACES OF DIRICHLET SERIES OF BMO TYPE
6.1. Hardy spacesH p and BMOA(C0). Our initial motivation for studying Tg was to consider
X =X2 as a type of BMOA-space for the range of Hardy spaces H p . From Theorem 2.3, we
have the following inclusions, which show thatX is in everyH p , for 0< p <∞.
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Corollary 6.1. We have the following inclusions,
H∞(BMOA(C0)∩D(X (
⋂
0<p<∞
H p .
Proof. The inclusions are all from Theorem 2.3. That the first inclusion is strict follows from
Theorem 2.5. The second inclusion was observed to be strict in the remark at the end of Sec-
tion 3, but it can also be deduced from any example in Section 4. The strictness of the last
inclusion follows from Theorem 4.2 and the fact that
(6.1) ‖g‖H p ³ ‖g‖H 2
when g is an m-homogeneous Dirichlet series, with implied constants depending on m and p.
To verify (6.1), we argue as follows. Let d(n) be the number of divisors of the positive integer
n. By the extension of Helson’s inequality discussed in [12, Sec. 5] and [35, Thm. 3], there exist
nonnegative number α and β, depending on p, such that
(6.2)
( ∞∑
n=1
|an |2
[d(n)]α
) 1
2
≤
∥∥∥∥ ∞∑
n=1
ann
−s
∥∥∥∥
H p
≤
( ∞∑
n=1
|an |2[d(n)]β
) 1
2
.
The key point is that if Ω(n) = m, then m+1 ≤ d(n) ≤ 2m , proving (6.1). (In fact, by a suitable
application of Hölder’s inequality, we can prove (6.1) using only the right inequality in (6.2).) 
In the next three subsections, we will compareX with two other analogues of BMOA, namely
the dual space (H 1)∗ and the space (H 2¯H 2)∗ of symbols generating bounded multiplicative
Hankel forms. Let us first recall that neither of these spaces is contained in⋂
0<p<∞
H p .
This follows immediately from a result of Marzo and Seip [26], which states that the Riesz pro-
jection P on the polytorus is unbounded from L∞(T∞) to H 4(D∞). In fact, it is not even known
whether P (L∞(T∞)) is contained in H p (D∞) for any p > 2. Note that P (L∞(T∞)) is naturally
identified with (H 1)∗, and that it is strictly continuously contained in (H 2¯H 2)∗ [30].
6.2. Hankel forms. Let us now consider the space of symbols g such that the corresponding
Hankel forms Hg are bounded. The form Hg is given by
Hg ( f h) := 〈 f h, g 〉H 2 ,
from which it is clear, by definition, that Hg is bounded if and only if g is in (H 2¯H 2)∗. Apply-
ing the product rule for derivatives, we find that
(6.3) Hg ( f h)= f (+∞)h(+∞)g (+∞)+〈∂−1( f ′h), g 〉H 2 +〈∂−1( f h′), g 〉H 2 ,
where
∂−1 f (s) :=−
∫ ∞
s
f (w)d w.
The “half-Hankel” form
(6.4) ( f ,h) 7→ 〈∂−1( f ′h), g 〉H 2
is bounded if and only if g ∈ (∂−1(∂H 2¯H 2))∗. It is clear from (6.3) that
(6.5) (∂−1(∂H 2¯H 2))∗ ⊂ (H 2¯H 2)∗.
Whether the inclusion in (6.5) is strict, is an open problem. It was observed in [13] that it is
equivalent to an interesting Schur multiplier problem.
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Corollary 6.2. Suppose that the Volterra operator Tg acts boundedly on H 2. Then the Hankel
form Hg is bounded.
Proof. The Littlewood–Paley formula (2.2) may be polarized, to obtain
(6.6) 〈 f , g 〉H 2 = f (+∞)g (+∞)+
4
pi
∫
T∞
∫
R
∫ ∞
0
f ′χ(σ+ i t )g ′χ(σ+ i t )σdσ
d t
1+ t 2 dm∞(χ).
We find that
〈∂−1( f ′h), g 〉H 2 =
4
pi
∫
T∞
∫
R
∫ ∞
0
f ′χ(σ+ i t )hχ(σ+ i t )g ′χ(σ+ i t )σdσ
d t
1+ t 2 dm∞(χ).
Hence, it is clear from Theorem 5.1 that if Tg is bounded, then so is the form (6.4). Thus we may
complete the proof by using the inclusion (6.5). 
On weighted Dirichlet spaces of the disc (including the Hardy space), even in the vector-
valued setting, the boundedness of a half-Hankel form also implies the boundedness of the
corresponding Tg operator (see [3]). However, by [13, Lem. 10], a half-Hankel form on H 2
generated by a symbol g with positive coefficients is bounded if and only if Hg is bounded.
Since the symbols of Theorem 3.1 generate bounded Hankel forms forα≥ 1/2, but not bounded
Tg operators for α< 1, this shows that the same relationship between the half-Hankel form and
Tg does not hold in the present context.
6.3. The dual of H 1. The most tractable sufficient condition for g (s) =∑n≥1 bnn−s to belong
to (H 1)∗ was put forward by Helson [23]: g is in (H 1)∗ if
(6.7)
∞∑
n=1
|bn |2d(n)<∞,
where again d(n) denotes the number of divisors of the integer n. In fact, Helson’s result is
stated in terms of the Hankel form Hg considered above. If g satisfies (6.7), then Hg is Hilbert–
Schmidt. Note that, by a consideration of zero sets based on [35, Thm. 2], we can show that a
Dirichlet series g satisfying (6.7) will not always be in BMOA(C1/2).
The examples of g inX2 considered in Sections 3 and 4 are easily seen to satisfy (6.7). More-
over, we see that the symbols in Theorem 3.1, 1/2 < α < 1, are in (H 1)∗, but not inX2. Hence
(H 1)∗ is not contained inX2, and it is tempting to conjecture thatX2 ⊂ (H 1)∗.
First, let us show how to construct a class of Dirichlet series in (H 1)∗∩X2 that do not satisfy
(6.7), showing that Helson’s criterion is not well adapted to understanding Volterra operators.
Theorem 6.3. Suppose thatN = {n1, n2, . . . }⊂N\{1} is a set with the property that (n j ,nk )= 1 if
j 6= k. If
(6.8) g (s)= ∑
n∈N
bnn
−s ,
then ‖Tg‖L (H 2) = ‖g‖H 2 . Moreover, for f (s)=
∑
n≥1 ann−s , we have(
|a0|2+
∑
n∈N
|an |2
) 1
2
≤p2‖ f ‖H 1 .
The second statement in the theorem yields ‖g‖(H 1)∗ ≤
p
2‖g‖H 2 , by the Cauchy–Schwarz
inequality applied to 〈 f , g 〉H 2 . Define the integers n1 := 2, n2 := 3 ·5, n3 := 7 ·11 ·13, and so on.
The setN := {n1, n2, . . . } satisfies the assumptions of Theorem 6.3, but d(n j )= 2 j , so (6.7) is not
always satisfied.
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Proof of Theorem 6.3. For the first statement, we simply observe that∑
n|N
n∈N
logn ≤ log N ,
which allows us to follow the proof of Theorem 4.1 to obtain that every Dirichlet series of the
form (6.8) satisfies ‖Tg‖ = ‖g‖H 2 .
For the second statement, fix some n = n j , and set d := ω(n), m := Ω(n) and κ := κ(n). By
Helson’s iterative procedure [23], it is sufficient to demonstrate that for f in H 1(Dd ),
(6.9)
(
|a0|2+ 1
2
|aκ|2
) 1
2 ≤ ‖ f ‖H 1(Dd ).
We begin with Carleman’s inequality (see [36]),( ∞∑
k=0
|ck |2
k+1
) 1
2
≤
∥∥∥∥ ∞∑
k=0
ck w
k
∥∥∥∥
H 1(D)
.
Setting F (w)=∑k≥0 ck w k , we use F. Wiener’s trick (see [11]) with an mth root of unity, say ϕ, so
that
Fm(w
m) := 1
m
(
F (w)+F (wϕ)+F (wϕ2)+·· ·+F (wϕm−1))= ∞∑
k=0
cmk w
mk .
Clearly ‖Fm‖H 1(D) ≤ ‖F‖H 1(D), so we find from Carleman’s inequality that
(6.10)
( ∞∑
k=0
|cmk |2
k+1
) 1
2
≤
∥∥∥∥ ∞∑
k=0
ck w
k
∥∥∥∥
H 1(D)
.
Returning to our function f in H 1(Dd ), we let fk denote the k-homogeneous part of f and de-
compose f accordingly:
f (z)=
∞∑
k=0
fk (z).
Substituting z j 7→ w z j for 1 ≤ j ≤ d , we find, using Fubini’s theorem, (6.10), and Minkowski’s
inequality, that( ∞∑
k=0
1
k+1 ‖ fkm‖
2
H 1(Dd )
) 1
2
≤
∫
Dd
( ∞∑
k=0
| fkm(z)|2
k+1
) 1
2
dmd (z)≤ ‖ f ‖H 1(Dd ).
We retain only the two first terms in the sum on the left-hand side. The proof of (6.9) is com-
pleted by noting that ‖ f0‖H 1(Dd ) = |a0| and that |aκ| ≤ ‖ fm‖H 1(Dd ), where the latter inequality
holds because |κ| =Ω(n)=m. 
As for the question of whether X2 ⊂ (H 1)∗, our best result is the following corollary of the
characterization given in Theorem 5.1. For its interpretation, one should recall that (5.10) im-
plies that X1 ⊂ X2. Hence, the corollary also motivates further interest in the question of
whetherX2 =Xp for all p, 0< p <∞.
Corollary 6.4. Suppose that the Volterra operator Tg acts boundedly onH 1. Then g is in (H 1)∗.
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Proof. Let f be a Dirichlet series in H 1 and suppose that f (+∞) = 0. Let g be X1 and apply
(6.6) along with the Cauchy–Schwarz inequality,
|〈 f , g 〉H 2 | ³
∣∣∣∣∫
T∞
∫
R
∫ ∞
0
f ′χ(σ+ i t )g ′χ(σ+ i t )σdσ
d t
1+ t 2 dm∞(χ)
∣∣∣∣
≤
(∫
T∞
∫
R
∫ ∞
0
| f ′χ(σ+ i t )|2
| fχ(σ+ i t )|
σdσ
d t
1+ t 2 dm∞(χ)
) 1
2
×
(∫
T∞
∫
R
∫ ∞
0
| fχ(σ+ i t )| |g ′χ(σ+ i t )|2σdσ
d t
1+ t 2 dm∞(χ)
) 1
2
.
We finish the proof by using Theorem 5.1 with p = 1, since the quantity on the second line is
bounded from above and below by ‖ f ‖1/2
H 1
in view of the Littlewood–Paley formula (2.2). 
Observe that by part (a) of Theorem 5.3, this shows in particular that if g is in BMOA(C0)∩D,
then g is in (H 1)∗. This inclusion can also be deduced directly from the two Littlewood–Paley
formulas (2.2) and (6.6), using the Cauchy–Schwarz inequality and Lemma 2.2.
6.4. On the finite polydiscDd . Let us now confine ourselves to studying Dirichlet series
f (s)=
∞∑
n=1
ann
−s
restricted to the first d primes, by demanding that an = 0 if p j |n, for j > d . Through the Bohr lift,
the restricted Hardy spacesH pd (which are complemented subspaces ofH
p ) are isometrically
identified with H p (Dd ). We consider now a Dirichlet series g restricted to the first d primes and
let Tg act onH
p
d .
Corollary 6.5. For 0< p <∞, Tg is bounded onH pd if and only if it is bounded onH 2d .
Proof. This follows from Theorem 5.1, since the Carleson measure characterization is now over
Dd , and the Carleson measures of H p (Dd ) are independent of p (see [15]). 
Moreover, using the result that H 2(Dd )¯H 2(Dd ) = H 1(Dd ) from [18, 25], we conclude that
symbols inducing bounded Tg -operators on the finite polydisc belong to (H 1(Dd ))∗. This sub-
section is devoted to showing that, even in the finite-dimensional setting, the dual of H 1 still
does not characterize the bounded Tg -operators.
Let D denote the differentiation operator on Dirichlet series,
D f (s) := f ′(s)=−
∞∑
n=2
an(logn)n
−s .
Identifying againH pd with H
p (Dd ), we find that we may write
(6.11) D f (z1, . . . , zd )=−
d∑
j=1
(log p j )z j∂z j f (z1, . . . , zd ).
Note the similarity between D and the radial differentiation operator
(6.12) R f (z1, . . . , zd ) :=
d∑
j=1
z j∂z j f (z1, . . . , zd ).
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The Volterra operator Tg defined with the radial differentiation operator R and radial integra-
tion R−1 has previously been investigated on the unit ball Bd of Cd by a number of authors. A
seminal contribution is that of Pau [31], who proved that Tg is bounded on H p (Bd ) if and only
if g is in BMOA(Bd ). In particular, for p = 2, the Tg operator is bounded if and only if the corre-
sponding Hankel operator is bounded, i.e., if and only if g defines a bounded linear functional
on H 2(Bd )¯H 2(Bd ).
We shall now see that the corresponding statement is not true on the finite polydisc D2. The
statement and proof are written for the Volterra operator defined in terms of radial differentia-
tion (6.12), but the argument works equally well for the half-plane differentiation (6.11). In the
following theorem, we use the notation g1⊗ g2(z, w) := g1(z)g2(w).
Theorem 6.6. There exist a function g1 in H∞(D) and a function g2 in BMOA(D) such that Tg1⊗g2
is unbounded on H 2(D2).
To obtain the desired conclusion from this theorem, namely that Tg is not bounded simulta-
neously with the Hankel operator Hg even on the bidisc, it suffices to observe that the symbol
g1⊗ g2 is in BMOA(D2) and therefore in
(
H 2(D2)¯H 2(D2))∗ = (H 1(D2))∗.
Proof of Theorem 6.6. Suppose that f (z, w)=∑m,n≥0 am,n zm w n . Then
R f (z, w)= ∑
m,n≥0
(m+n)am,n zm w n and R−1 f (z, w)=
∑
m,n≥0
m+n>0
am,n
m+n z
m w n .
We consider the Volterra operator Tg f = R−1( f Rg ), choosing f = f1⊗ f2, where f1 and f2 are
both in H 2(D). We compute and find that
(6.13) f (z, w)Rg (z, w)= f1(z) f2(w)
(
zg ′1(z)g2(w)+w g1(z)g ′2(w)
)
.
We consider first the second term of (6.13), which we write as h1(z)h2(w), where
h1(z) := f1(z)g1(z)=
∞∑
m=0
am z
m and h2(w) :=w f2(w)g ′2(w)=
∞∑
n=1
bn w
n .
Since f1 is in H 2(D) and g is in H∞(D), clearly h1 is in H 2(D), so
∑
m≥0 |am |2 <∞. In a similar
way, we see that h2 is the derivative of a function in H 2(D) because f2 is in H 2(D) and g2 is in
BMOA(D) so that the operator Tg2 is bounded on H
2(D). This means that
∑
n≥1 |bn |2/n2 <∞.
We conclude therefore that∥∥R−1(h1h2)∥∥2H 2(D2) = ∞∑
m=0
∞∑
n=1
|am |2|bn |2
(m+n)2 ≤
∞∑
m=0
|am |2
∞∑
n=1
|bn |2
n2
<∞.
Changing our attention to the first term in (6.13), it remains for us to show that we can pick
f1, f2, g1, and g2 satisfying our assumptions, so that the H 2(D2)-norm of
R−1
(
z f1(z)g
′
1(z) f2(w)g2(w)
)
is infinite. Replace for the moment z f1(z)g ′1(z) with an arbitrary function h1 in z∂H
2(D), say
h1(z)=
∞∑
m=1
am z
m .
Choose f2 and g2 as
f2(w)=
∞∑
n=2
w np
n(logn)
and g2(w)=− log(1−w).
VOLTERRA OPERATORS ON HARDY SPACES OF DIRICHLET SERIES 33
The coefficients of h2(w) := f2(w)g2(w)=∑n≥3 bn w n are given by
bn =
n−1∑
k=2
1p
k(logk)
1
(n−k) À
1p
n(logn)
n−1∑
k=2
1
n−k À
1p
n
.
Hence we find that∥∥R−1(h1h2)∥∥2H 2(D2) À ∞∑
m=1
∞∑
n=3
|am |2
(m+n)2n ³
∞∑
m=1
|am |2 log(m+2)
(m+1)2 =∞
for an appropriate choice of h1 in z∂H 2(D). However, by a factorization result of Aleksandrov
and Peller [1], there exist f j1 in H
2(D) and g j1 in H
∞(D) for 1≤ j ≤ 4, such that
h1(z)= z
4∑
j=1
f j1 (z)(g
j
1 )
′(z).
Therefore, at least one of the four pairs ( f j1 , g
j
1 ), 1≤ j ≤ 4, will do as the choice of ( f1, g1). 
7. COMPACTNESS OF Tg ONH 2
7.1. Basic results. We turn to a brief discussion of compactness of Tg . Every polynomial sym-
bol g (s) = ∑n≤N bnn−s defines a compact Tg -operator, since in this case Tg is the sum of N
diagonal operators with entries in c0. This means that all bounded operators from Section 4
actually are compact. To see this, let SN denote the partial sum operator, acting on a Dirichlet
series f (s)=∑n≥1 ann−s by
SN f (s)=
N∑
n=1
ann
−s .
Suppose now that we have an estimate of the type ‖Tg‖2 ≤ ∑n≥2 |bn |2w(n) for some positive
weight function w(n). If the right hand side is finite for some Dirichlet series g , then
‖Tg −TSN g‖2 ≤
∑
n≥N
|bn |2w(n)→ 0, N →∞,
demonstrating that Tg is compact. In particular, every bounded Tg -operator with a linear sym-
bol is compact, since then ‖Tg‖L (H 2) = ‖g‖H 2 , by Theorem 4.1. Let us also mention that the
Volterra operator defined by the primitive of the zeta function considered in Theorem 2.5,
g (s)=
∞∑
n=2
1
n logn
n−s ,
is compact by this argument and Theorem 4.3. In the next subsection, we will produce a con-
crete example of a non-compact operator, by testing the Volterra operator of Theorem 3.3, for
λ= 1, against reproducing kernels for suitable subspaces ofH 2.
We mention that it is possible to prove versions of Theorems 2.3, 5.1, and 5.3 for compact-
ness, by replacing bounded mean oscillation by vanishing mean oscillation, and embeddings
by vanishing embeddings. The details are standard, see for instance [31] for the arguments in a
different setting.
We present only two results in this section. The first is that the closure of Dirichlet polyno-
mials in BMOA(C0) is VMOA(C0)∩D, as it relies on the translation invariance (i) of Lemma 2.1
enjoyed by Dirichlet series in BMOA(C0). Recall that VMOA(C0) consists of those g ∈BMOA(C0)
such that
lim
δ→0+
sup
|I |<δ
1
|I |
∫
I
∣∣∣∣ f (i t )− 1|I |
∫
I
f (iτ)dτ
∣∣∣∣ d t = 0.
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We endow the space BMO(Cθ)∩D with the norm ‖ f ‖BMO(Cθ)∩D := | f (+∞)|+‖ f ‖BMO(Cθ).
Theorem 7.1. Let g be a symbol in VMOA(C0)∩D and ε be a positive number. Then there is a
Dirichlet polynomial P such that ‖g −P‖BMO(Cθ)∩D < ε.
Proof. Let Bδ denote the horizontal shift operator given by Bδg (s)= g (s+δ), and, as above, let
SN denote the partial sum operator. We choose P =BδSN g , for some δ> 0 and N to be specified
later. Clearly P (+∞)= b1 = g (+∞). Since g is in VMOA(C0), we know from [20, Thm. VI.5.1] that
lim
δ→0
‖g −Bδg‖BMO(C0) = 0.
Choose δ> 0 so that ‖g −Bδg‖BMO(Cθ) < ε/2. Then
‖g −P‖BMO(C0) ≤ ‖g −Bδg‖BMO(C0)+‖Bδg −P‖BMO(C0) < ε/2+2‖Bδg −BδSN g‖H∞ .
Now, by (i) of Lemma 2.1, we know that σb(g ) ≤ 0. By a theorem of Bohr [10], this implies that
SN g (s) converges uniformly to g (s) in the closed half-plane Cδ, for every δ > 0. Hence there is
some N =N (g ,δ) such that ‖Bδg −BδSN g‖H∞ = ‖Bδ(g −SN g )‖H∞ < ε/4. 
Our second basic result is that Tg is never in any Schatten class, unless g is constant. This is
in line with [31, Thm. 6.7], showing that a radial Volterra operator Tg 6= 0 defined on H 2(Bd ) can
be in the Schatten class Sp only for p > d .
Theorem 7.2. Let
g (s)=
∞∑
n=1
bnn
−s
be a non-constant Dirichlet series. Then Tg : H 2 →H 2 is not in Sp , for any p <∞.
Proof. Since g is not constant, we know there is at least one non-zero term, so set
N = inf{n ≥ 2 : bn 6= 0}<∞.
We will use [37, Thm. 1.33] in the following way: Set en(s) := n−s and assume that 2 ≤ p <∞.
Then the set {en}n≥1 forms an orthonormal basis forH 2, so that:
‖Tg‖pSp ≥
∞∑
n=N
‖Tg en‖pH 2 .
A simple computation shows that if n ≥N , then we have
‖Tg en‖2H 2 =
∞∑
m=2
|bm |2(logm)2
(logmn)2
≥ |bN |
2(log N )2
(lognN )2
≥ |bN |
2(log N )2
(2logn)2
.
In particular, ‖Tg en‖H 2 ≥ (|bN | log N )/(2logn) and hence ‖Tg‖pSp ≥∞. The inclusion between
Schatten classes allows us to conclude that Tg cannot be in Sp for any 0< p <∞. 
7.2. Estimating y-smooth reproducing kernels. We will now study the action of Tg on repro-
ducing kernels for suitable subspaces of H 2. The reproducing kernel kw of H 2 itself at w ,
where Re(w)> 1/2, is given by
kw (s) := ζ
(
s+w )=∏
p
(
1−p−s−w
)−1
.
Considering these reproducing kernels is insufficient in our analysis of the multiplicative sym-
bol g from Theorem 3.3. Indeed, regardless of the value of λ, the Dirichlet series g (s) converges
absolutely all the way down to Re(s) = σ > 0. Testing Tg on the kernels kw , in C1/2 is therefore
not enough to detect that it is unbounded for λ> 1.
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To address this, we consider y-smooth reproducing kernels. Let P+(n) denote the largest
prime factor of n. The integer n is called y-smooth if P+(n) ≤ y . The y-smooth reproducing
kernels, k yw are defined for Re(w) > 0 and y ≥ 1, by cutting off prime numbers larger than y .
This means that we set k yw (s) := ζ
(
s+w , y), where
ζ
(
s+w , y) := ∏
p≤y
(
1−p−s−w
)−1
.
Notice that we already used another variant of cut-off kernels in the proof of Theorem 3.3.
Following Gál’s construction, we tested against a finite-dimensional kernel at σ = 0, cut off to
be smooth (in the sense of primes) and retaining only suitable small powers of each prime.
Our motivation for turning to the more involved investigation of the reproducing kernels k yw (s)
is that they provide slightly better estimates than the rougher argument stemming from Gál’s
work. More specifically, we will see that the multiplicative symbol g from Theorem 3.3 with
λ = 1 provides the only concrete example of a non-compact Tg -operator in this paper. As in
Section 3, we consider without loss of generality the operator T˜g instead of Tg , the difference
between the two being compact.
Suppose that f (s)=∑n≥1ϕ(n)n−s , whereϕ is a non-negative completely multiplicative func-
tion and that g (s)=∑n≥1 bnn−s has non-negative coefficients. A computation shows that
(7.1)
∥∥T˜g f ∥∥2H 2 = ∞∑
m=2
∞∑
n=2
(bm logm)(bn logn)ϕ
(
mn
(m,n)2
) ∞∑
k=1
ϕ(k)2(
logk+ log mn(m,n)
)2 .
We will now choose f to be a y-smooth reproducing kernel and estimate the innermost sum.
Lemma 7.3. Let ϕ(n) be the completely multiplicative non-negative function defined by setting
ϕ(n) :=
{
n−σ, if P+(n)≤ y,
0, otherwise.
Fix α, 0<α< 1. If yα ≥ 1/σ, then for sufficiently large y (depending on α), we have
Sϕ(m,n) :=
∞∑
k=1
ϕ(k)2(
logk+ log mn(m,n)
)2 ³
∥∥k yσ∥∥2H 2(
(1+o(1))(1−2σ)−1 y1−2σ+ log mn(m,n)
)2 ,
where o(1) tends to 0 as y →∞.
Proof. We may assume that 0 < σ< 1/2. Observe first that ‖k yσ‖2H 2 = ζ(2σ, y). For simplicity of
notation, we write a := log mn(m,n) . By Abel summation, we see that
Sϕ(m,n)∼ 2σ
∫ ∞
1
Ψ(x, y) x−2σ(
log x+a)2 d xx ,
where as usual Ψ(x, y) denotes the number of y-smooth integers less than or equal to x. Ob-
serve that ζ(s, y) is the Mellin transform ofΨ(x, y),
ζ(s, y)= s
∫ ∞
0
xs−1Ψ(x, y)d x.
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Hence by writing Ψ(x, y) as the inverse Mellin transform of ζ(s, y), integrating over the vertical
line Re s = ξ for some 0< ξ< 2σ, and then changing the order of integration, we obtain
I :=
∫ ∞
1
Ψ(x, y) x−2σ(
log x+a)2 d xx =
∫ ∞
1
(
1
2pii
∫ ξ+i∞
ξ−i∞
ζ(s, y)xs
d s
s
)
x−2σ(
log x+a)2 d xx
= 1
2pii
∫ ξ+i∞
ξ−i∞
ζ(s, y)
(∫ ∞
1
xs−2σ(
log x+a)2 d xx
)
︸ ︷︷ ︸
J
d s
s
.
By substituting x = e t , using the identity
1
(t +a)2 =−
d
d a
∫ ∞
0
e−(t+a)xd x,
and interpreting the resulting integral as a Laplace transform, we find that
J =
∫ ∞
0
e−t (2σ−s)
(t +a)2 d t =−
d
d a
(
e2σa
∫ ∞
2σ
e−atL
{
e s·
}
(t )d t
)
=
∫ ∞
2σ
e−a(t−2σ)(t −2σ) d t
s− t .
Therefore, by changing the order of integration again, we obtain that
I =
∫ ∞
2σ
e−a(t−2σ)(t −2σ)
(
1
2pii
∫ ξ+i∞
ξ−i∞
ζ(s, y)
d s
s(s− t )
)
d t .
We evaluate the inner integral by residues, capturing the simple pole in s = t , to see that
I =
∫ ∞
2σ
e−a(t−2σ)(t −2σ)ζ(t , y)
t
d t =
∫ ∞
0
ζ(t +2σ, y)
t +2σ te
−at d t .
Hence, to prove the statement of the lemma, we need to estimate
2σ
ζ(2σ, y)
I = 2σ
ζ(2σ, y)
∫ ∞
0
ζ(t +2σ, y)
t +2σ te
−at d t
from below. Observe that
ζ(t +2σ, y)
ζ(2σ, y)
≥ exp
(
−C t ∑
p≤y
p−2σ log p
)
≥ exp(−C (1−2σ)−1t y1−2σ)
when, say, t ≤ 2y−α. Here 1<C = 1+o(1). Assuming thatσ≥ y−α, we have that 2σ/(t+2σ)≥ 1/2,
and we therefore obtain
2σ
ζ(2σ, y)
∫ ∞
0
ζ(t +2σ, y)
t +2σ te
−at d t À
∫ 2y−α
0
t exp
(−(a+C (1−2σ)−1 y1−2σ) t) d t
≥ 1
2
(
a+C (1−2σ)−1 y1−2σ)2
for sufficiently large y . On the other hand, the same type of estimates carried out in reverse
order shows that
2σ
ζ(2σ, y)
∫ ∞
0
ζ(t +2σ, y)
t +2σ te
−at d t ¿
∫ ∞
0
t exp
(−(a+C ′(1−2σ)−1 y1−2σ) t) d t
= 1(
a+C ′(1−2σ)−1 y1−2σ)2 ,
where 1>C ′ = 1+o(1). 
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Applying (7.1) and Lemma 7.3 to a symbol of multiplicative type (3.1), we find that
(7.2)
∥∥T˜g k yσ∥∥2H 2∥∥k yσ∥∥2H 2 ³
∑
P+(m)≤y
∑
P+(n)≤y
ψ(mn)
(m,n)2σ
(mn)σ
(
(1+o(1))(1−2σ)−1 y1−2σ+ log mn
(m,n)
)−2
.
under the assumptions on y and σ from Lemma 7.3.
Theorem 7.4. For 0 < λ < ∞, let g be the Dirichlet series (3.1), where ψ(n) is the completely
multiplicative function defined on the primes byψ(p) :=λp−1(log p). Fixα, 0<α< 1. Ifσ= y−α,
then
(7.3)
∥∥T˜g k yσ∥∥2H 2∥∥k yσ∥∥2H 2 À y2(λ−1).
In particular, Tg is not compact when λ= 1.
Proof. Let µ(n) denote the Möbius function, the only property of which we need is that µ(n)= 0
unless n is square-free. Restricting the sums in (7.2) to square-free numbers and using that
(m,n)2σ ≥ 1, we find that
(7.4)
∥∥T˜g k yσ∥∥2H 2∥∥k yσ∥∥2H 2 À
∑
P+(m)≤y
µ(m)6=0
∑
P+(n)≤y
µ(n) 6=0
ψ(mn)
(mn)σ
(
(1+o(1))(1−2σ)−1 y1−2σ+ log mn
(m,n)
)−2
.
Now using that m and n are y-smooth and square-free, so that both logm and logn are bounded
by pi(y) log y ≤ (1+o(1))y by the prime number theorem, we obtain from (7.4) that∥∥T˜g k yσ∥∥2H 2∥∥k yσ∥∥2H 2 À
1
y2
∑
P+(m)≤y
µ(m) 6=0
∑
P+(n)≤y
µ(n) 6=0
ψ(mn)
(mn)σ
= 1
y2
∑
P+(m)≤y
µ(m) 6=0
ψ(m)
mσ
∑
P+(n)≤y
µ(n)6=0
ψ(n)
nσ
=
(
1
y
∑
P+(m)≤y
µ(m) 6=0
ψ(m)
mσ
)2
.
We may now complete the proof of the estimate (7.3) by the following computation:∑
P+(m)≤y
µ(m)6=0
ψ(m)
mσ
= ∏
p≤y
(
1+ ψ(p)
pσ
)
³ exp
( ∑
p≤y
ψ(p)
pσ
)
≥ exp
(
λ
yσ
∑
p≤y
log p
p
)
³ exp
(
λ
yσ
log y
)
.
In the last step, we used Mertens’s first theorem, which asserts that
∑
p≤y
log p
p − log y is bounded
in absolute value by 2. Now (7.3) follows because y−σ log y = log y +o(1) when y →∞ by our
choice of σ.
Finally, let {σ j } j≥1 and {y j } j≥1 be sequences such that σ j → 0 and y j →∞ as j →∞. Then for
every Dirichlet polynomial P , we have that 〈P, k y jσ j 〉H 2 converges as j →∞. On the other hand,
we have that ‖k y jσ j ‖H 2 →∞. Therefore k
y j
σ j /‖k
y j
σ j ‖H 2 converges weakly to 0 in H 2. Hence, the
estimate shows, for suitably chosen σ j and y j , that Tg is not compact for λ= 1. 
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