Context. Accurate fundamental parameters of stars are essential for the asteroseismic analysis of data from the NASA Kepler mission. Aims. We aim at determining accurate atmospheric parameters and the abundance pattern for a sample of 82 red giants that are targets for the Kepler mission. Methods. We have used high-resolution, high signal-to-noise spectra from three different spectrographs. We used the iterative spectral synthesis method VWA to derive the fundamental parameters from carefully selected high-quality iron lines. After determination of the fundamental parameters, abundances of 13 elements were measured using equivalent widths of the spectral lines. Results. We identify discrepancies in log g and [Fe/H], compared to the parameters based on photometric indices in the Kepler Input Catalogue (larger than 2.0 dex for log g and [Fe/H] for individual stars). The T eff found from spectroscopy and photometry shows good agreement within the uncertainties. We find good agreement between the spectroscopic log g and the log g derived from asteroseismology. Also, we see indications of a potential metallicity effect on the stellar oscillations. Conclusions. We have determined the fundamental parameters and element abundances of 82 red giants. The large discrepancies between the spectroscopic log g and [Fe/H] and values in the Kepler Input Catalogue emphasize the need for further detailed spectroscopic follow-up of the Kepler targets in order to produce reliable results from the asteroseismic analysis.
Introduction
Since 2009 the NASA Kepler mission has continuously been measuring the flux for thousands of stars within the same field on the sky. Although the main objective of the mission is the detection of extra-solar planets, the high-precision lightcurves are excellent data for asteroseismic investigations. In particular, the study of oscillating red giants has taken a huge leap forward. Before the launch of Kepler and CoRoT only a handful of giants were known to oscillate. This number has now increased to more than 10,000 (Hekker et al. 2011c) . Already several important results have emerged, most noticeably the ability to distinguish between red giant branch (RGB) and clump giants .
To obtain robust results from the analysis and interpretation of the oscillation data provided by Kepler, accurate fundamental
Target selection
The targets were selected using KIC and the asteroseismic data available from the Kepler satellite. We used the large frequency separation, ∆ν, which is proportional to the mean density, ρ, of the star, (∆ν ∝ ρ 1/2 ), and the frequency of maximum oscillation power, ν max , determined from the power spectra of the lightcurves, when these parameters were known at the time of the selection.
In this selection process, we were hampered by the fact that we had to use effective temperatures from the KIC. However, as shown in Paper I the effective temperatures found in the KIC are in reasonable agreement with the spectroscopic values, at least for targets with [Fe/H] > −1.0 dex, so to first order the identification should be reliable. Also, it was difficult to get values for stars with a low ∆ν, since only observations from quarters Q0-2 of the Kepler mission were used for the stellar twin identification, resulting in few low-∆ν twins. These quarters had durations of 10 days (Q0), a short quarter of 34 days (Q1) and one full quarter of 90 days of observations (Q2). Most of our targets have been observed by Kepler in it's long cadence mode (29.4 min integration times). This is short enough to properly sample the oscillations in the giants as they oscillate at very low frequencies, well below the Nyquist frequency for the long cadence observations (ν Ny = 283 µHz). We also selected a few sub-giants which oscillate at higher frequencies and hence require short cadence observations (∼1 min integration times).
A number of targets were also chosen entirely because they had extreme metallicities according to the KIC ([Fe/H]< −0.8 and [Fe/H]> 0.3).
All targets were chosen to have a V-magnitude < 12 in order to get the desired signal-to-noise (S/N ≥ 80) in the spectra for the spectroscopic analysis.
Observations
Three different telescopes equipped with high-resolution echelle spectrographs were used to obtain the data. On the 2.56-m Nordic Optical Telescope (NOT) we used the FIbre-fed Echelle Spectrograph (FIES), covering the spectral range from 370-730 nm, using the high-resolution mode (R = 67.000). We also aquired data from the 3.6-m Canadian-French-Hawaiian Telescope (CFHT) and 2.0-m Telescope Bernard Lyot (TBL), using the ESPaDOnS (CFHT) and NARVAL (TBL) spectrographs. These instruments provide a more extended wavelength coverage than FIES, covering the range 370-1050 nm with resolutions R = 80.000 (ESPaDOnS) and R = 75.000 (NARVAL).
The observations using CFHT and TBL were both carried out in service mode from May to September 2010, as a part of two larger programs for Kepler follow-up. The targets observed with CFHT and TBL were among the brightest giants in the sample and had exposure times ≤ 15 min. The NOT observations were performed in July 2010. Exposure times varied according to the brightness of the targets, from a few minutes to 1.5 hours. Could the desired S/N not be reached within a 30 minute exposure, the observations were split into multiple exposures of a maximum length of 30 minutes each. This was done to avoid problems with cosmic rays hitting the CCD. The individual spectra were merged after the data reduction to increase the S/N.
Calibration images for all spectrographs were obtained as standard procedure in the beginning of each observing night. They consist of 1 Thorium-Argon (ThAr), 7 bias and 21 halogen flat exposures in the case of FIES and 1 ThAr, 3 bias and 40 flats for NARVAL and ESPaDOnS. Further, all science exposures using FIES were bracketed with a ThAr exposure to ensure accurate wavelength calibration in the reduction process. The observations and instruments used are summarized in Table 1 .
The reduction of the CFHT and TBL observations were performed as part of the service program, using the ESpRIT pipeline (Donati et al. 1997) . The FIEStool 1 pipeline was used for the reduction of the NOT observations. Both pipelines perform the standard tasks involved in the reduction of echelle spectra; bias substraction, order identification, substraction of scattered light, flat fielding, wavelength calibration and extraction of the spectral orders.
Spectroscopic analysis
The high-resolution spectra were used to determine T eff , log g, microturbulent velocity (ξ t ) and abundances for several elements. We used the semi-automatic software package, VWA 2 (Bruntt et al. 2004 (Bruntt et al. , 2008 (Bruntt et al. , 2010 for the analysis. Neutral and singly-ionized iron lines (Fe I and Fe II) in the wavelength range 4500Å to 7000Å for the NOT and 4000Å to 8800Å for CFHT and TBL were used to derive the atmospheric parameters. This was done by removing any correlation between the abundances of Fe I, excitation potential (EP), and equivalent width (EW) of the spectral lines. In the initial analysis, agreement between the Fe I and Fe II abundance was required in order to determine log g. The method is described in greater detail in Paper I.
In general we used lines with 0 <EW< 150 mÅ as the weak lines are the most sensitive to changes in the fundamental parameters. For the brightest of our targets a larger number of lines were of good quality due to the high S/N so here the analysis was restricted to lines with EW< 90 mÅ.
It is essential to use as many of the same lines as possible for every star, because the value of the fundamental parameters derived from EW measurements can be sensitive to the particular choice of lines. We therefore compiled a list of lines present in at least 70 % of the targets analysed in Paper I and used this as input for the analysis presented here. However, since we deliberately selected a wide range in metallicities, one would expect large star-to-star differences in the number of lines that could be used for the analysis. All spectra were therefore inspected in detail and additional lines added when appropriate. This mainly consisted of non-blended iron lines, as these are preferred for the fundamental parameter determination, but also non-blended lines of other elements were selected (around 30-40 lines per star). In a typical analysis some 400 lines of different elements were used, of which around 130 were iron lines. The iron lines were used to determine the fundamental parameters. The remaining lines were only used to derive abundances.
The new oscillator strength correction
When analysing the solar spectrum using MARCS atmosphere models (Gustafsson et al. 2008) as done in this work, we found that there is a positive correlation between the iron abundances and the EP, suggesting a higher T eff for the solar atmosphere. However, as the solar T eff = 5777 ± 10 K is well determined (Smalley 2005) , this indicates a problem with the abundances derived from the lines. This is most likely due to a problem with either the oscillator strengths of the lines (log-g f ) or with the assumptions in the 1D LTE models used (see Lobel 2011 for a discussion of corrections). The log-g f values used here are all taken from the Vienna Atomic Line Database (VALD, Kupka et al. 1999) . To remedy the apparent problem with the oscillator strengths, a list of corrections to the log-g f values for a large number of lines has been calculated. We found that using only lines for which a log-g f correction exists, greatly reduced the scatter of the abundances when analysing stars other than the Sun (see Bruntt et al. 2008 for an illustration), even when there were significant differences in the thermal structure of the line formation regions, compared to the Sun. Here we use a new set of corrections, calculated for more than 1200 lines (Bruntt et al. 2012) , based on the Fourier Transform Spectrometer Kitt Peak Solar Flux Atlas. This greatly increased the number of useful lines, especially lines with low EP, compared to the analysis in Paper I.
Before applying these corrections to our targets, they were tested on a spectrum of the Sun. We used a solar spectrum obtained with FIES from a day-time blue-sky exposure. The reduced spectrum was treated in exactly the same way as all other targets, albeit with a much higher S/N. After applying the logg f corrections, the analysis yielded T eff = 5777 ± 20 K, log g = 4.45 ± 0.03 dex and [Fe/H] = 0.00 ± 0.05 dex showing that our corrections are reliable. We used 220 iron lines for the analysis of the solar spectrum. The uncertainties quoted are the internal precision in VWA, and should not be taken as absolute uncertainties that will indeed be larger.
One small disadvantage of only using log-g f -corrected lines is that only lines that are in common between the giants and the Sun are used in the analysis. As giants display a large number of lines, many of which are being well-fitted by the software, a number of otherwise well-suited lines are therefore being discarded as they are not present in the Sun. But this is compensated by the reduction of both the uncertainties and scatter of the abundances derived from the individual lines.
For consistency we re-analysed the targets that were presented in Paper I, with our new set of log-g f corrections. This resulted in slightly different values for the parameters (T eff , log g, [Fe/H] ) as well as a reduction of their uncertainties.
Determining macroturbulent and rotational velocity
In order to determine the macroturbulent velocity and line-ofsight rotational velocity, v sin i, synthetic line profiles were calculated for isolated, weak lines over the entire wavelength range. Line profiles were typically calculated for 20 different regions for each spectrum. The two parameters were adjusted until a satisfactory match between the observed and synthetic line profile was achieved. This was determined by inspecting the residuals by eye. An average of the macroturbulent velocity and v sin i found at different wavelength ranges were used as the best estimates. We note that for giants it is hard to distinguish between line broadening from rotation and macroturbulence; hence a more appropriate description would be a total macroscopic broadening, including both effects. But due to the analysis software the two parameters had to be separated.
Results from spectroscopic analysis
In this section we present the results obtained from the spectroscopic analysis as well as comparisons with the parameters from asteroseismology and the KIC.
Comparison stars
To test the reliability of our analysis, we re-analysed the six bright giants, also reported in Paper I, as well as an additional four bright giants. All ten stars have been analysed several times in the literature and are thought to have well-determined parameters. Nine of the stars were chosen from the PASTEL catalogue of Soubiran et al. (2010) , with the last one, HD205512, chosen from Luck & Heiter (2007) . The four new stars are located in the vicinity of the Kepler field. The comparison values were chosen from the most recent analysis that provided values for all three parameters (T eff , log g, [Fe/H] ). We only picked results where a spectroscopic analysis had been performed. The result for these stars are presented in Table 2 and the residuals are shown in Fig. 1 , with the four new stars shown in red. It is evident from the plots that there is some scatter present between the values from the literature and the values determined by our analysis. One would expect some disagreement between the different methods as indeed observed. That we on average find a larger [Fe/H] compared to the literature can be explained by the higher T eff also found in our analysis, which affects the derived abundances. We use the mean offset as a measure of the 'systematic uncertainty' present in our analysis and add ∆T eff , ∆log g and ∆[Fe/H] quadratically to the internal uncertainties in VWA. Fundamental parameters for α Boo (Arcturus), which is the coolest star in our comparison sample, are also available from asteroseismology (Kallinger et al. 2010b) , who found T eff = 4290 K and log g = 1.45 dex, showing good agreement with the spectroscopic T eff and with a log g-value roughly half way between our result and the literature value.
Radial velocity measurements
To identify potential Population II targets in our sample we measured the radial velocities (RV) using a cross-correlation (CCF) approach. For each target we calculated the CCF between the observed spectrum and a template spectrum at laboratory wavelengths. The template used for each star was chosen as one of three different templates, corresponding to low-, solar-and highmetallicity targets ([Fe/H] = −2.0, 0.0 and 1.0 dex respectively). Individual CCF's were calculated for each spectral order, spanning the same wavelength range as for the abundance analysis. This method provided 40 CCF's for each observed spectrum that were combined into a total CCF for each target using the maximum-likelihood approach described in detail by Zucker (2003) . The combined CCF was fitted with a Gaussian to derive the RV's. Uncertainties on the measurements were estimated as
where FWHM is the full width at half maximum of the Gaussian and N ccf is the number of CCF's used in the combined cross-correlation. Finally we corrected the 
Fundamental parameters from spectroscopy
The fundamental parameters for all targets in our sample are presented in Table A .1. We list the KIC values as well as parameters determined from asteroseismology, using either the scaling relations of White et al. (2011) or the method of Kallinger et al. (2010a) . A comparison between the two methods gives a mean difference of 0.03 dex on log g, which is negligible compared to the typical uncertainty of 0.2 dex from a purely spectroscopic analysis.
As illustrated in Fig. 2 the temperatures derived from spectroscopy show reasonable agreement with the ones quoted in the KIC, agreeing within the KIC uncertainty of ±200 K. The KIC T eff appears to be systematically lower when moving towards the hotter stars in our sample, as indicated by the linear fit. A similar trend is seen for the [Fe/H] values, with the KIC values being systematically lower for lower T eff . The discrepancies of the log g values are more evenly scattered around a negligible offset of 0.003 dex. The scatter of both [Fe/H] and log g is large as seen in the figure, but taking the KIC uncertainty of ±0.5 dex on log g into account the agreement is reasonable, except a few outliers. There are no uncertainty quoted in the KIC on the [Fe/H] for giants (Brown et al. 2011 ), but it is expected to be large. Furthermore we find very large discrepancies for individual stars of more than 2.0 dex in both log g and [Fe/H], which stresses the need for detailed spectroscopic follow-up of Kepler targets. These extreme outliers in log g can likely be explained by a misclassification of the stars in the photometric analysis done for the KIC. As discussed by Brown et al. (2011) , subgiants can be misclassified as dwarf stars in the KIC, thus leading to wrong estimates for the surface gravity. We note that 10 of the stars in our sample do not have any values in the KIC. Below we give the coefficients on the linear fits shown in Fig. 2 . We note that the offset and RMS-scatter given in the figure is calculated with respect to the linear fits:
Utilizing the asteroseismic log g
Determining log g from spectroscopy is difficult because a change in T eff affects how the derived Fe I-abundances depend on lines with different EP, and changes in log g and T eff strongly affect the ionization equilibrium of Fe I and Fe II. This can re- sult in a strong correlation between log g and T eff in the spectroscopic analysis. The asteroseismic log g should be a more precise and robust measure of the surface gravity as the asteroseismic log g only depends on the gross properties of the star (Gai et al. 2011) . We use the method of Kallinger et al. (2010a) to determine the fundamental parameters for 60 stars from the Kepler observations. For an additional 21 stars we found fundamental parameters using the scaling relations of White et al. (2011) . We were unable to derive asteroseismic parameters of one giant, KIC 9574235, as it oscillates at such a low frequency that an analysis requires a longer timeseries than is currently available.
In Fig. 3 we compare for 81 giants the spectroscopic parameters to the parameters derived from the asteroseismic analysis. In the top panel we compare the T eff 's determined from the two methods. A large scatter of the points is observed and we find a mean deviation of 123 ± 163 K. The scatter of the points is too large to reliably determine if any trends are present, but the T eff 's derived from the model grid used by Kallinger et al. (2010a) tends to obtain lower values compared to the spectroscopic results. In the bottom panel of Fig. 3 we compare the log g determination from the two methods. Good agreement is observed between the asteroseismic and spectroscopic log g, with the spectroscopic and asteroseismic log g agreeing within 1σ in more than half the cases. The mean deviation is found to be −0.05 ± 0.30 dex.
We see discrepancies in log g that correlates with the temperature which likely originates from using ionization equilibrium of Fe I and Fe II to determine the spectroscopic log g. At the temperature and gravity ranges considered here, one would expect non-local thermodynamic equilibrium (NLTE) effects to influence the Fe I abundances. Neglecting NLTE effects will lead to an underestimation of the abundance of Fe I, because the model Fe I lines become stronger when NLTE is not taken into account. This will in turn be reflected in the discrepancy between log g derived from asteroseismology and spectroscopy. An illustration of this is seen in Fig. 4 where we have fixed log g at the asteroseismic values in our spectroscopic analysis. This produces a disagreement between the Fe I and Fe II abundance that correlates with the temperature as well as with log g. This effect increases with decreasing log g. The linear fits in Fig. 4 merely serve as indication of systematic trends in the abundance differences and should not be used to calibrate NLTE effects. As shown by Mashonkina (2011) the NLTE corrections can vary by as much as 0.16 dex between different iron lines in the same model, so this has to be treated on a line-by-line basis. Although the NLTE corrections from Mashonkina (2011) are for a different parameter space than in this work, the effects of NLTE are expected to increase for the giants.
Another explanation for this disagreement could be that some of the giants have as few as three Fe II lines, which could produce a less robust determination of log g from the ionization equilibrium. However, inspecting Fig. 5 after removing one outlier, which was also an outlier in Fig. 4 , there is no compelling evidence that the number of lines has any significant influence on the discrepancy between the two iron species. For these reasons we adopt the asteroseismic log g value when determining fundamental parameters. No NLTE departures are expected for Fe II at these values of log g and T eff , so we adopt the Fe II abundance as the best measure for [Fe/H] (L. Mashonkina, 2011, priv. communication) .
With the log g fixed at the asteroseismic value we adjusted the T eff and microturbulence to remove EP and EW correlations. The values of T eff and microturbulence determined this way are used for the remainder of this paper.
One extreme outlier between the log g derived from spectroscopy and asteroseismology is the giant KIC 4070746. This star shows up as an outlier both in comparison with the KIC as well as with asteroseismic results. While a comparison of the spectrum of KIC 4070746 with the spectrum of a similar star in terms of T eff and [Fe/H] suggests that the spectroscopic value of log g is reliable, the power spectrum shows clear power excess around 190 µHz, consistent with the log g-value determined from asteroseismology. We note that this target has the lowest S/N spectrum of all stars in our sample (≤ 70) and very few useful iron lines. This, combined with the difficulty of proper continuum determination in the observed spectrum, can affect the spectroscopic parameter determination. We thus adopt the asteroseismic log g-value for this star as well.
Photometric calibration of T eff
We used the spectroscopic T eff to test the calibration of the temperature scale by Bruntt et al. (2012) , which is valid for mainsequence and sub-giant stars. The calibration is based on the photometric index (V T − K S ), where V T is the TYCHO Vmagnitude and K S is the K-magnitude from the 2MASS photometry. This index has previously been shown by Casagrande et al. (2010) to be a very good indicator of T eff . Fig. 6 shows that the Bruntt calibration fits the giants well. However, interstellar reddening potentially influences the color index of the stars and needs to be taken into account. Bruntt et al. (2012) found that T eff (left) and log g (right) for our analysis with log g fixed at the asteroseismic value. The discrepancy correlates with both T eff and log g, increasing towards lower log g. One outlier is shown in red. interstellar reddening was negligible for the main-sequence stars investigated in their work. The same was also reported from standard photometric observations by Molenda-Żakowicz et al. (2009) . However, reddening is expected to play a more significant role for the giants.
In order to investigate this, we measured EW's for the interstellar Na D1 line in 19 giants where this line could be separated from the stellar Na line. The reddening was estimated using the calibration of Munari & Zwitter (1997) . Significant reddening is found for most of the giants where this analysis could be performed, reaching as high as E(B − V) = 0.27. The reddening was transformed to the (V T − K S ) index using the transformation of Ramírez & Meléndez (2005) . Of the 19 targets where reddening could be measured, six targets were excluded from the photometric calibration because they were too faint (V T ≥ 12) making the photometry unreliable (Høg et al. 2000) . In Fig. 6 , open symbols are used for targets without reddening corrections and the filled circles for the 13 targets where we measured the reddening. The general agreement between the spectroscopic temperatures and the calibration of Bruntt et al. (2012) as well as the calibration of Casagrande et al. (2010) appears to be good, but might worsen if reddening corrections are taken into account, which will potentially shift the photometric index by a non-negligible amount. Without knowledge about the reddening for a larger sample of the giants we cannot draw a clear conclusion about the validity of either temperature calibration. We plan to collect multi-color photometry to address the reddening problem for the remaining stars in our sample. Bruntt et al. (2012) provided a calibration of the microturbulence based on log g and T eff for a large sample of main-sequence and subgiant stars. We have tested the calibration on our sample of stars, but find that for the giants the fitting coefficients need to be adjusted. We found that the following calibration gave the lowest residual:
Calibration of microturbulence
This calibration gives an RMS-scatter of the residuals of 0.12 km s −1 which is 30% lower than with the calibration presented in Bruntt et al. (2012) . Taking into account a typical uncertainty of 80 K on T eff and 0.20 dex on log g, the total uncertainty on the microturbulence from this calibration is found to be 0.14 km s −1 . In Fig. 7 we plot the stars in our sample in the (log g, T eff )-plane, overplotted with contours of constant microturbulence, using the calibration of Eq. 4. 
The abundance pattern
After the fundamental parameters had been determined using the iron lines, we derived mean abundances for several other elements. The abundances for all targets are presented in Table A .2. We use the models with the log g fixed at the asteroseismic values. For one star where no asteroseismic parameters were available, we used the parameters provided by the standard spectroscopic analysis with log g determined from ionization equilibrium. All abundances are measured relative to the Sun, using the Grevesse et al. (2007) values for the solar abundances, because their work is used as the reference abundances in the MARCS models as well as for the calculation of the log-g f corrections used in our spectroscopic analysis.
Carbon and oxygen have been detected in the stars where NARVAL/ESPaDOnS spectra were available, due to their higher S/N as well as their more extended wavelength coverage. These targets all display roughly solar metallicity, so no correlations with metallicity can be determined from this dataset. As seen in Fig. 8(a) , a weak over-abundance of both elements can be observed, compared to iron. We note that the abundances are associated with large uncertainties of roughly 0.5 dex, as only 3-4 atomic lines were available for the abundance determination. Within these uncertainties the abundances scale with the iron abundance in the giants. The two very carbon-rich giants are not significantly different from the rest of the giants with carbon detected, in terms of T eff , log g and [Fe/H]. Even though they display the largest individual uncertainties (±0.8 dex), inspection of the spectra shows strong absorption in the C-lines of these giants, compared to the giants with solar carbon abundance. In Fig. 8(b) we present results for the α-element abundances. Si appears overabundant for most targets whereas Ca and Ti scales roughly with the iron abundance for [Fe/H] ≥ −0.4. Towards lower metallicities the abundances increase for decreasing metallicity. This is consistent with what is observed by Bruntt et al. (2012) for the 93 main-sequence stars in their work.
In Fig. 8(c-d) we show the abundances for the iron peak elements, V, Cr, Mn, Co and Ni. Ni scales with the iron abundance whereas V and Co appear overabundant, compared to Fe. The overabundance of Co can be explained by the presence of hyperfine splitting of the spectral lines. This is not taken into account in VWA and leads to an over-estimation of the abundance. A study of cobalt abundances in 29 red giants by Boyarchuk et al. (2008) shows that neglecting this effect results in an average overestimation of the abundance of 0.08 dex. If this is substracted from the abundances derived by VWA, Co scales with the Fe abundance, within the uncertainties. However, the subtraction has not been done for the abundances quoted in Table A .2 as large star-to-star differences from hyperfine splitting are observed in the work of Boyarchuk et al. (2008) .
For V the picture is less clear. A study by Puzeras et al. (2010) of 62 red clump stars also shows vanadium to be overabundant by 0.11 ± 0.12 dex whereas a study by Luck & Heiter (2007) find −0.07 ± 0.20 dex for their sample of giants. From this, there appear to be no clear trend for giants, but within the uncertainties, both studies find V to scale with the Fe abundance. This is also the case for the present analysis.
Cr appears underabundant, relative to Fe, which is a wellknown feature for giants (see for instance Johnson 2002) . Standard spectroscopic analysis (Johnson 2002 ) also finds a systematic difference between Cr I and Cr II abundances, but this is only observed for three of the 21 giants in our work, where both species are detected. The Mn abundance is only measured for a handful of stars, so we cannot make any clear conclusion about general trends.
Finally in Fig. 8(e) , are shown the abundances of Y and Sc, which are associated with the slow and rapid neutron-capture process respectively. Both elements appear to scale roughly with the iron abundance.
Influence of metallicity on asteroseismic properties
In order to facilitate the modeling of the giant stars in this paper, we have tried to select pairs of stars (twins) with similar parameters (T eff , ∆ν, ν max ) except for metallicity. The criteria we have used for selecting these twins was a rather naive idea about how similar stars could be found. Twins were identified by calculating the deviation, σ tot , between the large frequency separation, ∆ν, frequency of maximum power, ν max and the effective temperature, T eff for a target star (tgt) and a potential twin (tw) in the following way:
Here a small σ tot would indicate a close twin in terms of T eff and oscillation parameters, but since we were interested in twins with different metallicities, we defined an additional 'quality factor' for the twins in the sample as
where ∆[Fe/H] was the difference in KIC metallicity between a target star and a potential twin. Hence a large Q tw was taken as indicating a good target for our investigation. However, this approach does not take into account that there is a correlation between [Fe/H] and T eff which limited the selection of twins with very different metallicities.
To give an idea what the power spectra of sets of twins look like, we present two sets of twins. The first set consists of two RGB stars (H burning). The classification is based on the average period spacing ∆P, of the dipole modes, measured from the power spectra as described by Bedding et al. (2011) . The second set presents two red clump (RC) stars (He burning) again classified by the measured average value of ∆P. The parameters for the stars are summarized in Table 3 . The asteroseismic parameters ∆ν and ν max and their uncertainties are derived as the mean values and the scatter on the results from a number of different pipelines (see Hekker et al. (2011b) for a discussion). The T eff and [Fe/H] are from the spectroscopic analysis in this paper and the mass, M, is obtained from the scaling laws of White et al. (2011) .
It is not the intention here to do a detailed modeling of the two sets of twins. Instead two figures present the power spectra of the Kepler timeseries including data up to observing quarter 7 (Q7) corresponding to 494 days of observing. Even though the twins have similar parameters, the power spectra are noticably different. One star is shown without any frequency scaling. The power spectra for the other star have been rescaled (see Bedding & Kjeldsen 2010 ) using a factor close to the ratio between the large frequency separations ∆ν. We use the ratio from the ∆ν's in Table 3 as a first guess, but in order to match the central ℓ = 0 modes more accurately, the ratio has to be finetuned with a precision better than 1%. The scalings applied were 0.978 and 1.024 in Figs. 9 and 10 respectively. The scaling factor determines the mean density ratio of the stars (Bedding & Kjeldsen 2010) .
To obtain estimates of the mode degree and frequencies we applied the Markov Chain Monte Carlo (MCMC) technique by Handberg & Campante (2011) . The modes are marked in Figs. 9 and 10 by different symbols.
The two targets in Fig. 9 have similar power spectra. The scaling of the power spectrum aligns the ℓ = 0, 2 modes well. Also, as is evident, there are less mixed modes in the top panel, where the mixed modes seem to be located within a narrower frequency range. A detailed analysis is needed to determine if the differences are due to different masses or metallicities.
The same similarities and discrepancies are present for the second set of twins (see Fig. 10 ). The power spectra look very similar, but even the ℓ = 0 modes can not be made to match by a simple scaling. Again the ℓ = 1 modes differ and constitute such a rich set that the identification of modes becomes really difficult as the ℓ = 1 modes start to overlap with modes of other degrees.
Interestingly, the simultaneous analysis of scaled power spectra makes it easier to identify more modes as they line up nicely and modes that one might discard in a single spectrum now appear to be 'significant' when they match up with a mode in a similar spectrum of a similar star as first pointed out by Bedding & Kjeldsen (2010) .
A clear metallicity effect is visible when using the asteroseismic parameters in combination with spectroscopy (Fig. 11) .
Here we have split the stars in two subsets, based on mass and their period spacing, ∆P. Top panels show stars that belong to the RGB population. We have removed targets with ∆P > 100 s as they belong to the RC, following the procedure of Bedding et al. (2011) . Also, all stars with a mass larger than 2 M ⊙ have been removed, as we assume they belong to the secondary clump (SC). The seven stars plotted with filled symbols in the top panels are confirmed RGB stars, based on their period spacing. We assume that the remaining targets belong to the RGB as well, as the RC stars occupy a very narrow range in T eff and ∆ν, although we cannot strictly rule out that a few RC giants are present in the top panels. The stars in panels (a) and (c) have been color coded according to their metallicity. We use three bins with [Fe/H] < −0.5 (black diamonds), −0.5 ≤ [Fe/H] < 0.0 (red squares) and 0.0 < [Fe/H] (blue triangles). In Fig. 11(a) it can be seen that the RGB stars shift to lower values of T eff as the metallicity increases, in the ∆ν vs. T eff diagram, splitting into three metallicity branches.
In the bottom panels of Fig. 11 we present the stars in the sample that could be identified as RC giants, based on their values of ∆P. In panel (c) it is clear that also the RC stars separate into three groups. It appears more pronounced because the range in ∆ν is much smaller in the ∆ν-T eff plane.
By looking at evolutionary tracks we can compare the observations in Fig. 11 to stellar models. In Fig. 12 we plot evolutionary tracks of different metallicity and mass. In the top panel we show models with solar metallicity and masses 0.8, 1.0 and 1.2 M ⊙ , consistent with the mass-range of the giants investigated here. In the lower panel we show evolutionary tracks for 1 M ⊙ with [Fe/H] = −0.35, 0.06 and 0.4 dex. The evolutionary tracks are taken from the BaSTI database (Cassisi et al. 2006) , from which we calculate ∆ν, using the scaling relations of White et al. (2011) . From the models, the influence of metallicity differences is expected to be larger than mass differences for the RGB stars.
For RC giants, the effects of metallicity differences and mass differences should be comparable for the low-mass stars according to the evolutionary tracks, but dominated by metallicity differences for masses higher than 1 M ⊙ . Thus, judging from Fig. 11 (c) the observed separation may as well be related to mass differences for stars with M < 1.0 M ⊙ .
In Fig. 11 panels (b) and (d) is shown the RGB and RC giants color coded according to mass rather than metallicity. It is clear that the two populations do not show any systematic behaviour with mass. Thus, we conclude that the systematic behaviour of both RGB and RC giants in Fig. 11 (a) and (c) is a metallicity effect rather than an effect of different masses. As discussed above, this is consistent with the evolutionary tracks for RGB stars, but in contrast to what is expected for the low-mass RC stars. Detailed modeling will be needed to determine the exact cause of this, which is beyond the scope of this paper.
This separation in metallicity could potentially open up for a rough estimation of the metallicity of RC stars based on a combination of asteroseismic and spectroscopic parameters without a detailed abundance study.
A number of both RGB and RC stars are seen to have very low masses (< 0.85 M ⊙ ), which may likely be underestimated. As shown by Miglio (2011) uncertainties on red giant masses derived from the scaling relations alone, have uncertainties of up to 15%. Taking this into account does, however, not change the conclusion that the observed separation in Fig. 11 is dominated by metallicity. We note that such low masses are also observed in a fraction of the more than 10,000 public Kepler red giants (Stello et al., in preparation). 
Conclusions
In this paper we have presented fundamental parameters as well as detailed abundance analysis of 82 red giants that are targets of the NASA Kepler mission, and we have identified some effects of metallicity on the stellar oscillations. The T eff found in the KIC is in reasonable agreement with the spectroscopic one, but the KIC T eff appears to be systematically lower than the spectroscopic value, when moving towards hotter stars. The values for log g and [Fe/H] from the KIC are more unreliable for the giants, than is the case for main-sequence stars, with an RMSscatter of 0.67 dex for log g and 0.50 dex for [Fe/H], and we identify serious individual discrepancies in both parameters, in the worst cases higher than 2.0 dex. We test a photometric calibration of T eff from the photometric index (V T −K S ), presented in Bruntt et al. (2012) , but information about the reddening of the giants is needed in order to address the validity of this calibration. Furthermore, we test a calibration of the microturbulence for dwarf and sub-giant stars from the same paper, but find that a different calibration gives a better fit to the observed values of the giants.
The comparison of spectroscopic and asteroseismic parameters indicates that the T eff from the model grid used in the astroseismic analysis is underestimated compared to the spectroscopic T eff (see Fig. 3 ). However, this difference can likely be explained by differences between the model grids used for the asteroseismic and spectroscopic analyses.
For more than half the stars in our sample, agreement was found between the asteroseismic and the spectroscopic log g. The mean offset of −0.05 dex is negligible compared to the RMS-scatter of 0.30 dex. For lower values of log g disagreement is found between the two methods. We attribute this to NLTE effects acting in the atmospheres of the giants with low values of log g (≤ 2.5 dex), resulting in an erroneous log g from spectroscopy. We have no means of addressing the magnitude of these effects, but note that an increase of NLTE effects is expected when moving to lower surface gravities, which is consistent with the general trend we observe.
The abundances of most elements appear to scale roughly with the iron abundance and we find that [Fe/H] describes the metallicity of most of the targets analysed here. However, we do For detailed modeling of low-metallicity giants, we advice that individual abundance patterns are measured from spectroscopy and used in the modeling. We note that the abundances derived from spectroscopy only measure the abundances present in the outer layers of the stars and that we have no means of addressing the He and H abundance in the giants from the available spectroscopy.
We identify five very metal-poor giants ([Fe/H] < −1.2 dex) in our sample, three of which we classify as Population II stars. These should present interesting targets for a detailed asteroseismic analysis.
We provide parameters for 10 giants for which no values exist in the KIC. This is important for the the asteroseismic analysis, as few constraints can be put on the asteroseismic models if the fundamental atmospheric parameters are unknown.
The results presented here will facilitate the asteroseismic investigations of a modest sample of bright giants in the Kepler field covering a range of parameters. It shows the need for spectroscopic follow-up of the giants that are targets for the Kepler mission. However, our sample is just a fraction of the more than 10,000 giants for which oscillations have been detected (Hekker et al. 2011c, Stello et al., in prep.) . These large numbers of stars clearly require an automated spectroscopic analysis method. Our results, based on detailed spectroscopic analyses, would serve as an excellent benchmark for the developement of such fully automatic method.
We have identified a potential metallicity effect influencing the excited oscillation modes, particularly visible for the RC giants. We observe a separation with metallicity for both RGB and RC giants in the ∆ν vs. T eff plane. These results call for a more detailed investigation, which will require both additional Kepler observations of these stars as well as detailed model calculations to understand the oscillation behaviour and how that is influenced by different masses and metallicities. It is clear that there is a lot to be learned from combining ground-based observations with the asteroseismic parameters that Kepler has provided. 
Appendix A: Tables of results from spectroscopic analysis

