An intrusion is defined as a violation of the security policy of the system, and, hence, intrusion detection mainly refers to the mechanisms that are developed to detect violations of system security policy. Current intrusion detection systems~IDS! examine all data features to detect intrusion or misuse patterns. Some of the features may be redundant or contribute little~if anything! to the detection process. The purpose of this study is to identify important input features in building an IDS that is computationally efficient and effective. This article proposes an IDS model based on a general and enhanced flexible neural tree~FNT!. Based on the predefined instruction/operator sets, a flexible neural tree model can be created and evolved. This framework allows input variables selection, overlayer connections, and different activation functions for the various nodes involved. The FNT structure is developed using an evolutionary algorithm, and the parameters are optimized by a particle swarm optimization algorithm. Empirical results indicate that the proposed method is efficient.
INTRODUCTION
Traditional prevention techniques such as user authentication, data encryption, avoiding programming errors, and firewalls are used as the first line of defense for computer security. Recently, intrusion detection systems~IDS! have been used in monitoring attempts to break security, which provides important information for timely countermeasures. Intrusion detection is classified into two types: misuse intrusion detection and anomaly intrusion detection. Misuse intrusion detection uses well-defined patterns of the attack that exploit weaknesses in the system and application software to identify the intrusions. Anomaly intrusion detection identifies deviations from the normal usage behavior patterns to identify the intrusion.
Various data mining techniques have been applied to intrusion detection because they have the advantage of discovering useful knowledge that describes a user's or program's behavior from large audit data sets. This article proposes a flexible neural tree~FNT! 1 for selecting the input variables and detection of network intrusions. Based on the predefined instruction/operator sets, a flexible neural tree model can be created and evolved. FNT allows input variables selection, overlayer connections, and different activation functions for different nodes. In our previous work, the hierarchical structure was evolved using the probabilistic incremental program evolution algorithm~PIPE! 2 with specific instructions. In this work, the hierarchical structure is evolved using a tree-structure-based evolutionary algorithm. The fine-tuning of the parameters encoded in the structure is accomplished using particle swarm optimization~PSO!. 3 The proposed method interleaves both optimizations. Starting with random structures and corresponding parameters, it first tries to improve the structure and then as soon as an improved structure is found, it fine-tunes its parameters. It then goes back to improving the structure again and fine-tunes the structure and rules' parameters. This loop continues until a satisfactory solution is found or a time limit is reached.
INTRUSION DETECTION SYSTEMS
Data mining approaches for intrusion detection were first implemented in mining audit data for automated models for intrusion detection. 4 The raw data are first converted into ASCII network packet information, which in turn is converted into connection level information. These connection level records contain connection features like service, duration, and so forth. Data mining algorithms are applied to these data to create models to detect intrusions.
Data mining approaches for intrusion detection were first implemented in Mining Audit Data for Automated Models for Intrusion Detection. 5 Raw data are converted into ASCII network packet information, which in turn is converted into connection level information. These connection level records contain within connection features like service, duration, and so forth. Data mining algorithms are applied to these data to create models to detect intrusions. Neural networks have been used both in anomaly intrusion detection and in misuse intrusion detection. In the first approach of neural networks 6 for intrusion detection, the system learns to predict the next command based on a sequence of previous commands by a user. Support vector machines~SVMs! have proven to be a good candidate for intrusion detection because of their training speed and scalability. Besides SVMs are relatively insensitive to the number of data points, and the classification complexity does not depend on the dimensionality of the feature space, so they can potentially learn a larger set of patterns and scale better than neural networks. complex data structure that often hides in high-dimensional data. An IDS based on MARS technology is proposed in Ref. 10 . Linear Genetic Programming~LGP! is a variant of the conventional Genetic Programming~GP! technique that acts on linear genomes. Its main characteristics in comparison to tree-based GP lie in the fact that computer programs are evolved at the machine code level, using lower level representations for the individuals. This can tremendously hasten the evolution process as, no matter how an individual is initially represented, finally it always has to be represented as a piece of machine code, as fitness evaluation requires physical execution of the individuals.
LGP based IDS is presented in Ref. 11 .
Because the amount of audit data that an IDS needs to examine is very large even for a small network, analysis is difficult even with computer assistance because extraneous features can make it harder to detect suspicious behavior patterns. IDS must therefore reduce the amount of data to be processed. This is very important if real-time detection is desired. Reduction can occur in one of several ways. Data that are not considered useful can be filtered, leaving only the potentially interesting data. Data can be grouped or clustered to reveal hidden patterns; by storing the characteristics of the clusters instead of the data, overhead can be reduced. Finally, some data sources can be eliminated using feature selection. In the literature, there are some related works for feature reduction in IDS. A support vector machine technique is used to select the important features. 12 Feature deduction using the Markov blanket model and decision trees is presented in Ref. 13 .
The novelty of this article is in the usage of the flexible neural tree model for selecting the important features and for detecting intrusions.
THE FLEXIBLE NEURAL TREE MODEL
In this research, a tree-structure-based encoding method with a specific instruction set is selected for representing a flexible neutron tree~FNT! model. The reason for choosing the representation is that the tree can be created and evolved using the existing or modified tree-structure-based approaches, that is, GP, PIPE, ant programming~AP!, and so forth.
Flexible Neuron Instructor
The function set F and terminal instruction set T used for generating an FNT model are described as follows:
where ϩ i~i ϭ 2,3, . . . , N ! denote nonleaf nodes' instructions and take i arguments. x 1 , x 2 , . . . , x n are leaf nodes' instructions and take no other arguments. The output of a nonleaf node is calculated as a flexible neuron model~see Figure 1 !. From this point of view, the instruction ϩ i is also called a flexible neuron operator with i inputs.
In the process of creating a neural tree, if a nonterminal instruction, that is, ϩ ĩ i ϭ 2,3,4, . . . , N ! is selected, i real values are randomly generated and used for representing the connection strength between the node ϩ i and its children. In addition, two adjustable parameters, a i and b i , are randomly created as flexible activation function parameters. Some examples of flexible activation functions are shown in Table I .
For developing the IDS, the following flexible activation function is used:
The output of a flexible neuron ϩ n can be calculated as follows. The total excitation of ϩ n is
where x j~j ϭ 1,2, . . . , n! are the inputs to node ϩ n . The output of the node ϩ n is then calculated by
A typical flexible neuron operator and a neural tree model are illustrated in Figures 1 and 2 . The overall output of the flexible neural tree can be computed from left to right by the depth-first method, recursively.
Fitness Function
A fitness function maps FNT to scalar, real-valued fitness values that reflect the FNT's performances on a given task. First, the fitness functions should clearly reflect the classification error measures. A secondary non-user-defined objective for which algorithm always optimizes FNTs is the size of FNT usually measured by number of nodes. Among FNTs having equal fitness values, smaller FNTs are 
Flexible bipolar sigmoid function f~x, a! ϭ~1 Ϫ e Ϫ2xa !/a~1 ϩ e Ϫ2xa ! always preferred. A fitness function formulating the sum of positive and negative classification errors is used to design the IDS.
Tree Structure Optimization
Finding an optimal or near optimal neural tree is formulated as a product of evolution. A number of neural tree variation operators are developed as follows:
Mutation
Four different mutation operators were employed to generate offspring from the parents. These mutation operators are as follows:
1! Changing one terminal node: Randomly select one terminal node in the neural tree and replace it with another terminal node. 2! Changing all the terminal nodes: Select each and every terminal node in the neural tree and replace it with another terminal node. 3! Growing: Select a random leaf in the hidden layer of the neural tree and replace it with a newly generated subtree. 4! Pruing: Randomly select a function node in the neural tree and replace it with a terminal node.
Following the work of Chellapilla, 14 the neural tree operators were applied to each of the parents to generate an offspring using the following steps:~a! A Poission random number N, with mean l, was generated.~b! N random mutation operators were uniformly selected with replacement from above four mutation operator set.~c! These N mutation operators were applied in sequence one after the other to the parents to get the offspring.
Crossover
Select two neural trees randomly and select one nonterminal node in the hidden layer for each neural tree randomly, and then swap the selected subtree. The crossover operator is implemented with a predefined probability 0.3 in this study.
Selection
Evolutionary programming~EP! style tournament selection was applied to select the parents for the next generation.
14 Pairwise comparison is conducted for the union of m parents and m offspring. For each individual, q opponents are chosen uniformly at random from all the parents and offspring. For each comparison, if the individual's fitness is no smaller than the opponent's, it receives a selection. Select m individuals out of parents and offspring that have the most wins to form the next generation. This is repeated for each generation until a predefined number of generations is reached or when the best structure is found.
Parameter Optimization with PSO
Particle swarm optimization~PSO! 3,15 conducts searches using a population of particles that correspond to individuals in an evolutionary algorithm. A population of particles is randomly generated initially. Each particle represents a potential solution and has a position represented by a position vector x i . A swarm of particles moves through the problem space, with the moving velocity of each particle represented by a velocity vector v i . At each time step, a function f i representing a quality measure is calculated by using x i as input. Each particle keeps track of its own best position, which is associated with the best fitness it has achieved so far in a vector p i . Furthermore, the best position among all the particles obtained so far in the population is kept track of as p g . In addition to this global version, another version of PSO keeps track of the best position among all the topological neighbors of a particle.
At each time step t, by using the individual best position, p i , and the global best position, p g~t !, a new velocity for particle i is updated by
where c 1 and c 2 are positive constant and f 1 and f 2 are uniformly distributed random numbers in @0,1# . The term v i is limited to the range of 6v max . If the velocity violates this limit, it is set to its proper limit. Changing velocity this way enables the particle i to search around its individual best position, p i , and global best position, p g . Based on the updated velocities, each particle changes its position according to the following equation:
Based on Equations 7 and 8, the population of particles tend to cluster together with each particle moving in a random direction. Most attempts to improve the velocity update formula Equation 7 can be captured by the following formula 3 :
where two new parameters, x and v, are also real numbers. The parameter x controls the magnitude of v, whereas the inertia weight v weights the magnitude of the old velocity v i~t ! in the calculation of the new velocity v i~t ϩ 1!.
Procedure of the General Learning Algorithm
The general learning procedure for constructing the FNT model can be described as follows.
1! Create an initial population randomly~FNT structures and its corresponding parameters!. 2! Structure optimization is achieved by the neural tree variation operators as described in Subsection 3.3. 3! If a better structure is found, then go to step 4; otherwise go to step 2. 4! Parameter optimization is achieved by the PSO algorithm as described in Subsection 3.4. In this stage, the architecture of FNT model is fixed, and it is the best tree developed during the end of run of the structure search. The parameters~weights and flexible activation function parameters! encoded in the best tree formulate a particle. The PSO algorithm works as follows: a! Initial population is generated randomly. The learning parameters c 1 and c 2 in PSO should be assigned in advance. b! The objective function value is calculated for each particle. c! Modification of search point. The current search point of each particle is changed using Equations 7 and 6. d! If the maximum number of generations is reached or no better parameter vector is found for a significantly long time~100 steps!, then stop; otherwise go to step~b!. 5! If the maximum number of local search is reached or no better parameter vector is found for a significantly long time, then go to step 6; otherwise go to step 4. 6! If a satisfactory solution is found, then the algorithm is stopped; otherwise go to step 2.
FEATURE SELECTION AND CLASSIFICATION USING FNT PARADIGMS

The Data Set
The data for our experiments were prepared by the 1998 DARPA intrusion detection evaluation program by MIT Lincoln Lab. The data set contains 24 attack types that could be classified into four main categories, namely, Denial of Servicẽ DOS!, Remote to User~R2L!, User to Root~U2R!, and Probing. The original data contain 744 MB data with 4,940,000 records. The data set has 41 attributes for each connection record plus one class label. Some features are derived features, which are useful in distinguishing normal from attacks. These features are either nominal or numeric. Some features examine only the connection in the past two seconds that have the same destination host as the current connection, and calculate statistics related to protocol behavior, service, and so forth. These are called same host features. Some features examine only the connections in the past two seconds that have the same service as the current connection and are called same service features. Some other connection records were also stored by the destination host, and features were constructed using a window of 100 connections to the same host instead of a time window. These are called host-based traffic features. R2L and U2R attacks do not have any sequential patterns like DOS and Probe because the former attacks have the attacks embedded in the data packets whereas the later attacks have many connections in a short amount of time. So some features that look for suspicious behavior in the data packets such as number of failed logins are constructed and these are called contents features. The data for our experiments contain 11,982 randomly generated records having 41 features. 16 The labels of the 41 features and their corresponding networks data features are shown in Table II .
This data set has five different classes, namely Normal, DOS, R2L, U2R, and Probe. The training and test comprise 5092 and 6890 records, respectively. All the IDS models were trained and tested with the same set of data. As the data set has five different classes, we performed a five-class binary classification. The 
Feature/Input Selection with FNT
It is often a difficult task to select variables~features! for the classification problem, especially when the feature space is large. A fully connected NN classifier usually cannot do this. In the perspective of the FNT framework, the nature of the model construction procedure allows the FNT to identify important input features in building an IDS that is computationally efficient and effective.
The mechanisms of input selection in the FNT constructing procedure are as follows.~1! Initially the input variables are selected to formulate the FNT model with same probabilities.~2! The variables that have more contribution to the objective function will be enhanced and have a high opportunity to survive at the next generation by a evolutionary procedure.~3! The evolutionary operators, that is, crossover and mutation, provide an input selection method by which the FNT should select appropriate variables automatically.
Modeling IDS Using FNT with 41 Input-Variables
For this simulation, the original 41 input variables are used for constructing an FNT model. An FNT classifier was constructed using the training data, and then the classifier was used on the test data set to classify the data as an attack or normal data. The instruction sets used to create an optimal FNT classifier are S ϭ F ഫT ϭ $ϩ 5 , . . . ,ϩ 20 % ഫ$x1, x 2 , . . . , x 41 %, where x i~i ϭ1,2, . . . ,41! denotes the 41 features.
The required number of iterations for structure and parameter optimization for each of the FNT classifiers are listed in Table IV . The optimal FNTs for classes 1-5 are shown in Figures 3-5 . It should be noted that the important features for constructing the FNT model were formulated in accordance with the procedure mentioned in the previous section. These important variables are shown in Table V.  Table VIII , below, depicts the detection performance of the FNT by using the original 41 variable data set. 
Modeling IDS with Input Variables Selected by the Decision Tree Approach
The important variables for intrusion detection were decided by their contribution to the construction of the decision tree. 13 Variable rankings were generated in terms of percentages. The variables that had 0.00% rankings and were considered only the primary splitters were eliminated. 13 This resulted in a reduced 12-variable data set with x 3 , x 5 , x 6 , x 12 , x 23 , x 24 , x 25 , x 28 , x 31 , x 32 , x 33 , and x 35 as variables. Further, the FNT classifier was constructed using the 12-variable data set~training data!, and then the test data were passed through the save trained model. The instruction sets used to create an optimal neural tree model are S ϭ F ഫT ϭ $ϩ 2 , . . . ,ϩ 10 % ഫ$x3, Table VII. Table VIII depicts the performance of the FNT by using the reduced 12-variable data set. 
Modeling IDS Using Neural Networks without Input Variable Selection
For comparison purposes, a neural network classifier trained by a PSO algorithm with flexible bipolar sigmoid activation functions was constructed using the same training data sets, and then the neural network classifier was used on the test data set to detect the different types of attacks. All the input variables were used for the experiments.
Before describing details of the algorithm for training NN classifier, the issue of coding is presented. Coding concerns the way the weights and the flexible activation function parameters of NN are represented by individuals or particles. A float point coding scheme is adopted here. For NN coding, suppose there are M nodes in a hidden layer and one node in the output layer and n input variables; then the number of total weights is n * M ϩ M * 1, the number of thresholds is M ϩ 1, and the number of flexible activation function parameters is M ϩ 1; therefore the total number of free parameters in an NN to be coded is n * M ϩ M ϩ 2~M ϩ 1!. These parameters are coded into an individual or particle orderly.
The simple loop of the proposed training algorithm for neural network is as follows: S1 Initialization. Initial population is generated randomly. The learning parameters c 1 and c 2 in PSO should be assigned in advance.
S2
Evaluation. The objective function value is calculated for each particle.
S3
Modification of search point. The current search point of each particle is changed using Equations 7 and 6.
S4
If maximum number of generations is reached or no better parameter vector is found for a significantly long time~100 steps!, then stop; otherwise go to step S2. Table IX depicts the performance of the neural network by using the original 41-variable data set and the 12-variable reduced data set.
CONCLUSIONS
In this article, we presented a Flexible Neural Tree~FNT! model for Intrusion Detection Systems~IDS! with a focus on improving the intrusion detection performance by reducing the input features and hybrid approaches for combining base classifiers. We have also demonstrated the performance using different reduced data sets. As evident from Tables VIII and IX, the proposed flexible neural tree approach seems to be very promising. The FNT model was able to reduce the number of variables to 4, 12, 12, 8, and 10~using 41 input variables! and 9, 10, 9, 8, and 8~using 12 input variables! for classes 1-5, respectively. Using 41 variables, the FNT model gave the best accuracy for the detection of most of the classes except U2R!. Using 41 input variables, although the hybrid model seems to work very well for most of the attack classes, the direct NN classifier outperformed the FNT approach for U2R attack. For the 12-variable reduced data set, the direct NN approach outperformed the FNT model for DOS, U2R, and R2L attacks.
As suggested in the literature, 17 by increasing the weight of false negative errors, the detection accuracy could be improved. In our research, we avoided any such bias toward any particular error. Instead a 0.5 bias was provided for both false positive and negative errors just to measure the neutral performance of the classification algorithm. The achieved false positive/negative errors using the 41-variable data set by the FNT algorithm are depicted in Table X .
One of the problems with most of the current intrusion detection systems is the alarming rate of false positives. It is to be noted that the proposed FNT model could detect the normal mode within 99.19% accuracy by using only four input variables. This field is developing continuously. More data mining techniques should be investigated and their efficiency should be evaluated as intrusion detection models. 
