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ABSTRACT
This thesis aims to address three research topics in intelligent transportation systems
which include multi-intersection traffic light control based on stochastic flow models with
delays and blocking, optimization of mobility-on-demand systems using event-driven re-
ceding horizon control and the optimal control of lane change maneuvers in highways for
connected and automated vehicles.
First, for the traffic light control work, we extend Stochastic Flow Models (SFMs),
used for a large class of discrete event and hybrid systems, by including the delays which
typically arise in flow movements, as well as blocking effects due to space constraints. We
apply this framework to the multi-intersection traffic light control problem by including
transit delays for vehicles moving from one intersection to the next and possible blocking
between two intersections. Using Infinitesimal Perturbation Analysis (IPA) for this SFM
with delays and possible blocking, we derive new on-line gradient estimates of several
congestion cost metrics with respect to the controllable green and red cycle lengths. The
IPA estimators are used to iteratively adjust light cycle lengths to improve performance
and, in conjunction with a standard gradient-based algorithm, to obtain optimal values
v
which adapt to changing traffic conditions.
The second problem relates to developing an event-driven Receding Horizon Control
(RHC) scheme for a Mobility-on-Demand System (MoDS) in a transportation network
where vehicles may be shared to pick up and drop off passengers so as to minimize a
weighted sum of passenger waiting and traveling times. Viewed as a discrete event system,
the event-driven nature of the controller significantly reduces the complexity of the vehicle
assignment problem, thus enabling its real-time implementation.
Finally, optimal control policies are derived for a Connected Automated Vehicle (CAV)
cooperating with neighboring CAVs in order to implement a lane change maneuver con-
sisting of a longitudinal phase where the CAV properly positions itself relative to the coop-
erating neighbors and a lateral phase where it safely changes lanes. For the first phase, the
maneuver time subject to safety constraints and subsequently the associated energy con-
sumption of all cooperating vehicles in this maneuver are optimized. For the second phase,
time and energy are jointly optimized based on three different solution methods including
a real-time approach based on Control Barrier Functions (CBFs). Structural properties of
the optimal policies which simplify the solution derivations are provided in the case of the
longitudinal maneuver, leading to analytical optimal control expressions. The solutions,
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1.1 Intelligent Transportation Systems
It has been abundantly documented that the state of traditional transportation systems
worldwide is at a critical level. Based on the 2011 Urban Mobility Report, the cost of
commuter delays has risen by 260% over the past 25 years and 28% of U.S. primary en-
ergy is now used in transportation (Schrank et al. (2011)). Traffic congestion also leads
to an increase in vehicle emissions in large cities, as much as 90% of CO emissions are
due to mobile sources. Intelligent transportation systems (ITS) integrating vehicles, road
infrastructure, computers are intended to solve the aforementioned problems. Intelligent
technologies (An et al. (2011)) used in ITS will be subsequently introduced along with
each component (i.e., road infrastructure and vehicles).
Intelligence in road infrastructure of ITS. There is substantial road infrastructure
in ITS including special ones designed for ITS, such as on road communication devices
which can send and receive traffic information and traditional ones, such as traffic lights,
stop signs, road open/close signs, speed limit signs. Imposing intelligence into them can
help us solve the above problems. For example, regarding communication infrastructure
specifically for ITS, Ferreira et al. (2010) uses elected vehicles acting as temporary road
junction infrastructure to broadcast virtual traffic light messages that are shown to drivers
through V2V communications. This approach renders signalized control of intersections
truly ubiquitous, which significantly increases the overall traffic flow. Regarding tradi-
tional infrastructure, Shao-long et al. (2013) and Sun et al. (2014) apply variable speed
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limit control to traffic management and thus relieve traffic congestion. Another important
research topic focuses on the traffic light control to mitigate congestion (Geng and Cassan-
dras (2012)) which considers the traffic light control problem by viewing it as a stochastic
hybrid system and developing a Stochastic Flow Model (SFM) for it in a single intersec-
tion. Based on Geng and Cassandras (2012), Chapter 2 extends the basic SFM to include
delays so as to study the traffic light control problem for multi-intersections and consider
traffic delays between intersections which is ignored in previous work and indeed has a
substantial impact to transportation performance.
Intelligence in vehicles within an ITS.
Vehicle mode Vehicles can have gas-powdered and electricity-powdered modes. Com-
pared with the gas-powered mode, the electricity-powdered mode has advantages due to en-
vironmental concerns and high gas prices (Houshmand and Cassandras (2018)). However,
the electricity-powdered mode is limited by the all-electric range considering the battery
capacity and the energy efficiency for high-speed vehicles. Therefore, it is optimal to seek
a balance between gas and electricity modes so as to exploit their advantages. Substantial
research work focuses on optimal power management of hybrid electric vehicles (HEVs)
(Kim et al. (2011), Moura et al. (2011), Brahma et al. (2000), Liu and Peng (2008)). Specif-
ically, the problem of eco-routing Plug-In Hybrid Electric Vehicles to minimize the overall
energy consumption costs is addressed in Houshmand and Cassandras (2018).
Vehicle number In ITS, if we reduce the number of vehicles, we can indeed decrease
fuel consumption and traffic congestion at the expense of the transport capacity. So impos-
ing intelligent technologies can guarantee the efficiency of transportation systems while
decreasing the number of vehicles. Research on this field is reviewed in Chapter 1.3. Then
this thesis in Chapter 3 focuses on the research of a Mobility-on-Demand System (MoDS)
whose objective is to assign vehicles in a given fleet so as to serve multiple passengers, thus
effectively reducing the total number of vehicles on a road network, hence also congestion,
3
energy consumption, and adverse environmental effects.
Vehicle control Advances in next generation transportation system technologies and the
emergence of Connected and Automated Vehicles (CAVs), also known as “autonomous ve-
hicles”, have the potential to drastically improve a transportation network’s performance in
terms of safety, comfort, congestion reduction and energy efficiency. Substantial research
focuses on the control of CAVs according to Paden et al. (2016) and Rios-Torres and Ma-
likopoulos (2017). For example, Zhang et al. (2016) addresses the control and coordination
of CAVs at urban traffic intersections whose solution yields for each vehicle the optimal
acceleration/deceleration in the sense of minimizing fuel consumption and allows the vehi-
cles to cross the intersections without the use of traffic lights. Xiao and Cassandras (2018)
addresses the optimal control for CAVs arriving from two roads at a merging point where
the objective is to jointly minimize the travel time and energy consumption of each CAV.
Our work in Chapter 4 studies a lane-change maneuver in which the controlled vehicle at-
tempts to overtake an uncontrollable vehicle by using the left lane to pass while optimizing
the maneuver time and subsequently minimizing the associated energy consumption of all
cooperating vehicles in this maneuver.
1.2 Traffic Light Control Problem
1.2.1 Literature Review
The Traffic Light Control (TLC) problem in transportation networks consists of adjusting
green and red signal settings in order to control the traffic flow through an intersection
and, more generally, through a set of intersections and traffic lights in an urban roadway
network. The ultimate objective is to minimize congestion in an area consisting of multiple
intersections. There are two main control policies for the TLC problem: fixed-time and
traffic responsive strategies (Fleck et al. (2015)). In the former, many control methods have
been proposed, e.g., TRANSYT (Robertson (1969)), the urban traffic control system (Wey
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(2000)), etc. However, all the above methods use historical traffic data and cannot adapt in
real time. Traffic-responsive strategies can determine signal settings online to address this
limitation. Recent technological developments exploiting the ability to collect traffic data
in real time makes traffic-responsive strategies possible. Pappis and Mamdani (1977) used
fuzzy logic for a single intersection without turning traffic. Wen (2008) adopted expert
systems to design TLC systems with features such as an ability to deal with heavy traffic.
Several approaches using machine learning technologies have been reported such as Dong
et al. (2005) and Bazzan (2009)). Porche et al. (1996) proposed a decision tree model
while a multi-objective mixed integer linear programming method was used in Dujardin
et al. (2011). Zhao and Chen (2003) formulated the TLC problem as a hybrid system
optimization problem. However, many of these methods are not immediately amenable to
unpredictable traffic conditions. In contrast to the above methods, perturbation analysis
techniques are data driven and allow for stochastic control with no explicit traffic model
required which have been proven to be adaptive and easily implementable in real time
(Fleck et al. (2016)). IPA, using a stochastic flow model (SFM) to represent the road
content dynamics at an intersection, was applied in Panayiotou et al. (2005) and Geng
and Cassandras (2012) for a single intersection and extended to multiple intersections in
Geng and Cassandras (2015) and to quasi-dynamic control schemes in Fleck et al. (2016).
However, all the work using IPA with SFMs to date has assumed that vehicles moving from
one intersection to the next experience no delay. Chapter 2 formulates the TLC problem
by including delays and blocking, and derive an IPA-based controller to optimize selected
performance metrics (cost functions). By including delays, we will see that we can define
new metrics which capture “congestion” in traffic systems much more accurately.
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1.2.2 Multiple-Intersection Traffic Light Control using Stochastic Flow Models with
Delays
All methods for traffic control in real time must address two issues: 1) the development of
a mathematical model for a highly nonlinear and stochastic traffic system and 2) the con-
trol design (Fleck et al. (2016)). Regarding the traffic flow model, a Stochastic Flow Model
(SFM) captures the system’s hybrid nature: while traffic light switches exhibit event-driven
dynamics, the flow of vehicles through an intersection is represented by time-driven dynam-
ics (Fleck et al. (2016)). Furthermore, SFMs can take on either deterministic or stochastic
values (Cassandras et al. (2002b)), which are suitable to represent the continuous traffic
variations. In addition, SFMs are used as abstractions of Discrete Event Systems (DES),
for example when discrete entities accessing resources (vehicles) are treated as flows. The
basic building block in a SFM is a queue (buffer) whose fluid content is dependent on in-
coming and outgoing flows which may be controllable. By connecting such building blocks
together, one can generate stochastic flow networks which are encountered in application
areas such as manufacturing systems (Armony et al. (2015)), chemical processes (Yin et al.
(2013)), water resources (Anderson et al. (2015)), communication networks (Cassandras
et al. (2002a)) and transportation systems (Geng and Cassandras (2015)). Figure 2·1 shows
a two-node SFM, in which an on-off switch controls the outgoing flow for each node. When
the switch at the output of node 1 is turned on, a “flow burst” is generated to join the down-
stream node 2. Flow models commonly assume that this flow burst can instantaneously join
the downstream queue, thus ignoring potentially significant delays before this can happen.
Incorporating such delays through more accurate modeling is challenging but crucial in
better evaluating the performance of the underlying system and seeking ways to improve
it.
Control mechanisms used in SFMs often involve gradient-based methods in which the
controller uses estimates of the performance metric sensitivities with respect to control-
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lable parameters in order to adjust the values of these parameters and improve (ideally,
optimize) performance. Infinitesimal Perturbation Analysis (IPA) is a method of general
applicability to stochastic hybrid systems (see Cassandras et al. (2010),Wardi et al. (2010))
through which gradients of performance measures may be estimated with respect to sev-
eral controllable parameters based on directly observable data. The applications of IPA
and its advantages have been reported elsewhere (e.g., Cassandras et al. (2010), Fleck et al.
(2016)) and are summarized here as follows: (i) IPA estimates have been shown to be un-
biased under very mild conditions (Cassandras et al. (2010)). (ii) IPA estimators are robust
with respect to the stochastic processes involved. (iii) IPA is event-driven, hence scalable
in the number of events in the system, not the (much larger) state space dimensionality.
(iv) IPA possesses a decomposability property (Yao and Cassandras (2011)), i.e., IPA state
derivatives become memoryless after certain events take place. (v) The IPA methodology
can be easily implemented on line, allowing us to take advantage of directly observed data.
While IPA has been extensively used in SFMs, the effect of delays between adjacent nodes,
as described above, has not been studied to date. Thus, the contribution of Chapter 2 is
to incorporate delays in the flow bursts that are created by on-off switching control into
the standard SFM and to develop the necessary extensions to IPA for such systems and an
application of SFMs with delays and blocking to the Traffic Light Control (TLC) problem
in transportation networks is included.
1.3 Mobility-on-Demand Systems Control Problem
1.3.1 Literature Review
The main objectives of a MoDS are to minimize the total Vehicle-Miles-Traveled (VMT)
over a given time period (equivalently, minimize total travel costs), to minimize the average
waiting and traveling times experienced by passengers, and to maximize the number of
satisfied MoDS participants (both drivers and passengers) (Agatz et al. (2012)). When
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efficiently managed, a MoDS has the potential to reduce the total number of private vehicles
in a transportation network, hence also decreasing overall energy consumption and traffic
congestion, especially during peak hours of a day. From a passenger standpoint, a MoDS is
able to offer door-to-door transportation with minimal delays which makes traveling more
convenient. From an operator’s standpoint a MoDS provides a considerable revenue stream.
A MoDS also provides an alternative to public transportation or can work in conjunction
with it to reduce possible low utilization of vehicles and long passenger delays.
The main challenge in obtaining optimal vehicle assignments is the complexity of the
optimization problem involved in conjunction with uncertainties such as random passenger
service request times, origins, and destinations, as well as unpredictable traffic conditions
which determine the times to pick up and drop off passengers. Algorithms used in MoDS
are limited by the NP-complete nature of the underlying traveling salesman problem (Chen
et al. (2017b)) which is a special case of the much more complex problems encountered
in MoDS optimization. Therefore, a global optimal solution for such problems is gen-
erally intractable, even in the absence of the aforementioned uncertainties. Moreover, a
critical requirement in such algorithms is a guarantee that they can be implemented in a
real-time context. Several methods have been proposed to solve the dynamic MoDS op-
timization problem. These can be classified as anticipative, which predict the future, and
non-anticipative, which only react to the current requests Pillac et al. (2012). For antic-
ipative methods, Secomandi and Margot (2009) adopts Markov decision processes and
Novoa and Storer (2009) proposes a dynamic programming-based approach to solve the
vehicle routing problem. Although all these methods accurately describe the stochasticity
of a MoDS Pillac et al. (2012), solutions are obtained at the expense of a high complex-
ity. For non-anticipative methods, several solutions are proposed, i.e., neighborhood search
Schilde et al. (2014), tabu search Attanasio et al. (2004), etc. Most of these approaches are
heuristic-based Psaraftis et al. (2016) Schilde et al. (2014) Azi et al. (2012). Regarding the
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dynamic MoDS optimization problem addressing the waiting and traveling times of passen-
gers, a greedy heuristic approach Agatz et al. (2011) is used to match vehicles to passenger
requests which can on one hand guarantee real-time assignments to vehicles with unlim-
ited capacity but, on the other, it lacks performance guarantees and is limited to a MoDS
with a relatively small number of vehicles and customer requests with soft time windows.
Although vehicles can be dynamically allocated to passengers in Berbeglia et al. (2010),
all pickup and drop-off events are constrained to take place within a hard time window.
The RTV-graph algorithm Alonso-Mora et al. (2017) can also dynamically allocate passen-
gers, but its complexity increases dramatically with the number of agents (passengers and
vehicles) and the seat capacity of vehicles. To address the issue of increasing complexity
with the size of a MoDS, a hierarchical approach is proposed in Chen et al. (2017b) such
that the system is decomposed into smaller regions. Within a region, a mixed-integer linear
program is formulated so as to obtain an optimal vehicle assignment over a sequence of
fixed time horizons. Although this method addresses the complexity issue, it involves a
large number of unnecessary calculations since there is no need to always re-evaluate an
optimal solution over every such horizon. Another approach to reducing complexity, is to
abstract a MoDS model through passenger and vehicle flows as in Calafiore et al. (2017),
Tsao et al. (2018) and Salazar et al. (2018).
1.3.2 Optimization of Mobility-on-Demand Systems using Event-driven Receding
Horizon Control
In order to deal with the well-known “curse of dimensionality” (Bertsekas (2005)) that
characterizes optimization problem formulations for a MoDS, event-driven based methods
may be used. For example, Pillac et al. (2012) uses an event-driven framework to anticipate
changes in the context of dynamic vehicle routing. This thesis adopts an event-driven Re-
ceding Horizon Control (RHC) approach for a MoDS concerned with the average waiting
and traveling times. This is in the same spirit as Model Predictive Control (MPC) tech-
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niques Camacho and Alba (2013) with the added feature of exploiting the event-driven na-
ture of the control process in which the RHC algorithm is invoked only when certain events
occur. Therefore, compared with conventional time-driven MPC this approach can avoid
unnecessary calculations and can significantly improve the efficiency of the RH controller
by reacting to random events as they occur in real time. The basic idea of event-driven
RHC introduced in Li and Cassandras (2006) and extended in Khazaeni and Cassandras
(2018) is to solve an optimization problem over a given planning horizon when an event is
observed in a way which allows vehicles to cooperate; the resulting control is then executed
over a generally shorter action horizon defined by the occurrence of the next event of inter-
est to the controller. Compared to methods such as Santi et al. (2014), Alonso-Mora et al.
(2017), the RHC scheme is not constrained by vehicle seating capacities and is specifically
designed to dynamically re-allocate passengers to vehicles at any time. As we will show,
the RHC complexity is low and controllable through the choice of the aforementioned plan-
ning horizon. Moreover, compared to the time-driven strategy in Chen et al. (2017b), the
event-driven RHC scheme refrains from unnecessary calculations when no event in the
MoDS occurs. Finally, in contrast to models used in Tsao et al. (2018) and Salazar et al.
(2018), this thesis maintains control of every vehicle and passenger in a MoDS at a mi-
croscopic level while ensuring that real-time optimal (over each receding horizon) vehicle
assignments can be made.
1.4 Connected and Automated Vehicles (CAVs) Control Problem
1.4.1 Literature Review
An overview of Connected and Automated Vehicle (CAV) systems was provided in Varaiya
(1993) with more recent developments mostly focusing on the application of CAVs in both
urban and highway scenarios (Zhao et al. (2018a), Wang et al. (2016), Wang et al. (2015)).
In the urban environment, control strategies for autonomous vehicles in free flow mode
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approaching a traffic light without stopping are developed in Meng and Cassandras (2018),
Wan et al. (2016), De Nunzio et al. (2016), etc. The process of CAVs merging at a traffic
intersection are optimized in Scarinci and Heydecker (2014), Xiao et al. (2019a), Tideman
et al. (2007), etc. Zhao et al. (2018b) and Alighanbari and Azad (2019) proposed optimal
control methods to manage CAVs at roundabouts. In the highway environment, adaptive
cruise control (CACC) systems were developed for CAVs in Wang et al. (2018), etc. Xiao
and Cassandras (2018), Chen et al. (2017a) and Weng et al. (2015) address the optimal traf-
fic management at highway on-ramps. Automating a lane change maneuver on highways
also remains a challenging problem which has attracted increasing attention in recent years
(Nilsson et al. (2015), Bax et al. (2014), You et al. (2015), Werling et al. (2010)).
1.4.2 Optimal Lane Change Maneuvers for CAVs
This thesis in Chapter 4 focuses on lane change maneuvers for CAVs on highways. The
basic architecture of an automated lane-change maneuver can be divided into the strategy
level and the control level (Bevly et al. (2016)). The strategy level generates a feasible
(possibly optimal in some sense) trajectory for a lane-change maneuver. The control level
is responsible for determining how vehicles track the aforementioned trajectory. For exam-
ple, You et al. (2015) adopts such an architecture for an automated lane-change maneuver,
but does not provide an analytical solution and assumes that there are no other vehicles
in the left lane (the lane in which the controllable vehicle ends up after completing the
maneuver). In Nilsson et al. (2017), background vehicles are included in the left lane and
the goal is to check whether there exists a lane-change trajectory or not; if one exists, the
controllable vehicle will then track this trajectory. A similar approach is taken in Luo et al.
(2016) with the trajectory being updated during the maneuver based on the latest surround-
ing information. In these papers, only one vehicle can be controlled during the maneuver
and no analytical solutions are provided. The emergence of CAVs brings up the opportu-
nity for cooperation among vehicles traveling in both left and right lanes in carrying out an
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automated lane-change maneuver (Bevly et al. (2016), Mahjoub et al. (2017), Kazemi et al.
(2018)). Such cooperation presents several advantages relative to the two-level architecture
mentioned above. In particular, when controlling a single vehicle and checking on the fea-
sibility of a maneuver depending on the state of the surrounding traffic, as in Kamal et al.
(2013), Katriniok et al. (2013), the maneuver may be infeasible without the cooperation of
other vehicles, especially under heavier traffic conditions. In contrast, a cooperative archi-
tecture can allow multiple interacting vehicles to implement controllers enabling a larger
set of maneuvers. This cooperative behavior can also improve the throughput, hence re-
ducing the chance of congestion. Feasible, but not necessarily optimal, vehicle trajectories
for cooperative multi-agent lane-changing maneuvers are derived in Lam and Katupitiya
(2013). The case of multiple cooperating vehicles simultaneously changing lanes is con-
sidered in Li et al. (2017) with the requirement that all vehicles are controllable and their
velocities prior to the lane change are all the same. First, vehicles with a lower priority
must adjust their positions in their current lane and give way to those with a higher prior-
ity so as to avoid collisions. Then, a lane changing optimal control problem is solved for
each vehicle without considering the usual safe distance constraints between vehicles. This
“progressively constrained dynamic optimization” method facilitates a numerical solution
to the underlying optimal control problem at the expense of some loss in performance. Our
goal in Chapter 4 is to provide an optimal solution for the maneuver in Fig. 1·1, in which
the controlled vehicle C attempts to overtake an uncontrollable vehicle U by using the left
lane to pass. In this case, the initial velocities of all vehicles can be different and arbitrary.
The overall lane changing and passing maneuver consists of three steps: (i) The target ve-
hicle C moves to the left lane, (ii)C moves faster than U (and possibly other vehicles ahead
of it) while on the left lane, (iii) C moves back to the right lane. The first step is further
subdivided into two parts. First, vehicle C adjusts its position in the current lane to prepare
for a lane shift, while vehicles 1 and 2 in Fig. 1·1 cooperate to create space for C in the
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Figure 1·1: The basic lane changing maneuver process.
left lane. Next, the latitudinal lane shift of C takes place. Section 4 limits to step (i). Our
objective is to minimize both the maneuver time and the energy consumption of vehicles
C, 1 and 2 which are all assumed to share their state information.
1.5 Contributions
The contributions of this dissertation are summarized as follows. Chapter 2 first reviews
the standard Stochastic Flow Model (SFM) used for hybrid systems and proposes a novel
hybrid automaton for SFMs to include delays and blocking effects. This dissertation further
extends Infinitesimal Perturbation Analysis (IPA) for the proposed SFM and delivers good
properties. Instead of restricting ourselves to the cost function measuring the average queue
lengths in the literature, we adopt the average weighted Pth power of the queue lengths and
the average fraction of time that queue lengths exceed a threshold to better capture traffic
congestion. Compared to fixed-time methods in the literature, our method is amenable to
unpredictable traffic conditions and adapt in real time. In contrast to methods under flow
models without considering delays and blocking effects (Geng and Cassandras (2013)), the
proposed method better evaluates the performance of the underlying system.
This is original work in Chapter 3 to adopt the event-driven RHC scheme to model the
MoDS framework by defining typical events in MoDS and addressing limitations in stan-
dard RHC methods, such as future cost estimate inaccuracies, agent trajectory instabilities,
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etc. In contrast to time-driven methods in the literature, we provide a detailed complexity
analysis showing the event-driven RHC scheme can avoid a large number of unnecessary
calculations and then significantly improve the efficiency. Compared to other sub-optimal
methods, such as the greedy heuristic approach (Agatz et al. (2011)), the proposed method
is shown to achieve a better performance.
Compared to numerical solvers we have seen in the literature, this is the first time that op-
timal control methods are used and deliver analytical results along with substantial good
properties for the longitudinal lane change maneuver control of CAVs so as to avoid unnec-
essary calculations and to obtain optimal solutions. Compared to scenarios with all vehicles
to be CAVs in the literature, our work addresses a much more complex scenario including
both CAVs and non CAVs, and delivers good properties using optimal control techniques.
The use of CBFs within the lateral maneuver is novel, and we propose an algorithm to
optimally coordinate longitudinal and lateral maneuvers.
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Chapter 2
Multiple-Intersection Traffic Light Control
(TLC) using Stochastic Flow Models with Delays
2.1 Stochastic Flow Models with Delays
Consider a two-node SFM as in Fig. 2·1 and let {αi(t)} and {βi(t)}, i = 1,2, be the
incoming flow and outgoing flow processes respectively. We emphasize that these are both
treated as random processes. We define x(t) = [x1(t),x2(t)], where xi(t) ∈ R+ is the flow






if xi(t) = 0, αi(t)≤ βi(t)
or xi(t) = ci, αi(t)≥ βi(t)
otherwise
(2.1)





if Gi(t) = 1
otherwise (2.2)
in which hi(t) is the instantaneous outgoing flow rate at node i, and Gi(t) ∈ {0,1}, i = 1,2






if Gi(t) = 1
otherwise (2.3)
zi(t+) = 0 if Gi(t) = 1 and Gi(t+) = 0
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Figure 2·1: A two-node SFM.
Thus, when G1(t) = 1, t ∈ [t1, t2), G1(t−1 ) = 0, a flow burst is created at node 1 (when
x1(t1)> 0). In general, several such flow bursts may be created over (t1, t2], depending on
the values of α1(t), h1(t), t ∈ (t1, t2]. In SFMs studied to date, the delay incurred by any
such flow burst being transferred between nodes has been ignored, assuming instead that it





if x1(t) = 0, α1(t)≤ β1(t)
otherwise
In what follows, we extend the SFM to include the aforementioned delay which depends on
when a flow burst actually joins the downstream queue, an event that we need to carefully
specify. While a flow burst is in transit between nodes 1 and 2, let x12(t) be its size, i.e., the
flow volume in transit before it joins x2(t). For simplicity, we assume that each flow burst
is maintained during this process (i.e., the burst may not be separated into two or more
sub-bursts). We will use L to denote the physical distance between nodes 1 and 2.
Predicting the time when the first flow burst actually joins queue 2 is complicated by
the fact that x2(t) evolves while this burst is in transit. This is illustrated through the
example in Fig. 2·2 which we will use to describe the evaluation of this time through a
sequence of events denoted by {J1, . . . ,JK} with associated event times {σ1, . . . ,σK}. We
define J0 to be the event when the flow burst leaves node 1, i.e., the occurrence of a switch
from G1(t−) = 0 to Gi(t) = 1, and let σ0 be its associated occurrence time. Therefore, an
estimate of the time when the flow burst joins the tail of queue 2 is given by
σ1 = σ0 +[L− x2(σ0)]/v(σ0)
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where v(σ0) is the “speed” of the flow burst which we assume to be constant and, for
notational simplicity, set it to v(σ0) = 1 (it will become clear in the sequel that this can
be relaxed and treated as random in the context of IPA). Thus, we define J1 to be the
event at time σ1 when the flow burst covers the distance L− x2(σ0). In general, however,
x2(σ1) ≤ x2(σ0) ≡ x̄2(σ1), i.e., the estimate x̄2(σ1) of x2(σ1) is based on the assumption
that x2(t) remains unchanged over (σ0,σ1). This is illustrated in the example of Fig. 2·2,
where ẋ2(t) = −β2(t) < 0 for some t ∈ (σ0,σ1). Therefore, unless x2(σ1) = x2(σ0), we
repeat at t = σ1 the same process of estimating the time of the next opportunity that the
flow burst might join queue 2 at time σ2 to cover the distance x̄2(σ1)− x2(σ1) and define
this potential joining event as J2. This process continues until event JK occurs at time σK ,
the last event in the sequence {J1, . . . ,JK} when x̄2(σK) = x2(σK).
Note that JK may occur either when (i) x̄2(σK) = x2(σK) > 0, in which case the esti-
mate x̄2(σK) incurs no error because x2(σK) = x2(σK−1), i.e., the queue length at node 2
remained unchanged because β2(t) = 0 for t ∈ [σK−1,σK], or (ii) x̄2(σK) = x2(σK) = 0,
in which case the flow burst joins node 2 while this queue is empty. Since in practice the
queues and flow bursts may consist of discrete entities (e.g., vehicles), we define event JK
as occurring when x̄2(t)− x2(t) ≤ ε for some predefined fixed small ε, i.e., a flow burst
joins the downstream queue whenever it is sufficiently close to it. The following lemma
asserts that the event time sequence {σ1, . . . ,σK} is finite.
Lemma 2.1. Under the assumption that JK is defined through x̄2(σK)− x2(σK) ≤ ε,
the number of events K in {J1, . . . ,JK} is bounded. Moreover, its event time σK is also
bounded.
Proof: See Appendix. 
We now formalize the dynamics of the flow transit process described above. First, the
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Figure 2·2: Typical evolution of a flow burst in transit.
dynamics of x̄2(t), the estimated queue length when an event Jk occurs, are given by
˙̄x2(t) = 0 (2.4)
x̄2(t+) = x2(t) if t = σk, k = 1, ...,K.
with x̄2(σ1) = L− x2(σ0) and σ0 defined above as the occurrence time of a switch from







if G1(t) = 0
if x1(t) = 0, α1(t)≤ β1(t)
otherwise
(2.5)
x12(t+) = 0 if t = σK
The dynamics of x2(t) are no longer described by (2.1), since an increase in the queue






if x2(t)> 0 and G2(t) = 1
otherwise (2.6)
x2(σ+K ) = x2(σK)+ x12(σK)
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Note that in (2.4) and (2.5) the values of event times {σ1, . . . ,σK} are still unspecified. In
order to provide this specification, we define
δ12(t) = x̄2(t)− x2(t)
to be the distance between the head of the flow burst and the tail of x2(t). Then, observe
that
σk = σk−1 + τ(δ12(σk−1))
where τ(r) is the time to complete a distance r ∈ (0,L] and k = 1, ...,K−1. Similar to the
clock zi(t) in (2.3) that dictates the timing of the controlled switching process, we associate







z12(t+) = 0 if z12(t) = τ(δ12(t))
with an initial condition z12(σ0) = 0 and





if t = σ0
if t = σk,k = 1, ...,K.
Note that δ12(t) is piecewise constant and updated only at the times when events J0,J1, . . . ,JK
take place ending with δ12(t+) = 0 when event JK occurs, i.e., the flow burst joins queue
2. The values of τ(δ12(t)) in (2.7) are given by the time required for the flow burst to
travel a distance δ12(t) =x̄2(t)− x2(t) with speed v(σ0) which we assumed earlier to be
constant and set to v(σ0) = 1. Thus, τ(δ12(t)) = δ12(t). Finally, note that in this modeling
framework, we assume that x2(t) is observable at event times σ0,σ1, . . . ,σK when events
J0,J1, . . . ,JK take place.
As a final step, we generalize the model to include multiple flow bursts that may be
19
generated in an interval (t1, t2] such that G1(t) = 1 for t ∈ [t1, t2), G1(t−1 ) = 0. Thus, we
denote by Jnk the kth event for the nth flow burst to (potentially) join queue 2 and extend
δ12(t) to δn12(t), σk to σ
n
k , and x12(t) to x
n
12(t), n = 1,2, . . . Also, we define Ji, j as an event






if n = 1,x1(t) = 0, α1(t)< β1(t)
if n = 1,G1(t) = 1




+) = 0 if t = σnK or t = τn,n−1 (2.10)
xn12(t
+) = xn12(t)+ x
n−1
12 (t) if t = τn+1,n
δ̇
n









if t = σn0
if t = σnk ,k > 0
if t = σmK,m = 1, . . . ,n−1







if t = σnk ,k ≥ 0
if t = σmK,m = 1, . . . ,n−1
with the obvious generalizations of (2.4)-(2.8). For simplicity, we use ym(t) to represent
xm12(t) in the following.
The generalized SFM with delays is shown in Fig. 2·3. We define a series of servers
dn, n ∈ { j ∈ Z : j = 1, . . . ,N} to describe the flow transit delay between SFM where yn(t)
is the content of dn. Here, N is the total number of servers required depending on a spe-
cific application. For example, in the two-intersection traffic system discussed in the next
section, we set N = dL/Lve where L is the physical distance between intersections and Lv
is the length of a vehicle. When a new flow burst leaves server 1, the controlled switch-
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Figure 2·3: Two-node SFM with delay.
ing process checks whether y1(t) = 0 to initiate a flow burst. If y1(t) > 0, it checks y j(t)
for j ≥ 2 until y j(t) = 0 for some j. For example, in Fig. 2·3, if servers d1 and d2 are
non-empty (dark color), and d3 is empty (light color), the new flow burst will join server
d3 until y1(t) = 0. The first flow burst will leave server d1 when event J1K occurs and joins
x2(t). The flow burst in server dn will leave when either one of two events occurs, defined
as follows: (1) Jn,n−1 occurs when the nth flow burst joins the (n− 1)th burst. (2) Edn−1
occurs when yn−1(t) = 0.
SFM Events. The hybrid system with dynamics given by (2.1)-(2.8) defines the SFM
with transit delays. To complete the model, we define next the event set associated with
all discontinuous state transitions in (2.1)-(2.8). As in prior work using SFMs, we observe
that the sample path of any queue content process in our model can be partitioned into
Non-Empty Periods (NEPs) when xi(t) > 0, and Empty Periods (EPs) when xi(t) = 0. Let
us define the start of a NEP at queue i as event Si (S12 for queue 12) and the end of a NEP
at queue i as event Ei (E12 for queue 12). In (2.1), observe that S1 is an event that can be
induced by either an event such that α1(t)−β2(t) switches from ≤ 0 to > 0 or by an event
which switches the value of β1(t); moreover, in (2.2), the value of β1(t) switches when an
event occurs such that G1(t) changes between 0 and 1. In (2.6), S2 may also be induced
21
Figure 2·4: Two traffic intersections.
by event Jk if it occurs when x2(t) = 0. Finally, in (2.5), S12 is induced by the same events
that induce S2, while E12 is induced by JK since that causes the end of the flow burst that
created x12(t)> 0. To sum up, assuming for now that ci = ∞ in (2.1), there are five events
that can affect any of the processes {x1(t)}, {x2(t)} and {x12(t)}:
1. Ei: xi(t) switches from > 0 to = 0, thus ending a NEP at queue i.
2. Γi: αi(t)−βi(t) switches from ≤ 0 to > 0.
3. Jk: z12(t) = τ(δ12(t)) representing a potential joining of the flow burst x12(t) with
x2(t) if δ12(t+)> 0, or the actual joining if δ12(t+) = 0.
4. C2Oi: Gi(t) switches from 1 (Closed switch) to 0 (Open switch).
5. O2Ci: Gi(t) switches from 0 (Open switch) to 1 (Closed switch).






Finally, note that this SFM model can be extended to any network of queues with possible
delays by identifying queues with dynamics of type (2.1) or (2.6) or (2.5).
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Figure 2·5: Stochastic hybrid automaton model for x2(t).
2.2 Multi-Intersection Traffic Light Control with Delays
An application of the SFM with delays arises in the Traffic Light Control (TLC) problem in
transportation networks, which consists of adjusting green and red signal settings in order
to control the traffic flow through an intersection and, more generally, through a set of
intersections and traffic lights in an urban roadway network.
Let {αi(t)} and {βi(t)}, i = 1, . . . ,4, be the incoming and outgoing flow processes
respectively at all four roads shown in Fig. 2·4, where we now interpret αi(t) as the ran-
dom instantaneous vehicle arrival rate at time t. We define the controllable parameters
θi to be the durations of the GREEN light for road i = 1, . . . ,4. Thus, the state vector is
x(θ, t) = [x1(θ, t),x2(θ, t),x3(θ, t),x4(θ, t),x12(θ, t)] where xi(θ, t) is the content of queue i
and x12(θ, t) is the content of the road between intersections I1 and I2. To maintain no-
tational simplicity, we will assume in our analysis that (A1) There is no more than one
traffic burst in queue 12 at any one time, (A2) The speed of a traffic burst v1(t) between
intersections is constant, and (A3) There is no traffic coupling between I1 and I2. As-
sumptions (A1) and (A2) simplify the analysis and can be easily relaxed since our model
can deal with multiple flow bursts as shown in Section 2. Assumption (A3) means that the
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distance between I2 and I1 is sufficiently large and is also made to simplify the model; this
assumption will be relaxed in Section 5.
We define clock state variables zi(t), i = 1, . . . ,4, which are associated with the GREEN
light cycle for queue i based on (2.3) where the controller Gi(t) is now the traffic light
state, i.e., Gi(t) = 0 means that the traffic light in road i is RED, otherwise, it is GREEN.
Accordingly, the departure rates and the queue content dynamics xi(t), i = 1, . . . ,4, are
given by (2.1)-(2.6).
In order to provide the dynamics of x2(t) and x12(t), we will make use of our analysis
in Section 2. In particular, let σ0 be the time when a positive traffic flow is generated
from queue 1 and enters queue 12, i.e., the light turns from RED to GREEN for road 1
and x1(σ0) > 0. Invoking (2.8), we define δ12(t) to be the distance between the head of
the “transit queue” 12 and the tail of queue 2. Thus, δ12(σ+0 ) = L− x2(σ0). We also
associate a clock to this queue, denoted by z12(t), which is defined by (2.7) and initialized at
z12(σ0) = 0. Finally, τ(δ12(t)) in (2.7) in the TLC context is given by τ(δ12(t)) = δ12(t)/v1.
Recall that a Jk event represents a potential joining of the flow burst from I1 with queue
2. The actual joining event occurs when δ12(t+) = 0 from its initial value δ12(σ+0 ) =
L− x2(σ0). Adapting (2.8) and (2.4) to the TLC setting we get the dynamics of δ12 and
x̄2(t), while the dynamics of x2(t) and x12(t) are given by (2.6) and (2.5) respectively.
SFM Events. We apply the event set defined in Section 2 where we use G2Ri (traffic
light i changes from GREEN to RED) to replace C2Oi and R2Gi to replace O2Ci. Thus, the
set Φ1 in (2.13) is used as Φi for i = 1,3,4 for the corresponding queues in Fig.2·4. Figure
2·5 shows the hybrid automaton model for queue 2 in terms of its six possible modes
depending on x2(t), G2(t) and δ12(t). Similar models apply to the remaining processes,
all of which are generally interdependent (e.g., in Fig. 2·5, some reset conditions involve
x12(t)).
Cost Functions. The objective of the TLC problem is to control the green cycle pa-
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rameters θi, i = 1, . . . ,4, so as to minimize traffic congestion in the region covered by the
two intersections in Fig. 2·4. In Geng and Cassandras (2012) and Fleck et al. (2016),











where wi is the weight associated with queue i. For convenience, we will refer to (2.14) as
the average queue cost function; with a slight abuse of notation we have re-indexed x12(t)
as x5(t). However, this may not be an adequate measure of “congestion”. For instance, it is
possible that the average queue lengths over [0,T ] are relatively small, while reaching large
values over small intervals (peak periods during a typical day). Thus, instead of restricting
ourselves to (2.14), we define next two new cost functions.
1. Average weighted Pth power of the queue lengths over a fixed interval [0,T ), where






















wixPi (θ, t)dt, (2.15)
in which Mi is the total number of NEPs of queue i over a time interval [0,T ] and ξi,m, ηi,m
are the occurrence times of the mth Si event and Ei event respectively. We also define the




wixPi (θ, t)dt. (2.16)
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Clearly, when P = 1, (2.15) is reduced to (2.14). When P > 1, (2.15) amplifies the presence
of intervals where queue lengths are large. Therefore, minimizing (2.15) decreases the
probability that a road develops a large queue length. We will refer to this metric (2.15) as
the power cost function.
2. Average weighted fraction of time that queue lengths exceed given thresholds over a



















where ζi is a given threshold and ri(θ, t) = 1[xi(θ, t)> ζi]. This necessitates the definition
of two additional events: Zi is the event such that xi(θ, t) = ζi, xi(θ, t−) < ζi (i.e., the
queue content reaches the threshold from below) and Z̄i is the event such that xi(θ, t)< ζi,
xi(θ, t−) = ζi. Observe that ṙi(θ, t) = 0 with a reset condition ri(θ, t+) = 1 if xi(θ, t−)< ζi,
xi(θ, t+) = ζi and ri(θ, t+) = 0 if xi(θ, t−) = ζi, xi(θ, t+)< ζi. Finally, we use Fi,m(θ) as in





where γi,m, ψi,m are the start and end respectively of an interval such that ri(θ, t) = 1.
Optimization. Our purpose is to minimize the cost functions defined in (2.14), (2.15)
and (2.17). We define the overall cost function as follows:
H(θ;x(0),z(0),T ) = E[F(θ;x(0),z(0),T )],
in which F(θ;x(0),z(0),T ) is a sample cost function of the form (2.14), (2.15) or (2.17).
Clearly, we cannot derive a closed-form expression for the expectation above. However,
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we can estimate the gradient ∇H(θ) through the sample gradient ∇F(θ) based on IPA,
which has been shown to be unbiased under mild technical conditions (Proposition 1 in
Cassandras et al. (2010)). We emphasize that no explicit knowledge of αi(t) and hi(t) is
necessary to estimate ∇H(θ). The IPA estimators derived in the next section only need
estimates of αi(τk) and hi(τk) at certain event times τk. Using ∇F(θ), we can use a simple
gradient-descent optimization algorithm to minimize the associated cost metric through the
iterative scheme
θ j,k+1 = θ j,k−µkQ j,k(θk,x(0),T,ωk),
in which Q j,k(θk,x(0),T,ωk) is an estimator of dH/dθ j (in our case, dF/dθ j) in sample
path ωk and µk is the step size at the kth iteration selected through an appropriate decreasing
sequence to guarantee convergence (Fleck et al. (2016)).




2.3 Infinitesimal Perturbation Analysis (IPA)
We briefly review the IPA framework for general stochastic hybrid systems as presented
in Cassandras et al. (2010). Let {τk(θ)}, k = 1, . . . ,K, denote the occurrence times of all
events in the state trajectory of a hybrid system with dynamics ẋ = fk(x,θ, t) over an
interval [τk(θ),τk+1(θ)), where θ ∈ Θ is some parameter vector and Θ is a given compact,


















for t ∈ [τk,τk+1) with boundary condition:
x′(τ+k ) = x







for k = 1, ...,K. In order to complete the evaluation of x′(τ+k ) in (2.20), we need to deter-
mine τ′k. If the event at τk is exogenous (i.e., independent of θ), then τ
′
k = 0. However, if the
event is endogenous, there exists a continuously differentiable function gk : Rn×Θ→ R
such that τk = min{t > τk−1 : gk (x(θ, t) ,θ) = 0} and, as long as ∂gk∂x fk(τ
−

































We also note that in (2.1),(2.5), ∂ fk(t)
∂θ
= ∂ fk(t)
∂x = 0 and (2.19) reduces to
x
′




k ), t ∈ (τk,τk+1] (2.22)
2.3.1 State and Event Time Derivatives
We will now apply the IPA equations (2.20)-(2.22) to our TLC setting on an event by event
basis for each of the events sets Φi, i = 1, . . . ,4, and Φ12. In all cases, τk denotes the
associated event time.
IPA for Event Set Φi = {Si,Ei,R2Gi,G2Ri}∪{Zi,Z̄i}, i = 1,3,4
IPA for these three processes for each of the events in the first set above is identical to that
in Geng and Cassandras (2012). Thus, we simply summarize the results here.




k ) = 0.























if xi(τk) = 0, αi(τk)≤ βi(τk)
otherwise (2.23)
(3) Event R2Gi: Let ρk be the time of this event and τk be the time of the last G2Ri event
before R2Gi occurs. We will use the notation ı̄ to denote the index of a road perpendicular



















if xi(ρk) = 0, αi(ρk)≤ βi(ρk)
otherwise (2.24)








k, j. If Si is an




k ) = x
′
12, j(τk).
For the two new events {Zi,Z̄i}, we have:
(5) Event Zi: This is an endogenous event which occurs when gk(x(θ, t),θ) = xi(τk)−







if Gi(τk) = 0
if Gi(τk) = 1
(2.25)









k, j = 0. Since ṙi(τ
+




k ) = 0.















k, j = 0 and, since ṙi(τ
+





k ) = 0.
IPA for Event Set Φ2 = {S2,E2,R2G2,G2R2,Jk}∪{Z2,Z̄2}
Applying IPA for this set and for Φ12 leads to new derivative estimators as detailed next.
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(1) Event E2: This is an endogenous event ending an EP that occurs when





















k, j = 0.
(2) Event S2: In view of the reset condition in (2.6), this event is induced by Jk provided
δ12(t+)= 0. As described in Section 2, a sequence of Jk events is initiated when a flow burst
is generated at node 1 with associated event times {σ0,σ1, . . . ,σK}. Event S2 is induced





K ). At first sight, it would appear that this requires the complete sequence
{x′2, j(σ
+




K−1)} along with event time derivatives {σ
′
0, j, . . . ,σ
′





K ) can be inferred. However, the following lemma shows that the only information
needed from the full sequence of Jk events is σ
′
0.
Lemma 2.2. Let σk, k = 0,1, . . . ,K be the occurrence time of event Jk for a flow burst













Proof: See Appendix. 





















if G2(σK) = 1
and x2(σK) = 0
otherwise
(2.27)
Recall that δ12(σ+K )= 0 in (2.27). If G2(σK)= 1 and x2(σK)= 0, then x2(σK−1)−x2(σK)=
0, hence x2(σK−1) = 0. It follows from (2.6) and (2.8) that ẋ2(σK−1) = 0. Based on Case
1 above, we get x′2, j(σK−1) = 0. Then, from Lemma 2.2, σ
′
K, j = σ
′




















if G2(σK) = 1








K ) when event S2 occurs is independent of all
event time derivatives σ
′
1, j, . . . ,σ
′
K, j and involves only σ
′
0, j, evaluated when the associated
flow burst is initiated.
(3) Event G2R2: This is an endogenous event that occurs when gk(x(θ, t),θ) = z2(t)−
θ2 = 0. Based on (2.21), τ
′
k, j = 1[ j = 2]− z
′
2, j(τk). Let ρk be the last R2G2 before G2R2




k ) = z
′





−ρ′k, j. It follows that τ
′
k, j = 1[ j = 2]+ρ
′

















(4) Event R2G2: Let ρk be the time of this event and τk be the time of the last G2R2
event before R2G2 occurs. Similar to (3) above, we get ρ
′
k, j = 1[ j = 4]+ τ
′
k, j and use this



















(5) Event Jk: The analysis of this event has already been done in Case (2) above, in-
cluding Lemma 2.2.
(6) Event Z2: This is an endogenous event which is triggered by Jk: if a traffic burst
from node 1 joins x2(t) at t = τk and x2(τ+k )> ζ2, this results in Z2. Since r2(τ
+
k ) = 1 and




k ) = 0.
(7) Event Z̄2: This is an endogenous event that occurs when gk(x(θ, t),θ) = x2(θ, t)−
ζ2 = 0. Applying (2.21), we have τ
′













k, j = 0 and, since ṙ2(τ
+




k ) = 0.
IPA for Event Set Φ12 = {S12,E12,E1,G2R1,Jk}∪{Z12,Z̄12}
(1) Event S12: This event can be either exogenous or endogenous. If x1(τk) > 0 or if
x1(τk) = 0, α1(t)> 0, S12 is induced by event R2G1 which is endogenous. Otherwise, S12
is an exogenous event and occurs when G1(τk) = 1 and α1(τk) switches from zero to some
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positive value.
Case (1a): S12 is induced by R2G1. Referring to our analysis of R2G1 (Case (3) for
Φ1), we have already evaluated τ
′





















if x1(τk) = 0 and
0 < α1(τk)≤ β1(τk)
otherwise
(2.31)
Case(1b) S12 is exogenous. In this case, τ
′








(2) Event E12: This event occurs when the traffic burst in queue 12 joins queue 2. This is
an endogenous event that occurs when gk(x(θ,τk),θ)= z12(τk)−δ12(τk)= 0 and δ12(τ+k )=




k ) = 0.
(3) Event E1: This is an endogenous event that occurs when gk(x(θ, t),θ) = x1(t) = 0.






















(4) Event G2R1: This is an endogenous event that occurs when gk(x(θ, t),θ) = z1(t)−
θ1 = 0. It was shown under the analysis for events in Φ1 that for G2R1 we have τ
′
k, j = 1[ j =
i]+ρ
′
k, j where ρk is the time of the last R2G1 event before G2R1 occurs. Using this value,





















(5) Event Jk: The analysis of this event has already been done in Case (2) above, in-
cluding Lemma 2.2.
(6) Event Z12: This is an endogenous event that occurs when gk(x(θ, t),θ) = x12(θ, t)−














if x1(τk) = 0
and α1(τk)≤ β1(τk)
otherwise




k ) = 0.
(7) Event Z̄12: This is triggered by event E12 when the traffic burst in queue 12 joins
queue 2 and we reset x12(τ+k ) = 0. Since r12(τ
+




k ) = 0.
2.3.2 Cost Function Derivatives
Returning to (2.14), (2.15), and (2.17), recall that the IPA estimator consists of the gradi-
ent formed by the sample performance derivatives dFdθ j , which in turn depend on the state
derivatives that we have evaluated in the previous section. The derivation of the IPA estima-
tor for the Average Queue cost function in (2.14) is similar to that in Geng and Cassandras
(2012) and related prior work and is omitted. Instead, we concentrate on the two new cost
functions (2.15) and (2.17).











































where t ji,m, j = 1, ...,Ji,m is the occurrence time of the jth event in the mth NEP of queue i.




k ) corresponding to
the event occurring at time τk; for instance, if G2R1 occurs at node 1, then (2.23) is invoked
with i = 1.
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For the Threshold cost function, we know that r
′

























i,m, j, the event time derivatives
in (2.25),(2.26) for i = 1,3,4 and the corresponding event time derivatives in Cases (6), (7)
for each of sets Φ22 and Φ12.
2.4 TLC with Blocking between Intersections
In this section, we relax the assumption made previously to include blocking effects be-
tween intersections. Therefore, we allow for the possibility that the length of the road
between two intersections is sufficiently short so that traffic backlog can fill this space up
when the incoming traffic flow is large or the green traffic light duration at the downstream
intersection is too short. In our modified model, we impose the constraint x2(t) ≤ L. Due
to this constraint, there are two new events:
1. B2U : x2(t) switches from the blocking state (x2(t) = L) to the unblocked state
(x2(t)< L).
2. U2B: x2(t) switches from the unblocked state (x2(t) < L) to the blocking state
(x2(t) = L).
Figure 2·6 shows how the blocking state (x2(t) = L) introduces new modes for the
dynamics of x1(t) and x2(t). In addition to the modes of x1(t) in (2.1) and of x2(t) in (2.5),





if x2(t) = L,G2(t) = 1
if x2(t) = L,G2(t) = 0
(2.34)
ẋ2(t) = 0 if x2(t) = L (2.35)
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Figure 2·6: Traffic blocking for x2(t).
Events B2U and U2B only influence the dynamics of x1(t) and x2(t). Since IPA is
driven by the events affecting the state dynamics, we update the event sets Φ1 and Φ2 as
follows and then provide the corresponding IPA derivative estimates:
Φ1 = {S1,E1,R2G1,G2R1}∪{U2B,B2U}
Φ2 = {S2,E2,R2G2,G2R2,Jk}∪{U2B,B2U}
2.4.1 IPA for Event Set {S1,E1,R2G1,G2R1}∪{U2B,B2U}
Except for the new events U2B and B2U , the IPA derivative estimates for all other events
in Φ1 are the same as in Section 4. Therefore, we only consider how x
′
1, j, j = 1, . . . ,4, is
affected by these events.
(1) Event U2B: This can only be triggered by event Jk. When a flow burst joins x2(t), it
is possible that x2(t) = L. The guard condition ensuring U2B is triggered by Jk is x12(t)+





























if G2(τk) = 0,x1(τk)> 0
if G2(τk) = 0,x1(τk) = 0
if G2(τk) = 1,x1(τk)> 0
if G2(τk) = 1,x1(τk) = 0
(2.36)
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(2) Event B2U : This event can be triggered by events which influence the incoming and
outgoing flows of x2(t). We consider each of them as follows and provide the associated
IPA state derivative.
(2a) B2U is triggered by event R2G2. Guard conditions are needed for this case to be
true, i.e., x1(t) > 0, β2(t) > β1(t) and G1(t) = 1 or G1(t) = 0. If x1(t) > 0, β2(t) > β1(t)
and G1(t) = 1, the outgoing flow from the downstream node 2 exceeds the incoming flow to
node 2 from the upstream node 1 to decrease x2(t) when event R2G2 occurs. If G1(t) = 0,
the outgoing flow from the downstream node 2 decreases x2(t) when event R2G2 occurs
since there is no incoming flow from node 1. Let τk be the event time of R2G2 which was















if G1(τk) = 1,x1(τk)> 0 and β2(τk)> β1(τk)
otherwise
(2.37)
(2b) B2U is triggered by event G2R1. The guard condition for this case is G2(t) = 1
which releases the traffic backlog from queue 2. Let τk be the event time of G2R1 which










(2c) B2U is triggered by event E1. The guard condition is α1(t)− β2(t) ≤ 0 and




k ) = 0.
(2d) B2U is triggered by an event such that β1(t)−β2(t) switches from a non-negative
value to a negative value. The guard condition is x1(t) > 0 and G2(t) = 1. Let τk be the
associated event time. Since this event is exogenous, we must have τ
′





k ) = x
′
1, j(τk).
(2e) B2U is triggered by an event such that α1(t)−β2(t) changes from a non-negative
value to a negative value. The guard conditions are x1(t) = 0 and G2(t) = 1. Along the
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same lines as (2d), we have x′1, j(τ
+
k ) = 0.
2.4.2 IPA for Event Set {S2,E2,R2G2,G2R2,Jk}∪{U2B,B2U}
Since the IPA derivative evaluation for events {S2,E2,R2G2,G2R2,Jk} is given in Section
4, we only consider here events U2B and B2U in the following.
(1) Event U2B: The analysis of this event was shown above. When this event occurs,




k ) = 0.
(2) Event B2U : Let τk be the event time of B2U . The analysis of this event is the same



































(2d) B2U is triggered by an event such that β1(t)−β2(t) changes from a non-negative
value to a negative value. Since τ
′




k ) = x
′
2, j(τk).
(2e) B2U is triggered by an event such that α1(t)−β2(t) changes from a non-negative








In this section, we use the derived IPA estimators in order to optimize the green light cycles
in the two-intersection model of Fig. 2·4. We emphasize that this model is simulated
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Figure 2·7: Comparison of optimal average queue cost vs L.
as a Discrete Event System (DES) with individual vehicles rather than flows, so that the
resulting estimators are based on actual observed data. This is made possible by the fact
that all SFM events in the sets Φi, i = 1, . . . ,4, and Φ12 coincide with those of the DES,
therefore they are directly observable along with their occurrence times.
For simplicity, we assume that all vehicle arrival processes are Poisson (recall, however,
that IPA is independent of these distributions) with rates ᾱi, i = 1,3,4, and that the vehicle
departure rate hi(t) on each non-empty road is constant. We also set the length of each
vehicle as unit 1 which does not change the nature of TLC when we initiate L and queue
length xi(t),i = 1,2,3,4,12. In Geng and Cassandras (2015), only one controllable param-
eter per intersection was considered by setting θi +θı̄ =C. Here, we relax this constraint.
Moreover, we limit each controllable parameter so that θi ∈ [θi,min,θi,max] where θi,min and
θi,max are given lower and upper bounds, respectively, for feasible green light cycle values.
In our simulations, αi(τk) is estimated through Na/tw by counting the number of arriving
vehicles Na over a time window [0, tw] and hi(t) is estimated using the same method as in
Fleck et al. (2016). Three sets of simulations are presented below, one for each of the three
cost metrics in (2.14), (2.15) and (2.17).
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Figure 2·8: Optimal power cost function and controllable parameters vs
Iterations.
Figure 2·9: Comparison of optimal power cost with/without delay vs L.
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Figure 2·10: Optimal threshold cost function and controllable parameters
vs Iterations.
Figure 2·11: Distribution of queue lengths when L = 35.
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Figure 2·12: Comparison of average cost when traffic blocking is ignored
and when it is included when L = 25.
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Figure 2·13: Comparison of average cost when traffic blocking is ignored
and when it is included when L = 100.
2.5.1 Simulation Results Under the no Traffic Blocking Assumption
In this section, we maintain Assumption (A3) and ignore any possible blocking effects.
1. Average Queue Cost Function. We minimize metric (2.14), over [0,T ]. All three
arrival processes are Poisson with rates ᾱ = [0.41,0.45,0.32] and the departure rates at
roads 1,2,3,4 are [1.2,1.3,1.2,1.1]. We choose T = 1000s, wi = 1 and θi ∈ [10,50] for all
i, and the initial θi values are [40,20,20,40]. Figure 2·7 shows the optimal cost (averaged
over 10 sample paths) considering the transit delay in the SFM between intersections (red
curve) and ignoring this delay (blue curve) as a function of L. In this case, delay has no
effect on the long term total average queue length, as expected. However, this metric may
not accurately capture traffic congestion.
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Figure 2·14: Comparison of power cost when traffic blocking is ignored
and when it is included when L = 30.
2. Power Cost Function, P = 2. For the same settings as before and a quadratic queu-
ing cost, Fig. 2·8 shows how this cost function and the associated controllable parameters
converge when L = 100, achieving a 40% cost decrease. In the left plot of Fig. 2·9, we
use the SFM both including the transit delay and ignoring this delay in order compare the
optimal costs under these two models. Clearly, including delays in our IPA estimators for
L > 0 achieves a lower cost, with the gap increasing as L increases.
3. Threshold Cost Function. For the same settings and a common threshold ζi = 25 for
all i and with L= 35, Fig. 2·10 shows how this cost function and the associated controllable
parameters converge, with the cost converging to its zero lower bound, therefore, in this
case we see that our approach reaches the global optimum. In the right plot of Fig. 2·9, we
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Figure 2·15: Comparison of power cost when traffic blocking is ignored
and when it is included when L = 100.
apply the SFM considering both the transit delay between intersections and ignoring this
delay so as to compare the resulting optimal costs.Once again, including delays achieves a
lower cost, with the gap increasing as L increases.
In Fig. 2·11, we provide histograms of the queue contents when L = 35. On the left, the
controllable parameters are at their initial values [40,20,20,40] and we can see that queues
2, 3, and 12 frequently exceed the threshold. Under the optimal solution we obtain (right
side) taking the transit delay between intersections into account, observe that no queue
ever exceeds the threshold over [0,T ], hence the optimal cost 0 is obtained. Moreover, note
that the probabilities that x2(t) = 0 and x3(t) = 0 significantly increase indicating a much
improved traffic balance.
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Figure 2·16: Comparison of threshold cost when traffic blocking is ignored
and when it is included when L = 35.
2.5.2 Simulation Results with Traffic Blocking Included
In this section, we incorporate the effect of traffic blocking between intersections using the
IPA derivative estimates derived in Section 5, so as to demonstrate improved traffic light
assignments and resulting performance improvements as well. As in the previous section,
we consider in what follows each of the three cost functions we have defined.
1. Average Queue Cost Function. All three arrival processes are Poisson with rates
ᾱ = [0.43,0.49,0.34] and the departure rates at roads 1,2,3,4 are [1.2,1.3,1.2,1.1]. We
choose T = 1000s, wi = 1 and θi ∈ [10,50] for all i, and the initial θi values are [43,22,24,41].
Figure 2·12 shows the comparison between the method with and without considering traffic
blocking when L = 25. The left plots (1) provide results when IPA estimates consider traf-
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fic blocking while the right plots (2) are when IPA estimates are used without considering
traffic blocking. The figures with sub-labels (a), (b) and (c) respectively show how the
cost function, the blocking frequency and the associated controllable parameters converge.
In this case, since the short length L = 25 allows for several instances of blocking as
seen in the plot (2c), using the IPA estimates in Section 5 achieves a 33% cost decrease
and eliminates all blocking. On the other hand, when L = 100, Figure 2·13 shows that the
IPA estimates considering and ignoring traffic blocking achieve almost the same cost since
the distance between intersections is large enough to ensure almost no occurrence of event
U2B.
2. Power Cost Function, P = 2. For the same settings as before, Fig. 2·14 compares
the results obtained for IPA estimates with and without considering traffic blocking when
L = 30. Using IPA estimates which account for blocking achieves a 75% cost decrease
while again eliminating all blocking as shown in plots (1b) and (2b). When L = 100, Fig.
2·15 shows that IPA estimates considering and ignoring traffic blocking have the same
performance because there is no occurrence of event U2B.
3. Threshold Cost Function. All three arrival processes are Poisson with rates ᾱ =
[0.53,0.49,0.34] and the departure rates at roads 1,2,3,4 are [1.2,1.3,1.2,1.1]. We choose
T = 1000s, wi = 1 and θi ∈ [10,50] for all i, and the initial θi values are [43,22,24,41].
A common threshold ζi = 25 is set for all i. Figure 2·16 shows that IPA estimates which
include the effect of traffic blocking achieve a significant cost decrease relative to those
ignoring traffic blocking. The frequency of blocking also converges to zero in the latter
case, although the convergence rate is relatively low. This behavior is caused by the nature
of the threshold cost function whose objective is to reduce the frequency that a queue




Optimization of Mobility-on-Demand Systems
(MoDS) using Event-driven Receding Horizon
Control
3.1 Problem Formulation
We consider a Mobility-on-Demand System (MoDS) in a traffic network consisting of N
nodes N = {1, ...,N}where each node corresponds to an intersection. Nodes are connected
by arcs (i.e., road segments). Thus, we view the traffic network as a directed graph G
which is embedded in a two-dimensional Euclidean space and includes all points contained
in every arc, i.e., G ⊂ R2. In this model, a node n ∈ N is associated with a point νn ∈ G,
the actual location of this intersection in the underlying two-dimensional space. The set of
vehicles present in the MoDS at time t is A(t), where the index j ∈ A(t) will be used to
uniquely denote a vehicle, and let A(t) = |A(t)|. The set of passengers is P (t), where the
index i will be used to uniquely denote a passenger, and let P(t) = |P (t)|. Note that A(t) is
time-varying since vehicles may enter or leave the MoDS at any time and the same is true
for P (t).
There are two points in G associated with each passenger i, denoted by oi,ri ∈ G:
oi is the origin where the passenger issues a service request (pickup point) and ri is the
passenger’s destination (drop-off point). Note that these points may be located anywhere
on a arc in the underlying network (as opposed to just nodes n∈N ). Let O(t)= {o1, ...,oP}
be the set of all passenger origins and R(t) = {r1, ...,rP} the corresponding destination set.
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Figure 3·1: A typical sample path of passenger i’s clock state zi(t).
Vehicles pick up passengers and deliver them to their destinations according to some policy.
We assume that the times when vehicles join the MoDS are not known in advance, but they
become known as a vehicle joins the system. Similarly, the times when passenger service
requests occur are random and their destinations become known only upon being picked
up.
State Space: In addition to A(t) and P (t) describing the state of the MoDS, we define
the states associated with each vehicle and passenger as follows. Let x j(t) ∈ G be the
position of vehicle j at time t and let N j(t) ∈ {0,1, ...,C j} be the number of passengers in
vehicle j at time t, where C j is the capacity of vehicle j. The state of passenger i is denoted
by si(t) where si(t) = 0 if passenger i is waiting to be picked up and si(t) = j ∈ A(t) when
the passenger is in vehicle j > 0 after being picked up. Finally, we associate with passenger
i a left-continuous clock value zi(t) ∈ R whose dynamics are defined as follows: when the
passenger joins the system and is added to P (t), the initial value of zi(t) is 0 and we set
żi(t) = 1, as illustrated in Fig.3·1 where the passenger service request time is ϕi. Thus,
zi(t) may be used to measure the waiting time of passenger i. When i is picked up by some
vehicle j at time ρi, j (see Fig.3·1), zi(t) is reset to zero and thereafter measures the traveling
time until the passenger’s destination is reached at time σi, j. In summary, the state of the
MoDS is X(t) = {A(t),x1(t), . . . ,xA(t),N1(t), . . . ,NA(t),P (t),s1(t), . . . ,sP(t),
z1(t), . . . ,zP(t)}.
Events: All state transitions in the MoDS are event-driven with the exception of the
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passenger clock states zi(t), i ∈ P (t), in which case it is the reset conditions (see Fig.3·1)
that are event-driven. As we will see, all control actions (to be defined) affecting the state
X(t) are taken only when an event takes place. Therefore, regarding a vehicle location
x j(t), j ∈ A(t), for control purposes we are interested in its value only when events occur,
even though we assume that x j(t) is available to the MODS for all t based on an underlying
localization system.
We define next the set E of all events whose occurrence causes a state transition. We
set E = EU ∪EC to differentiate between uncontrollable events contained in EU and con-
trollable events contained in EC. There are six possible event types, defined as follows:
(1) αi ∈ EU : a service request is issued by passenger i.
(2) β j ∈ EU : vehicle j joins the MoDS.
(3) γ j ∈ EU : vehicle j leaves the MoDS.
(4) πi, j ∈ EC: vehicle j picks up passenger i (at oi ∈G).
(5) δi, j ∈ EC: vehicle j drops off passenger i (at ri ∈G).
(6) ζm, j ∈ EC: vehicle j arrives at intersection (node) m ∈N .
Note that events αi, β j are uncontrollable exogenous events. Event γ j is also uncontrol-
lable, however it may not occur unless the “guard condition” N j(t) = 0 is satisfied, that is,
the number of passengers in vehicle j must be zero when it leaves the system. On the other
hand, the remaining three events are controllable. First, πi, j depends on the control policy
(to be defined) through which a vehicle is assigned to a passenger and is feasible only when
si(t) = 0 and N j(t)<C j. Second, δi, j is feasible only when si(t) = j ∈ A(t). Finally, ζm, j
depends on the policy (to be defined) and occurs when the route taken by vehicle j involves
intersection m ∈N .
State Dynamics: The events defined above determine the state dynamics as follows.
We will make the assumption that the destination information of a passenger is not available
when event αi occurs (i.e., a service request is issued by passenger i) and becomes available
49
only when a pickup event πi, j occurs. This assumption will be relaxed in Section V.
(1) Event αi adds an element to the passenger set P (t) and increases its cardinality, i.e.,
P(t+) = P(t)+1 where t is the occurrence time of this event. In addition, it initializes the
passenger state and associated clock:
si(t+) = 0, żi(t+) = 1 with zi(t) = 0 (3.1)
and generates the origin information of this passenger oi ∈G.
(2) Event β j adds an element to the vehicle set A(t) and increases its cardinality, i.e.,
A(t+) = A(t)+1. It also initializes x j(t) to the location of vehicle j at time t.
(3) Event γ j removes vehicle j from A(t) and decreases its cardinality, i.e., A(t+) =
A(t)−1.
(4) Event πi, j occurs when x j(t) = oi and it generates the destination information of this
passenger ri ∈G. This event affects the states of both vehicle j and passenger i:
N j(t+) = N j(t)+1, si(t+) = j
and, since the passenger was just picked up, the associated clock is reset to 0 and starts
measuring traveling time towards the destination ri:
zi(t+) = 0, żi(t+) = 1 (3.2)
(5) Event δi, j occurs when x j(t) = ri and it causes a removal of passenger i from P (t)
and decreases its cardinality, i.e., P(t+) =P(t)−1. In addition, it affects the state of vehicle
j:
N j(t+) = N j(t)−1
(6) Event ζm, j occurs when x j(t) = νm. This event triggers a potential change in the
control associated with vehicle j as described next.
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Control: The control we exert is denoted by u j(t) ∈ G and sets the destination of
vehicle j in the MoDS. We note that the destination u j(t) may change while vehicle j is en
route to it based on new information received as various events may take place. The control
is initialized when event β j occurs at some point x j(t) by setting u j(t) = νm where m ∈N
is the intersection closest to x j(t) in the direction vehicle j is headed. Subsequently, the
vector u(t) = {u1(t), . . . ,uA(t)} is updated according to a given policy whenever an event
from the set E occurs (we assume that all events are observable by the MoDS controller).
Our control policy is designed to optimize the objective function described next.
Objective Function: Our objective is to minimize the combined waiting and travel-
ing times of passengers in the MoDS over a given finite time interval [0,T ]. In order to
incorporate all passengers who have received service over [0,T ], we define the set
PT = ∪t∈[0,T ]P (t)
to include all passengers i ∈ P (t) for any t ∈ [0,T ]. In simple terms, PT is used to record
all passengers who are either currently active in the MoDS at t = T or were active and
departed at some time t < T when the associated δi, j event occurred for some j ∈ A(t).
We define wi to be the waiting time of passenger i and note that, according to (3.1),
wi = zi(t) where t is the time when event πi, j occurs. Similarly, letting yi be the total
traveling time of passenger i, according to (3.2) we have yi = zi(t) where t is the time when
event δi, j occurs. We then formulate the following problem, given an initial state X0 of the
MoDS and recalling that the objective function is evaluated only at t such that an event πi, j










where µw,µy are weight coefficients defined so that µw = ωWmax and µy =
1−ω
Ymax
, ω∈ [0,1], and
Wmax and Ymax are upper bounds of the waiting and traveling time of passengers respec-
tively. The values of Wmax and Ymax are selected based on user experience to capture the
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worst case tolerated for waiting and traveling times respectively. This construction ensures
that µwwi(u(t)) and µyyi(u(t)) are properly normalized so that (3.3) is well-defined. For
notational simplicity, in the sequel we will omit the dependence on u(t) and write wi and
yi.
The expectation in (3.3) is taken over all random event times in the MoDS defined in
an appropriate underlying probability space. Clearly, modeling the random event processes
so as to analytically evaluate this expectation is a difficult task. This motivates viewing
the MoDS as unfolding over time and adopting a control policy based on observed actual
events and on estimated future events that affect the MoDS state.
Assuming for the moment that the system is deterministic, let tk denote the occurrence
time of the kth event over [0,T ]. A control action u(tk) may be taken at tk and, for simplicity,
is henceforth denoted by uk. Along the same lines, we denote the state X(tk) by Xk. Letting
KT be the number of events observed over [0,T ], the optimal value of the objective function








We convert this into a maximization problem by considering [−µwwi−µyyi] for each i∈PT .
Moreover, observing that both wi and yi are upper-bounded by T , we consider the non-






[µw(T −wi)+µy(T − yi)]
]
(3.4)
Then, determining an optimal policy amounts to solving the following Dynamic Program-
ming (DP) equation Bertsekas (2005):
J(Xk) = max
uk∈G
[C(Xk,uk)+ Jk+1(Xk+1)], k = 0,1, . . . ,KT
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Figure 3·2: Event-driven receding horizon control.
where C(Xk,uk) is the immediate reward at state Xk when control uk is applied and
Jk+1(Xk+1) is the future reward at the next state Xk+1. Our ability to solve this equation
is limited by the well-known “curse of dimensionality” Bertsekas (2005) even if our as-
sumption that the MoDS is fully deterministic were to be valid. This further motivates
adopting a Receding Horizon Control (RHC) approach as in similar problems encountered
in Li and Cassandras (2006) and Khazaeni and Cassandras (2018). This is in the same
spirit as Model Predictive Control (MPC) techniques Camacho and Alba (2013) with the
added feature of exploiting the event-driven nature of the control process. In particular, in
the event-driven RHC approach, a control action taken when the kth event is observed is
selected to maximize an immediate reward defined over a planning horizon Hk, denoted by
C(Xk,uk,Hk), followed by an estimated future reward Ĵk+1(X(tk +Hk)) when the state is
X(tk +Hk). The optimal control action u∗k is, therefore,
u∗k = arg maxuk∈G
[C(Xk,uk,Hk)+ Ĵk+1(X(tk +Hk))] (3.5)
The control action u∗k is subsequently executed only over a generally shorter action horizon
hk ≤ Hk so that tk+1 = tk + hk (see Fig.3·2). The selection of Hk and hk will be discussed
in the next section. For the reader’s convenience, Table 3.1 lists some frequently used
notations.
3.2 Receding Horizon Control (RHC)
In this section, we first review the basic RHC scheme as introduced in Li and Cassandras
(2006), and a modified version in Khazaeni and Cassandras (2018) intended to overcome
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Table 3.1: List of frequently used notations.
A(t) the set of vehicles present in the MoDS at time t
P (t) the set of passengers present in the MoDS at time t
EC,EU sets of controllable and uncontrollable
events respectively
oi the origin where the passenger issues a service request
(pickup point)
ri the passenger’s destination (drop-off point)
si(t) the state of passenger i
x j(t) the position of vehicle j at time t
N j(t) the number of passengers in vehicle j at time t
C j the capacity of vehicle j
u j(t) the destination of vehicle j in the MoDS
wi the waiting time of passenger i
yi the traveling time of passenger i
zi(t) the clock state of passenger i
αi ∈ EU a service request is issued by passenger i
β j ∈ EU vehicle j joins the MoDS
γ j ∈ EU vehicle j leaves the MoDS
πi, j ∈ EC vehicle j picks up passenger i at oi
δi, j ∈ EC vehicle j drops off passenger i at ri
ζm, j ∈ EC vehicle j arrives at intersection (node) m
Hk receding (planning) horizon
hk action horizon
some of the original scheme’s limitations. We refer to the RHC in Li and Cassandras (2006)
as RHC1 and the RHC in Khazaeni and Cassandras (2018) as RHC2.
The basic RHC scheme in Li and Cassandras (2006) considers a set of cooperating
“agents” and a set of “targets” in a Euclidean space. The purpose of agents is to visit
targets and collect a certain time-varying reward associated with each target. The key steps
of the scheme are as follows: (1) Determine a planning horizon Hk at the current time tk.
(2) Solve an optimization problem to minimize an objective function defined over the time
interval [tk, tk +Hk]. (3) Determine an action horizon hk and execute the optimal solution
over [tk, tk +hk]. (4) Set tk+1 = tk +hk and return to step (1).
Letting A(t) be the agent set and P (t) the target set, we define di, j(t) for any i ∈ P (t),
j ∈ A(t) to be the Euclidean distance between target i and agent j at time t. In Li and
Cassandras (2006), the planning horizon Hk is defined as the earliest time that any agent
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where v is the fixed speed of agents. The action horizon hk is defined to be the earliest time
in [tk, tk +Hk] when an event in the system occurs (e.g., a new target appears). In some
cases, hk is alternatively defined through hk = εHk for some ε ∈ (0,1] so as to ensure that
hk ≤ Hk.
In order to formulate the optimization problem to be solved at every control action
point tk, the concept of neighborhood for a target is defined in Li and Cassandras (2006) as
follows. The kth nearest agent neighbor to target l is
β





where k = 1,2, . . ., and the b-neighborhood of the target is given by the set of the b closest
neighbors to it:
Bbl (t) = {β
1(l, t), . . . ,βb(l, t)} (3.7)








if i ∈ Bbl (t)
otherwise
(3.8)







if d̄l,i ≤ Γ
if Γ≤ d̄l,i ≤ 1−Γ
otherwise
(3.9)
where Γ ∈ [0, 12) is a parameter which reflects a desired level of cooperation among agents.
In particular, p(d̄l,i(t)) can be viewed as the probability that agent i is the one to visit target
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l: when the relative distance is small, then i is committed to visit l (p(d̄l,i(t)) = 1), whereas
if the relative distance is large, then i takes no responsibility for l (p(d̄l,i(t)) = 0). All other
cases define a “cooperative region” where agent i visits l with some probability dependent
on the parameter Γ; this cooperation level increases as Γ decreases.
The use of p(d̄l,i(t)) allows the RHC to avoid early commitments of agents to target
visits, since changes in the system state may provide a better opportunity for an agent to
improve the overall system performance. A typical example arises when agent i is com-
mitted to target l and a new target, say l′, appears which is in close proximity to i; in such
a case, it may be beneficial for i to visit l′ and let l become the responsibility of another
agent that may be relatively close to l and uncommitted. This is possible if p(d̄l,i(t)) < 1.
In what follows, we will generalize the definition of distance di, j(t) between target i and
agent j to the distance between any two points x,y ∈ R2 expressed as d(x,y).
Using the relative responsibility function, the optimization problem solved by the RHC
at each control action point assigns an agent to a point which minimizes a given objective
function and which is not necessarily a target point. Details of how this problem is set up
and solved and the properties of the RHC1 scheme may be found in Li and Cassandras
(2006).
Limitations of RHC1: There are three main limitations of the original RHC scheme:
(1) Agent trajectory instabilities: A key benefit of RHC1 is the fact that early commit-
ments of agents to targets are avoided. As already described above, if a new target appears
in the system, an agent en route to a different target may change its trajectory to visit the
new one if this is deemed beneficial to the cooperative system as a whole. This bene-
fit, however, is also a cause of potential instabilities when agents frequently modify their
trajectories, thus potentially wasting time. It is also possible that an agent may oscillate
between two targets and never visit either one. In Li and Cassandras (2006), necessary and
sufficient conditions were provided for some simple cases to quantify such instabilities, but
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these conditions may not always be satisfied.
(2) Future cost estimation inaccuracies: The effectiveness of RHC1 rests on the ac-
curacy of the future cost estimation term Ĵk+1(X(tk +Hk) in (3.5). In Li and Cassandras
(2006), this future cost is estimated through its lower bound, thus resulting in an overly
“optimistic” outlook.
(3) Algorithm complexity: In Li and Cassandras (2006), the optimization problem at
each algorithm iteration involves the selection of each agent’s heading over [0,2π]. This is
because the planning horizon Hk defines a set of feasible reachable points Fj(tk,Hk) = {w :
d(w,x j(tk) = vHk} which is a disk of radius Hk/v (where v is each agent’s speed) around
the agent’s position at time tk. This problem must be solved over all agents and incurs
considerable computational complexity: if [0,2π] is discretized with discretization level G,
then the complexity of this algorithm at each iteration is O(GA(t)).
The modified RHC scheme RHC2 in Khazaeni and Cassandras (2018) was developed
to address these limitations. To deal with issues (1) and (3) above, a set of active targets
S j(tk,Hk) is defined for agent j at each iteration time tk. Its purpose is to limit the feasible
reachable set Fj(tk,Hk) defined by all agent headings over [0,2π] so that it is reduced to a
finite set of points. Let x ∈ Fj(tk,Hk) be a reachable point and define a travel cost function
ηi(x, t) associated with every target i ∈ P (t) measuring the cost of traveling from a point x
at time t to a target i ∈ P (t). The active target set is defined in Khazaeni and Cassandras
(2018) as
S j(tk,Hk) = {l : l = arg min
i∈P (t)
ηi(x, tk +Hk)
for some x ∈ Fj(tk,Hk)}
(3.10)
Clearly, S j(tk,Hk) ⊆ P (t) is a finite set of targets defined by the following property: an
active target is closer to some reachable point x than any other target in the sense of mini-
mizing the metric ηi(x, tk +Hk). Therefore, if there is some target l′ /∈ S j(tk,Hk), then there
is no incentive in considering it as a candidate for agent j to head towards. Restricting
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the feasible headings of an agent to its active target set not only reduces the complexity of
optimally selecting a heading at tk, but it also limits oscillatory trajectory behavior, since
by (3.6) there is always an active target on the set Fj(tk,Hk) so that eventually all targets
are guaranteed to be visited.
Let uk be the control applied at time tk under planning horizon Hk. The jth component
of uk is the control u j(tk) applied to agent j, where u j(tk) ∈ S j(tk,Hk) as defined in (3.10).
The estimated time for agent j to reach a target u j(tk) is denoted by τ̂u, j(uk, tk,Hk) where
(for notational simplicity) we set u j(tk) = u. This time is given by
τ̂u, j(uk, tk,Hk) = tk +Hk +
1
v
d(x j(tk),xu), u ∈ S j(tk,Hk) (3.11)
where xu is the location of target u = u j(tk).
To address issue (2) regarding future cost estimation inaccuracies, a new estimation
framework is introduced in Khazaeni and Cassandras (2018) by defining a set of targets
Tk, j ⊆ P (t)−{u} that agent j would visit in the future, i.e., at t > tk +Hk, as follows:
Tk, j = {l : p(d̄l, j(tk))> p(d̄l,q(tk)), ∀q ∈ A(t)} (3.12)
This set limits the targets considered by agent j to those with a current relative responsi-
bility value in (3.9) which exceeds that of any other agent. The estimated time to reach
a target l ∈ Tk, j under control uk and planning horizon Hk is denoted by τ̂l, j(uk, tk,Hk).
The first target to be visited in Tk, j, denoted by l1, is the one with the minimal travel
cost from target u ∈ S j(tk,Hk), i.e., l1 = argminl∈Tk, j{ηl(xu, τ̂u, j(uk, tk,Hk))}. Then, all
subsequent targets in Tk, j −{l1} are similarly ordered as {l2, l3, . . .}. Therefore, setting
T nk, j = Tk, j−{l
1, . . . , ln−1}, n = 2, . . . , |Tk, j|, we have
ln+1 = arg min
l∈T nk, j
{ηl(xln, τ̂ln, j(uk, tk,Hk))}, n = 1, . . . , |Tk, j|
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Limitations of the RHC2 with respect to a MoDS:
(1) Euclidean vs. Graph topology: Both RHC1 and RHC2 are based on an underly-
ing Euclidean space topology. In a MoDS, however, we are interested in a graph-based
topology which requires the adoption of a different distance metric.
(2) Future cost estimation inaccuracies: The travel cost metric ηi(x, t) used in RHC2
assumes that all future targets to be visited at t > tk +Hk are independent of each other and
that an agent can visit any target. However, in a MoDS, each agent j has a capacity limit
C j. This has two implications: (i) If a vehicle is full, it must first be assigned to a drop-off
point before it can visit a new pickup point, and (ii) The number of future pickup points is
limited by C j−N j(t), the residual capacity of vehicle j.
The fact that there are two types of “targets” in a MoDS (pickup points and drop-
off points), also induces an interdependence in the rewards associated with target visits.
Whereas in Khazaeni and Cassandras (2018) a reward is associated with each target visit, in
a MoDS the rewards are wi and yi where yi can only be collected after wi. This necessitates
a new definition of the set Tk, j in (3.12). For example, if i ∈ Tk, j and vehicle j is full and
must drop off a passenger at a remote location, then using (3.12) would cause vehicle j to
first go to the drop-off location and then return to pick up i; however, there may be a free
vehicle k in the vicinity of j’s current location which is obviously a better choice to assign
to passenger i.
(3) Agent trajectory instabilities: RHC2 does not resolve the possibility of agent tra-
jectory instabilities. Moreover, the nature of such instabilities is different due to the graph
topology used in a MoDS.
In view of this discussion, we will present in the next section a new RHC scheme
specifically designed for a MoDS and addressing the issues identified above. We will keep
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using the term “target” to refer to points oi and ri for all i ∈ P (t).
3.3 The New RHC Scheme for MoDS
We begin by introducing some variables used in the new RHC scheme as follows.
(1) d(u,v) is defined as the Manhattan distance Farris (1972) between two points u,v ∈
G. This measures the shortest path distance between two points on a directed graph that
also includes points on an arc of this graph which belong to G⊂ R2.
(2) Ri, j(t) is the set of the n closest pickup locations in the sense of the Manhattan
distance defined above, where n = C j−N j(t)− 1 if j picks up i at oi at time t, and n =
C j −N j(t)+ 1 if j drops off i at ri at time t. Clearly, the set may contain fewer than n
elements if there are insufficient pickup locations in the MoDS at time t.
(3) R̂i, j(t) is the set of n drop-off locations for j, where n = N j(t)+1 if j picks up i at
oi, and n = N j(t)−1 if j drops off i at ri.
(4) ϕi and ρi, j denote the occurrence time of events αi (passenger i joins the MoDS)
and πi, j (pickup of passenger i by vehicle j) respectively.
In the rest of this section we present the new RHC scheme which overcomes the issues
previously discussed through four modifications: (i) We define the travel value of a pas-
senger for each vehicle considering the distance between vehicles and passengers, as well
as the vehicle’s residual capacity. (ii) Based on the new travel value and the graph topology
of the map, we introduce a new active target set for each vehicle during [tk, tk +Hk). This
allows us to reduce the feasible solution set of the optimization problem (3.5) at each iter-
ation. (iii) We develop an improved future reward estimation mechanism to better predict
the time that a passenger is served in the future. (iv) To address the potential instability
problem, a method to restrain oscillations is introduced in the optimization algorithm at
each iteration.
Each of these modifications is described in the subsections that follow, leading to the
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new RHC scheme. We begin by defining the planning horizon Hk at the kth control update













if si(t) = 0 and N j(tk)<C j
if si(t) = j
(3.15)
and v j(tk) is the maximal speed of vehicle j at time tk, assumed to be maintained over
[tk, tk +Hk]. Thus, Hk is the shortest Manhattan distance from any vehicle location to any
target (either oi or ri) at time tk. Note that ci is undefined if si(t) = 0 and N j(tk) = C j.
Formally, to ensure consistency, we set d(x j(tk),ci) = ∞ if si(t) = 0 and N j(tk) =C j since
oi is not a valid pickup point for j in this case.
The action horizon hk ≤ Hk is defined by the occurrence of the next event in E, i.e.,
hk = τk+1− tk where τk+1 is the time of the next event to occur after tk. Note that this event
is generally random and its time is known to the RHC only when it occurs. If no such event
occurs over [tk, tk +Hk], we set hk = Hk.
3.3.1 Vehicle Travel Value Function
Recall that in RHC2 a travel cost function ηi(x, t) was defined for any agent measuring the
cost of traveling from a point x at time t to a target i ∈ P (t). In our case, we define instead
a travel value measuring the reward (rather than cost) associated with a vehicle j when it
considers any passenger i ∈ P (t). There are three cases to consider depending on the state
si(t) for any i ∈ P (t) as follows:
Case 1: If si(t) = 0, then passenger i is waiting to be picked up. From a vehicle j’s
point of view, there are two components to the value of picking up this passenger at point
oi: (i) The accumulated waiting time t−ϕi of passenger i; the larger this waiting time, the
higher the value of this passenger is. (ii) The distance of j from oi; the shorter the distance,
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the higher the value of this passenger is. To ensure this value component is non-negative,
we define D to be the largest possible travel time between any two points in the MoDS
(often referred to as the diameter of the underlying graph) and consider D−d(x j(t),oi) as
this value component.
In order to properly normalize each component and ensure its associated value is re-
stricted to the interval [0,1], we use the waiting time upper bound Wmax introduced in (3.3)
and the distance upper bound D to define the total travel value function as







where µ ∈ [0,1] is a weight coefficient depending on the relative importance the MoDS
places on passenger satisfaction (measured by waiting time) and vehicle distance traveled.
In the latter case, a large value of d(x j(t),oi) implies that vehicle j wastes time either
traveling empty (if N j(t) = 0) or adding to the traveling time of passengers already on
board (if N j(t)> 0).
Case 2: If si(t) = j ∈ A(t), then passenger i is already on board with destination ri.
From vehicle j’s point of view, there are again two components to the value of delivering
this passenger to point ri: (i) The accumulated travel time t−ρi, j of passenger i. (ii) The
distance of j from ri. Similar to (3.16), we define







where Ymax is the travel time upper bound introduced in (3.3).
Case 3: If si(t) = k 6= j, k ∈ A(t), then passenger i is already on board some other
vehicle k 6= j. Therefore, from vehicle j’s point of view, the value of this passenger is
Vi, j(x j(t), t) = 0.
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We summarize the definition of the travel value function as follows:
Vi, j(x j(t), t) =

(1−µ) · t−ϕiWmax +µ ·
D−d(x j(t),oi)
D if si(t) = 0
(1−µ) · t−ρi, jYmax +µ ·
D−d(x j(t),ri)
D if si(t) = j
0 otherwise
(3.18)
In addition to this “immediate” value associated with passenger i, there is a future value for
vehicle j to consider depending on the sets Ri, j(t) and R̂i, j(t) defined earlier. In particular,
if si(t) = 0 and vehicle j proceeds to the pickup location oi, then the value associated with
Ri, j(t) is defined as
V Ri, j (x j(t), t) = maxn∈Ri, j(t)
Vn, j(oi, t)
which is the maximal travel value among all passengers in Ri, j(t) to be collected if vehicle
j selects oi as its destination at time t. On the other hand, if si(t) = j and vehicle j proceeds
to the drop-off location ri, then Vn, j(oi, t) above is replaced by Vn, j(ri, t). Since the value of
si(t) is known to j, we will use ci as defined in (3.15) and write
V Ri, j (x j(t), t) = maxn∈Ri, j(t)
Vn, j(ci, t)
Similarly, the value of R̂i, j(t) is defined as
V R̂i, j (x j(t), t) = max
n∈R̂i, j(t)
Vn, j(ci, t)
We then define the total travel value associated with a vehicle j when it considers any
passenger i ∈ P (t) as
V̄i, j(x j(t), t) =Vi, j(x j(t), t)+max{V Ri, j (x j(t), t),V
R̂
i, j (x j(t), t)} (3.19)
Figure 3·3 shows an example of how V̄i, j(x j(t), t) is evaluated by vehicle j in the case where
ci = oi (i.e., si(t) = 0 and passenger i is getting picked up). In this case, Ri, j(t) = {k, l, p}
and R̂i, j(t) = {m,n}.
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Figure 3·3: Travel value of passenger i evaluated by vehicle j when si(t) =
0.
3.3.2 Active Target Sets
The concept of an active target set was introduced in Khazaeni and Cassandras (2018).
Clearly, this cannot be used in a MoDS since the topology is no longer Euclidean and the
travel cost function ηi(x, t) has been replaced by the travel value function (3.19).
We begin by defining the reachability (or feasible) set Fj(tk,Hk) for vehicle j in the
MoDS topology specified by G⊂ R2. This is now a finite set consisting of horizon points
in G reachable through some path starting from x j(tk) and assuming a fixed speed v j(tk)
as defined in (3.14). This is illustrated in Fig. 3·4 where Fj(tk,Hk) consists of 10 horizon
points (one-way streets have been taken into account as directed arcs in the underlying
graph). Observe that Hk in this example is defined by o2, the pickup location of passenger
2 (horizon point 5) in accordance with (3.14). Note that since the actual speed of the vehicle
may be lower than v j(tk), it is possible that no horizon point is reached at time tk +hk even
if hk = Hk. This simply implies that a new planning horizon Hk+1 is evaluated at tk +Hk
(which might still be defined by o2). We can now define the active target set of vehicle j
to consist of any target (pickup or drop-off locations of passengers) which has the largest
travel value to j for at least one horizon point x ∈ Fj(tk,Hk).
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Figure 3·4: Example of the reachability set of vehicle j.
Definition: The set of Active Targets of vehicle j is defined as
S j(tk,Hk) = {l : l = arg max
i∈P (t)
V̄i, j(x, tk +Hk)
for some x ∈ Fj(tk,Hk)}
(3.20)
Observe that S j(tk,Hk) ⊆ P (tk) and may reduce the number of passengers to consider as
potential destinations assigned to j when S j(tk,Hk)⊂ P (tk) since
u j(tk) ∈ S j(tk,Hk)
In the example of Fig. 3·4, P (tk) contains 6 passengers where s1(tk) = s2(tk) = s4(tk) = 0
and s3(tk)= s5(tk)= s6(tk)= j. Thus, we can immediately see that P(tk)= 6<
∣∣Fj(tk,Hk)∣∣=
10. Further, observe that the drop-off points r5 and r6 are such that r5,r6 /∈ S j(tk,Hk) since
both points are farther away from x j(tk) than r3 and o2 respectively. Therefore, the optimal
control selection to be considered at tk is reduced to u j(tk) ∈ S j(tk,Hk) = {o1,o2,r3,o4}. In
addition, if the capacity C j happens to be such that C j = 3, then the only feasible control
would be u j(tk) = r3.
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3.3.3 Future Reward Estimation
In order to solve the optimization problem (3.5) at each RHC iteration time tk, we need to
estimate the time that a future target is visited when t > tk +Hk so as to evaluate the term
Ĵk+1(X(tk +Hk)). Let us start by specifying the immediate reward term C(Xk,uk,Hk) in
(3.5). In view of (3.4), there are three cases: (i) As a result of uk, an event πi, j (where
si(t) = j) occurs at time tk+1 with an associated reward C(Xk,uk,Hk) = µw(T −wi) where
wi = tk+1−ϕi, (ii) As a result of uk, an event δi, j occurs at time tk+1 with an associated
reward C(Xk,uk,Hk) = µy(T − yi) where yi = tk+1−ρi, j, and (iii) Any other event results
in no immediate reward. In summary, adopting the notation C(uk, tk+1) for the immediate
reward resulting from control uk, we have
C(uk, tk+1) =

µw(T −wi) if event πi, j occurs at tk+1
µy(T − yi) if event δi, j occurs at tk+1
0 otherwise
(3.21)
In order to estimate future rewards at times t > tk+1, recall that Tk, j ⊆ P (t)−{u j(tk)} is
a set of targets that vehicle j would visit in the future, after reaching u j(tk). This set was
defined in Khazaeni and Cassandras (2018) through (3.12) and a new definition suitable
for the MoDS will be given below. Then, for each target n ∈ Tk, j the associated reward is
C(uk, τ̂n, j) where τ̂n, j is the estimated time that vehicle j reaches target n. If n= oi for some
passenger i, then, from (3.21), C(uk, τ̂n, j) = µw(T − ŵi) where ŵi = τ̂n, j−ϕi, whereas if
n = ri for some passenger i, then C(uk, τ̂n, j) = µy(T − ŷi) where ŷi = τ̂n, j−ρi, j. Further, we
include a discount factor λn(τ̂n, j) to account for the fact that the accuracy of our estimate
τ̂n, j is monotonically decreasing with time, hence λn(τ̂n, j) ∈ (0,1]. Therefore, for each
vehicle j the associated term for Ĵk+1(X(tk +Hk)) is




λn(τ̂n, j)C(uk, j, τ̂n, j) (3.22)
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and
Ĵ(X(tk +Hk)) = ∑
j∈A(tk)
Ĵ j(X(tk +Hk)) (3.23)
We now need to derive estimates τ̂n, j for each n ∈ Tk, j. These estimates clearly depend
on the order imposed on the elements of Tk, j, i.e., the expected order that vehicle j follows
in reaching the targets (after it reaches u j(tk)) contained in this set. As already explained
under (2) at the end of the last section, this order depends on the passenger states and the
residual capacity of the vehicle. Suppose that the order is specified through θ jn defined as
the nth target label in Tk, j (e.g., θ j1 = 4 indicates that target 4 is the first to be visited by j).
Then, (3.22) is rewritten as












)C(uk, j, τ̂θ jn, j) (3.24)
It now remains to (i) define the set Tk, j, suitably modified from (3.12) to apply to a
MoDS, so as to address the inaccuracy limitation (2) described at the end of the last section,
and (ii) Specify the ordering {θ j1, . . . ,θ
j
|Tk, j|} imposed on the elements of Tk, j.
We proceed by defining target subsets of Tk, j ordered in terms of the priority of vehicle
j to visit these targets compared to other vehicles. This is done using the relative re-
sponsibility function in (3.9) with the Manhattan distance used in evaluating d̄l,i(t). Thus,
let Tk, j = T 1k, j ∪ ·· · ∪ T Mk, j where T mk, j has the mth highest priority among all subsets and
M ≤ P(t) is the number of subsets. When m = 1, we have
T 1k, j = {l : p(d̄l, j(tk))> p(d̄l,q(tk)), ∀q ∈ A(t), ∀l ∈ P (t)}
which is the same as (3.12): this is the passenger “responsibility set” of vehicle j in the
sense that this vehicle has a higher responsibility value in (3.9) for each passenger in T 1k, j
than that of any other vehicle. Note that if sl(tk) = j, then by default we have l ∈ T 1k, j since
the drop-off location ri is the exclusive responsibility of vehicle j. For passengers with
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sl(tk) = 0, they are included in T 1k, j as long as there is no other vehicle q 6= j with a higher
relative responsibility for l than that of j.
Next, let Al,m(t) be a subset of vehicles defined as
Al,m(tk) = { j : l /∈ T nk, j, n < m, j ∈ A(tk)}
This subset contains all vehicles which do not have target l included in any of their top
m−1 priority subsets. We then define T mk, j when m > 1 as follows:
T mk, j = {l : p(d̄l, j(tk))> p(d̄l,q(tk)), ∀q ∈ Al,m(tk),
∀l /∈ T nk, j,n < m }
(3.25)
This set contains all targets for which j has a higher relative responsibility than any other
vehicle and which have not been included in any higher priority set T nk, j, n < m. As an
example, suppose passenger i is waiting to be picked up and belongs to T 1k, j1 , T
2
k, j2 and
T 3k, j3 , where j1 is the closest vehicle to i. Suppose vehicle j1 is full and needs to drop off
a passenger first whose destination is far away. Because vehicle j2 has the 2nd highest
priority, then j2 may serve i provided it has available seating capacity. If j2 cannot serve i,
then vehicle j3 with a lower priority is the next to consider serving i. In this manner, we
overcome the limitation of (3.12) where no agent capacity is taken into account.
The last step is to specify the ordering {θ j1, . . . ,θ
j∣∣∣T mk, j∣∣∣} imposed on each set T mk, j, j ∈
A(t), m = 1, . . . ,M. This is accomplished by using the ordering imposed by the travel













)≤ V̄i, j(cθ jn, τ̂θ jn, j) (3.26)
for all i ∈ T mk, j−{θ
j
1, . . . ,θ
j
n}
where we have used the definition of ci in (3.15). Thus, θ
j
1 is the target index with the
highest travel value and so forth.
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is the estimated time of reaching the target with the highest travel value be-
yond the one selected as u j(tk) among all targets in T mk, j. Similarly, τ̂θ jn, j for n > 1 is the
estimated time of reaching the nth target in the order established through (3.26). Note that
this approach takes into account the state of vehicle j; in particular, if N j(t) =C j, then the
ordering of targets in T mk, j is limited to those such that si(tk) = j.
This completes the evaluation of the estimated future reward in (3.23) based on (3.21)
and (3.22), along with the ordering of future targets specified through (3.26).
3.3.4 Preventing Vehicle Trajectory Instabilities
Our final concern is the issue of instabilities discussed under (3) at the end of the last
section. This problem arises when a new passenger joins the system and introduces a new
target for one or more vehicles in its vicinity which may have higher travel value in the
sense of (3.19) than current ones. As a result, a vehicle may switch its current destination
u j(tk) and this process may repeat itself with additional future new passengers. In order to
avoid frequent such switches, we introduce a threshold parameter denoted by Θ and react




if V̄i, j(x j(tk),oi)−V̄u, j(x j(tk),xu)> Θ,
N j(t)<C j, j = 1, . . . ,A(tk)
u otherwise
(3.29)
where u = u j(tk−1) is the current destination of j. In simple terms, the current control
remains unaffected unless the new passenger provides an incremental value relative to this
control which exceeds a given threshold. Since (3.29) is applied to all vehicles in the
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current vehicle set A(t), the vehicle with the largest incremental travel value ends up with
oi as its control as long as it exceeds Θ. Note that the new passenger may not be assigned
to j unless this vehicle has a positive residual capacity.
3.3.5 RHC optimization scheme
The RHC scheme consists of a sequence of optimization problems solved at each event


















)C(uk, j, τ̂θ jn, j)], m = 1, . . . ,M
(3.30)
where S j(tk,Hk) is the active target of vehicle j at time tk obtained through (3.20), C(uk, tk+1)




is evaluated through (3.27)-(3.28) with the ordering {θ j1, . . . ,θ
j∣∣∣T mk, j∣∣∣}
given by (3.26) and the sets T mk, j, m = 1, . . . ,M, defined through (3.25). Note that (3.30)
must be augmented to include (3.29) when the event occurring at tk is of type αi.
An algorithmic description of the RHC scheme is given in Algorithm 1
Complexity of Algorithm 1: As seen in (3.30), the optimal control for vehicle j at
any iteration is selected from the finite active target set S j(tk,Hk). Thus, the complexity
is O(∑ j∈A(t) S j(tk,Hk)). Observe that S j(tk,Hk)≤ P(t) and is generally much smaller that
P(t). Moreover, it decreases as H(k) is reduced and as targets are visited if new ones are
not generated. The most numerically expensive steps of Algorithm 1 are shown in bold.
In order to compare the RHC complexity above to that of an exhaustive enumeration
method, consider the case of assigning only a new passenger when a request is issued,








. This is a
complexity lower bound. An upper bound is given by considering all future assignments for








. This is derived
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1) Determine Hk through (3.14);
2) Determine the active target set S j(tk,Hk) through (3.20) for all j ∈ A(t);
3) Evaluate the estimated future reward through (3.27) and (3.28) for all candidate
optimal controls;
4) Determine the optimal control u∗k in (3.30);
5) Execute u∗k until an event occurs;
if a new passenger i enters the system then
for each vehicle j with N j(t)<C j do
calculate V̄i, j(x j(tk),oi);
if V̄i, j(x j(tk),oi)−V̄u, j(x j(tk),xu)> Θ then





Algorithm 1: RHC Algorithm.
by first choosing i+1 vehicles from the vehicle set A(t). After this choice, the number of




. The sum ∑A−1i=0 is due to enumerating all cases
with a different number of vehicles from 1 to A(t) and we finally consider all P! passenger
permutations.
As an example, for A(t) = 5 vehicles, P(t) = 10 passengers, the RHC complexity is
≤ 50 (typically, << 50) while the lower bound of an exhaustive enumeration is about
3×104.
3.4 The New RHC Scheme when Advance Destination Information is
Available
Recall that the RHC controller was designed under the assumption that the destination
information of a passenger is not available when event αi occurs (i.e., a service request is
issued by passenger i) and becomes available only when a pickup event πi, j occurs. Let us
now relax this assumption which only affects the travel value function in (3.18).
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3.4.1 New Travel Value Function for passenger i when si(t) = 0
In this case, we modify the travel value function for any waiting passenger i as defined in
(3.16) by including a term that accounts for the destination information ri which is now
made available when a pickup request occurs. Let us first define the set
Z j(t) = {k : sk(t) = j}∪{i}
containing all passengers on board vehicle j along with the new passenger i. Next, define
Q j(t) =

0 N j(t) = 0
1
(N j(t)+12 )2!
∑k∈Z j(t)∑l∈Z j(t) d(rk,rl) 1≤ N j(t)<C
+∞ N j(t) =C
(3.31)
and note that when 1 ≤ N j(t) < C, Q j(t) is the average distance among all drop-off loca-
tions including the destination ri of passenger i and accounting for the fact that, in gen-
eral, d(rk,rl) 6= d(rl,rk) (e.g., due to one way streets). We now define a new travel value
Vi, j(x j(t), t) for passenger i when si(t) = 0 to include a third term not present in (3.16) as
follows:






+µ3 ·G j(t) (3.32)




Observe that when N j(t) = 0, G j(t) achieves its maximal value 1 since knowledge of ri has
no effect on any other passengers. When N j(t) =C, vehicle j has no space for passenger i,
hence G j(t) = 0.
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3.4.2 New Travel Value Function for passenger i when si(t) = j
In this case, we define
Q j(t) =
{
0 N j(t) = 0
1
(Nj(t)2 )2!
∑k∈Z j(t)∑l∈Z j(t) d(rk,rl) 2≤ N j(t)<C (3.33)
where Z j(t) = {k : sk(t) = j} and the new travel value function is






+µ3 ·G j(t) (3.34)
where µ1 + µ2 + µ3 = 1 and Q j(t) is defined in (3.33). Note that when N j(t) = 1, i is the
only passenger to be dropped off so that G j(t) attains its maximal value 1. Otherwise, Q j(t)
is the average distance among all drop-off locations and the larger Q j(t) is, the smaller the
contribution of the travel value term G j(t) is.
3.5 Simulation Results
We use the SUMO (Simulation of Urban Mobility) Behrisch et al. (2011) transportation
system simulator to evaluate our RHC for a MoDS applied to two traffic networks (in
Ann Arbor, MI and in New York City, NY). Among other convenient features, SUMO
may be employed to simulate large-scale traffic networks and to use traffic data and maps
from other sources, such as OpenStreetMap and VISUM. Vehicle speeds are set by the
simulation and they include random factors like different road speed limits, turns, traffic
lights, etc.
3.5.1 RHC for a MoDS in the Ann Arbor map
A MoDS for part of the Ann Arbor map is shown in Fig. 3·5. Green colored vehicles
are idle while red colored ones contain passengers to be served. A triangle along a road
indicates a waiting passenger. We pre-load in SUMO a fixed number of vehicles, while
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Figure 3·5: A MoDS in the Ann Arbor map.
passengers request service at random points in time as the simulation runs. Passenger
arrivals are modeled as a Poisson process with a rate of 3 passengers/min. The associated
origins and destinations are selected based on a uniform distribution over the map. Idle
vehicles are controlled so as to cruise along the main road on the map. The remaining
MoDS system parameters are selected as follows: C j = 4, T = 300 min, Wmax = 47 min,
Ymax = 47 min, D = 3000 m and the threshold in (3.29) is set at Θ = 0.3. We initially
assume that no advance drop-off information is available so all travel values are evaluate
according to (3.18).
In Table 3.2, the average waiting and traveling times under RHC are shown for differ-
ent weights ω in the Ann Arbor MoDS. The results are averaged over three independent
simulation runs. In this example, the number of pre-loaded vehicles is 7 and simulations
end after 30 passengers are delivered to associated destinations (which is within T = 300
min set above). In order to evaluate the performance of the MoDS at steady state, we allow
a simulation to “warm up” before starting to measure the 30 passengers served over the
course of a simulation run.
The first column of Table 3.2 shows different values of the weights ω as defined in (3.3)
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Figure 3·6: Waiting and traveling time histograms under different weights
ω for the Ann Arbor MoDS.
specifying the relative importance assigned to passenger waiting and traveling respectively.
As expected, emphasizing waiting results in larger vehicle occupancy and longer average
travel times. Moreover, a higher vehicle occupancy prevents a reduction in waiting times
because vehicles have a higher probability to be full. In Fig. 3·6 we provide the waiting
and traveling time histograms for all cases in Table 3.2.
In Table 3.3, we compare our RHC method with a greedy heuristic (GH) algorithm
(similar to Agatz et al. (2011)) which operates as follows. When passenger i joins the
MoDS and generates the pickup point oi, we evaluate the incremental cost this point incurs
to vehicle j ∈A(t) when placed in every possible position in this vehicle’s current destina-
tion sequence, as long as the capacity constraint N j(t)<C j is never violated. The optimal
position is the one that minimizes this incremental cost. Once this is done for all vehicles
j ∈ A(t), we select the minimal incremental cost incurred among all vehicles. Then, pas-
senger i is assigned to the associated vehicle. As seen in Table 3.3 with ω = 0.5, the RHC
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Figure 3·7: Comparison of waiting and traveling time histograms under
RHC and GH for the Ann Arbor MoDS (ω = 0.5).
algorithm achieves a substantially better weighted sum performance (approximately by a
factor of 2) averaged over three independent simulation runs. In Fig. 3·7 we compare the
associated waiting and traveling time histograms showing in greater detail the substantially
better performance of RHC relative to GH. Table 3.4 compares different vehicle numbers
when the delivered passenger number is 30 showing waiting and traveling times, vehicle
occupancy and the objective in (3.3). The larger the number of vehicles, the smaller the
achievable waiting and traveling times become, while the vehicle occupancy decreases.
This is intuitive since with fewer vehicles loaded, more of them are busy and passengers
have a high probability to share a vehicle with others so as to increase the waiting and trav-
eling time. Decreasing the number of vehicles eventually reaches a capacity limit below
which demand cannot be satisfied, leading to a drastic increase in waiting and traveling
times.
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Table 3.2: Average waiting and traveling times under RHC for different
weights ω in the Ann Arbor MoDS.
[ω,1−ω] Waiting Time [mins] Traveling Time [mins] Vehicle Occupancy
[0.05,0.95] 6.5 4.1 1.62
[0.5,0.5] 6.0 5.2 2.64
[0.95,0.05] 6.2 5.6 3.02
Figure 3·8: A MoDS covering an area of 10×10 blocks in New York City.
Table 3.3: Average waiting and traveling time [mins] comparisons for dif-
ferent MoDS control methods in the Ann Arbor MoDS when ω = 0.5.
Method Waiting Time Traveling Time Weighted Sum in (3.3)
RHC 6.5 4.1 0.113
GH 9.6 9.7 0.205
Table 3.4: Average waiting and traveling time [mins] comparisons for dif-
ferent numbers of vehicles in the Ann Arbor MoDS when ω = 0.5 under the
RHC method.
Vehicle Numbers Waiting Time Traveling Time Vehicle Occupancy Weighted Sum in (3.3)
4 11.0 5.5 2.93 0.176
7 6.5 4.1 2.64 0.113
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Table 3.5: Average waiting and traveling times under RHC for different
weights ω in the New York City MoDS with 8 vehicles.
[ω,1−ω] Waiting Time [mins] Traveling Time [mins] Vehicle Occupancy
[0.05,0.95] 9.1 7.8 1.96
[0.5,0.5] 11.9 9.0 2.59
[0.95,0.05] 10.3 10.2 3.06
Figure 3·9: Waiting and traveling time histograms under different weights
ω for the New York City MoDS with 8 vehicles.
3.5.2 RHC for a MoDS in the New York City map
A MoDS covering an area of 10×10 blocks in New York City is shown in Fig.3·8. In this
case, we generate passenger arrivals based on actual data from the NYC Taxi and Limou-
sine Commission which provides exact timing of user requests and the associated origins
and destinations. We pre-loaded 8 vehicles and run the simulations until 50 passengers are
served based on actual data from a weekday of January, 2016 (the approximate passenger
rate is 16 passengers/min). All other MoDS settings are the same as before.
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Table 3.6: Average waiting and traveling time [mins] comparisons for dif-
ferent MoDS control methods in the New York City MoDS with 8 vehicles
and ω = 0.5.
Method Waiting Time Traveling Time Weighted Sum in (3.3)
RHC 11.9 9.0 0.222
GH 21.5 17.0 0.410
Figure 3·10: Comparison of waiting and traveling time histograms under
RHC and GH in the New York City MoDS with 8 vehicles.
Table 3.7: Average waiting and traveling times under RHC for different
weights ω in the New York City MoDS with 28 vehicles.
[ω,1−ω] Waiting time [mins] Traveling time [mins] Vehicle Occupancy
[0.05,0.95] 4.1 8.1 2.07
[0.5,0.5] 5.2 12.4 2.79
[0.95,0.05] 7.0 12.6 2.83
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Figure 3·11: Waiting and traveling time histograms under different weights
ω for the New York City MoDS with 28 vehicles.
Table 3.8: Average waiting and traveling time [mins] comparisons under
RHC and GH in the New York City MoDS with 28 vehicles and ω = 0.5.
Method Waiting time Traveling time Weighted Sum in (3.3)
RHC 5.2 12.4 0.187
GH 16.1 16.6 0.348
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Figure 3·12: Comparisons of waiting and traveling time histograms be-
tween the RHC and GH methods in the New York City MoDS when the
vehicle number is 28.
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Table 3.9: Average waiting and traveling time [mins] comparisons for dif-
ferent numbers of vehicles in the New York City MODS when ω = 0.5 and
the delivered passenger number is 160 under the RHC method.
Vehicle Numbers Waiting Time Traveling Time Vehicle Occupancy Weighted Sum in (3.3)
28 5.2 12.4 2.79 0.187
38 3.5 10.7 2.31 0.151
In Table 3.5, the average waiting and traveling times under RHC are shown for different
weights ω in the New York City MoDS. The results are averaged over three independent
simulation runs. The first column of Table 3.5 shows different values of the weights ω
as defined in (3.3) specifying the relative importance assigned to passenger waiting and
traveling respectively. As in the case of the Ann Arbor MoDS, emphasizing waiting times
results in larger vehicle occupancy with longer average travel times. In Fig. 3·9 we provide
the waiting and traveling time histograms for all cases in Table 3.5.
In Table 3.6, we compare RHC with ω = 0.5 with the aforementioned greedy heuris-
tic algorithm GH in terms of the average waiting and traveling times. We can see once
again that the RHC algorithm achieves a substantially better performance. In Fig.3·10 we
compare the associated waiting and traveling time histograms for RHC relative to GH.
We have also tested a relatively long MoDS operation based on actual passenger data
from a weekday of January 2016. We pre-loaded 28 vehicles and run simulations until
160 passengers are served. All other settings are the same as before. Table 3.7 shows
the associated waiting and traveling times under different weights with similar results as
before. Figure 3·11 shows the associated waiting and traveling time histograms for all cases
in Table 3.7.
In Table 3.8, we compare RHC to the GH algorithm in terms of the average waiting and
traveling times with results consistent with those of Table 3.6.
Table 3.9 compares different numbers of vehicles (fleet size) when the delivered pas-
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Figure 3·13: Average real execution time for our RHC ALGO. when ω =
0.5.
Table 3.10: Average waiting and traveling time [mins] comparisons under
RHC and GH in the New York City MODS with 38 vehicles and ω = 0.5.
Method Waiting time Traveling time Weighted Sum in (3.3)
RHC 19.1 13.7 0.349
GH 61.4 19.0 0.855
senger number is 160 showing waiting and traveling times, vehicle occupancy and the
objective in (3.3) whose performance is consistent with that of Table 3.4.
Figure 3·13 shows real execution times of our RHC algorithm as a function of different
numbers of vehicles and passengers served.
We also tested a relatively longer MoDS operation with 38 vehicles based on the same
actual passenger data as before which generates 1000 passengers over approximately 1.2
“real” operation hours. Simulations will not end until 900 passengers are delivered. In
Table 3.11: Average waiting and traveling time [mins] comparisons under
RHCs with and without destination information in advance in the New York
City MODS with 5 vehicles, 15 passengers and ω = 0.5.
Method Waiting Time Traveling Time Weighted Sum in (3.3) Vehicle Occupancy Simulation Running Time [mins] Average Execution Time [sec]
RHC w/o dest. info. 7.96 8.55 0.176 1.45 0.5 0.1
RHC w dest. info. 6.67 11.15 0.190 1.67 14.5 21.7
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Table 3.10, we compare RHC to the GH algorithm in terms of the average waiting and
traveling times with results consistent with those of Table 3.6.
Finally, in Table 3.11, we compare the RHC algorithm with and without destination in-
formation in advance when the a service a requested. Our results indicate that the advance
destination information provides a modest improvement in waiting times and vehicle occu-
pancy counteracted by an increase in traveling times at the price of a dramatic increase in
RHC execution time along with tremendously long simulation running times.
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Chapter 4
Optimal Lane Change Maneuvers for
Cooperating Connected and Automated Vehicles
4.1 Problem Formulation for the Longitudinal Maneuver
We define xi(t) to be the longitudinal position of vehicle i along its current lane measured
with respect to a given origin, where we use i = 1,2,C,U . Vehicle U is uncontrollable and
C is the target attempting to change lanes. Similarly, vi(t) and ui(t) are vehicle i’s velocity
and (controllable) acceleration. The dynamics of vehicle i are
ẋi(t) = vi(t), v̇i(t) = ui(t) (4.1)
The maneuvers carried out by vehicles 1,2,C are initiated at time t0 and end at time t f . We
define di(vi(t)) to be the minimal safe distance between vehicle i and the one that precedes
it in its lane; this, in general, depends on the vehicle’s current speed. The control input and
speed are constrained as follows for all t ∈ [t0, t f ]:
uimin ≤ ui(t)≤ uimax, vimin ≤ vi(t)≤ vimax (4.2)
where uimax, uimin, vimax, vimin are the maximal and minimal acceleration (respectively
speed) limits. In Fig. 1·1, we control vehicles 1, 2 and C to complete a lane change
maneuver while minimizing the maneuver time and the corresponding energy consumption.
For each vehicle i = 1,2,C we formulate the following optimization problem assuming that
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xi(0) and vi(0) are given:











s.t. (4.1), (4.2) and
x1(t)− x2(t)≥ d2(v2(t)), t ∈ [0, t f ]
xU(t)− xC(t)≥ dC(vC(t)), t ∈ [0, t f ]
x1(t f )− xC(t f )≥ dC(vC(t f )), xC(t f )− x2(t f )≥ d2(v2(t f ))
where wt , wu are weights associated with the maneuver time t f and with a measure of the
total energy expended. The two terms in (4.3) need to be properly normalized, therefore,








, where ρ ∈ [0,1] and Tmax is a prespecified
upper bound on the maneuver time (e.g., Tmax = l/min{vimin}, i = 1,2,C,U , where l is
the distance to the next highway exit). Clearly, if ρ = 0 this problem reduces to an energy
minimization problem and if ρ = 1 it reduces to minimizing the maneuver time. The safe
distance is defined as di(vi(t)) = φvi(t)+ δ where φ is the headway time (the general rule
φ = 1.8 is usually adopted as in Vogel (2003)). It is shown in Zhang et al. (2017) and Rios-
Torres et al. (2015) that u2i (t) may be used as an approximation of energy as it captures the
monotonic dependence on acceleration while allowing us to derive an analytical solution.
As stated, the problem allows for a free terminal time t f and terminal state constraints
xi(t f ), vi(t f ). In the next section, we will specify the terminal time t f as the solution of
a minimization problem which allows each vehicle to specify a desired “aggressiveness
level” relative to the shortest possible maneuver time subject to (4.2). Based on that, we
will also specify xi(t f ), i = 1,2,C. Finally, with the derived terminal time and position, we
will derive the optimal control solution for every controllable CAV.
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4.2 Optimal Control Solution for the Longitudinal Maneuver
Terminal time specification. We begin by formulating the following minimization prob-




s.t. x1(0)+ v1(0)t f +0.5α1u1maxt2f
−xC(0)− vC(0)t f −0.5αCuCmaxt2f ≥ dC(vC(t f )) (4a)
xU(t f )− xC(0)− vC(0)t f
−0.5αCuCmint2f ≥ dC(vC(t f )) (4b)
xC(0)+ vC(0)t f +0.5αCuCmint2f
−x2(0)− v2(0)t f −0.5α2u2mint2f ≥ d2(v2(t f )) (4c)
where αi ∈ [0,1), i = 1,2,C is an “aggressiveness coefficient” for vehicle i which can be
preset by the driver. Observe that [xi(t0)+vi(t0)t f +0.5αiuimaxt2f ] is the terminal position of
i under control αiuimax. To minimize t f , vehicle 1 should accelerate and vehicle 2 decelerate
so as to increase the gap between them in Fig. 1·1. If C accelerates, then (4a) ensures the
safety constraint is still satisfied. If C has to decelerate because it is constrained by U , then
(4b) ensures that the safety constraint between U and C is satisfied and (4c) ensures that
the safety constraint between 2 and C is also satisfied. As we will subsequently show, the
optimal control of C is either always non-positive or always non-negative throughout [0, t f ]
so that either the first or the last two constraints are relevant to it. Naturally, a solution to
(4.4) may not exist, in which case we must iterate on the values of αi until one is possibly
identified. If that is not possible, then the maneuver is clearly aborted. If a solution t f
to (4.4) exists, we will specify a terminal position xi(t f ) next and check the feasibility of
(xi(t f ), t f ) later in this section.
Terminal position specifications. Assuming a solution t f is determined through (4.4),
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we next seek to specify terminal vehicle positions xi(t f ), i = 1,2,C, to be associated with
problem (4.3). To do so, we define
∆xi(t f ) = xi(t f )− xi(t0)− vi(t0)t f
which is the difference between the actual terminal position of i and its “ideal” terminal
position under constant speed vi(t0); this is ideal from the energy point of view in (4.5),
since (once t f is specified) the energy component is minimized when ui(t) = 0. Thus,
the energy-optimal value is ∆xi(t f ) = 0. We then seek terminal positions that minimize a








s.t. ∆xi(t f ) = xi(t f )− xi(0)− vi(t0)t f
x1(t f )− xC(t f )≥max{dC(vC(t))}
xC(t f )− x2(t f )≥max{d2(v2(t))}
xU(t f )− xC(t f )≥max{dC(vC(t))}
(4.5)
The max{·} values in (4.5) are assumed to be given by a prespecified maximum inter-
vehicle safe distance. However, as subsequently shown in Theorem 4.1, they actually turn
out to be the known initial or terminal values of d2(v2(t)) and dC(vC(t)). For example,
max{d2(v2(t))}= d2(v2(t0)) and max{dC(vC(t))}= dC(vC(t0)+uC maxt f ).
Lemma 4.1: The solution x∗i (t f ), i = 1,2,C, to (4.5) satisfies ∆x∗1(t f )≥ 0 and ∆x∗2(t f )≤
0.
Proof : See Appendix. 
In the next two subsections, we formulate and solve the optimal control problems for
vehicles 1, 2 and then C.
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4.2.1 Optimal Control of Vehicles 1 and 2
With the terminal time t f and longitudinal position xi(t f ), i = 1,2, set through (4.4) and














u22(t)dt s.t. (4.1), (4.2), x2(t f )≤ x2, f , (4.7)
x1(t)− x2(t)≥ d2(v2(t)), t ∈ [0, t f ]
where x1, f and x2, f are given above. In (4.7), we use an inequality x2(t f )≤ x2, f to describe
the terminal position constraint instead of the equality since it suffices for the distance
between the two vehicles to accommodate vehicle C while at the same time allowing for the
cost under a control with x2(t f )< x2, f to be smaller than under a control with x2(t f ) = x2, f .
In (4.6), there is no need to consider the case that x1(t f ) > x1, f since it is clear that the
optimal cost when x1(t f ) = x1, f is always smaller compared to x1(t f )> x1, f .
The next result establishes the fact that the solution of these two problems involves
vehicle 1 never decelerating and vehicle 2 never accelerating.
Theorem 4.1 The optimal control in (4.6) is u∗1(t)≥ 0 and the optimal control in (4.7)
is u∗2(t)≤ 0.
Proof :See Appendix. 
Based on Theorem 4.1, in addition to showing that vehicle 1 never decelerates and ve-
hicle 2 never accelerates, we also eliminate the safe distance constraint in (4.7) since the
distance between the vehicles will increase in the course of the maneuver and the last two
safety constraints in (4.3) ensure that this distance is eventually large enough to accommo-
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u22(t)dt s.t. (4.1), (4.2), x2(t f ) = x2, f (4.8)
Figure 4·1: The feasible state set of controllable vehicles in the left lane.
Feasible terminal state set. The constraints in (4.2) limit the sets of feasible terminal
conditions (xi, f , t f ), i = 1,2,C as shown in Fig. 4·1 where the feasible set is the unshaded
area defined as follows for each i = 1,2,C:
(i) Vehicle i cannot reach xi, f under its maximal acceleration if uimaxt f + vi,0 ≤ vimax
and vi,0t f +0.5uimaxt2f < xi, f − xi,0.
(ii) Vehicle i cannot reach xi, f under its maximal acceleration after attaining its maximal
velocity if uimaxt f + vi,0 > vimax and vimax(t f −
vimax−vi,0
uimax




(iii) Vehicle i exceeds xi, f under the minimal acceleration if uimint f + vi,0 ≥ vimin and
vi,0t f +0.5uimint2f > xi, f − xi,0.
(iv) Vehicle i exceeds xi, f under the minimal acceleration after attaining its minimal
velocity if uimint f + vi,0 < vimin and vimin(t f −
vimin−vi,0
uimin







In addition, vehicle C must also satisfy a safety distance constraint with respect to
vehicle U , hence if xC, f > xU(0)+ vU t f −dC(v2(t f )), there is no feasible solution.
Note that if an optimal t f is determined in (4.4) and the solution of (4.5) guarantees that
xi(t f ), i = 1,2,C, do not violate the safety constraints, (xi, f , t f ) is expected to be feasible.
However, if (xi, f , t f ) is infeasible for vehicle i, then the following algorithm is used to find




t f = βt f , β > 1 ;
Solve (4.5) to obtain new xi, f with updated t f ;




In the above, the adjustable coefficient β is used to relax the maneuver time t f so as
to accommodate one or more of the constraints in Fig. 4·1 until a feasible (xi, f , t f ) is
identified.
Solution of problem (4.6). We can now proceed to derive an explicit solution for (4.6)
taking advantage of Theorem 4.1. We begin by writing the Hamiltionian and associated









where λ(t) = [λv(t),λx(t)]T is the costate vector and η = [η1(t), ...,η4(t)]T . In view of
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The explicit solution of (4.6) is given next.




1(t) be a solution of (4.6). Then,






v1,0− v∗1(t f )+(τ− t0)u∗1(t0)
] (4.12)
where τ ∈ [t0, t f ) is the first time that v∗1(τ) = v1max and τ = t f if v1max is never reached.
Proof : See Appendix. 
The expression in (4.12) provides sufficient information to allow the explicit evaluation
of u∗1(t) over all t ∈ [t0, t f ]. In particular, either u∗1(t) = u1max or it is the solution of the
simple quadratic minimization problem in (4.12). Furthermore, following a derivation sim-
ilar to that in Meng and Cassandras (2018) we can obtain the optimal cost J∗1(t f ) in (4.6)
based on several cases depending on the initial acceleration u∗1,0 ≡ u∗1(t0) and the terminal
velocity v∗1(t f ) which can be explicitly evaluated as in Meng and Cassandras (2018). The
final optimal cost is the minimal among all possible values obtained.
Case I: u∗1,0 = u1max and u̇
∗
1(t) = 0. If t f <
v1max−v1,0
u1max
, then u∗1(t) = u1max for all t ∈ [0, t f ].
Otherwise, when v1(t) = v1max, the control switches to u∗1(t) = 0. Therefore,






1max(t f − t0)





Case II: u∗1,0 = u1max and v
∗
1(t f ) = v1max. We define t1 as the time that u
∗
1(t) begins to
decrease and τ as the first time that u∗1(τ) = 0. Thus, u
∗
1(t) is a piecewise linear function of
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time t and (following calculations similar to those in Meng and Cassandras (2018)):







[v1,0− v1max +(τ− t0)u1max]2
(4.14)
Using similar calculations, we summarize below the remaining three cases:
Case III:
u∗1,0 = u1max
v∗1(t f )< v1max







v∗1(t f ) = v1max







v∗1(t f )< v1max
J∗1(t f ) =
3
2
[x1, f − v1,0(t f − t0)]2
(t f − t0)3
Solution of problem (4.7). Similar to the solution of (4.6), we can derive an explicit
solution for (4.8) taking advantage of Theorem 4.1 and obtain the following result.




2(t) be a solution of (4.8). Then,






v∗2(t f )− v2,0− (τ− t0)u∗2(t0)
] (4.15)
where τ ∈ [t0, t f ) is the first time that v∗2(τ) = v2min and τ = t f if v2min is never reached.
Proof : See Appendix. 
We can also obtain the optimal cost J∗2(t f ) in (4.7) based on several cases depending
on the initial acceleration u∗2,0 and the terminal velocity v
∗
2(t f ) which can be explicitly
evaluated as in Meng and Cassandras (2018). In what follows, we define t1 as the time that
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v∗2(t f ) = v2min












v∗2(t f )> v2min





v∗2(t f ) = v2min







v∗2(t f ) = v2min
J∗2(t f ) =
3
2
[x2, f − v2,0(t f − t0)]2
(t f − t0)3
4.2.2 Optimal Control of Vehicle C
Unlike (4.6) and (4.8), deriving the optimal control of vehicle C as in Fig. 1·1 is more
challenging. First, since we need to keep a safe distance between vehicles C and U , a con-









s.t. (4.1), (4.2), xC(t f ) = xC, f , t ∈ [0, t f ]
xU(0)+ vU t− xC(t)≥ dC(vC(t))
(4.16)
in which dC(vC(t)) is time-varying. To simplify (4.16), we use dC as a constant value
instead of dC(vC(t)). Especially, users can set dC ≡max{dC} to derive a more conservative
constraint still ensuring that the original one is not violated (the problem with dC(vC(t)) =
φvC(t) + δ can still be solved at the expense of added complexity and is the subject of
ongoing research).
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+η3(t)(vC(t)− vC max)+η4(t)(vC min− vC(t))
+η5(t)(xC(t)− xU(0)− vU(0)t +dC)











when none of the constraints is active along an optimal trajectory. In order to account for
the constraints becoming active, we identify several cases depending on the terminal states
of vehicles U and C. Let us define x̄C(t f ) to be the terminal position of C if uC(t) = 0
for all t ∈ [0, t f ]. The relationship between x̄C(t f ) and xC(t f ) is critical. In particular, if
x̄C(t f )< xC(t f ), vehicle C must accelerate in order satisfy the terminal position constraint.
Otherwise, C must decelerate. Also critical is the value of xU(t f )− dC, i.e., the upper
bound of the safe terminal position of C. In addition, during the entire maneuver process,
we require that xC(t)≤ xU(t)−dC.
We begin with the 3! cases for ordering xC(t f ), x̄C(t f ) and xU(t f )− dC as follows:
x̄C(t f ) ≤ xC(t f ) ≤ xU(t f )− dC; x̄C(t f ) ≤ xU(t f )− dC ≤ xC(t f );xC(t f ) ≤ x̄C(t f ) ≤ xU(t f )−
dC;xC(t f ) ≤ xU(t f )− dC ≤ x̄C(t f );xU(t f )− dC ≤ x̄C(t f ) ≤ xC(t f );xU(t f )− dC ≤ xC(t f ) ≤
x̄C(t f ). Fortunately, we can exclude several cases as infeasible because xC(t f )≤ xU(t f )−
dC is a necessary condition to have feasible solutions. This leaves three remaining cases as
follows. Case 1: x̄C(t f ) ≤ xC(t f ) ≤ xU(t f )− dC. Case 2: xC(t f ) ≤ x̄C(t f ) ≤ xU(t f )− dC.
Case 3: xC(t f )≤ xU(t f )−dC ≤ x̄C(t f ).
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Figure 4·2: The three feasible cases for the optimal maneuver of vehicle C.
These are visualized in Fig. 4·2. The following results provide structural properties of
the optimal solution (4.18) depending on which case applies.
Lemma 4.2: If xU(0)+ vU(0)t− xC(t) = dC, then vC(t) = vU(0), t ∈ [0, t f ].
Proof : See Appendix. 
Theorem 4.4 [Case 1 in Fig. 4·2]: If x̄C(t f )≤ xC(t f )≤ xU(t f )−dC, then u∗C(t)≥ 0 and
η∗5(t) = 0 for all t ∈ [0, t f ).
Proof : See Appendix. 
Theorem 4.5 [Case 2 in Fig. 4·2]: If xC(t f )≤ x̄C(t f )≤ xU(t f )−dC, then u∗C(t)≤ 0 and
η∗5(t) = 0 for all t ∈ [0, t f ).
Proof : The proof is similar to that of Theorem 4.4 and is omitted. 
Theorem 4.6 [Case 3 in Fig. 4·2] If xC(t f )≤ xU(t f )−dC ≤ x̄C(t f ), then u∗C(t)≤ 0.
Proof : See Appendix. 
Based on Theorems 4.4,4.5, Cases 1,2 in Fig. 4·2 can be solved without the safety
constraint in (4.16) since we have shown that η∗5(t) = 0. Therefore, the optimal control
is the same as that derived for vehicles 1 and 2 in Theorems 4.2,4.3. This leaves only
Case 3 to analyze. We proceed by first solving (4.16) without the safety constraint, so
it reduces to the solution in Theorem 4.3, since we know that u∗C(t) ≤ 0. If a feasible
optimal solution exists, then the problem is solved. Otherwise, we need to re-solve the
problem in order to determine an optimal trajectory that includes at least one arc in which
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xU(0)+ vU(0)t− x∗C(t)−dC = 0.
Based on Lemma 4.2, there exists a time τ1 ∈ (0, t f ) that satisfies vC(τ1) = vU(0) and
xC(τ1) = xU(0)+ vU(0)τ1− dC ≡ a (it is easy to see that there is at most one such con-
strained arc, since vC(t) = vU(0) as soon as this arc is entered.) We then split problem
















u2C(t)dt s.t. (4.1), (4.2),
xC(τ1) = a, vC(τ1) = vU(0), xC(t f ) = xc f , t ∈ [τ1, t f ]
(4.20)
where (4.19) has a fixed terminal time τ1 (to be determined), position a, and speed vU(0),
while (4.20) has a fixed terminal time t f and position xC, f with given xC(τ1) = a.
Let us first solve (4.19). Since u∗C(t) ≤ 0 and the terminal speed is vU(0), only the
acceleration constraint uC min−uC ≤ 0 can be active in [0,τ1]. Suppose that this constraint
becomes active at time τ2 < τ1. Since uC min− uC is independent of t, xC(t), and vC(t),
it follows (see Bryson (2018)) that there are no discontinuities in the Hamiltonian or the
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2 )] = 0
Therefore, either u∗C(τ
−










2 ) based on (4.18). Either condition
used in the above equation leads to the conclusion that u∗C(τ
−








Let us now evaluate the objective function in (4.19) as a function of τ1 and a, denoting
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it by J1(τ1,a), under optimal control. In view of (4.18), there are two cases.
(a) u∗C(t) = uCmin for t ∈ [0,τ2), u∗C(t) = −λv(t) for t ∈ [τ2,τ1]. As in the proof of
Theorem 4.2, the costate equations are λ̇v(t) = −λx(t) and λ̇x(t) = 0. Therefore, λv(t) =
ct−b where b,c are to be determined. It follows that
u∗C(t) = c(t− τ2)+uCmin, t ∈ [τ2,τ1) (4.21)
and the following boundary conditions hold:
vC(τ2) = vC(0)+uCminτ2 (4.22)
























































9(a− xC(0)− vU τ1 +0.5uCminτ21)
(4.25)
Proceeding to the second subproblem (4.20), note that the control at the entry point
of the constrained arc at time τ1 is no longer guaranteed to be continuous. This problem
is of the same form as the optimal control problem for vehicle 2 in (4.8) whose solution
is given in Theorem 4.3, except that initial conditions now apply at time τ1 as given in
(4.20). Proceeding exactly as before, we can obtain the cost J2(τ1,a) under optimal control.
Adding the two costs, we obtain JC(τ1,a) = J1(τ1,a) + J2(τ1,a) in (4.16). This results
in a simple nonlinear programming problem whose solution (τ∗1,a






= 0. Finally, the optimal control is the one corresponding to
(τ∗1,a
∗).
Based on our analysis, we find that Case 3 is the only one where the safety constraint
may become active. This provides an option to the vehicle C controller: if Case 3 ap-
plies, the maneuver may either be implemented or it may be delayed until the conditions
change to either one of Cases 1,2 so as avoid the more complex situation that arises through
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(4.19),(4.20). As already stated, a lane change maneuver contains two components: a lon-
gitudinal part and a lateral part. We will next address the lateral maneuver component.
4.3 Lateral Maneuver
Let tL0 be the start time of the lateral phase of the lane-change maneuver. The most con-
servative approach is to set tL0 = t f , the optimal terminal time of the longitudinal phase as
determined through (4.4). However, depending on the “aggressiveness” of a driver we may
select tL0 ≤ t f as further discussed in Section V.
The vehicle dynamics used during the lateral maneuver are expressed as
Figure 4·3: Vehicle model over the lateral maneuver.
ẋ(t) = v(t)cosθ(t), ẏ(t) = v(t)sinθ(t)
θ̇(t) = v(t)tanφ(t)/Lw, φ̇(t) = ω(t)
(4.26)
where the physical interpretation of all variables above is shown in Fig. 4·3. In addition,
we impose physical constraints as follows:
|φ(t)| ≤ φmax, |θ(t)| ≤ θmax (4.27)
The associated initial conditions are φ(tL0 ) = 0, θ(t
L
0 ) = 0, y(t
L
0 ) = 0. The terminal time is
defined as tLf and the associated terminal conditions are
φ(tLf ) = 0, θ(t
L
f ) = 0, y(t
L
f ) = l (4.28)
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s.t. (4.26), (4.27), (4.28)
where the objective function combines both the lateral maneuver time and the associated
energy of the controllable vehicle. The two terms in (4.29) need to be properly normalized,






, where ρL ∈ [0,1] and T Lf max is set based on an
empirical value as shown later in simulation results. We assume that v(t) = v is constant
over the lateral maneuver, which is reasonable since we will show that the lateral phase
time is small compared to the longitudinal phase we have already studied.
In solving (4.29), there are two main challenges: (i) the problem is overconstrained
due to the given initial and terminal conditions, and (ii) the high nonlinearity of the vehi-
cle dynamics in (4.26) Li et al. (2017). We provide next three approaches to solving the
problem.
4.3.1 Numerical Solution
Problem (4.29) may be solved using a standard numerical solver for optimal control prob-
lems. We have used the TomLab Toolbox, a commercial solver for optimal control prob-
lems, to obtain an optimal solution. An example optimal trajectory of φ(t) is shown in Fig.
4·12 where it is clear that this trajectory is piecewise linear and symmetric as one might
expect for such a maneuver. Thus, a generic optimal trajectory is as shown in Fig. 4·4.
We will exploit this structure to seek an optimal solution which can be obtained in a much
simpler way, hence it is also computationally much more efficient.
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4.3.2 Parametric Optimization Method
Since numerical solutions reveal the structure of an optimal trajectory to be as shown in
Fig. 4·4, we can formulate a parametric optimization problem where we seek to optimize
the values of the parameters c, b (the slopes of the three linear segments of the trajectory)
and τ1 (the end time of the first linear segment). Therefore, the dynamics of φ(t) on an






if t ≤ τ1
if τ1 < t ≤ (tL0 + tLf )/2
(4.30)
where τ1 = b(tL0 +t
L










if t ≤ τ1
if τ1 < t ≤ (tL0 + tLf )/2







if t ≤ τ1
if τ1 < t ≤ (tL0 + tLf )/2 (4.31)
Using the expression above for θ(t) from (4.26), we can also derive an expression for
y(t) on an optimal trajectory. Unfortunately, the complexity of (4.31) makes it difficult to
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obtain an exact numerical value for y(t); instead, we approximate y(t) using a 10th order
polynomial expression where the coefficients can be expressed as functions of c, b and τ1.
Then we reformulate (4.29) as a parametric optimization problem in terms of c, b and τ1 so
as to obtain their optimal values c∗, b∗ and τ∗1. To compensate for the approximation error
in y(t), we need to adjust the parameters so as to ensure that the controllable vehicle can
arrive at the terminal position when t = t fL . Based on the optimal parameters we obtain, we
adjust τ∗1 to ensure that the actual terminal position is l/2 when t = t
f
L .
4.3.3 Control Barrier Function Method
Barrier functions (BFs) are Lyapunov-like functions which have recently been used in veri-
fication and control problems. Control BFs (CBFs) are extensions of BFs which, combined
with control Lyapunov functions (CLFs), have been shown to allow constrained optimal
control problems to be mapped onto a sequence of quadratic programs (QPs) for nonlinear
systems that are affine in controls and can be solved in real time Xiao et al. (2019c),Ames
et al. (2012). We briefly review next the fundamental definitions and results which will
allow us to use this approach in order to solve (4.29).
Definition 1 (Class K function Khalil (2002)) A continuous function κ : [0,k)→ [0,∞),k>
0 is said to belong to class K if it is strictly increasing and κ(0) = 0.
Consider an affine control system of the form
ṡ = f (s)+g(s)u (4.32)
where s ∈ Rn, f : Rn→ Rn and g : Rn→ Rn×q are locally Lipschitz, and u ∈U ⊂ Rq (U
denotes the control constraint set). Solutions s(t) of (4.32), starting at s(t0), t ≥ t0, are
forward complete.
Definition 2 (Xiao et al. (2019b)) A set C⊂Rn is forward invariant for system (4.32) if its
solutions starting at all s(t0) ∈C satisfy s(t) ∈C for ∀t ≥ t0.
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Definition 3 (Xiao et al. (2019b)) Control barrier function (CBF): Let C := {s ∈ Rn :
h(s) ≥ 0}, where h : Rn → R is continuously differentiable. A function B : C → R is a
control barrier function (CBF) for system (4.32) if there exist class K functions β1,β2 and











for all s ∈ Int(C), where L f ,Lg denote the Lie derivatives along f and g, respectively, and
Int(C) is the interior of C.
Theorem 4.7 (Xiao et al. (2019b)) Given a CBF B, any Lipschitz continuous controller
u ∈ Kcb f (s), with




renders set C forward invariant for affine control system (4.32).
Definition 4 (Control Lyapunov function (CLF) Ames et al. (2012)) A continuously differ-
entiable function V : Rn→ R is a globally and exponentially stabilizing control Lyapunov
function (CLF) for system (4.32) if there exist constants c1 > 0,c2 > 0,c3 > 0 such that
c1||s||2 ≤V (s)≤ c2||s||2 and for ∀s ∈ Rn:
in f
u∈U
[L fV (s)+LgV (s)u+ c3V (s)]≤ 0.
Theorem 4.8 (Ames et al. (2012)) Given an exponentially stabilizing CLF V as in Def.
4, any Lipschitz continuous controller u ∈ Kcl f (s), with
Kcl f (s) := {u ∈U : L fV (s)+LgV (s)u+ c3V (s)≤ 0},
exponentially stabilizes system (4.32) to its zero dynamics (defined by the dynamics of the















f )]. Exploiting the symmetry of the solution (see Fig. 4·4),
we solve the problem for the first phase without the terminal condition regarding θ(t), and
then mirror the optimal trajectory for the second phase as in Fig. 4·4. The whole symmetric
trajectory of θ(t) around t = (tL0 + t
f
L )/2 can guarantee that all terminal conditions in (4.28)
can be satisfied since θ(tL0 ) = θ(t
L
f ) = 0. Therefore, for the first phase, we use CBFs to map
terminal constraints and limitations from states θ(t), y(t) onto the controllable parameter
φ(t).
Referring to Definition 3, let γ = 1 and Bq(s(t)) = 1hq(s(t)) where h1(s(t)) = φmax−
φ(t), h2(s(t)) = θmax−θ(t), h3(s(t)) = θ(t) and h4(s(t)) = [y f /2−y(t)]2−φ(t). Note that
h4(s(t)) is an artificial constraint which ensures that when y(t) = y f /2, we have φ(t) = 0.
We define V (s(t)) = (θ(t)−θmax)2 as the CLF so as to minimize the maneuver time since
the lower bound of the maneuver time is achieved when θmax is attained.




L )/2] into a series of time steps {[tL0 +
k∆t, tL0 +(k+1)∆t]},k = 0,1,2, . . . . Over each time step, we assume that the control φ(t) is
constant. Applying the CBF method, over each time interval [tL0 , t
L








2(t)dt + pδ2(t) (4.33)
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where p denotes a weight coefficient and δ(t) is a relaxation variable which we seek to
minimize in a quadratic sense.
After solving a QP over each time step, we will obtain an optimal φ(t) for (4.33). Based
on this optimal solution, we update all states and repeat the process of solving (4.33) over
the next time step until y(t) = y f /2.
4.4 Combination of Longitudinal and Lateral Maneuvers
After addressing the longitudinal and lateral maneuver components separately, we next
consider how to integrate them into a complete lane change maneuver. The initial time
Figure 4·5: Maneuver aggressiveness.
tL0 for the lateral maneuver phase is associated with a preset driver “aggressiveness” level,
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similar to the way we addressed the problem of minimizing the longitudinal maneuver
time in (4.4). As illustrated in Fig. 4·5, the mildest (most conservative) approach is to not
execute the lateral maneuver until the longitudinal phase is complete, i.e., set tL0 = t f . At
the other extreme, the most aggressive approach is determined by the earliest time that any
adjacent vehicle along the longitudinal direction can be guaranteed to not collide with the
controllable CAV C.
Let us define the earliest times when CAV C has reached a safe distance form each of
the other three CAVs involved in the longitudinal maneuver in Fig. 1·1:
ta1 = min{t ∈ [t0, t f ] : x1(t)− xC(t)≥ Lv}
ta2 = min{t ∈ [t0, t f ] : xC(t)− x2(t)≥ Lv}
taU = min{t ∈ [t0, t f ] : xU(t)− xC(t)≥ Lv}
where Lv is a safe distance constant, typically determined by the length of the controllable
CAV. Depending on which of Cases 1,2,3 in Fig. 4·2 applies, we then set tL0 = ta as follows:
ta = max{ta1 , ta2} if Case 1 applies
ta = max{ta1 , ta2 , taU} if Case 2 or 3 applies
where in Case 1 we know that the safe distance constraint between CAVs U and C which
will never be violated and, therefore, it need not be included.
The above time tL0 = t
a may not always be feasible. Since we assume v(t) to be constant
over the lateral maneuver, there is still a risk that vehicles may collide under an aggressive
setting. In order to guarantee no collision between any vehicle, we use Algorithm 2 which
makes use of the following definitions. First, let x̂C(xC(tL0 ),vC(t
L
0 ), t) be the position tra-
jectory of CAV C along the longitudinal direction over the lateral maneuver. Note that
x̂C(xC(tL0 ),vC(t
L




0 ) and on the optimal control solution method
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used in Section IV. Next, we define the following collision avoidance (CA) condition:
(CA) ∀t ∈ [tL0 , tLf ] : x1(t)− x̂C(xC(tL0 ),vC(tL0 ), t)≥ Lv
x̂C(xC(tL0 ),vC(t
L
0 ), t)− x2(t)≥ Lv
xU(t)− x̂C(xC(tL0 ),vC(tL0 ), t)≥ Lv
We use Algorithm 2 to check whether condition (CA) is satisfied in order to apply the
lateral maneuver. As we increase tL0 , the chance that (CA) is satisfied will also increase.
Note that when tL0 = t f , the distance between any adjacent vehicle is no less than the safety
distance which is large enough to ensure that no collision occurs.
if t ≥ ta then
judge=1;
while judge=1 do
Calculate x̂C at the current time;
if (CA) is satisfied then






Algorithm 2: Determine the initial time of the lateral maneuver.
4.5 Simulation Results
In this section, we provide simulation results illustrating the time and energy-optimal op-
timal maneuver controller we have derived and compare its performance to a baseline of
human-driven vehicles. In what follows, we set the minimal and maximal vehicle speeds
to 1m/s and 33m/s respectively and the maximal acceleration and deceleration to 3.3m/s2
and −7m/s2 respectively. The aggressiveness coefficients αi, i = 1,2,C in (4.4) are set as
α1 = 0.3, α2 = 0.3 and αC = 0.2.
Longitudinal maneuver: Case 1 in Fig. 4·2. We set x1(t0) = 90m, v1(t0) = 13m/s,
xU(t0) = 100m, vU(t0) = 9m/s, x2(t0) = 50m, v2(t0) = 18m/s and xC(t0) = 13m, vC(t0) =
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10m/s. Solving (4.4), we derive t f = 28.14s and after solving (4.5), we obtain x1(t f ) =
455.8m, xC(t f ) = 303.24m and x2(t f ) = 273.24m. Figures 4·6-4·7 show the optimal tra-
jectories of all controllable vehicles. In Fig. 4·6, CAV 1 maintains a constant velocity
which contributes a zero value to the cost in (4.6), while the velocity of CAV 2 decreases
to create space for CAV C to change lanes. The optimal trajectory of CAV C in Fig. 4·7 is
obtained without considering the safety constraint because of Theorem 4.4. CAV C keeps
on accelerating and the safety distance constraint is never violated.
Figure 4·6: Optimal position trajectories of vehicle 1 and 2 in Case 1 of
Fig. 4·2.
Longitudinal maneuver: Case 2 in Fig. 4·2. We set x1(0) = 70m, v1(0) = 13m/s,
x2(0) = 30m, v2(0) = 18m/s, xC(0) = 13m, vC(0) = 12m/s, xU(0) = 80m, vU(0) = 10m/s.
Solving (4.4) and (4.5), we derive t f = 21.4s and x1(t f ) = 348.37m, x2(t f ) = 214.13m,
xC(t f ) = 244.13m. Figure 4·8 shows the optimal trajectories of CAVs 1,2 in which 1 is
cruising with a constant speed and the associated energy cost is zero, while the velocity of
CAV 2 decreases. Figure 4·9 shows the optimal trajectory of CAV C which, once again, is
obtained without considering the safety constraint based on Theorem 4.5. CAV C deceler-
ates to ensure it satisfies its terminal position while the safety constraint is never violated.
We also provide a comparison between the optimal control (OC) method and the control
barrier function (CBF) method Xiao et al. (2019b) for all controllable vehicles in this case.
As we force the terminal time under the CBF method the same with that of the optimal con-
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Figure 4·7: Optimal trajectories of vehicle C in Case 1 of Fig. 4·2.
trol method, the corresponding energy consumption is 12.6m2/s3, smaller than that under
the optimal control method, 29.7m2/s3. As stated in Xiao et al. (2019b), compared with
the optimal control method, CBF sacrifices the optimality to deal with nonlinear dynamic
models and complex problems.
Longitudinal maneuver: Case 3 in Fig. 4·2. We set x1(0) = 40m, v1(0) = 11m/s,
xU(0) = 40m, vU(0) = 8m/s x2(0) = 10m, v2(0) = 23m/s, xC(0) = 13m, vC(0) = 19m/s.
Solving (4.4) and (4.5), we derive t f = 14.49s and x1(t f )= 199.37m, x2(t f )= 75m, xC(t f )=
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Figure 4·8: Optimal position trajectories of vehicle 1 and 2 in Case 2 of
Fig. 4·2.
105.9m. The optimal trajectories of CAVs 1,2 are shown in Fig. 4·10. In this case, CAV 1
accelerates and CAV 2 decelerates in order to create space for CAV C. For CAV C, we first
solve the optimal control problem (4.16) without considering the safety constraint and find
that it actually becomes active. Therefore, we proceed with the two subproblems (4.19) and
(4.20) to derive the true optimal trajectories. We obtained a∗ = 43m and τ∗1 = 3.2s, and Fig.
4·11 shows the optimal trajectory of CAV C. Observe that C decelerates over the maneuver
and the safety distance constraint is active at τ∗1 = 3.2s when there is a jump in the acceler-
ation trajectory. Following that, CAV C continues decelerating until it reaches its terminal
position. The computational time is around 2.3s using MATLAB R2016b on a computer
with a 4-core CPU, Intel(R) Core(TM) i7-6700HQ@2.6GHz and a 16.0GB RAM.
Longitudinal maneuver: We include some simulation results in Table 4.1 over dif-
ferent values of the aggressiveness parameters under the initial conditions: x1(t0) = 40m,
v1(t0) = 7m/s, xU(t0) = 100m, vU(t0) = 9m/s, x2(t0) = 10m, v2(t0) = 18m/s and xC(t0) =
13m, vC(t0) = 10m/s. Note that aggressiveness only impacts the terminal time and terminal
position of every controllable CAV without affecting the solution approach.
Lateral Maneuver: We set T Lf max = 4s, l = 3.8m, Lw = 4m, v = 11m/s, θmax =
0.576, φmax = 0.2, and ρL = 0.5 in (4.33). Solutions provided by Tomlab, the parametric
optimization method (POM) and CBF are compared in the following. Fig. 4·12 shows
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Figure 4·9: Optimal trajectories of vehicle C in Case 2 of Fig. 4·2.
the trajectory of y∗(t), θ∗(t) and φ∗(t) under the Tomlab. The maneuver time is 3.1s and
associated energy consumption is 3.8× 10−3. Figures 4·12 also shows the trajectories of
the solutions under the POM and CBF methods respectively. The associated maneuver time
and energy consumption are shown in Table. 4.2. We find that the CBF achieves the least
energy consumption while the POM achieves the least maneuver time. Finally, note that the
lateral maneuver time is around 3s under all three methods. This value is relatively small
compared with the longitudinal maneuver time, which makes the assumption that v(t) is
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Figure 4·10: Optimal position trajectories of vehicle 1 and 2 in Case 3 of
Fig. 4·2 .





10 0.7 0.7 0.2
12 0.7 0.5 0.2
24 0.5 0.5 0.2
28 0.5 0.3 0.2
constant over the lateral maneuver reasonable. The computational time for POM is around
0.08s and that of the CBF method around 0.70s making them both suitable for real-time
implementation. The computational time of the numerical solution using TomLab is 5s
which is significantly larger.
Comparison of optimal maneuver control and human-driven vehicles: We use stan-
dard car-following models in the commercial SUMO simulator to simulate a lane change
maneuver implemented by human-driven vehicles with the requirement that vehicle C
changes lanes between vehicles 1 and 2. We considered all cases in Fig. 4·2 with both
CAVs and human-driven vehicles sharing the same initial states as shown in Table 4.3. The
associated energy consumption is shown in Table 4.4 and provides evidence of savings in
the range 43−59% over all three cases.
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Figure 4·11: Optimal trajectories of vehicle C in Case 3 of Fig. 4·2.
4.6 Multiple Lane Change Maneuvers Simultaneously
4.6.1 Policy to implement Multiple Lane Change Maneuvers
Fig. 4·13 shows a scenario where multiple vehicles in the right lane intend to change lanes.
We will give out a policy to complete lane change maneuvers simultaneously. Key steps
are provided as follows:
1. Confirm the number of CAVs to form a group in both lanes so as to cooperatively
implement lane change maneuvers.
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Table 4.2: Comparisons of different methods in lateral maneuver
XXXXXXXXXXXXMethods
Results
Maneuver Time [sec.] Energy[×10−3] Value of the objective in (4.29) with ρL = 0.5
Tomlab 3.1 3.8 0.44
POM 3.0 1.6 0.40
CBF 3.5 1.2 0.45
Table 4.3: Initial states of vehicles
PPPPPPPPPCases
States
x1(0)[m] v1(0)[m/s] x2(0)[m] v2(0)[m/s] xC(0)[m] vC(0)[m/s] xU(0)[m] vU(0)[m/s] dC[m]
(1) 95 13 0 18 13 10 120 9 30
(2) 120 13 30 18 13 16 100 10 30
(3) 100 11 10 23 213 19 290 8 30
We first choose the number of target vehicles in the right lane. Over a tentative longi-
tudinal maneuver time window [0, t f ] where t f is set as 20s empirically, we decide whether
each target vehicle Ci, i > 1, following C1 will be treated independently or not. If xC2(0)+
vC2(0)t f +0.5umaxt
2
f < xC1(0)+ vC1(0)t f −0.5umint2f and vC2(t) ≤ vmax,vC1(t) ≥ vmin,∀t ∈
(0, t f ), vehicle C2 is controlled separately because vehicle C2 even running with a maximal
acceleration will not collide with the front vehicle C1 with a maximal deceleration. Other-
wise, they form a group. Then, we use the same criterion to decide C3, and so on so forth.
Finally, we have a group of target vehicles {C1, ...,Cend}.
Then, we choose the number of CAVs in the left lane for the group. To simplify no-
tations, all vehicles without the prefix C and U in the name are considered moving in the
left lane. If all vehicles in the left lane are controllable, we choose the first cooperative
vehicle i in the left lane as the one strictly ahead of vehicle U along the road direction. In
simple terms, i is the vehicle satisfying xi = min{xk|xU(t) < xk(t),∀k}. The last cooper-
ative vehicle j in the left lane is the one strictly behind the last target vehicle in the right
lane along the road direction, i.e., it satisfies x j = max{xk|xCend(t) > xk(t),∀k}. If there is
an uncontrollable vehicle i in the left lane among CAVs, we would decouple and adjust the
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Figure 4·12: Optimal trajectories of vehicle C over the lateral maneuver.
target vehicle group in the right lane as follows. If vehicle m is the uncontrollable vehicle
in the left lane and xCk+1(t)< xm(t)< xCk(t), we decompose the target vehicle group in the
right lane into two sub-groups, {C1, ...,Ck} and {Ck+1, ...,Cend}. For example, in Fig. 4·13,
if vehicle 5 is uncontrollable, the target set {C1,C2,C3} will be decomposed to {C1,C2}
and {C3} which are controlled independently and sequentially.
2. Calculate optimal solutions for every CAV in the group.
We define si,i+1 to represent the space between two adjacent vehicles i and i+1 along
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Table 4.4: Energy comparison: CAVs vs Human-driven vehicles
hhhhhhhhhhhhhhhhhhCases
Energy Consumption
CAVs Human-driven Vehicles Improvement
(1) 6.8 16.4 59%
(2) 23.0 46.0 50%
(3) 59.5 103.5 43%
Figure 4·13: Multiple lane change maneuvers.
the road direction. A target vehicle in the right lane will move into a space si,i+1 in the left
lane. Solutions are complicated by the fact that not only does a target vehicle have many
optional si,i+1 in the left lane to move into, but also we have more than one target vehicles.
To simplify the solution, we assume that for any space si,i+1 in the left lane, at most one
target vehicle can move into. Thus we have to consider all situations by enumerating all
combinations of si,i+1, for all i in the left lane and all target vehicles, {C1, ...,Cend}, in
the right lane. As the number of vehicles increases in a group, the combination number




where i is the number of cooperating CAVs
in the fast lane and j is the number of targets. In order to ensure real-time calculation, a
heuristic way can be adopted to derive a sub-optimal solution.
117
For each combination as above, we first calculate the associated terminal time and po-
sitions for the front 3 CAVs (e.g., vehicle 1, 2 and C1 in Fig. 4·13) using the method in the
previous section. Then, we calculate the control solution for every following CAV in the
group. For example, consider case (1) in Fig. 4·14 where vehicle C1 moves into the space
between 1 and 2, and C2 moves into the space between 3 and 4. We have two lane change
maneuvers here. One includes vehicles 1, 2 and C1. The other includes vehicles 3, 4 and
C2. We would first calculate the optimal trajectories for each maneuver independently. If
there is no collision between maneuvers, we complete the calculation. Otherwise, if the
terminal time of the second maneuver is larger than that of the front one, we would just set
it to be the same with the front. If the terminal time of the second maneuver, t f 2, is smaller
than that of the front one, t f 1, we recalculate the terminal time t f 2 through Algorithm 3
picking up the minimal t ∈ [t f 2, t f 1] that makes the optimal control of the second maneuver
feasible.
In Algorithm 3, when we have a tentative terminal time t f 2, we know the associated
positions xC1(t f 2), x2(t f 2) at this time for vehicle C1 and 2. Then we can set the tenta-
tive terminal position for vehicle C2 and 3 accordingly. For example, we set xC2(t f 2) as
min{xC1(t f 2),x2(t f 2)}− d where d is the safety distance. We know that all optimal tra-
jectories are either convex or concave based on Theorems 4.1-4.6, we can create a virtual
vehicle to avoid collisions between actual vehicles. For example, if u2(t) ≤ 0, we could
create a virtual vehicle with the trajectory x̄2(t) as in Fig. 4·15. If vehicle 3 does not collide
with this virtual vehicle, it will definitely avoid the collision with 2 because x̄2(t) ≤ x2(t).
Since this virtual vehicle moves with a constant speed, we know how to avoid the collision
between it and 3 based on the work in the previous section. The same algorithm applies
to case (2) in Fig. 4·14 where we need to avoid the collision between vehicle 2 and 3. If
u2(t)≤ 0, we create a virtual vehicle with the trajectory x̄2(t) as in Fig. 4·15. Then we can
avoid the collision. Next, with terminal times and positions for every CAV in this group
118
along with the collision avoiding mechanism, we can obtain the associated optimal control
based on the work in the previous section. Otherwise, it is infeasible and we can simply
abort the maneuver.
Finally, we choose the combination with the minimal cost provided in (4.3) to complete
maneuvers. If there is no feasible solution throughout the algorithm, we will do lane change
maneuvers sequentially. Note that the possibility to calculate infeasible solutions increases
as we have a large number of target vehicles in the group.
Set judge =False; temp=False; t = t f 2; N=0;




if t is feasible then
temp =True; N=0;
else





Algorithm 3: The terminal time feasibility check.
4.6.2 Simulation Results
In this section, we provide simulation results illustrating the time and energy-optimal op-
timal maneuver controller we have derived and compare its performance to a baseline of
human-driven vehicles simulated by VISSIM. In what follows, we set the minimal and
maximal vehicle speeds to 16m/s and 33m/s respectively and the maximal acceleration
and deceleration to 2m/s2 and −7m/s2 respectively. The weight coefficient ρ defined in
(4.3) is set as 0.5 and Tmax = 60s. The scenario is shown in Fig. 4·16. We have 3 target
CAVs attempting to change lanes and 6 neighboring CAVs in the fast lane will cooperate.
The initial conditions of all involved vehicles are shown in Table 4.5. The cost defined in
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Figure 4·14: The two cases for the optimal maneuver of vehicle C2.
Figure 4·15: Collision avoidance for multiple lane change maneuvers.
(4.3) is compared in Table 4.6 and we can see that our policy achieves better performance
in terms of both the maneuver time and the overall cost.
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Figure 4·16: Multiple lane change maneuvers scenario.
Table 4.5: Initial states of vehicles in multiple lane change maneuvers
XXXXXXXXXXXXStates
Vehicle
U C1 C2 C3 1 2 3 4 5 6
x(0)[m] 115 90 65 30 80 60 50 35 20 0
v(0)[m/s] 18.1 25 25 24 31 31 28 31 29 28




Energy [m2/s3] Maneuver Time [s] Cost defined in (4.3)
CAVs 90 7.5 0.18
Human-driven Vehicles 53.5 40 0.35
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Chapter 5
Conclusions and Future Work
5.1 Traffic Light Control Problem
For the TLC problem in Chapter 2, we have extended SFMs to allow for delays which can
arise in the flow movement. We have applied this framework to the multi-intersection traffic
light control problem by including transit delays for vehicles moving from one intersection
to the next and developed IPA for this extended SFM in order to derive on-line gradient
estimates of several congestion cost metrics with respect to the controllable green/red cycle
lengths, including two new cost metrics that better capture congestion and show that the
inclusion of delays and possible blocking in our analysis lead to improved performance
relative to models that ignore delays and/or blocking effects.
5.2 Ride Sharing Problem
In Chapter 3, an event-driven RHC scheme is developed for a RSS where vehicles are
shared to pick up and drop off passengers so as to minimize a weighted sum of passenger
waiting and traveling times. The RSS is modeled as a discrete event system whose event-
driven nature significantly reduces the complexity of the vehicle assignment problem, thus
enabling its implementation in a real-time context. Simulation results adopting actual city
maps and real taxi traffic data show the effectiveness of the RHC controller in terms of
real-time implementation and performance relative to known greedy heuristics.
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5.3 Lane-change Maneuver Problem
In Chapter 4, we use an optimal control framework for a Connected Automated Vehicle
(CAV) cooperating with neighboring CAVs in order to implement a highway lane change
maneuver consisting of a longitudinal phase and a lateral phase where it safely changes
lanes. For the first phase, we optimize the maneuver time and subsequently minimize the
associated energy consumption of all cooperating vehicles in this maneuver. For the second
phase, we jointly optimize time and energy and provide three different solution methods
including a real-time approach based on Control Barrier Functions (CBFs).
5.4 Future Work
For the TLC problem, although IPA can adapt in real time, it is not amendable to upcoming
variations in traffic conditions. Because the incoming traffic flow to a queue length is actu-
ally predictable in SFMs, a future direction relates to developing a method using IPA along
with a prediction technique to further improve the performance. One another direction is to
scale up the traffic network and then study how IPA works. It is presumable to see that IPA
can still guarantee the real time calculation as the computation complexity of IPA depends
on the scale of the event set instead of the system’s states. In case IPA can’t guarantee the
real-time calculation, how we can further improve it is worth working on and there is not
much work relating to this topic.
For the MoDS control problem, as the system scales up, one future direction relates to how
to decompose map to guarantee the real time implementation. Map decomposition can be
adopted both offline and online (Agatz et al. (2012)). Decomposing map online involves
evaluating the distribution of passengers’ appearing times and locations and monitoring the
variations of vehicles’ locations in real time. With the above information, a technique in the
future can be proposed to optimally decompose the map so as to minimize the service times
of passengers in each sub region while guaranteeing the real time calculation. Following the
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map decomposition, one other direction relates to optimally balancing idle vehicles among
decomposed regions so as to further improve the system performance. This problem is
usually referred as the load balancing problem. Another direction is to include background
traffic in the map which would dynamically influence the optimal route towards a destina-
tion. We may need to develop a method to efficiently predict the neighboring traffic so as
to derive the optimal destination for each vehicle.
For the lane-change maneuver problem, one future topic aims to include more coopera-
tive CAVs. For example, our algorithm addresses the scenario with one target vehicle at
once. In the future, multiple targets can cooperate to implement lane change maneuvers
simultaneously and optimally. Some preliminary work has been down in this thesis and the
framework can be divided into the up coordinating level and the lower control level. The
up level optimally coordinates the longitudinal maneuver time, terminal position and safety
constraints for each CAV followed by the optimal control level developed in this disserta-
tion. The second direction relates to better predicting uncertainties in the system. As we
assumed in this thesis, the uncontrollable vehicle moves with a constant speed over a time
window which is not always correct in the actual world. A good prediction of uncertainties
can help further enhance the system performance and reduce traffic accidents. The third
direction is to implement the derived optimal trajectories in an actual car. Our work in the
thesis generates the optimal trajectories which is actually the first step. The second step is
to implement the derived optimal trajectories. Because the sensor inaccuracy and model





A.1 Proof of Lemma 2.1
Proof of Lemma 2.1: Observe that x2(t)≤ L, since the content of queue 2 is limited by the
physical distance L. In addition, x̄2(t)−x2(t)> ε prior to event JK . It follows that K ≤ L/ε.
Moreover, in the worst case, a flow burst travels the finite distance L to find x2(σK) = 0,
therefore, σK ≤ σ0 +L− x2(σ0). 
A.2 Proof of Lemma 2.2
Proof of Lemma 2.2: Event Jk at t = σk is endogenous and occurs when gk(x(θ,σk),θ) =
z12(σk)− δ12(σk)/v1 = 0. Applying (2.21) and using (2.3), we get σ
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For k > 1, based on the reset condition in (2.3), we have z12(σ+k ) = 0. Taking the to-
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k, j and combining (A.2),(A.4) into (A.1), we get
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where the last step follows from a recursive evaluation of σ
′
k−1, j using (A.2) and (A.5)
leading to many of the terms above canceling. This completes the proof. 
A.3 Proof of Lemma 4.1
Proof of Lemma 4.1: If ∆x∗1(t f )< 0, then ∆x1(t f ) = 0 is a better solution since it is feasible
(the distance between vehicles 1, 2 under ∆x1(t f ) = 0 is larger than under ∆x∗1(t f )< 0) and
it is obvious that it yields a lower cost in (4.5) than the one with ∆x∗1(t f )< 0 (the control is
ui(t) = 0.) Therefore, we must have ∆x∗1(t f )≥ 0. The proof for ∆x∗2(t f )≤ 0 is similar. 
A.4 Proof of Theorem 4.1
Proof of Theorem 4.1: First, by Lemma 4.1, it is obvious that u1(t) ≥ 0 is a feasible
solution of (4.6) since ∆x∗1(t f ) ≥ 0 implies that u1(t) < 0 for all t ∈ [t0, t f ] is not feasible.
The same applies to u2(t)≤ 0 being a feasible solution of (4.7).
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Starting with vehicle 1, suppose that there exists some [t1, t2) ⊂ [0, t f ] in which the
optimal solution satisfies u∗1(t) < 0. We will show that there exists another control which
would lead to a smaller cost than u∗1(t). Consider a control u
1
1(t) defined so that u
1
1(t) =
u∗1(t) ≥ 0 for t ∈ [0, t1)∪ [t2, t f ], u11(t) = 0 for t ∈ [t1, t2). It is obvious that the cost of




1(t) will not violate the safety constraint.
Based on the construction of u11(t), it is obvious to show that x
1
1(t)≥ x∗1(t). Since we have
x∗1(t)− x∗2(t) ≥ d2, we must have x11(t)− x∗2(t) ≥ d2. However, we have x11(t f ) > x∗1(t f )
because u11(t)> u
∗
1(t), t ∈ [t1, t2), thus violating the terminal condition in (4.6). Therefore,
we construct another control u21(t), a variant of u
1
1(t) which is feasible, as follows. Define
g1(t) = x11(t)+ v
1
1(t)(t f − t) (A.6)
and observe that g1(t) is a continuous function of t since x11(t) and v
1
1(t) are continuous. Be-
cause g1(0) = x11(0)+v
1
1(0)t f < x
∗
1(t f ) (by Lemma 4.1) and g1(t f ) = x
1
1(t f )≥ x∗1(t f ), there
exists some tm ∈ [0, t f ] such that g1(tm) = x∗1(t f ). We now define a control u21(t) such that
u21(t) = u
1









1(tm)(t f − tm) which implies that x21(t f ) = g1(tm)
from (A.6). Thus, the terminal position constraint is not violated under u21(t). Based on the
definitions of u21(t) and u
1
1(t), it is obvious that u
2
1(t) does not violate the acceleration con-
straints in (4.2). Next, we show that the velocity constraints in (4.2) are also not violated.
Assume that for some tn, v11(tn) = v1max initiating an arc where the velocity is v
1
1(t) = v1max.
There are two cases:
(a) If tn ≥ tm, we have v11(tm) ≤ v11(tn) because u11(t) ≥ 0 for all t ∈ [0, t f ]. Based on




1(tm) and the velocity
constraint is, therefore, inactive.
(b) If tn < tm, we have v11(tm) > v
1
1(tn). Taking the time derivative of g1(t), we derive
127
ġ1(t) = u11(t)(t f − t)≥ 0. It follows that
g1(tn)< g1(tm) = x∗1(t f ) (A.7)
where the equality follows from the definition of tm above. Note that we do not need to
consider the case that g1(tn) = g1(tm) in (A.7) as this would lead to ġ1(t) = 0 ∀t ∈ [tn, tm],
hence u11(t) = 0 ∀t ∈ [tn, tm] which guarantees the velocity constraint is not violated. Then,




1(t)≥ 0 for t ∈ [0, t1)∪ [t2, tn), u31(t)=
0 for t ∈ [t1, t2)∪[tn, t f ], where tn≥ t1 because v31(t)< v1max for t < t1 based on the feasibility
of u∗1(t). Moreover, if t1 < tn < t2, we define u
3





t ∈ [0, t1), u31(t) = 0 for t ∈ [t1, t f ]. Based on the definition of u31(t), we have u31(t) = u11(t)
for t ∈ [0, tn). Therefore, x31(tn) = x11(tn) and v31(tn) = v11(tn) so that (A.7) holds under
u31(t). When t ≥ tn, we have u31(t) = 0, therefore, x31(t f ) = x11(tn)+ v11(tn)(t f − tn) = g1(tn)
from (A.6). Since v31(t) = v1max for t ∈ [tn, t f ] and x31(t) ≥ x∗1(t) for t ∈ [0, tn), it is clear
that x31(t f ) ≥ x∗1(t f ). However, since g1(tn) = x31(t f ) ≥ x∗1(t f ), this contradicts (A.7). We
conclude that tn < tm is not possible. Furthermore, it is also simple to show that x21(t)≥ x∗1(t)
based on the definition of u21(t), so the safety constraint will not be violated under this
auxiliary control policy.
In summary, we have shown that the velocity constraint is inactive for control u21(t).
Therefore, u21(t) is feasible and results in a lower cost in (4.6) than u
∗
1(t) since it includes
a trajectory arc over which u21(t) = 0. This contradicts the optimality of u
∗
1(t) and we
conclude that the optimal control cannot contain any interval over which u∗1(t)< 0.
Next, consider vehicle 2 and suppose that there exists some [t1, t2) ⊂ [0, t f ] in which
the optimal solution satisfies u∗2(t) > 0. Consider a control u
1
2(t) defined so that u
1
2(t) =
u∗2(t)≤ 0 for t ∈ [0, t1)∪ [t2, t f ], u11(t) = 0 for t ∈ [t1, t2). It is clear that the cost under u12(t)
is lower than that of u∗2(t) and that the acceleration constraint in (4.2) is inactive for u
1
2(t).
Furthermore, it is obvious that x∗2(t)≥ x12(t) and v∗2(t)≥ v12(t) for t ∈ [0, t f ]. Therefore, the
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terminal position inequality in (4.7) is not violated. Based on the definition of the safety
distance constraint, d2(v2(t))= φv2(t)+δ is monotonically increasing in v2(t). Therefore,
we conclude that the safety constraint under u12(t) will not be violated, since u
∗
2(t) is feasible
and x∗2(t) ≥ x12(t), v∗2(t) ≥ v12(t). Finally, we consider the speed constraint in (4.2) which
may be active under u12(t). There are two cases:
(a) If v12(t f ) > v2min, the speed constraint is inactive under u
1
2(t) over all t ∈ [0, t f ] and
u12(t) is a feasible solution which results in a lower cost in (4.7) than u
∗
2(t) since it includes
a trajectory arc over which u22(t) = 0.
(b) If v12(t f ) ≤ v2min, there must exist some tn ∈ [t1, t f ] such that v12(tm) = v2min. Let




2(t) ≤ 0 for t ∈ [0, tm), u22(t) = 0 for
t ∈ [tm, t f ]. For t ∈ [0, tm), it is obvious that x∗2(t) ≥ x22(t) and v∗2(t) ≥ v22(t) based on the
definition of u12(t). For t ∈ [tm, t f ], vehicle 2 moves at the minimal speed v2min under u22(t),
therefore, x∗2(t f )≥ x22(t f ), that is, the terminal position inequality is satisfied. Also, it is ob-
vious that the acceleration and the speed constraints are not violated over [0, t f ]. Finally, we
have shown that u12(t) does not violate the safety constraint. Based on the same argument,
it is straightforward to show that u22(t) will not violate this constraint, since x
2
2(t) ≤ x∗2(t)
and v22(t) ≤ v∗2(t). Therefore, u22(t) is feasible in (4.7) and the corresponding cost is lower
than that of u∗2(t) because the trajectory segment with u
2
2(t) = 0 contributes to zero cost.




A.5 Proof of Theorem 4.2
Proof of Theorem 4.2: Problem (4.6) is of the same form as the fixed terminal time opti-
mal control Problem 3 in Meng and Cassandras (2018) whose solution when u∗1(t) ≥ 0 is
given in Theorem 2 of Meng and Cassandras (2018) and is therefore omitted. By Pontrya-
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gin’s principle applied to (4.9), u∗1(t) =min{u1max,−λv(t)} and the key parts of the proof
in Meng and Cassandras (2018) are showing that η3(t) = 0 and that λv(t) is continuous for
all t ∈ [0, t f ]. 
A.6 Proof of Theorem 4.3
Proof of Theorem 4.3: Problem (4.7) is also of the same form as the fixed terminal time
optimal control Problem 3 in Meng and Cassandras (2018) whose solution when u∗2(t)≤ 0
is given in Theorem 3 of Meng and Cassandras (2018) and is therefore omitted. 
A.7 Proof of Lemma 4.2
Proof of Lemma 4.2: Assume that at time tk, we have xU(0)+ vU(0)tk− xC(tk) = dC and
define f (t) = xU(0)+ vU(0)t − xC(t). Using a contradiction argument, if vC(t) 6= vU(0)
there are two cases: (i) If vC(tk) > vU(0), since f ′(tk) = vU(0)− vC(tk) < 0, we have




k ) > dC, therefore, the safety con-
straint is violated at t−k . (ii) If vC(tk) < vU(0), since f
′(tk) = vU(0)− vC(tk) > 0, we have




k ) > dC, therefore, the safety con-
straint is violated at t+k . We conclude that vC(tk) = vU which completes the proof. 
A.8 Proof of Theorem 4.4
Proof of Theorem 4.4: Case 1 involves a non-strict inequality regarding the order of
x̄C(t f ) and xC(t f ). We first consider the strict inequality, that is, x̄C(t f )< xC(t f )≤ xU(t f )−
dC. The condition xC(t f ) > x̄C(t f ) implies that uC(t) ≥ 0 is a feasible solution of (4.16)
since uC(t) < 0 for all t ∈ [t0, t f ] cannot satisfy this condition. Suppose that there exists
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some [t1, t2) ⊂ [0, t f ] in which the optimal solution satisfies u∗C(t) < 0. We will show that
there exists another control which would lead to a lower cost than u∗C(t). First, we construct




C(t)≥ 0 for t ∈ [0, t1)∪ [t2, t f ], u1C(t) = 0 for t ∈ [t1, t2).
It is clear that u1C(t) will not violate the acceleration constraint (4.2). However, the terminal
position constraint is violated. Therefore, we will construct u2C(t), a variant of u
1
C(t) as
follows, and will show that u2C(t) is feasible.
First, define
gC(t) = x1C(t)+ v
1
C(t)(t f − t) (A.8)
and note that gC(t) is continuous in t since x1C(t) and v
1
C(t) are continuous. Because gC(0) =
x̄C(t f ) < x∗C(t f ) by assumption and gC(t f ) = x
1
C(t f ) ≥ x∗C(t f ), there exists some tm ∈ [0, t f ]
such that gC(tm) = x∗C(t f ). We can now construct u
2




C(t) ≥ 0 for
t ∈ [0, tm), u2C(t) = 0 for t ∈ [tm, t f ]. Observe that x2C(t f ) = gC(tm) = x∗C(t f ). Moreover,
based on its definition, it is obvious that it will not violate the acceleration constraint. Next,
we show that the velocity constraint is also not violated. Suppose there exists some time tn
such that v1C(tn) = vCmax so that the trajectory may include an arc over which v
1
C(t) =vCmax.
There are two cases:
(a) If tn ≥ tm, we have v1C(tm) ≤ v1C(tn) because u1C(t) ≥ 0. Based on the definition of
u1C(t), the maximal speed is v
1
C(tm) and the velocity constraint is not violated.
(b) If tn < tm, we have v1C(tm) > v
1
C(tn). Taking the time derivative of gC(t), we derive
ġC(t) = u1C(t)(t f − t)≥ 0. Therefore,
gC(tn)< gC(tm) = x∗C(t f ) (A.9)
Note that we do need to consider the case that gC(tn) = gC(tm) in (A.9) as this would
lead to ġC(t) = 0 ∀t ∈ [tn, tm], hence u1C(t) = 0 ∀t ∈ [tn, tm] which guarantees the velocity





t ∈ [0, t1)∪ [t2, tn], u3C(t) = 0 for t ∈ [t1, t2)∪ [tn, t f ]. Note that tn ≥ t1 because v∗C(t) 6= vCmax
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when t < t1 based on the definition of u∗C(t). If t1 < tn < t2, we define u
3
C(t) = 0 when
t > t1 as follows: u3C(t) = u
∗
C(t) ≥ 0, for t ∈ [0, t1), u3C(t) = 0, for t ∈ [t1, t f ]. From the








C(tn) so that (A.9) holds under
u31(t), and x
3
C(t f ) = gC(tn). Because v
3
C(t) = vCmax for t ∈ [tn, t f ] and u3C(t) ≥ u∗C(t) for
t ∈ [0, tn), it is clear that x3C(t) ≥ x∗C(t) for all t ∈ [0, t f ]. However, this contradicts (A.9)
since x3C(t f ) = gC(tn)< x
∗
C(t f ). We conclude that tn < tm is not possible.
In summary, we have proved that the speed constraint will not be violated under the
control u2C(t). Next, we show that u
2
C(t) will also not violate the safety constraint. Suppose
that at time tσ ∈ [0, t f ), the safety constraint is active under control u2C(t), i.e., x2C(tσ) =
xU(tσ)−dC. Because the safety constraint is inactive at t = t−σ , that is, x2C(t−σ )< xU(t−σ )−
dC, we must have v2C(t
−
σ ) > vU(t
−
σ ) to activate the constraint. Because u
2
C(t) ≥ 0, we have




σ ) > xU(t
+
σ )− dC. Since
u2C(t) ≥ 0, we eventually have x2C(t f ) > xU(t f )− dC which contradicts x2C(t f ) = x∗C(t f ) ≤
xU(t f )−dC. Therefore, the safety constraint will not be activated over (0, t f ).
We conclude that u2C(t) is a feasible solution. Moreover, under u
2
C(t) the cost is lower
than that of u∗C(t) because u
2
C(t) contains a segment with u
2
C(t) = 0 that contributes zero
cost in (4.16) relative to u∗C(t). Therefore, the optimal control u
∗
C(t) cannot contain any
time interval with u∗C(t)< 0.
Next, we use a similar argument as above to show that the safety constraint will be
inactive under the optimal control u∗C(t), that is, η
∗
5(t) = 0. Assume that at time tη ∈ (0, t f ),
η∗5(tη) > 0. Because the safety constraint is active at tη and is not violated at t f , vehicle
C must have decelerated to relax the safety constraint. However, this violates the fact that
u∗C(t) ≥ 0 as shown above. Therefore, we conclude that η∗5(t) = 0 for all t ∈ [0, t f ). This
completes the proof for the inequalities situation.
Finally, if the equality case x̄C(t f ) = xC(t f ) applies, it is easy to see that we have u∗C(t) =
0 ∀t ∈ (t0, t f ). This completes the proof. 
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A.9 Proof of Theorem 4.6
Proof of Theorem 4.6: The proof is similar to Theorem 4.4. The only difference is in the
way we prove that the constructed control u2C(t) will not violate the safety constraint. Sup-
pose that there exists some [t1, t2)⊂ [0, t f ] in which the optimal solution satisfies u∗C(t)> 0.




C(t) ≤ 0 for t ∈ [0, t1) ∪ [t2, t f ],
u1C(t) = 0 for t ∈ [t1, t2). It is clear that x∗C(t)≥ x1C(t), v∗C(t)≥ v1C(t), t ∈ [0, t f ]. Considering
the safety constraint in (4.16), note that if u∗C(t) does not violate the safety constraint, then
neither does u1C(t).
Using gC(t) defined in (A.8), note that gC(0) = x1C(0)+ v
1
C(0)t f = x̄C(t f ) and gC(t f ) =
x1C(t f ). Since x
1
C(t f )≤ x∗C(t f )≤ x̄C(t f ) and gC(t) is continuous, there exists tm ∈ (0, t f ) such
that gC(tm) = x∗C(t f ). Then, we construct u
2
C(t) = u
1(t)≤ 0 for t ∈ [0, tm) and u2C(t) = 0 for
[tm, t f ]. Similar to the proof of Theorem 4.4, x2C(t f ) = gC(tm) = x
∗





for t ∈ [0, tm), control u2C(t) will not violate the safety constraint when t ≤ tm. For t > tm,
we have u2C(t) = 0 and x
2
C(t) is linear in t with v
1
C(tm)> 0. Moreover, x
1
C(tm)≤ xU(tm)−dC
and x2C(t f ) = x
∗
C(t f ) ≤ xU(t f )− dC. We conclude that u2C(t), t ∈ [tm, t f ], will not violate
the safety constraint because the upper bound of vehicle C’s safe position, xU(t)− dC, is
also linear in t. Based on the definition of u2C(t), it is obvious that it will not violate the
acceleration constraint. We can then use the same argument as in the proof of Theorem 4.4
to show that vC(tm)≥ vC min. Therefore, u2C(t) is a feasible solution. It is also obvious that




C(t) contains a segment with u
2
C(t)= 0.
Therefore, the optimal control u∗C(t) cannot contain any time interval with u
∗
C(t)> 0. This
completes the proof. 
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