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RÄsumÄ
La recherche de communauts dans un graphe se heurte  des problmes pineux de reprsentation (formes 
convexes, recouvrantes, individus isols…) dont l’abord optimal est ralis par les mthodes spectrales, bases sur les 
dimensions propres du Laplacien de ce graphe. Dterminer le nombre de dimensions  prendre en considration est 
essentiel pour beaucoup d’applications. On s’attaque ici  ce problme dans le cadre de graphes non-orients et non 
pondrs, qui inclut un type de graphe courant dans les applications de rseaux biologiques et sociaux, ceux munis 
d’une distribution des degrs de leurs nœuds en loi de puissance. Nous proposons  cet effet un test de randomisation, 
indpendant des lois de distribution. Aprs un petit exemple introductif, nous validons d’abord notre approche sur un 
graphe artificiel de ce type comportant deux communauts, puis sur deux graphes de test  Football League 
et  Mexican Politician Network , o nous montrons  partir des rsultats d’une mthode densitaire de clustering le 
caractre optimal du nombre de dimensions extraites.
Mots-clÄs : graphe, laplacien d’un graphe, rduction de dimensions, dimension intrinsque, test de randomisation, 
clustering de graphe, mthode densitaire de clustering, graphe sans chelle, extraction de communauts, boulis de 
Cattell.
Abstract
Determining the number of relevant dimensions in the eigen-space of a graph Laplacian matrix is a central issue in 
many spectral graph-mining applications. We tackle here the problem of finding out the “right" dimensionality of 
Laplacian matrices, especially those often encountered in the domains of social or biological graphs: the ones 
underlying large, sparse, unoriented and unweighted graphs, often endowed with a power-law degree distribution. We 
present here the application of a randomization test to this problem. After a small introductive example, we validate our
approach first on an artificial sparse and scale-free graph, with two intermingled clusters, then on two real-world 
social graphs (“Football-league”, “Mexican Politician Network”), where the actual, intrinsic dimensions appear to be 
10 and 2 respectively ; we illustrate the optimality of the transformed dataspaces both visually and numerically, by 
means of a density-based clustering technique and a decision tree.
Keywords : graph, graph Laplacian, dimensionality reduction, intrinsic dimension, randomization test, dominant 
eigen-subspace, graph clustering, density clustering method, scale-free graph, Cattell’s scree.
1. INTRODUCTION ET PROBLEMATIQUE : LA DIMENSION INTRINSEQUE D’UN 
GRAPHE.
Les mthodes spectrales sont de plus en plus utilises pour extraire de la connaissance  partir de graphes. Ainsi le 
partitionnement spectral de graphe, qui consiste  grouper les sommets en communauts dans l’espace des premiers 
vecteurs propres de la matrice d’adjacence, ou de matrices qui en drivent, est considr comme une voie privilgie 
d’amlioration de la qualit de ces partitions (Von Luxburg, 2007). Ou encore certaines caractristiques spectrales sont 
considres comme des indicateurs pertinents pour extraire des “motifs de graphes” dans des applications biologiques 
(Banerjee, 2008). Sans compter l’importance (y compris conomique…) des indicateurs spectraux de centralit, comme 
PageRank (Brin et al., 1998), pour l’exploitation des rseaux sociaux et de connaissance. Deux questions se posent 
quand on utilise les mthodes spectrales :
- Quelle transformation de l’espace des donnes est la plus adquate ? Bien que le dbat ne soit pas clos, un 
consensus se dessine pour prendre en considration l’espace des principaux vecteurs propres de l’une ou l’autre des 
matrices  laplaciennes  qui se dduisent de la matrice d’adjacence et que nous dtaillerons plus loin.
- Combien de dimensions principales choisir dans cet espace pour y observer au mieux des lments caractristiques 
ou y raliser des traitements, comme l’extraction de communauts ? C’est  cette question que nous essaierons de 
rpondre ici. Dans le cadre gnral de matrices de donnes rectangulaires beaucoup de rponses ont t proposes ; la 
plupart recherchent – visuellement ou  partir des diffrences secondes entre valeurs propres conscutives – un “coude” 
(ou dcrochement, gap) sparant celles qui sont significatives de celles qui ne reprsentent que du bruit (Cattell, 1996). 
D’autres font l’hypothse de distributions statistiques spcifiques (Bouveyron et al., 2009), au risque de ne pas tre 
adaptes au cas des grands graphes  sans chelle  (scale-free) prsents dans nombre d’applications sociales ou 
biologiques.
Alors que les comparaisons statistiques avec les modles “nuls” d’un graphe, c’est  dire avec des versions 
randomises de ce graphe, attirent de plus en plus l’intrt pour des tches comme la dcouverte de motifs dans les 
graphes biologiques (Milo et al., 2002), aucune proposition n’a t faite,  notre connaissance, pour dlimiter au moyen 
d’une mthodologie statistique rigoureuse ce que nous nommerons dsormais l’espace intrinsque d’un graphe. Nous 
nous limiterons ici au cas des graphes non pondrs et non orients. Ceci constitue notre contribution originale, et nous 
prsenterons en section 2 quelques travaux proches, puis nous ferons en section 3 quelques rappels sur les mthodes 
spectrales et certaines approches pionnires. La section 4 dcrira notre mthode de gnration de matrices randomises 
et test TourneBool dans le cas gnral, dj publie, et la spcifiera pour le cas de graphes non orients et non pondrs, 
ce qui est nouveau. Aprs un exemple introductif sur un petit graphe  quatre communauts, nous prsenterons en 
section 5 trois applications : l’une sera consacre  un graphe sans chelle gnr artificiellement et comportant deux 
communauts de sommets ; les autres utilisent respectivement les graphes sociaux rels “Football League” et “Mexican 
Politician Network”. L’optimalit de cet espace sera value quantitativement en y appliquant, pour plusieurs nombres 
de dimensions retenues, 1) un algorithme densitaire de clustering dont les rsultats seront compars  la “vraie 
structure” de classes au moyen d’une F-mesure, 2) un jeu de rgles de discrimination valu de mme.
2. APPROCHES VOISINES
Les auteurs de (Milo et al., 2002) comparent un graphe orient  ses versions randomises, ayant le mme nombre de 
nœuds et une distribution identique des degrs entrants et sortants, dans le but de dtecter des sous-graphes orients 
significatifs qu’ils nomment  motifs de rseaux . Comme leur objectif, loign du ntre, se concentre sur la dtection 
de modules lmentaires, constitutifs des rseaux biologiques, ils astreignent leurs modles d’hypothse nulle  d’autres 
contraintes, (par exemple s’agissant d’extraire les 4-motifs, ils imposent  leurs 3-motifs la mme distribution que dans 
le rseau d’origine). La contribution (Banerjee, 2002) a d’autres objectifs bio-inspirs, comme la dcouverte de motifs 
fusionns, ou celle de duplications. Elle montre que les spectres complets des laplaciens des graphes  comparer gardent 
des traces caractristiques de ces vnements. Elle n’explore pas les proprits de versions randomises des graphes, ni 
des parties dominantes de leurs spectres.
Dans (Lelu, Cadot, 2009) et (Lelu, Cadot, 2010) nous avons compar des matrices binaires (textes  mots)  leurs 
versions randomises, pour faire apparatre les liens (et anti-liens) statistiquement valides dans les deux graphes des 
relations entre mots et relations entre textes. Bien que trs lies aux mthodes et outils exposs ici, ces approches n’ont 
pas abord jusqu’ prsent la recherche du  bon  sous-espace de reprsentation d’un graphe, comme c’est notre but 
ici. La contribution (Gionis et al., 2007) aborde comme nous l’avons fait dans d’autres travaux cits plus haut le
problme du nombre de dimensions significatives d’une matrice binaire rectangulaire, mais de faon heuristique, en se 
basant sur une unique matrice randomise.
3. ESPACE INTRINSEQUE D’UN GRAPHE
Nous appellerons espace intrinsque d’un graphe l’espace de reprsentation rduit dans lequel se trouvent 
concentres et mises en vidence ses caractristiques structurelles  intressantes , comme certains regroupements de 
nœuds en clusters ou en chanes, caractristiques qui ne se retrouvent pas dans ses variantes randomises (i.e.  mme 
rpartition des degrs des nœuds). On se focalisera ici sur les critres d’intrt les plus unanimement reconnus dans la 
littrature,  savoir les caractristiques spectrales de l’une ou l’autre des matrices laplaciennes du graphe, i.e. ses 
valeurs propres. Les vecteurs propres correspondant aux valeurs propres significatives constituent alors son espace de 
reprsentation intrinsque.
A notre connaissance, la premire application aux graphes de l’analyse spectrale remonte  (Benzcri, 1973) (qui 
reprenait le cours polycopi de 1969 Sur l’analyse de la correspondance dfinie par un graphe), dans lequel l’Analyse 
Factorielle des Correspondances (AFC) tait applique  la matrice d’adjacence d’un graphe. Rappelons que l’AFC 
(Greenacre, 2007 ; Lebart et al., 1984) repose sur la dcomposition aux valeurs singulires d’une matrice Q issue du 
tableau de correspondance X :
Q Dr-1/2 X Dc-1/2
( noter que pour un graphe non orient et non pondr, on applique une telle dcomposition  un X symtrique et  
valeurs binaires),  o Dr et Dc sont les matrices diagonales des sommes en lignes et en colonnes. La dcomposition aux 
valeurs singulires de Q s’crit :
Q U  V’
o  est la matrice diagonale des valeurs singulires (parmi lesquelles : 1...L = 1, L tant le nombre de composantes 
connexes ; et 1 > L+1 >... > R > 0 , R tant le rang de X). Les matrices U et V rassemblent les vecteurs propres pour les
lignes et les colonnes respectivement. Les facteurs d’AFC F et G s’en dduisent, par multiplication avec des matrices 
diagonales :
F x..1/2 Dr-1/2U   G x..1/2 Dc-1/2V 
o x.. est le total de X. (Benzcri, 1973) a propos des solutions analytiques pour des graphes simples comme les 
anneaux ou les grilles. Dans (Lebart, 1984) l’auteur a gnralis  l’analyse de la contigut, et illustr en montrant que 
le plan factoriel (F2, F3) de l’AFC de la matrice de contigut entre les dpartements franais reconstituait l’allure de la 
carte de France. 
Une ligne de recherche indpendante initie par (Chung, 1997) a dfini deux matrices “laplaciens normaliss de 
graphes”,  savoir le laplacien symtrique (I – Q), o I est la matrice identit (on a 1...L = 0, L tant le nombre de 
composantes connexes ;   0< L+1<...< R, R tant le rang de X), et sa variante “marche alatoire” I - Dr-1 X. A noter 
que le vecteur propre dominant de (Dr-1X)’ (plus prcisment, de  (Dr-1 X)’ + (1-) (1/N) 11’ , o 1 dsigne le 
vecteur-colonne unitaire, pour “forcer” l’existence d’une seule composante connexe) n’est autre que l’indicateur 
PageRank de centralit (Brin et al., 1998). A noter aussi que la somme algbrique des valeurs propres des laplaciens de 
graphes est gale  la somme des degrs pour le laplacien simple, non normalis, Dr -X, au nombre de sommets pour 
les laplaciens normaliss I – Q et I - Dr-1 X (et donc nulle pour Q et Dr-1 X qui nous serviront dans la suite de 
l’expos).
La partition spectrale de graphe consiste  grouper les nœuds dans l’espace des K plus importants vecteurs propres –
pour une revue cf. (Chung, 1997) – et constitue une voie de recherche de plus en plus active. Jusqu’ prsent,  notre 
connaissance, la dtermination du nombre K, quand la distribution des degrs sort des modles classiques (loi 
binomiale, etc.), n’a pas reu de rponse plus satisfaisante que la classique dtermination visuelle ou par examen des 
diffrences secondes d’une discontinuit dans la squence des valeurs propres (Cattel, 1966) – ce qui ne pose pas de 
problme pour les petits graphes, mais passe difficilement  l’chelle de centaines ou milliers de noeuds. Nous avons pu 
constater par exemple que pour un graphe des relations entre les 3700 mots les plus frquents d’un corpus documentaire
aucune vidence visuelle de cassure ne ressortait de l’examen de l’boulis des mille premires valeurs propres, ni de 
celui du signal (trs bruit) de leurs diffrences secondes, et aucune discontinuit n’tait perceptible dans l’inflexion 
rgulire de leur somme cumule.
4. TEST DE RANDOMISATION POUR ETABLIR LA DIMENSION INTRINSEQUE D’UN 
GRAPHE
4.1 Le test TourneBool et son application au problme
Notre but n’est pas de simuler un graphe alatoire avec une suite de degrs donns, mais, pour un graphe donn, de 
gnrer de la faon la plus directe et rigoureuse possible une suite de graphes alatoires indpendants de mme suite de 
degrs. Les deux points de ce cahier des charges ne sont pas remplis par le  configuration model  (Molloy & Reed, 
1995) (qui ne garantit pas l’adquation rigoureuse  une distribution des degrs donne) et ses drivs, qui compliquent
ce modle, cf. par exemple (Viger & Latapy, 2005).
TourneBool est une mthode de gnration de N versions alatoires (“randomises”, N souvent gal  100 ou 200) 
d’un tableau de donnes binaires,  marges lignes et colonnes inchanges, et de test statistique de toute quantit 
construite sur ce tableau, par comparaison avec les N valeurs trouves sur les tableaux randomiss. Il est  noter que les 
principes de gnration de matrices alatoires  marges fixes, en partant d’une matrice binaire donne, semblent avoir 
t dcouverts indpendamment plusieurs fois dans plusieurs domaines d’application : cologie (Connor et al., 1979 ; 
Cobb et al., 2003), sociologie (Snijders, 2004), combinatoire (Ryser, 1964). En ce qui nous concerne, l’un de nous a 
prsent (Cadot, 2005) un algorithme de permutation bas sur des changes rectangulaires (un change rectangulaire  
la croise des lignes i1 et i2 et des colonnes j1 et j2 est possible sans modifier les marges si les cases (i1,j1) et (i2,j2)
valent 1 alors que les cases (i1,j2) et (i2,j1) valent 0) ; il incorpore un contrle de la convergence de l’algorithme pour 
viter tout biais. Sa justification thorique, expose dans (Cadot, 2006), est base sur la notion, originale  notre 
connaissance, d’change en cascade, opration qui transforme une matrice boolenne en une autre matrice de mmes 
marges – et  l’inverse, il a t montr dans ce mme mmoire que toute matrice boolenne pouvait tre transforme 
ainsi en toute autre de mmes sommes marginales en un nombre fini de telles cascades. Dans le domaine des graphes, 
nous avons appliqu cette approche pour crer des graphes de liens (et d’anti-liens) valides entre variables boolennes 
(les mots)  partir de corpus textuels (Lelu , Cadot, 2009). A notre connaissance, l’application de ce type de mthode de 
randomisation  la dtermination du meilleur espace de reprsentation d’un graphe est originale.
L’algorithme de gnration et de contrle des matrices randomises est dtaill dans (Lelu , Cadot, 2010). Il permet 
de faire abstraction de la “structure d’arrire-plan” commune  toutes les matrices de mmes sommes marginales, donc
de prendre en compte tout type de donnes binaires,  la fois 1) en acceptant tout type de loi de distribution marginale, 
et 2) sans ncessit de spcifier la loi de probabilit suivie par les marges. En termes de graphes, cet algorithme 
s’interprte comme une suite d’changes croiss de liens entre paires d’artes, quand ces changes sont possibles.
D’autres applications de cette gnration de matrices alatoires ont t prsentes plus haut en section 2, mais elles 
n’abordent pas le problme de l’espace intrinsque d’un graphe.
A noter que les tests de permutation, dont drivent les tests de randomisation, ont t dmontrs comme les plus 
“puissants”, c’est  dire minimisant le risque bta pour un risque alpha donn1 (Droesbeke, Finne, 1996).
4.2. Application aux graphes non orients et non pondrs
En l’tat, TourneBool peut tre appliqu aux matrices d’adjacence de graphes bipartis, non orients et non pondrs, 
car leurs lments non-nuls sont inclus dans deux matrices binaires rectangulaires, symtriques l’une de l’autre par 
rapport  la diagonale, et cette disposition est compatible avec le processus de gnration dcrit ci-dessus. Mais pour les 
versions randomises de matrices d’adjacence de graphes non orients et non pondrs, des contraintes supplmentaires 
doivent tre ajoutes au moment de permettre (ou pas) un change rectangulaire : la matrice doit rester symtrique (on 
n’autorise l’change rectangulaire aux intersections des lignes (i1,i2) et des colonnes (j1,j2) que s’il est galement 
possible aux intersections des lignes (j1,j2) et des colonnes (i1,i2)), et sa diagonale doit rester vide (pas d’change 
quand un des lments est sur la diagonale).
Quelle matrice drive de la matrice d’adjacence faut-il prendre en compte pour la dtermination de l’espace propre 
pertinent ? Rappelons tout d’abord le rsultat bien tabli en analyse de donnes selon lequel l’information pertinente, 
non bruite, rside dans les lments propres dominants d’une matrice de donnes (Benzcri, 1973). Ensuite, dans le 
cas de la matrice Q dcrite en section 3, (Benzcri, 1973), (Chung 1997) et bien d’autres travaux ont montr que sa 
plus grande valeur propre, de multiplicit L (L tant le nombre de composantes connexes du graphe) valait 1. Il en va 
de mme de la matrice Dr-1 X dont l’espace de reprsentation semble prfr par beaucoup d’auteurs. 
Notre test permet de trouver quelles sont les valeurs propres de Q ou Dr-1 X significatives, c’est--dire qui s’cartent 
de celles qui rsultent du hasard, extraites  partir de versions randomises de X. Notre test s’crit ainsi :
- Extraire la squence complte des valeurs propres de Q ou Dr-1 X, j tant la valeur propre de rang j.
- Engendrer un chantillon suffisant (X1, X2, ... Xp) de versions randomises de la matrice d’origine X (par ex. 
200 matrices).
- Pour chaque version randomise Xi de X (i varie de 1  p), extraire la squence complte des valeurs propres de Qi
ou Dr-1 Xi, ij tant la valeur propre de rang j.
- Pour chaque rang j, positionner la valeur propre j de la matrice d’origine par rapport  la squence ordonne des 
valeurs propres (i0j, i1j, …, ipj) de mme rang des matrices simules : si la valeur propre jest dans l’intervalle des
valeurs randomises situes au seuil de significativit (par ex. entre la 2me et la 199me pour un seuil de confiance de 
99%), elle est attribue au hasard, sous contrainte de mme distribution des degrs, sinon elle est dclare s’carter 
significativement des valeurs obtenues par hasard. 
1 Risque alpha : risque de conclure  une diffrence qui n'existe pas ( faux positif ,  bruit ) ; risque bta : risque de ne pas mettre 
en vidence une diffrence qui existe rellement ( faux ngatif ,  silence ).
Seules les valeurs significatives sont conserves. Des remarques sont  faire, se dduisant de l’usage du test 
TourneBool :
1) Il est  noter que la premire valeur propre est 1 pour la matrice d’origine comme les matrices simules, ce qui 
permet de l’carter. Dans le cas d’un graphe avec k  composantes connexes, les k valeurs suivantes de la matrice 
d’origine sont gales  1, mais il y a trs peu de chances qu’elles atteignent 1 pour les matrices simules, ce qui les rend 
significatives dans le cas le plus courant..
2) Lors du fonctionnement de ce algorithme adapt aux matrices de graphes, nous avons pu constater sur nos divers 
exemples que les valeurs propres significatives se succdaient de faon ininterrompue, la premire de celle-ci tant la 
deuxime valeur propre, jusqu’au moment o elles basculaient dans la non-significativit, pour y rester jusqu’ la fin. 
Ce qui nous a permis de dterminer un espace intrinsque cohrent avec les choix habituels (en utilisant des valeurs 
propres conscutives). 
5. METHODOLOGIE : EXEMPLE D’UN PETIT GRAPHE ARTIFICIEL A QUATRE
COMMUNAUTES
Pour commencer par un cas simple nous avons cr un graphe de quatre cliques, de tailles voisines, dans lequel nous 
avons ajout et retranch alatoirement une faible quantit d’arcs, sans boucles ni arcs multiples. Ce qui se traduit par 
la matrice d’adjacence M0 de la figure 1, bruite avec 17 % de  blancs  dans les zones  noires , et 12 % pour 
l’inverse.
Figure 1. La matrice d’adjacence M0 avec 4 communauts
On calcule alors la matrice D-1 M0 (cf. section prcdente) o D est la matrice diagonale des degrs de la matrice 
d’adjacence M0, puis ses 66 valeurs propres et vecteurs propres correspondants U1  U66. Nous avons choisi de crer 
par TourneBool 200 matricesM1  M200 randomises  partir de M0.
Nous avons port sur la figure 2 gauche : 1) en trait bleu la squence des valeurs propres de D-1M0 (qui peuvent tre 
positives ou ngatives) dans l’ordre o les fournit l’algorithme QR, standard dans les librairies de calcul numrique, 2) 
on procde de mme pour chacune des 200 simulations D-1 Mxx, et on obtient ainsi, pour chaque valeur propre d’un 
rang donn, 200 valeurs qu’on ordonne. Les quantiles 2 et 199 de cette srie sont les bornes  99% des intervalles de 
confiance de la valeur propre. Et de mme pour les quantiles 5 et 196 qui fournissent les bornes de l’intervalle de 
confiance  95%. Ces quatre bornes figurent en rouge sur le graphique de la figure 2. L’algorithme fournit en premier 
les valeurs propres importantes, qu’elles soient positives ou ngatives, les valeurs insignifiantes tant rejetes  la fin.
Figure 2. Gauche : La squence des 66 premires valeurs propres issues de D-1 M0 (en bleu) compares aux bornes 
des intervalles de variation de ses drives randomises. Droite : les 4 communauts (en noir) dans l’espace des 3 
vecteurs propres U2, U3, U4.
On remarque que seules les trois premires valeurs propres non triviales de la matrice M0 d’origine sont 
significatives, car en dehors des bornes entre lesquelles oscillent les autres : ceci est cohrent avec l’existence de quatre
communauts faiblement lies entre elles, ncessitant donc un espace de dimension trois pour se reprsenter 
distinctement autour des quatre sommets d’un ttradre (cf. figure 2 droite en rouge). Les vecteurs propres U2  U4 
dfinissent donc l’espace intrinsque du graphe considr.
Nous avons prfr cette reprsentation, induite par notre algorithme,  celle plus habituelle en  boulis  de valeurs 
propres tries par valeurs algbriques dcroissantes. En effet la contrainte de somme algbrique constante des valeurs 
propres – ici gale  zro – cre dans cette dernire un phnomne de compensation : si certaines de ces valeurs sont 
largement au-dessus de l’intervalle de variation des matrices alatoires, d’autre peuvent passer au-dessous par la suite. 
La figure 4 illustre volontairement le phnomne pour l’exemple montr en section 6. Nous avons constat aussi 
qu’utiliser les valeurs absolues tries amliore la situation, mais ne la rsout pas. 
6. VALIDATION SUR UN GRAPHE ARTIFICIEL  ZIPFIEN  A DEUX 
COMMUNAUTES : Y A-T-IL UNE SEULE DIMENSION INTRINSEQUE ?
Nous nous attachons ici  reproduire deux caractristiques importantes d’un grand nombre de rseaux sociaux ou 
biologiques : 1) une distribution en loi de puissance de leurs degrs ; 2) une structure de communauts rarement en tout 
ou rien : on pourrait plutt la dcrire comme une appartenance progressive, nuance, des individus  chaque 
communaut, et structure autour d’amas plus denses. En d’autres termes, les communauts sont souvent imbriques, 
recouvrantes, et rarement  orthogonales  au sens o le seraient des composantes connexes d’un mme graphe.
6.1. Gnration du graphe artificiel
Nous allons crer une telle structure dans un cas relativement simple, mais raliste, celui de deux communauts 
recouvrantes de tailles ingales, et dont les degrs des nœuds suivent une loi de puissance. Ignorants au moment de nos 
travaux du gnrateur de graphes sans chelle,  nombre voulu de clusters, dcrit dans (Lancichinetti & Fortunato,
2009), nous avons suivi un processus ad-hoc sans prtention  une rigueur absolue ni capacit de gnralisation : partis 
d’une matrice bloc-diagonale  22 blocs  valeurs binaires (les deux blocs diagonaux  noirs , les deux autres 
 gris ), nous en avons ralis la morphose en deux tapes. Tout d’abord sa transformation en matrice de rels positifs 
dont les sommes en lignes et colonnes suivent une loi de puissance donne. Ensuite, comme l’ont fait aussi les auteurs 
cits ci-dessus, ces nombres ont t transforms pour la matrice finale en probabilits de tirer des valeurs 1 plutt que 
zro, aboutissant  la matrice 732  732 montre figure 3, sans vidence visuelle de sa structure en deux communauts.
A noter que le gnrateur de Lancichinetti et Fortunato peut aussi introduire des perturbations dans la distribution 
demande des degrs, ou mme ne pas aboutir au nombre dsir de communauts. Mais l’essentiel de l’usage de telles 
matrices engendres est bien de simuler de faon contrle des graphes rels trs bruits, sans plus.
Figure 3. La matrice 
d’adjacence M0 avec 2 
communauts, un  degr 
minimum 4, et une 
distribution des degrs en 
loi de puissance
Figure 4. L’“boulis” classique des 50 
premires valeurs propres issues de 
D-1 M0 (en rouge) compares aux 
intervalles de variation de ses drives 
randomises. 
6.2. Traitements et rsultats
On calcule alors la matrice D-1M0 (cf. section 4) o D est la matrice diagonale des degrs de la matrice d’adjacence
M0, puis ses 50 plus grandes valeurs propres, et vecteurs propres correspondants U1  U50. Nous avons choisi de crer 
par TourneBool 200 matrices M1  M200 randomises  partir de M0 : bien qu’il soit recommand, en matire de test 
de randomisation, de raliser au moins mille simulations, la figure 4 (et 7, 9, pour les expriences suivantes) montre 
que notre choix initial de 200, plus conome en temps de calcul, tait suffisant pour crer une forte continuit visuelle 
entre les intervalles de variation de chaque valeur propre d’ordre k (courbe verte suprieure), ainsi qu’une faible 
variabilit de ces valeurs, pour l’ensemble des matrices simules – ce qui pourrait ne pas tre le cas pour des statistiques 
plus locales que des valeurs propres, comme celles de co-occurrences utilises dans (Lelu, Cadot, 2010). Par ailleurs 
nous avons opt pour un seuil de significativit  1% de risques de se tromper car l’autre seuil courant, 5%, se traduisait 
par un intervalle de variation plus troit, et aurait pu avoir comme effet de rendre significative une valeur propre de 
plus. En fait, notre choix montre qu’il n’en est rien, car cette valeur propre reste infrieure dans les deux cas  la valeur
mdiane, et changer de seuil de significativit ne peut de ce fait influer sur le nombre de valeurs propres significatives, 
pour nos quatre exemples du moins. 
La figure 4 les confronte  la squence des valeurs propres issues de la matrice d’origine : seule la  premire  de 
ces valeurs propres (en fait la deuxime, puisque par construction la 1re valeur propre de D-1M0 est  1 ), domine les 
intervalles de confiance pris en squence dcroissante, mettant en vidence la structuration en deux ples recouvrants 
impose aux donnes. Ce que traduit visuellement la matrice M0 rordonne en lignes et en colonnes dans l’ordre des 
valeurs du vecteur U2 (fig. 5).
On remarquera que cette squence traverse le  couloir de confiance  des matrices simules, du fait de la contrainte 
de constance de la somme algbrique des valeurs propres : ce fait nous a amen  prfrer  cette reprsentation en 
boulis la reprsentation en  entonnoir  qui suit l’ordre d’extraction des lments propres par l’algorithme QR,
dcrite en section prcdente. 
Figure 5. La structure de M0
en 2 communauts entremles 
mise en vidence en ordonnant 
lignes et colonnes selon U2
Figure 6. La projection des 732
sommets dans le plan (U2,U3).
La figure 6 prsente la projection des sommets du graphe dans le plan (U2, U3) et confirme le peu d’information 
pertinente apporte par U3. L’axe U2 constitue donc la seule dimension intrinsque du graphe M0, et met en vidence 
un continuum de sommets, indpendamment de leur degrs respectifs, entre les deux noyaux denses des communauts 
mises en vidence, comme le montre clairement la figure 5.
Une telle structure en communauts recouvrantes peut aussi tre vue comme la superposition d’une partition stricte et
d’un  bruit  : dans notre cas les deux quadrants anti-diagonaux de la figure 5 dlimits par la valeur 0 des projections 
sur l’axe U2 comportent 1402 liens, soit 27% du total de 6462 liens du graphe. Ceci confirme que notre mthode, 
comme c’est le plus souvent le cas pour les mthodes spectrales, prsente de bonnes capacits de filtrage et de rsistance 
au bruit dans les donnes.
7. ESPACE INTRINSEQUE DE RESEAUX SOCIAUX REELS : Y A-T-IL DES 
COMMUNAUTES, ET SI OUI, COMBIEN ?
7.1 Football League
On trouve sur Internet les donnes (http://www-personal.umich.edu/~mejn/netdata/) du graphe social  Football 
League  des matchs jous entre les 115 clubs de la ligue de football amricain pendant la saison 2000 (Girvan, 
Newman, 2002). Ce jeu de donnes prsente l’intrt d’inclure la structure sociale “thorique” de ces clubs rpartis sur 
12 groupements rgionaux (dits conferences),  rapprocher de la structure relle qui mane, de faon non supervise, de 
l’ensemble des matchs jous. Cette caractristique peu courante permet de quantifier au moyen d’indicateurs comme le 
F-score, issus de mthodes supervises, la qualit des mthodes de dtection non-supervise de communauts dans les 
graphes.
La figure 7 dcoule du test TourneBool, aux seuils de confiance de 95% et 99%, sur 200 matrices d’adjacence 
randomises (mmes justifications que pour les exemple prcdents) : les 10 “premires” valeurs propres (N2  N11) 
de la matrice D-1 M0 (o D est la matrice diagonale des degrs de M0) dominent clairement le  couloir  de confiance 
issu des 200 matrices correspondantes M1  M200 . Toutes les autres  partir de la 11ime (N 12) se trouvent dans ce 
couloir. Ce qui nous invite, d’un point de vue purement statistique,  penser que la dimension intrinsque de ce graphe 
est 10, alors que du point de vue gomtrique, nous pouvions attendre une dimension intrinsque de 11=12-1.
Figure 7. L’“entonnoir” des valeurs propres issues du graphe social Football-League : en bleu celles de la matrice 
d’origine, en rouge les bornes des intervalles de variation de ses drives randomises. 
A ces deux points de vue, nous pouvons en ajouter un troisime, qui s’appuie sur l’interprtation visuelle possible 
dans l’espace des p premiers vecteurs propres pour proposer une valeur adapte de p. 
La figure 8 montre en effet la projection des clubs dans les plans (U2, U3) et (U12, U13), o les matchs intra-
confrences sont reprsents en traits pleins et les match inter-confrences en traits pointills. Faute de place, nous ne 
pouvons montrer les plans intermdiaires, mais il ressort de ces figures que bon nombre de  confrences  apparaissent 
comme des noyaux visuellement denses, alors que d’autres s’talent ou se sparent en sous-blocs. Par contraste, les axes 
U13, U14, etc. ne semblent pas mettre en vidence de structure interprtable. L’espace des 10 ou 11 premiers vecteurs 
propres (U2  U12) “normalise” les phnomnes de groupe, quel que soit le nombre d’individus statistiques impliqus : 
les petits phnomnes sont mis en exergue autant que les grands, mais ils le sont par des axes de rangs loigns.
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Figure 8. Les plans (U2,U3) et (U12,U13).
Nous avons test quantitativement cette remarque en crant semi-automatiquement un jeu de rgles de 
discrimination dans l’espace 11-dimensionnel U2  U12 : le tableau 1 montre quelles  confrences  peuvent tre 
prcisment, voire parfaitement reconstitues  partir de cet espace, et lesquelles ne le peuvent pas, tant moins 
gographiquement ancres, comme Sun Belt ou Independents. On peut remarquer que l’axe U12 intervient dans ces 
deux confrences mal reconstitues, ce qui est un argument supplmentaire pour liminer cet axe et choisir la solution  
10 dimensions au lieu de 11, comme le suggrait l’utilisation du test Tournebool.
Pour terminer, nous avons adopt un quatrime point de vue, celui de la classification. Nous avons ralis un 
partitionnement spectral dans l’espace propre du graphe pour valuer l’accord entre partition non supervise (les 
communauts extraites) et partition de rfrence (les  confrences ) quand on fait varier le nombre de dimensions 
propres prises en compte. D’o une exigence de stabilit dans les mesures qui nous a fait liminer les mthodes de type 
K-means, dpendantes de l’initialisation, pour retenir une mthode densitaire (Lelu, 1994) dnomme Analyse en 
Composantes Locales (ACL) et utilisant un noyau  cosinus seuill  :  toute valeur du seuil s correspond un paysage 
de densit et un seul, vers les sommets duquel montent en gradient un ensemble de vecteurs u initialiss par les 
vecteurs-donnes x (tous ces vecteurs sont normaliss) au moyen de la loi d’apprentissage :
u := u + αηx ;   u := u/||u||   (normalisation) 
avec  η = [cos(x,u) - s]+ (troncature de la projection de x sur u), o α est une constante d’apprentissage petite. Par 
construction, le nombre de maxima diminue par paliers depuis N, nombre de vecteurs-donnes distincts, pour s= 1, 
jusqu’ se stabiliser quand on diminue s,  la valeur 1.
Confrences Rgles
Nombre de
T TP FP F-score
0-Atlantic Coast
1-Big East
2-Big Ten
3-Big Twelve
4-Conference USA
5-Independents
6-Mid-American
7-Mountain West
8-Pacific Ten
9-Southeastern
10-Sun Belt
11-Western Athletic
Accord global
U5<-0.146
U10<-0.136
U6>0.1 & U3>0.05
U4>0.115
U7<-0.1 & U10>0.1
U11<-0,01& U12>0.12
U2>0.05 &  U3>0.1
U9>0.16
U2<-0.132
U3<-0.131
3.U11+2.U12>0.7
U6>0.06 & U7<-0,1
9
8
11
12
10
5
13
8
10
12
7
10
115
9
8
11
12
9
2
13
8
10
12
7
8
109
0
0
0
0
0
0
0
0
0
0
3
1
4
1
1
1
1
0.95
0.57
1
1
1
1
0,82
0,84
0,956
TABLE I. REGLES DE DISCRIMINATION ISSUES DE L’ESPACE 11-DIMENSIONNEL PERTINENT POUR RECONSTITUER LES 12 “CONFERENCES”
DE FOOTBALL AMERICAIN.
Pour passer des maxima du paysage de densit  une partition stricte, un deuxime paramtre, l’cart minimal ε
entre maxima, doit tre dfini. Comme nous disposons de la  partition vraie  des donnes en  confrences , un 
indice F-score d’accord global entre cette structure et la partition obtenue peut tre calcul ( partir du nombre de liens 
dont les deux nœuds-extrmits sont ou ne sont pas de la mme classe), et faire l’objet d’une optimisation en grille sur 
les paramtres s et ε : ce F-score est maximum (.934) dans l’espace U2  U12, choisi sur des considrations 
gomtriques il diminue lgrement quand on rduit cet espace (.931 dans l’espace U2  U11) dsign comme 
intrinsque par TourneBool, et plus nettement quand on l’tend (.915 dans l’espace U2  U13). L’axe U12 n’apporte 
pratiquement  pas d’information utile, ce qui confirme le rsultat du test TourneBool.
7.2 Mexican Politician Network
Figure 9. L’“entonnoir” des valeurs propres issues du graphe social Mexican Politician : en bleu celles de la matrice 
d’origine, en rouge les bornes des intervalles de variation de ses drives randomises (trait plein :95% ; tirets :99%) . 
On trouve sur Internet le graphe social  Mexican Politician Network  (http://vlado.fmf.uni-lj.si/pub/networks/
data/esna/Mexican. htm) des liens entre 35 hommes politiques mexicains  la fin du 20e sicle, exploit par (de Nooy et 
al., 2004) et mis en ligne. Une partie d’entre eux sont des militaires, et il est intressant d’examiner si cette 
caractristique structure ou non le rseau global du pouvoir politique dans ce pays. Les auteurs de (Chen et al. 2009) 
ont compar sur cet exemple les deux mthodes non-supervises HMaxMin, maximisant leur critre Max-Min 
Modularity,  et l’algorithme hirarchique N (Clauset et al. 2004) utilisant la notion de modularit simple. Leur critre 
de comparaison entre les partitions trouves de faon non-supervise et la partition de rfrence militaires/civils est 
l’Adjusted Rand Index (ARI) (Hubert, Arabie 1985).
La figure 9 dcoule du test TourneBool, aux seuils de confiance de 95% et 99%, sur 2000 matrices d’adjacence 
randomises : les deux “premires” valeurs propres (N2  N3, ce graphe ne comportant qu’une seule composante 
connexe) de la matrice D-1 M0 dominent le  couloir  de confiance issu des 2000 matrices correspondantes.
Figure 10. L’espace intrinsque (U2,U3) du graphe des liens entre hommes politiques mexicains. En rouge les 
militaires, en surlign jaune notre partition optimale. 
La figure 10 montre la projection des 35 hommes politiques dans le plan (U2, U3) auquel se limite l’espace 
intrinsque de ce graphe. Les artes de ce graphe sont reprsentes en traits plein. Les militaires sont signals par des 
numros rouges : on constate visuellement une organisation en trois ples, l’un dense et principalement militaire,  
l’exception de deux civils qui y sont centraux (F. Madero, E. Portes Gil), et deux autres plus lches incluant quelques 
militaires.
L’application de notre mthode ACL dgage ces trois ples pour une large plage des seuils de cosinus, mais 
maximise l’indicateur ARI autour de la valeur -0.44 du seuil, pour laquelle deux communauts sont dgages (celle  
dominante militaire est surligne en jaune sur la figure 10). Ce maximum est de 0.620, et surpasse de beaucoup les 
meilleures valeurs trouves par les mthodes HMaxMin et N (0.359 et 0.255 respectivement).
Comme pour le graphe Football League, nous avons compar les valeurs maximales de notre critre de qualit de 
classification d’une part en rduisant l’espace  la seule composante U2, puis en l’tendant aux 3 composantes U2  
U4 : les valeurs de l’indicateur ARI sont alors respectivement de 0.512 et 0.604, confirmant ainsi le caractre optimal 
de l’espace intrinsque (U2,U3).
8. CONCLUSIONS, PERSPECTIVES
Notre contribution originale a t de montrer que la dimension de l’espace dans lequel raliser des oprations 
spectrales sur un graphe, ici la recherche de communauts, pouvait tre dtermine par la mthode de gnration de 
matrices randomises et test statistique TourneBool, adapte ici au cas de matrices d’adjacence symtriques – ceci de 
faon plus rigoureuse et plus gnralisable  des matrices de grandes dimensions que l’heuristique du  coude  dans 
l’boulis des valeurs propres. Nous avons vrifi empiriquement l’optimalit de cet espace intrinsque sur quatre
graphes, les uns artificiels, les autres rels. Le premier, petit et comportant quatre cliques bruites, nous a permis 
d’exposer la mthode et de la justifier par une nouvelle faon de reprsenter la squence des valeurs propres, compare 
 l’ entonnoir  des bornes de celles des matrices simules. Pour le second, constitu de plus de 700 sommets et 
construit avec deux communauts recouvrantes, TourneBool a correctement caractris comme unidimensionnel 
l’espace intrinsque de ce graphe sans chelle. Pour le troisime ( Football League ) notre test a identifi un espace 
intrinsque  10 dimensions dans lequel est confirme visuellement l’existence des 12 “confrences” officielles, la 
plupart bien regroupes dans cet espace, d’autres plus transversales. La qualit des rsultats a t mesure et elle 
n’augmente pas rellement quand on passe de 10 dimensions intrinsques  11, et chute quand on passe  12. Le mme 
constat a pu tre fait sur le quatrime graphe, celui des relations entre hommes politiques mexicains de la fin du 20me
sicle, de dimension intrinsque 2 et dans lequel notre mthode de clustering densitaire ACL a pu trouver une partition 
en deux communauts beaucoup plus proche de la partition militaires/civils de rfrence que celles cites dans la 
littrature.
L’utilisation que nous avons faite de cet espace rduit et  sphr  (mme variance dans toutes les directions) 
suggre qu’il est possible de rpondre  des questions de fond concernant la recherche de communauts dans les 
graphes, comme : certains nœuds forment-ils des clusters  naturels  (forte cohsion interne et fort loignement des 
autres nœuds), et si oui lesquels ? D’autres nœuds ne sont-ils pas mieux dcrits, plutt que par un rattachement plus ou 
moins arbitraire au cluster le plus proche, par d’autres concepts : communaut mono-lment (=  outlier , sommet 
marginal), pluri-appartenance, ou reprsentation sur une chelle continue entre deux ples (ou plus) ?
En particulier notre mthode densitaire de clustering ACL, peu adapte aux espaces de donnes brutes qui reclent 
d’importantes diffrences de densit relative, et de ce fait en jachre depuis une quinzaine d’annes, trouve dans ce type 
d’espace normalis un terrain idal. Ce que confirment nos bons rsultats d’accord entre la structure en clusters 
 thorique  et la structure relle trouve par ACL sur les graphes  Football League  et  Mexican Politician 
Network . Sans compter la capacit de cette mthode  constituer des clusters  divers niveaux de granularit, en 
fonction des plages de notre paramtre de seuillage des projections. 
Au passage, nous avons donc tabli deux points moins importants, mais ncessaires  notre dmonstration :
- une nouvelle reprsentation visuelle des squences de valeurs propres d’une matrice laplacienne d’un graphe, pour 
les comparer  celles des bornes correspondantes de ses contreparties randomises.
- notre mthode densitaire de clustering ACL, indpendante des conditions initiales,  la diffrence des K-means et 
de leurs drives, ne semble pas prsenter dans l’espace intrinsque les inconvnients constats dans l’espace d’origine 
des donnes et dus  des diffrences considrables de densit des clusters. 
Nous sommes conscients que le choix des deux paramtres du test TourneBool (pourcentage de confiance et nombre 
de matrices simules) peut influer sur la stabilit et la reproductibilit des rsultats, tout en dpendant de la taille et du 
pourcentage de remplissage du tableau des donnes. Ceci mrite une tude en soi, qui sort du cadre du prsent article.
Et conforter par la thorie la remarque 2 de l’algo.
Bien du travail reste  faire pour renforcer et dcliner les points tablis ci-dessus : par exemple passer d’une chelle 
d’un millier de noeuds  celle des “graphes de terrain” aujourd’hui disponibles – ce problme se ramne alors  celui de 
la recherche des lments propres dominants dans des matrices clairsemes (sparse) et de trs grandes dimensions, 
tudi depuis plusieurs dcennies et  mettre ici en œuvre techniquement. La rfrence (Hernandez et al., 2008) montre 
qu’une architecture parallle  p processeurs Xeon de l’anne 2008 peut traiter des matrices d’adjacence de l’ordre de 
100 000 p nœuds. On peut encore tester la robustesse des dimensions intrinsques obtenues, par injection de  bruit  
dans la matrice d’adjacence. Quoiqu’il en soit, le sous-espace dlimit par TourneBool semble constituer une base 
stable pour construire des reprsentations labores d’un graphe, qu’elles soient visuelles ou qu’elles permettent des 
traitements comme la recherche de communauts et leur volution au cours du temps.
Remerciements : merci aux relecteurs anonymes pour leurs critiques avises et leurs nombreuses suggestions 
de corrections.
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