Thirteen measurements of the Compton profile of water carried out in five different laboratories are compared. The possible sources of error inherent in Compton measurements are analysed. Inconsistent normalization of the various profiles is found to be an important source of error. After renormalization of the profiles the results are found to be consistent to within + 2 % of the peak height of the profiles. It is shown that all probable sources of error can be analysed in terms of five general types of error and further that the effects of all of these types of error on the shape of the Compton profile are almost indistinguishable from one another. The determination of the position of the Compton peak is found to be another important potential source of error in experimental measurements. Certain assumptions relating to the conversion to a momentum scale were found to be mistaken and are corrected. A comparison of currently accepted relativistic and non-relativistic expressions for the cross section revealed that they are not in fact significantly different. Multiple scattering is found to be the only major source of error which is not yet well understood. Each experimental measurement is assessed in detail with particular regard to the differences between the techniques used by the contributing groups. Proposals are made relating to the accumulation, processing and presentation of Compton data. It is concluded that a reproducibility of + 1% of the peak height of the profile is quite feasible and that in a differential experiment + 0-5 % or even better is possible.
Introduction
One of the problems inherent in all experimental work lies in determining the extent to which systematic errors, arising either from the data processing procedures or from the actual experimental technique, affect the results. Probably the most fruitful approach to such problems is for a number of independent research groups to carry out essentially the same experiment and then to compare the results. Projects of this nature have already been carried out in relation to X-ray diffraction measurements (Abrahams et al., 1967; Mackenzie & Maslen, 1968; Abrahams, Hamilton & Mathieson, 1970; Paakkari, Suortti & Inkinen, 1970) . As a result of these projects considerable insight has been obtained concerning both the reliability and reproducibility of X-ray diffraction measurements.
Interest in the Compton effect as a tool for the determination of electron momentum distributions has grown rapidly over the last ten years. As recently as 1965 there were only two laboratories undertaking systematic measurements of Compton profiles. Since then, six more groups have begun to carry out measurements in this field and at least five other groups are regularly reporting results of theoretical calculations of Compton profiles. With this in mind, it was decided that a project along the lines of the diffraction projects should be carried out with a view to estimating the reliability of Compton scattering data. As well as testing the limits of accuracy of Compton measurements, it is hoped that one of the end products of this project will be a reference profile which workers involved in setting up Compton scattering units will be able to use as a standard by which to judge their results.
In this report it will be assumed that the reader is familiar with the experimental techniques involved in the measurement of X-ray and ),-ray Compton profiles. For details of the X-ray technique the reader is referred to the review article by Cooper (1971) and for details of the ),-ray technique to the paper by . A good general review is given by Epstein (1975) .
Secondly, it had to be easy to prepare in a pure and reproducible state so that there would be no significant difference between samples.
Thirdly, there should be no anisotropy in the samples so that the sample orientation would not affect the results.
Finally, the sample should be of such a nature that reasonably accurate theoretical profiles are available for comparison with the eventual experimental best estimate. (This last consideration is of secondary importance since the prime aim of the project is to carry out an inter-experimental comparison.)
As a result of these considerations three possible samples were considered -helium, water and graphite. The main advantage of helium is that very accurate theoretical profiles are available ) but the difficulties of containing the sample were felt to outweigh this. The advantage of graphite was that, being a solid, no container would be required but here the problem of preparing identical samples arises since there appears to be a significant degree of anisotropy in graphite (Reed, Eisenberger Pandey & Snyder, 1974 ) and the existence of varying degrees of preferred orientation could ruin the entire project. This left water, which satisfies all the criteria listed above except that some form of container is required. Nevertheless, provided careful measurements of the contribution from the container are made there should be no difficulty in subtracting this as background. To standardize the sample geometry to some extent it was suggested that the sample container be made of a ring of some suitable material such as brass with thin mylar windows glued to the front and back. Since the Compton profile of the carbon in the plastic should be reasonably similar to the Compton profile of water, any error in subtracting the background should be minimized.
Having decided on the sample then, the laboratories mentioned above were asked to carry out a measurement on the Compton profile of water.*
Data and experimental results
The Compton profiles submitted by the various participants are given in Table 1 . Each data set is specified by a number and where more than one set of data has been submitted the subsets are specified by the letters A,B, C, and so on.* Included in Table 1 is a near Hartree-Fock (NHF) profile (Tanner & Epstein, 1974 ). However, it should be stressed that no special significance should be attached to differences between this and the various experimental profiles at this stage of the project, since until the inter-experimental comparison is finalized a comparison with theory is of little significance.
* Precise details of the information required and the experimental details of each set of data received have been deposited with the British Library Lending Division as Supplementary Publication No. SUP 31498 (18 pp., 1 microfiche). Copies may be obtained through The Executive Secretary, International
Union of Crystallography, 13 White Friars, Chester CH1 1NZ, England.
Table 1. Experimental Compton profiles of water
The momentum p is in atomic units. The profiles are normalized to the NHF profile between 0 and 4 a.u. The last row gives the sample thickness in cm. The radiations used were as follows: set 1 -Ag K~, 2 -Am, 3 -Te, 4 -Am, 5 -Mo K~. 
Preliminary comparison of results
From data sets 2 to 5, for which measurements were carried out on samples of more than one thickness, it is apparent that the measured Compton profile depends on the sample thickness. Since this variation with thickness is assumed to arise from the presence of multiple scattering in the data the logical step appears to be to extrapolate to zero thickness Manninen, Paakkari & Kajantie, 1974) . However, it is not clear just how one should do the extrapolation, if indeed an extrapolation can be done at all, and so for this first comparison only the thinnest samples from each data set were used. A more detailed discussion of the dependence of the profile shape on multiple scattering and sample thickness is given in § 7.7 below. Before the comparison is made, several points should be noted. The first is that the different groups used different criteria for the normalization of their profiles. Data set 1 was normalized so that the area from 0 to 4 a.u. was equal to the Hartree-Fock free-atom value, set 2 so that the area from 0 to 5 a.u. was equal to 5 e, set 3 so that the area from 0 to 15 a.u. was equal to 5 e and sets 4 and 5 so that the area from 0 to 7 a.u. was equal to the Hartree-Fock free-atom value. In order to make a meaningful comparison of the data it was necessary to renormalize the data using the same criterion for each set. The criterion adopted was that they should all have the same area as the near-Hartree-Fock (NHF) profile given in Table 1 , between 0 and 4 a.u., namely 4.682 e. (The data in Table 1 are the data as received from the various participants but renormalized in this way). To make the importance of this renormalization clear, Table 2 gives the percentage change in J(0) for each set of data as a result of this renormalization. Since these changes (up to 4%) are of the same order as the differences between the data sets the renormalization is clearly of crucial importance. The second point to be noted is that for data set 2 no absorption correction was applied on the grounds that if the data is extrapolated to zero thickness no absorption correction is necessary. For this reason the data for set 2 was extrapolated to zero thickness. Further discussion of this will be given in § 7.7 below.
Since the differences between the sets of data are fairly small it is necessary to present the data as differences from some profile and in Fig. 1 the difference is plotted between each data set and the mean. In order to get a sense of proportion into the data the differences are plotted as a percentage of the peak height of the NHF profile given in Table 1 , namely 3-794.
At this stage of the data analysis it should be noted that no special significance should be attached to the mean. The only feature of interest is the difference between pairs of profiles. However, since some profile must be used as a base so that the individual measurements can be expressed as differences from this base, the mean is the most convenient to use.
From the numerical values given in Table 3 and the corresponding plots in Fig. 1 , it can be seen that the total spread of the results is about + 2 % at zero momentum and about + 0.5 % atp = 4 a.u. This is not far outside the quoted experimental errors which range from _+ 1% to _+ 1.5 % at p = 0 a.u. and from _+ 0.2 % to _+ 0.3 % at p = 4 a.u. It should be noted that the curves plotted in Fig. 1 were slightly smoothed when drawn to avoid the figure becoming an unintelligible jumble of lines. Nevertheless, none of the data points are more than about 0"4 % from the curves and most are within about 0.2 % of the curves. From Fig. 1 it appears that three of the curves (data sets 3, 4 and 5) are particularly close to one another, that one of the X-ray experiments (data set 1) is somewhat wider than these three Table 3 . Differences between individual profiles and the mean given in the last column (%)
All quantities are multiplied by a factor of 103. and that one of the y-ray measurements (data set 2) is much wider still. [Note that a 'wide' curve will give a low value of J(0)]. From this preliminary examination it seems that all of the Compton scattering experiments are in reasonable agreement, but there seems to be a significant difference between two of the profiles and the remaining three.
Having made this initial comparison then, the rest of this report will be devoted to a consideration of the following two questions. First of all, is it possible to trace the residual discrepancies and thus either improve the agreement or make an estimate as to which of the profiles is likely to be nearer to the 'true' profile? Secondly, is it possible to decide if there is likely to be any significant, common, but undetected, systematic error which would cause all the experiments to be in error by the same amount?
The effect of systematic errors
When Compton measurements are carried out, the possible systematic errors may be divided into two classes. The first involves errors in the raw data. For example, an incorrect determination of the scattering angle will lead to an error in the estimated position of the peak of the profile and hence the zero of the momentum scale. The second involves errors in the data processing. For example, the expression used to calculate the wavelength dependence of the absorption in the sample may be incorrect leading to a systematic error in the intensity as a function of momentum. However, to a reasonable degree of accuracy, all probable errors may be written in one of the following forms. [J(p) is the 'correct' profile and J'(p) the profile with the error.]
(1) Linear error
where 2, tr, rc and fl are small constants and R(p, 7) is an apparatus function of width 7. In order to obtain an estimate of the effect of the errors, each of them was applied to the NHF profile given in Table 1 . The 'error' profiles were then renormalized to have the same area as the original profile in the range 0 to 4 a.u. and Table 4 gives the difference between the original profile and the 'error' profile for suitable values of the parameters. From Table 4 it can be seen that the change in the profile is almost linear with respect to each parameter in the range under consideration.
More precisely J'(p)-J(p) varies linearly with each of the error parameters given above provided J'(p) is renormalized to have the same area as J(p). Since the error was greatest
at p = 0 in each case, the value of each parameter required to produce a 1% change in J(0) was calculated and the values recorded in Table 5 . Also for later reference, Fig. 2 gives difference plots for each type of error. From Table 5 Table 4 it can be seen for example that a linear error of 0"011 a.u. -t will cause a 1% error in J(0). Similarly, an error in converting to a Pz scale of 1%, an error in the position of the Compton peak of 0.013 a.u. or an error in the background of 0.5 % of the peak height will all cause an error of 1% in J(0). Each of these types of error will be discussed in relation to the experimental measurements below. However, it is immediately clear from the similarity in the shapes of the difference curves plotted in Fig. 2 that it will be virtually impossible, on the basis of the final data alone, to attribute a systematic error in a difference plot to any one of these types of error. The only type of error which may be distinguishable from the others is the background error which is quite large at high values of q by comparison with the others. A particularly important feature to note is that the presence of a 'linear' error or a 'shift' error will destroy the symmetry of the Compton profile about p= 0. The symmetry of the final profile can therefore be used as a check on these types of error. Alternatively, if the mean of the two sides of the profile is used, these errors should cancel. (This assumes, of course, that the impulse approximation is valid and that there is no interference from binding effects in the region of interest.) Table 5 .
Values of the error parameters (defined in the text) which will give rise to a 1% error in J(O)
2 = +0-011 a.u. -1 tr = -0.011 = -0.013 a.u. fl = 0-0045 7 = 0.3 a.u. (Gaussian, FWHM)
Discussion of error sources
In order to carry out a thorough analysis of the error sources in a Compton experi6aent it is necessary to go through the rather tedious procedure of examining each step in the analysis of Compton scattering data and try to get some idea of the effect each step is likely to have on the final result. To keep things clear the whole procedure is set out in Table 6 . The order of the corrections is not necessarily correct but is the order in which they are usually considered.
As shown in Table 6 In short, the experiment measures the probability that a photon leaves a radiation source with some fixed momentum, is scattered within the sample and is registered in a detector sensitive only to photons with some other well defined momentum. In this project, measurements of this energy distribution have been carried out using both the X-ray and the ?,-ray techniques. Therefore the first thing to be borne in mind is the possibility of detecting systematic errors which are likely to be different for the two types of experiment. The second thing to remember is that the incident photon energies used in different experiments cover a wide range (~ 20 keV for data sets 1 and 5, 60 keV for sets 2 and 4 and 160 keV for set 3), so that the possibility exists of detecting systematic errors which are strongly energy dependent. The possible error sources are then as follows.
Reliability of the apparatus
The first thing to be considered is the reliability of the apparatus.
In the X-ray experiments this means that the intensity of the incident beam should be stable to within about 0.2 % (if the random errors are to be of the order of 0.5 %), and also that the spectrometer is correctly calibrated so that the conversion from Bragg angle to wavelength is correct. The beam stability can be checked by carrying out a series of measurements over the same part of the profile which can then be tested for consistency. Both short-term and long-term fluctuations should be considered since a test for one might easily overlook the other. The spectrometer calibration is easily verified by measuring the Bragg angles of standard fluorescent wavelengths. In order to estimate the accuracy with which the Bragg angle should be determined, the error in the peak shift for a given error in the Bragg angle has been calculated (Appendix I). From this calculation it follows that the error is almost independent of the scattering angle in the region of interest. Further, to ensure that the error in Y(0) is not more than 0.2%, the Bragg angle corresponding to the peak shift should be determined to whithin 0.001 ° of 20. This is within the limits on most X-ray spectrometers and should not give rise to any difficulty. Further, as shown in Table 5 , it can be seen that with the peak position fixed, the error in the Bragg angles as measured with respect to the Compton peak should be no more than 0.2 %, but again this should present no problem with most X-ray spectrometers.
In the ?,-ray experiments the beam stability is immaterial since the detector observes the whole spectrum simultaneously. It is necessary, however, to ensure that the energy scale is correctly calibrated, but this is easily done by observing the energies of the radiation from standard y-ray sources. At high angles the error in the peak shift is almost independent of the scattering angle and it is shown in Appendix I that the energy corresponding to the peak shift should be determined to within 24 eV for Te ),-rays and 12 eV for Am ),-rays. This is within the limits of most solidstate detecting systems. As in the X-ray case, the energy should be determined with respect to the Compton peak to an accuracy of at least 0.2 %.
Background subtraction
In the X-ray experiments there is always a lot of Bremsstrahlung radiation so that the background subtraction is quite difficult. Indeed, the signal-to-noise ratio is usually of the order of about five to one at the peak of the profile and in the tails, where the background may be considerably greater than the profile itself, it becomes virtually impossible to obtain an accurate estimate of the true curve. When subtracting the background from the X-ray data, the longwavelength background may be in error if the points are not taken sufficiently far out in the tail to ensure that the Compton profile is effectively zero. As can be seen from Table 5 , an error in the background of 0.5 % of the peak height of the profile will give rise to an error of 1% in the value of J(0) if the profile is renormalized between 0 and 4 a.u. of momentum. Using the NHF values of J(q) in Table 1 , it therefore follows that in order to ensure that the error in J(0) is no more than 0.2 % the background should be measured at points in the profile corresponding to at least 10 a.u. of momentum. Subtracting the background on the short-wavelength side of the K~ lines is hindered by the presence of the K~ Compton profile so that the background points should be measured to the short-wavelength side of the Kfl line. This in turn assumes that the background is flat over this rather large range of wavelength.
Fortunately, the background subtraction is quite straightforward in the ?,-ray experiments since the signal-to-noise ratio is usually of the order of 500 to 1 or better. The ),-ray results should therefore provide a useful check of the tails of the X-ray results.
With both techniques it is of course necessary to take into account the possibility of Compton scattering from the air and the windows of the scattering chamber, but careful measurements of the intensity from the empty sample holder should provide a reasonable estimate of this.
Energy dependence of absorption
The next step in the processing of Compton scattering data arises from the fact that the scattered photons have a range of different energies or wavelengths so that the absorption of the photons in the sample and the detecting system will vary across the profile. In both systems it is necessary to correct for the energy dependence of the absorption in the sample and in the detector and in the X-ray system it is also necessary to allow for the wavelength dependence of the absorption in the analysing crystal of the spectrometer.
Here the large range of incident energies is useful since the absorption corrections vary considerably between the two systems. Since the effect of absorption in the sample is much greater for the X-rays than for the y-rays, the latter again provide a useful check on the former. In particular, however, the correction is positive on one side of the profile and negative on the other so that, as was pointed out in § 7, the processed profiles can be checked by testing the symmetry of the final profile.
For the X-ray results it should of course be borne in mind that the tail of the Kfl profile may overlap the shortwavelength side of the K~ profile and a suitable correction will be necessary.
Conversion to a momentum scale
At this stage of the data processing it is usual to convert the Bragg angles or energies to momentum units. There is no essential difficulty here since, within the limitations of the impulse approximation, an exact expression can easily be derived (Viegele, Tracy & Henry, 1969) . However, in the past some workers have used the simpler expression for X-ray results which follows when the change in wavelength is very much less than the initial wavelength (Cooper, 1971) . If this is compared with the 'exact' result, it will be found that even for typical X-ray wavelengths this leads to a scale change of the order of 3 % and hence an error of about 3 % in the renormalized value of J(0) (see Table 5 ).
Converting the results to a momentum scale assumes of course that the original parameters are measured with sufficient accuracy. In both the X-ray and the )'-ray experiments the scattering angle must be determined, to obtain both the zero and the width of the momentum scale. In Table 7 the error in the peak shift for a given error in the scattering angles is shown as a function of scattering angles and incident energies (see Appendix I). From Table 7 it can be seen that if the scattering angle is 160 ° , then in order to ensure that the error in J(0) is no greater than 0.2 % say, the scattering angle should be determined to an accuracy of at least 0.02 ° for Te 7-rays, 0"04 ° for Am ?'-rays and 0-15 ° for Mo and Ag K~ X-rays. At lower scattering angles an even more rigorous determination of the scattering angle is required, but conversely the requirements can be relaxed for higher scattering angles. Again, however, the error on the low-energy side and the error on the high-energy side will be equal but of opposite sign so that the symmetry of the final profile can be used as a check. As well as causing an error in the peak shift, an incorrect scattering angle will cause an error in the width of the momentum scale. From Table 8 it can be seen that at 160 ° say, the scattering angle should be determined to within about 3 ° if the error in J(0) is to be less than 0.2 % so that the error introduced in this case is less than in the previous case. 
Correction for the cross section and non-linearity of the momentum scale
The correction for the cross section arises because the scattering cross section depends on the energy of the incident and scattered radiation as well as the momentum of the scattering electron (Manninen, Paakkari & Kajantie, 1974) . However, as is shown in Appendix II, if the scattering angle is 180 ° the momentum dependence of the scattering cross section is approximately 1-0.007p for all incident energies (with p in a.u.).
A similar correction, which affects some of the data discussed in this report, has caused confusion in the literature. It has been suggested that since the conversion from energy (of the scattered photon) to momentum (of the scattering electron) is not linear [Appendix I, equation (A1)] the correct expression for calculating the Compton profile as a function of momentum, J(p), from the profile as a function of energy, J(og), is
Now while this is undoubtedly true, the factor (Oog/Op) is already included in the standard expression for the cross section. [See, for example, equation (10). The factor &o/Op arises in this paper from the integration over the energy conservation delta-function.] In the X-ray case, however, it is necessary to convert the Bragg angles to energy and hence momentum. The correct expression for this conversion is j(o)) = J(20) (820/0o9) and this factor of (020/009) must be included. In Appendix II it is shown that at 180 ° this correction is approximately 1 + 0.025p for Mo and Ag X-rays with LiF analysing crystal in the 400 reflexion, with p in a.u.
Both of the corrections discussed above will of course depend on the scattering angle and should be calculated separately for each case. Since the corrections vary linearly with the momentum p, errors in these corrections will destroy the symmetry of the final profile.
Correction for the instrument function
The next correction to be applied to the data involves deconvolution to allow for the finite resolution of the instrument function. In the X-ray experiments the instrument function has three component parts. There is the part which would usually be ca!led the apparatus function of the spectrometer arising from the finite divergence of the Soller slits and the mosaic spread of the analysing crystal. This is easily measured by carrying out a spectral analysis of the K~ fluorescence from the X-ray tube. There is the broadening due to the divergence of the incident beam which must be calculated from the scattering geometry and finally there is the broadening due to the use of an ~ doublet, the separation of which is readily obtained from standard tables. In the ),-ray experiments only the first two components are present. The 'apparatus function' is easily measured using standard y-ray sources and the incidentbeam divergence function must again be calculated.
In order to specify the total instrument function, the most suitable single parameter is probably (Epstein & Williams, 1973) Resolution Typical values for the total instrument function width are 0-3 to 0"4 a.u. for X-ray experiments and 0-4 to 0"8 a.u. for y-ray experiments (Epstein & Williams, 1973) . It is difficult to make general statements about the effect of the instrument function on the Compton profile since it depends critically on both the shape and width of the function and on the shape of the profile. From reference to Table 4 , however, it can be seen that a Gaussian instrument function of FWHM=0"2 a.u. changes the renormalized value of J(0) for water by 0.6 %. For the X-ray experiments therefore, the deconvolution should present no problem since even without any de.convolution at all the error in J(0) should only be of the order of 1.5 %. For the y-ray experiments the situation is somewhat worse.
There is however one aspect of deconvolution which has been almost completely ignored in nearly every paper in the literature concerned with Compton scattering. Paatero, Manninen & Paakkari (1974) have shown that even for an 'ideal' deconvolution procedure there will always be a 'residual instrument function' and a full statement of the results includes a statement of this function. (The easiest way to visualize the residual instrument function is to consider that function which would be obtained, after deconvolution, if the apparatus were set to measure a spectral line which was in reality a delta-function.) The reason for the importance of the residual instrument function is that a 'true' comparison can only be made between a theoretical profile, say, and an experimental profile if the theoretical profile is first convoluted with the residual instrument function. Fortunately, for a 'well behaved' profile like that of water, with no discontinuities in the profile or its first derivative, the effect of the residual instrument function should be fairly small. Further discussion of this point will be given in § 8.
In the y-ray experiments the instrument function usually has a tail on the low-energy side which is very much smaller than the rest of the instrument function but often extends over a fairly large energy range. This can easily be allowed for by using a 'tail-stripping' procedure. The presence of such a tail in the instrument function also destroys the symmetry of the Compton profile about p = 0.
Multiple scattering
The last and probably the most troublesome of the corrections is the correction to allow for the contribution to the observed spectrum from events involving more than one photon-electron scattering.
Unfortunately, the theory of multiple scattering in the Compton effect is still in its infancy, the only theoretical investigations of multiple scattering being by DuMond (1930) and Williams, Pattison & Cooper (1974) . In the meantime the best that can be done is to summarize the current state of the theory. DuMond (1930) has shown that in the non-relativistic limit the ratio of double to single scattering should be proportional to the scattering cross section provided that there is no significant absorption in the sample. From tabulated values of the cross section (Storm, Gilbert & Israel, 1958) it is found that between 160 and 60 keV the cross section for water changes from 0.12 to 0-17 cm2/g so that on this basis the fraction of double scattering from a given thin sample should be the same for Am as it is for Te ~-rays. For 15 keV incident photons, however, the cross section increases to 0.31 cm2/g so that one might expect the ratio of double scattering to single scattering to be about twice as great in the X-ray experiments as in the ~,-ray experiments.
Dependence of multiple scattering on the cross section

Dependence of multiple scattering on the sample thickness
From DuMond's early theoretical work (DuMond, 1930) it can be seen that to a first approximation the fraction of double scattering in a Compton experiment varies as the average value of 1/r 2 where r is the distance between any two points in the sample. (This is because the intensity of the intermediate ray goes as 1/r 2 if it is assumed that the first scattering is isotropic and that there is no absorption.) Using this simple approximation one can show that the ratio of double to single scattering will vary as illustrated in Fig. 3 (Williams & Halonen, 1975) . That is, for thin samples the ratio should vary linearly with the thickness, when the diameter and the length are approximately equal theratio should be a maximum and for very thick samples the ratio should vary as the reciprocal of the thickness. These simple arguments indicate that in order to cut down the double scattering the sample thickness should be significantly less than the diameter and that a linear extrapolation to zero thickness is only valid for very thin samples. Williams, Pattison & Cooper (1974) have shown that if (a) the scattering angle is 180 °, (b) A2,~ 20, and (c) the 'true' Compton profile is Gaussian, then the profile due to twice inelastically scattered radiation is identical to the single scattered profile. From these results it would seem that in order to minimize the multiple scattering the highest possible scattering angle should be used. In addition, for X-ray experiments at high angles, the effect of double scattering might be considerably less than expected on the basis of the total fraction of double scattering. (Note that this argument does not hold for once elastic, once inelastic double-scattered radiation, as shown by Williams et al., 1974.) 
Spectral distribution of double scattering
Fraction of double scattering
Finally, it is worth noting that DuMond (1930) has shown that for a 1 cm diameter sphere of graphite and Mo Ke radiation, the ratio of double scattering to single scattering should be about 14 %. For water, therefore, for which the density is one third of that of graphite, the fraction of double scattering in a 1 cm diameter sphere might be expected to be of the order of 5 %.
Reexamination of the data
Now that the collection and processing of Compton scattering data have been considered in detail, the results of the various measurements can now be reconsidered. Table 9 gives accuracy and resolution parameters for the data submitted by the various participants. As is expected, the resolution function is narrowest for the two X-ray experiments (1 and 5), followed by the Te y-ray experiment (3), one of the Am ),-ray experiments (4) and then the other ~,-ray experiment (2). The widest resolution function is about 2.5 times as wide as the narrowest. The statistical accuracy of the results varies by a factor of about five from data set 3 to set 4. However, a crucial feature which is not reflected in these figures is the effect of the deconvolution procedure on the experimental errors. An optimized deconvolution procedure might easily give an answer which is an order of magnitude more accurate than a poorly optimized procedure. Indeed, from the results of Cheng, Williams & Cooper, (1971) it follows that the statistical error on the final profile is inversely proportional to the width of the residual instrument function as defined by Paatero et aL (1974) . There is therefore a degree of subjectivity in the choice of the residual instrument function and hence the error on the final data. Fig. 3 . The dependence of the ratio of double to single scattering on sample thickness. The solid line is a schematic representation for a sample with no absorption. For very thin samples the ratio increases linearly (a), for very thick samples the ratio varies inversely with the thickness (b), and the ratio is a maximum when the length and diameter of the sample are approximately equal (c). For a sample with absorption, there will be an upper limit to the effective sample thickness leading to the situation indicated by the dashed line (d). As was pointed out in § 7.7, the theory of the effect of multiple scattering on Compton profiles is still in its infancy, although this situation should soon be considerably improved. Apart from rather general theoretical statements therefore, the best approach is probably to measure a set of profiles for samples of varying thickness (or pressure, if a gas) and try to estimate the profile corresponding to zero thickness (or pressure). Fig. 4 shows the difference between the measurements of each data set and the thinnest sample from that set. The general form of the difference curves is very similar in all cases. The most important feature however is that all the difference curves have a maximum at about 2.0 a.u. so that it should be possible to distinguish between an error due to multiple scattering and any one of the other systematic errors illustrated in Fig. 2 which all peak at about 1"0 a.u. From Fig. 4(c) it is also clear that if the profiles are normalized to have the same area a linear extrapolation to zero thickness is not appropriate for small values of p. Using only the values near p = 0, the best results would appear to correspond to an interpolation which goes as the square root of the thickness. However, for values of p between 3 and 4 a.u., the form of the extrapolation changes.
Accuracy and resolution parameters
Sample Thickness
General observations
In Fig. 1 profiles 3, 4 and 5 are very close to one another (except at p= 0), profile 1 is somewhat wider and profile 2 is wider still. The difference between the mean of profiles 3, 4 and 5 and profile 1 peaks around 1 a.u. and is negligible at and above 2 a.u. This indicates that the difference is due to a 'linear', 'scale' or 'shift' error rather than a 'background' error or the presence of multiple scattering in the data. Comparing the mean of profiles 3, 4 and 5 with profile 2 it is seen that the difference is negligible at 1.0 a.u. and peaks at about 2-0 a.u. This indicates that the difference is due mainly to the presence of multiple scattering in data set 2, which might be expected since the thinnest sample in this data set was 1 cm thick compared to 1 mm for set 4, 3 mm for sets 3 and 5 and 1"5 mm for set 1.
Examination of individual data sets
In this section the individual measurements will be discussed briefly, in the light of the discussion of §8, with a view to determining the most probable sources of error in each measurement.
Data set 1
The measurements referred to as data set 1 were taken with Ag Ke fluorescence X-rays and a crystal spectrometer.
In this experiment, fluctuations in the intensity of the incident beam were allowed for by taking six separate measurements of the Compton profile. The accuracy of the gearing on the spectrometer was not recorded but it is unlikely that a standard crystal spectrometer would have errors in its gearing great enough to cause appreciable errors.
The signal-to-noise ratio was 11 to 1 which is good for an X-ray experiment but could still cause difficulties in the background subtraction. However, the tails of the profile shown in Fig. 1 agree well with the average value of the tails of the other measurements so that the background is probably quite accurate. The contributions from air scattering and from the foils of the container were measured but reckoned to be negligible.
As is expected in an X-ray measurement the correction for the wavelength dependence of the absorption in the sample and the detecting system is large, the value of the parameter ;t in equation (1) being about 0.04 a.u. -1. An error in the value of 2 of 0.01 a.u. -~ would change the value of J(0) by about 1% so that the absorption correction is a possible source of error.
The next potential error source is in the determination of the position of the Compton peak. Unfortunately, it was not stated if the scattering angle was used to calculate the peak position or if the centre of the profile was determined from the data. If the former course was adopted the scattering angle should have been determined to within 0.15 ° so that this could easily alter the final profile significantly. If the latter course of action was adopted the Bragg angle corresponding to the peak shift should be determined to within about 0.001 ° 20. Because of the rather strict requirements on the accuracy of the peak shift it would appear that this is a possible source of error. It should be noted that the form of the peak-shift error (Fig. 2) is quite similar to the difference between data set 1 and the mean of the other measurements (Fig. 1) .
No details were given concerning the expression for the scattering cross section. Provided either the correct relativistic or non-relativistic expression was used this should not introduce any error. The correction for the non-linearity of the conversion from Bragg angles 20 to energies of the scattered photon ( § 7"5) does appear to have been omitted. This would change the value of J(0) by about 2 %.
This data was not deconvoluted to allow for the effect of the apparatus function although the cq-e2 separation was carried out. This data set does in fact have the narrowest total resolution function. However, from Table 5 it is seen that a Gaussian apparatus function of FWHM=0"3 a.u. will give rise to a 1% error in J(O), so that the apparatus function for this data set, which has a FWHM =0.25 a.u., might make a significant difference to the profile. If a correction for the deconvolution were included this would change the profile in the direction of the mean of the other profiles.
The last potential error source in this data set arises from the possibility of multiple scattering. However, the measurement was carried out on a 1"5 mm thick sample so that the effect of multiple scattering is likely to be small.
The error parameter for this data set compares very well with the other sets (Table 9) .
Unfortunately no mention was made of the symmetry of the final prone. As has been pointed out above, this would provide a useful check on several of the possible sources of error.
Data set 2
The measurements referred to as data set 2 were taken using Am ~-rays and a solid-state detector.
The stability of the energy scale in this experiment was better than 19 eV which is quite adequate for these measurements.
Since this was a 9,-ray experiment the background should not give rise to any difficulty. A separate measurement was carried out to determine the contribution from the air and the container.
No correction was applied to allow for the energy dependence of the absorption in the sample on the grounds that, if the data is extrapolated to zero thickness, no correction is necessary. Although this argument may not be valid, an estimate of the correction for a 1 cm thick sample of water gives a value for the parameter ? in equation (1) The determination of the position of the Compton peak is again a possible source of error. For Am y-rays the scattering angle should be determined to within 0.04 ° if it is to be used to determine the position of the Compton peak. If the data are used the centre of the profile should be estimated to within 12 eV. The accuracy with which the peak shift was determined was not specified so that this could affect the results significantly.
The non-relativistic expression was used for the cross section but this should not introduce any significant error.
This data set has the widest resolution function (FWHM = 0.8 a.u.) so that the deconvolution is particularly crucial. However, provided care is taken with the deconvolution the residual instrument function should not affect the profile significantly.
The most severe problem in this data set is that of multiple scattering since the thinnest sample for which a measurement was made was 1 cm thick. Indeed, if it is assumed that the arguments of § 7.7.2 are valid to a first approximation, then a linear extrapolation to zero thickness will almost certainly underestimate the amount of multiple scattering. Furthermore, the difference between data set 2 and the mean of the other measurements (Fig. 1) is very similar in shape to the differences between thick and thin sample measurements illustrated in Fig. 4 . It is almost certainly true therefore that most, if not all, of the difference between data set 2 and the other measurements can be attributed to the presence of multiple scattering.
The error parameter for this data set compares favourably with the other sets (Table 9) .
Again, no mention was made of the symmetry of the final profile. As has been pointed out, this would provide a useful check on several of the error sources.
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Data set 3
The measurements referred to as data set 3 were taken using Te ?-rays and a solid-state detector.
No mention was made of the stability of the energy scale but with reasonably good equipment this should not cause any difficulties.
Since this was a ?-ray experiment the background should be almost negligible. To eliminate the contribution from the air, the mylar foils and the shielding, the multichannel analyser was set in the subtract mode and the experiment was run with the sample container empty for the same length of time as the original experiment.
No details were given of the momentum dependence of the absorption correction. However, an estimate of the correction for a 3 mm thick sample of water gives a value of the parameter 2 in equation (1) of about 0.0002 a.u. -~ so that the absorption of ?-rays in the sample should not affect the final profile. A more serious problem for Te ?-rays might be the variation of the detector efficiency with energy.
As in the two previous data sets, the determination of the position of the Compton peak is of crucial importance. The data were used to determine the centre of the profile to within 24 eV. This will not introduce any significant error.
The relativistic expression for the scattering cross section [equation (A10)] was used to correct the data.
The resolution function for this data set is reasonably narrow (FWHM = 0"46 a.u.) and a well optimized method was used for the deconvolution procedure. This is not likely therefore to introduce any error.
The thinnest sample used in this data set was 3 mm thick. However, from Fig. 4(c) it appears that for Am ?-rays the difference between the profiles measured for a 3 mm thick sample and a 1 mm. thick sample is still quite considerable (approximately 2°,/o at the origin). The possibility of a significant contribution from multiple-scattering events cannot therefore be ruled out.
The error parameter shows that this is in fact the most accurate (in terms of the raw data) measurement of the project.
As in the previous two data sets, no mention was made of the symmetry of the final profile.
In this data set the tails of the Compton profile were measured out to 15 a.u. and it is worth noting the excellent agreement between these measurements and the tails of the NHF profile in Table 1 .
Data set 4
The measurements referred to as data set 4 were taken using Am ?-rays and a solid-state detector.
The stability of the energy scale of the detecting system was checked several times during the course of the experiment by measuring the position of the line emitted from a weak Am test source. The energy scale was stable to within less than 12 eV throughout the experiment.
The signal-to-noise ratio was 500 to 1 and a linear background was subtracted. In order to minimize the scattering from the lead shielding, the experiment was arranged in such a way that no part of the shielding was in direct line with both the incident and scattered beams. This technique requires the use of a somewhat lower scattering angle and consequently tighter collimation on the incident and scattered beams. A separate measurement was made with the sample container empty to allow for the contribution from the foils on the container. This contribution was particularly large for the measurement on the 1 mm sample but will only increase the random errors and should not introduce any systematic error.
The correction for absorption in the sample was very small, the value of the parameter ;t in equation (1) being 0.0002 a.u. -~ so that this will not cause any significant problem. No correction was applied for the variation of the detector efficiency with energy but for Am ?-rays this problem should not be too serious.
The peak shift of the profile was determined by fitting a parabola to the central part of the curve. In this way the peak shift was determined to within less than 12 eV so that this will not introduce any significant systematic error.
The relativistic expression for the scattering cross section [equation (A10)] was used to correct the data. However, the correction for the non-linearity of the conversion to momentum units was then incorrectly applied again, as discussed in § 7.5. This will cause an error of about 1.2% in J(0).
The resolution function for this data set was rather wider than some of the others (FWHM = 0.58 a.u.) but the deconvolution procedure is very well optimized and the residual instrument function is unlikely to alter the results significantly.
The contribution from multiple-scattering events should be very small in this data set since a measurement was carried out on a sample of 1 mm thickness. In addition, the fact that measurements were made on four sample thicknesses should provide a good check on multiple scattering when the theory of multiple scattering is developed further.
The accuracy of the raw data in this experiment is lower than some of the others but this is probably made up for by using a very carefully optimized deconvolution procedure.
In order to check the symmetry of the final profile the area under the curve was calculated for each experiment between -7 and 0 a.u. and between 0 and + 7 a.u. From the values of these integrals given in Table 10 it is seen that the difference in the areas as a percentage of the area is about 1% for the three thinnest samples. This implies that the total error in J(0) due to errors in the absorption correction, the peak shift and the cross-section correction is unlikely to be more than 0-5 %. The large difference for the 16 mm thick sample is probably due to the presence of multiple scattering in that experiment. The measurements referred to as data set 5 were taken using Mo K0c fluorescence X-rays and a crystal spectrometer.
The stability of the incident X-ray beam was checked to within 0"5 % and in addition the final profiles were the mean of five separate measurements. By measuring a series of fluorescence lines as well as the straight through beam the gears were found to be accurate to within 0.002 ° 20 between 0 ° and 60 ° of 20.
Conclusions
From the results described above, and in particular from Fig. 1 , it would seem that Compton profiles can easily be measured with a reproducibility of + 2 %. In addition, if experiments are done very carefully on thin samples (or if • a gas, at low pressures) a reproducibility of _+ 1% is not an unreasonable expectation. In a differential experiment, such as a measurement on two geometrically identical crystals differing only in the orientation of the crystal lattices, a reproducibility of + 0.5 % should be possible. The most important unresolved problem is the question of how multiple-scattering events affect the profile shape. However, multiple scattering of X-rays is well understood in principle and it is only necessary to set up computer programs to calculate or correct for this effect. There are three possible approaches to this problem. Firstly, one can minimize the amount of multiple scattering in the sample by using as thin a sample as possible (or in the case of a gas as low a pressure as possible). Secondly, one can eliminate the single scattering and measure only the multiple scattering using the displaced beam technique (Philips & Chin, 1973) and then use this to correct the observed profile. Finally, it should be possible to calculate the spectral distribution of the multiple-scattering events (probably using Monte Carlo techniques) and use this to correct measurements on thick samples. Combinations of these approaches should lead to a good understanding of multiple scattering in the near future.
Apart from multiple scattering the most crucial error source is the determination of the peak shift. The problem is that a very small error in the peak shift gives rise to a substantial error in the area so that the value of J(0), after renormalization, may change considerably.
Finally, the correction to allow for the energy dependence of the detector efficiency has been ignored in the experiments using X-rays and Am ?'-rays. Although this correction is only likely to be significant for Te ?,-rays, measurements should be done in the energy region of Am ?'-rays to ensure that it is negligible for these experiments.
At this stage of the project it is probably not wise to try and estimate the 'true' profile. However, the mean of the data in Fig. 1 , excluding data set 2 for which the multiple scattering contribution is large, is probably a reasonable estimate with the proviso that the 'true' curve is almost certainly somewhat narrower than this.
Proposals
In order to obtain more consistent data in the future the following recommendations are made.
Normalization
When Compton profile measurements are reported, it is important to state (a) the range (in a.u.) over which the profile was normalized, (b) the value taken for this area (usually the HartreeFock free-atom area), (c) the interpolation intervals used in the integration.
Symmetry
The symmetry of the final profile should be clearly stated as this provides a useful check on many error sources. (This may not always be possible if binding edges occur in the region of interest).
Analytical corrections
Details of all the corrections should be given. For example, the value of the parameter 2 in equation (1) corresponding to the absorption correction, the cross-section correction and the correction for the non-linearity of the conversion to the momentum scale should be stated.
Numerical corrections
The residual instrument function should be stated. Although this does not appear to affect any of the water profiles significantly, for profiles which have a discontinuity in the first derivative (such as the profiles of metals or for particularly narrow profiles) this function might be of crucial importance.
Accuracy and resolution
All experimental results should include a precise statement of the accuracy and resolution parameters, preferably in the form used in Table 10 .
Geometry
Full details of the scattering geometry should be given. If it proves to be possible to compute the spectral distribution of the multiple scattering it will probably be necessary to know the scattering angle, sample thickness, the illuminated volume of the sample and so on. The importance of specifying precisely the scattering geometry cannot, therefore, be overstressed.
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APPENDIX II
Momentum dependence of the scattering cross section
The differential cross section for scattering through 180 ° is (Manninen, Paakkari & Kajantie, 1974) wl A____ Z w2A2 4 d20 " w2 w2A2 + ~ -Jr- 
