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ABSTRACT 
We derive several new results on maximal sign-nonsingular (SNS) matrices. These 
include two methods for constructing new SNS matrices from smaller SNS matrices. 
The results are used to produce a matrix definition for the C, cockades and to 
introduce new families of SNS matrices not previously defined. All of our results were 
deduced with the help of tables of maximal, irreducible SNS matrices of orders three 
through nine which we previously computed. The interesting matrices in these tables 
for orders three through eight are reproduced at the end of an appendix in which we 
describe the computations. 
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1. INTRODUCTION 
In both the spring and fall of 1991 we received grant money from the 
University of Colorado to compute all of the irreducible, maximal sign- 
nonsingular (SNS) matrices of orders four through nine. We carried out these 
calculations and are reporting here upon the results we observed. In the 
appendix we also explain how the calculations were made. It turns out that we 
have been able to (1) identify several new infinite families of maximal SNS 
matrices, (2) devise some new methods of constructing such matrices of 
higher order from those of lower order, (3) give a matrix definition of the C, 
cockades introduced by Thomassen [IO], which also makes several important 
properties of this family easy to verify, and (4) investigate some unexpected 
properties of maximal SNS matrices which manifested themselves in our 
calculations. Some of our results are closely related to results previously 
obtained in [2] and in [lo]. We should mention that all of the maximal SNS 
matrices of order five were previously calculated in both the reducible and 
irreducible cases by Drew et al. [3] and they kindly provided their results to 
us. We recalculated their results for the irreducible case and went on from 
there. The irreducible, maximal SNS matrices of orders three through seven 
are also listed in the appendix. We have not listed those of order eight or nine 
because of limitations of space. However, we do have files on high density 
floppy (3.5 or 5.25 in.) in MS DOS format, which we will furnish upon 
request. 
Two real n X n matrices A = [ aij] and B = [bij] have the same sign 
pattern if, for all i, j, either aijbij is positive or both aij and bij are zero. The 
sign pattern of A is defined to be the n X n matrix sgn A = [sgn aij]. 
The n X n matrix A is called sign-nonsingular (an SNS matrix) if every 
matrix B having the same sign pattern as A is nonsingular. The n X n matrix 
A will be called normalized if uii < 0 for i = 1,2,. . . , n. Every SNS matrix 
can be normalized by moving one of the nonzero terms in its determinant 
expansion onto the principal diagonal and multiplying rows and or columns 
by - 1 if necessary. Throughout our work we deal only with normalized SNS 
matrices. 
A zero entry in an SNS matrix A is called an essential zero if the 
replacement of this entry by either a positive or a negative entry results in a 
matrix A’ which is not an SNS matrix. The SNS matrix A is called maximal 
if every zero entry of A is an essential zero. The occurrence of essential zeros 
in SNS matrices has been studied in [S] and in [ll]. 
There are various graphs associated with real matrices which we will use. 
The signed digruph of A, S(A), is defined to be S(A) = (D(A); cr >, where 
D(A)=(N,E)isthedigraphof Awith N={1,2,...,n]and(i,j)EEif 
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and only if aij z 0 for i #j, and u: E + {+, -1 with a(i,j> = + if 
a,j > 0 and c+(i,j) = - if ajj < 0. The bipartite graph of A, BG(A), is 
defined by BG(A) = (R, C, E) where R = {?-I) ?-2 ) . . . , ?-J, c = 
I Cl, c2, . . .) cn}, and [rj, cj] E E if and only if ajj # 0. [Notice that the 
restriction i + j is not imposed in defining BG( A).] We note that ai, is an 
essential zero of A if and only if there exist paths of opposite signs in S(A) 
from j to i. 
The earliest characterization of SNS matrices is due to [I] and is most 
usefully expressed in the following form. 
THEOREM A. Let A be a real n X n matrix. Suppose P is a permutation 
matrix and R is a signature matrix such that RAP is normalized. Then A is an 
SNS matrix if and only if every cycle in SCRAP) is negatiue. 
Let A be a normalized n x n matrix, and suppose there exist permuta- 
tion matrices P and Q and signature matrices S and T such that B = SPAQT 
is also a normalized matrix. Then we call B a renormalization of A. Some 
properties of A are preserved under renormalization and some are not, as we 
will see below. 
Let LY c N and /3 c N; then we denote by A[ CY I /3] the submatrix of A 
in rows (Y and columns /3. The size of this submatrix is lo] + 1 PI. We write 
A[ (Y I /3 ] = 0 to denote a zero submatrix. By (Y’ we mean the complement of 
(Y relative to N. The zero submatrix A[ CY I p ] = 0 is called maximal if no 
columns of A[ LY I PC] are zero and no rows of A[ (Y’ I /3] are zero. Thus 
A[a I P] = 0 is maximal if it is not a proper submatrix of any zero submatrix 
of larger size. The connectivity of a normalized matrix A is defined to be the 
strict (vertex) connectivity of D(A), i.e., if A is k-connected, it is not 
k - I-connected. The n X n matrix A is k-connected if the largest zero 
submatrix of A has size n - k, k > 1. Since A is normalized, its zero 
submatrix A[ CY 1 p] = 0 satisfies Q n /3 = 0. Also, a normalized matrix A is 
reducible if and only if A[ CY I p] = O exists with cr n p = 0 and I aI + 
1 p 1 = n, i.e., if and only if A is O-connected. Therefore an irreducible matrix 
is always at least l-connected. 
If cr = /3, we write A[ CK ] in place of A[ (Y I a]. These are the principal 
submatrices of A. We remind the reader that if A is an SNS matrix, then 
every principal submatrix of A is an SNS matrix. 
Recently Thomassen [12] has shown that an SNS matrix is at most 
2-connected and, in addition, has a row or column with three or fewer 
nonzero entries. 
We will say that the n x n matrix A is contained in the n X n matrix B 
if whenever aij # 0 we have bij = aij. The containment is proper if b,j # 0 
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for at least one pair i, j for which aij = 0. Thus every SNS matrix is 
contained in a maximal SNS matrix. The containment is proper if and only if 
A has at least one zero entry which is not essential. Thus it makes sense to 
concentrate our attention upon the maximal SNS matrices, because they 
contain all SNS matrices. 
2. l-LINKING AND STRETCHING 
Let 
be partitioned matrices with common submatrix J as shown. The matrix 
Al 4 0 
A*B=A3 ] B,, 
[ 1 0 B, B, 
where the zero submatrices are of the appropriate size, is called the join of A 
and B at J. The join was investigated in [2] for the case where A and B are 
themselves maximal SNS matrices and J is appropriately chosen. 
We investigate in this section an extension of the concept of a join which 
produces a new maximal SNS matrix when A and B are themselves maximal 
SNS matrices. 
Let A and B be m X m and n X n SNS matrices, respectively, parti- 
tioned as above, where J is the 1 X 1 matrix with entry --(Y = unm = b,,. 
Then the matrix 
A m-1 ii., D 
a,. -a 6,. 
0 6., B,_, I 
is called the l-linking of A to B if D = [dijl is the (m - 1) X (n - 1) matrix 
with dij = 0 unless both Zi, = a,, # 0 and 6,, = blj z 0, in which case we 
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assign d,, a nonzero value such that sign dij = -sign(ai,blj). (Here a.,, = - 
(a,, ,..., a,_, Jr, a,.= (a,, ,..., a, m-J, b,.= (b,, ,..., hi,), b., = 
(b,,, . . . , b,l)T,‘A,_l = A[l,Z, . . . . m -‘I], and B,_, = B[2 ,..., n].) 
THEOREM 1. Let A be an m x WL maximal SNS matrix, and B be an 
n X n maximal SNS matrix with a,,,,,, = b,, = -CY. If A and B are irre- 
ducible and C is the l-linking of A to B, then C is a l-connected, maximal 
SNS matrix. 
Proof. The matrix C is at most l-connected, since the zero submatrix 
C[m + 1, . . . . m + n - 1 I l,..., m - 1] has size n + m - 2. On the other 
hand, it is easy to see that C is irreducible. Hence C is l-connected. To see 
that C is an SNS matrix, we note that we can regard S(A) and S(B) as 
subdigraphs of S(C). Let y be a cycle of S(C). If 7 lies in S( A) or in S(B), 
then 7 is negative. Otherwise, y is the concatenation y = ap(i, j), where Q 
is a path in S(B) from j to 1 and /3 is a path in S(A) from m to i. Now this 
implies that sign (.y(j --+ 1) = -sign bIj and sign /3(m -+ i) = sign air,,. 
Hence 
sign 7 = sign o(j + 1)sign p(n + i)sign(i, j) 
= (sign %, sign bij)( -sign ui,n sign b,,i)(sign ai, sign blj) = - 1. 
Thus C is an SNS matrix. To prove C is maximal we first note that, since A 
and B are maximal, every zero entry of C[l, 2,. . . , m] and of C[m, m + 
1 , .e.> m + n - 11 is essential. Suppose cij = 0 for i E {1,2,. . . , m - l), 
j E {m + 1, . . . . m + n - 1). Then either ain, = 0 or b,,l+, = 0 (or both). 
Suppose a,, = 0. Then a,, is an essential zero of A, so there exist paths 
p,(m + iland p,(m + i) in S(A) having opposite signs. Let p((j + 1) + 1) 
be any path in S(B) f rom j + 1 to 1. Then the concatenations p((m + j) + 
m)pJm + i) and p((m +j) + m)p,(m + i> are paths from j to i in S(C) 
having opposite signs. Hence cij is essential. A symmetric argument holds if 
bl,j+l = 0. It remains to consider cij for i E (m + 1,. . . , m + n - l} and 
j E {1,2,..., m - l}. There exists a path p(j + m) in D(C) with all of its 
vertices in (1,2, . . . , m), since D(A) is strong. Let k be the last vertex on this 
path prior to m. Then ckm # 0. There also exists a path p(m -+ i) in D(C) 
with all of its vertices in {1,2, . . . , m), since D(A) is strong. Let 1 be the first 
vertex on this path after m. Then c,~ # 0. (Note that k may be the same as j 
and/or 1 may be the same as i.> Now write p(j -+ m> as the concatenation 
p(j -+ kXk, m), and p(m -+ i) as the concatenation (m, l)p(l + i). Then 
the concatenations p(j + kXk, mXm, l)p(Z + i) and p(j * kXk. Z)p(l + 
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i) are paths in D(C) f rom j to i. We have sign(k, 1) = -sign(k, m>(m, 11, 
since ckl = -sign(~~,,,c,,,~). Therefore these paths have opposite signs in 
S(c), and cij = 0 is essential. ??
Our next result is a converse of the I-linking theorem. 
THEOREM 2. Let C be an n x n, l-connected, maximal SNS matrix. 
Then if n 3 3, there exists a pair of maximal, irreducible SNS matrices A and 
B and a permutation matrix P such that PCPT is the l-linking of A to B. 
Proof. Since C is a I-connected, maximal SNS matrix, there exists a 
permutation matrix P such that M = PAPT has the form 
where A and B are SNS matrices of order m and n, respectively, and D is 
an m - 1 by n - 1 matrix. Suppose that mij # 0, where 1 < i < m - 1 and 
m + 1 < j Q m + n - 1. From the proof of Theorem 1 it follows that ain, 
either is nonzero or is a nonessential zero of A. The same is true for 
bl+,+l. Now suppose A is reducible. Then it has a p X q zero submatrix 
of size p + q = m missing the principal diagonal of A. But then M has a 
zero submatrix of size n - 1 + p + q missing the principal diagonal of M, 
contradicting the irreducibility of M. By a similar argument B must be 
irreducible. Also, the maximality of M implies that both A and B have no 
essential zeros, for otherwise we could change such a zero entry to a nonzero 
entry and obtain a maximal SNS matrix properly containing M. Thus we must 
have ai, # 0 and bl,j_,+l # 0, and M is the l-linking of A to B by 
Theorem 1. ??
We next prove a result of considerable importance to our work, since it 
furnishes a main tool for constructing n + 1st order maximal SNS matrices 
from nth order ones (see the appendix). It was also proved in [2]. Our proof 
shows it is a consequence of Theorems 1 and 2. 
Let A be an n X n SNS matrix. We construct from A an (n + 1) X 
(n + 1) matrix A’ as follows. First, A’[l, 2, . . . , n] = A and a’,,+ 1, n + 1 < 0 
with la’ n+ 1, n + 1 I arbitrary. Next, for a fixed value of k we set alk, n + 1 # 0 and 
a’i n+l = 0 for i e {k,n + 1) with sign a’k,.+l and la’k,n+ll arbitrary. 
Finally, we set a,, 1,j # 0 if and only if ak f 0 for j E N and choose sign 
, 
a n+l,j = siP(akja’k, n+ 1 ) with la’,, l,jl arbitrary. We say that A’ is a row 
stretching of A with respect to row k. Note that the last column of A’ has 
exactly two nonzero entries. Similarly we can define a column stretching of A 
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with respect to column k. In this case the last row of A’ has exactly two 
nonzero entries. In general we say A’ is stretched from A. 
THEOREM 3. Let A be a maximal, irreducible SNS matrix, and let A’ be 
stretched from A. Then A’ is also a maximal, irreducible SNS matrir. 
Conversely, if A is a maximal, irreducible SNS matrix having a row or 
column with only two nonzero entries, then A is a stretching of an (n - 1) x 
(n - 1) matrix of the same type. 
Proof. It suffices to prove the result for the row stretching case, since a 
symmetric proof works in the case of column stretching. Let Q be the n x n 
permutation matrix interchanging rows k and n (Q = I if k = n>, and let 
Q’= Q O 
[ 1 oT 1’ 
where 0 is the column vector with n zeros. Let x = QAQ’, and define 
1 . 
Now akk < 0, a’,+i,,+l < 0, and sign a’rl+i,k = sign(akka’k,n+i) = 
-- sign a’,,+ 1, k, since ak. < 0. It follows that x and B are maximal, irre- 
ducible SNS matrices. Define C = Q’ A’Q’r. Then C is a l-linking of B to 
A, because cj,“+i = 0 forj ??{1,2,...,n -l}, and if c,+~,~ 20 we have 
sign~,,+i,~ = sign a’,+l,j = s@(akja’k,“+i) = -~ign(c,~c,,+i~~). Thus the 
first statement of the theorem follows from Theorem 1. The second state- 
ment follows from Theorem 2, because A is a maximal, irreducible, and 
1 -connected SNS matrix. a 
Clearly l-linking is a more general process than stretching. A simple 
example is the 7 X 7 maximal SNS matrix displayed below. The dashed lines 
show that it is a l-linking of two copies of the same 4 X 4 maximal SNS 
matrix. But no row or column has exactly two nonzero entries. Hence this 
matrix is not stretched from any 6 X 6 matrix 
+ 0 ; 0 0 0 - 
0 -I- + 0 
-- I- + 0 
_ y--+-o . 
__I-_ 
01+- 0 - 
01- 0 -- 
0(0 ++ -- 
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Our next result shows yet again how important the concept of maximality 
is for SNS matrices. If ri = (ail,. . . , a,,) is a row vector of A, the support of 
r is the set of j such that aij is a nonzero entry. The support of a column 
vector of A is similarly defined. We denote this set by supp rI (supp cj). 
THEOREM 4. Let A be an n x n, irreducible, maximal SNS matrix, 
n 2 3. Then A is l-connected if and only if either there exist distinct row 
vectors ri and rj with lsupp ri n supp rjl > 3 or there exist distinct column 
vectors ci and cj with lsupp ci n supp cjl > 3. 
Proof. Assume for contradiction that A is e-connected and that two 
rows ri and rj are such that lsupp ri n supp rjl > 3. Let the intersection 
contain the indices (k, 1, m}. Then aik and ail are independent entries of A. 
Hence, by the Frobenius-Kijnig theorem, we can find a normalized SNS 
matrix B = PAQS ( w ere h P and Q are permutation matrices and S is a 
signature matrix) such that bili, = -lai,l, biZip = -lu,,l, biliz = &ail, bipi, = 
ajk, bi,q = *aim, and bi,q = &ujm for some set {i,, i,, q} c N. Thus B 
contains the cycle biliZbipi, and the arcs bilq and bizq. If B is 2-connected, 
there exist paths b(q + i,> not containing i, and b(q -+ iz> not containing 
i,. But these paths together with the cycle and arcs mentioned above 
generate a weak three-double-cycle in D(B). Thus, by a result of [9], I? is not 
an SNS matrix. Since B has the same connectivity as A, we have the 
required contradiction. A similar proof works in case lsupp ci n supp cjI > 3. 
For the “only if” statement we let P be a permutation matrix such that 
M=PAPT=B*C+ ; ;. [ 1 
Then, if dij # 0, we have also bi, # 0 and ci j+i # 0. It follows that if any 
row or any column of D has two nonzero entries, we have two rows of M 
with common support at least three or two columns of M with common 
support at least three, respectively, since b,, = cl1 # 0. 
Thus we have only to consider the case where no row or column of D has 
more than one nonzero entry. There are then two cases. In case 1 the matrix 
M has the form 
[ 
Al Cl D 
r1 %nm r2 
0 52 4 
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where ci is a (m - 1) X 1 column vector with m 2 3 and exactly one 
nonzero entry, r2 is a 1 X (n - I) row vector with n 2 3 and exactly one 
nonzero entry, ri is a 1 X (m - 1) row vector, r -+ c2 is a (n - 1) X 1 
column vector, and D contains exactly one nonzero entn;. In this case the 
matrices 
a 
B= A, Cl 
[ I and C = R’w’ r2 r1 amm I 1 ~2 A, 
are themselves stretched; hence each has either two rows or two columns 
having at least three nonzero entries. In case 2, D is either a row vector or a 
column vector and M is obtained by stretching. If D is a column vector, we 
have a,,,,,,, a,,, + 1 m+ 1, a,,, ,,,+ ,, and a,,, _+ 1 m all nonzero as well as akm and 
ak , n, + 1 for at least one k. Hence, A has ‘two columns with common support 
at least three. In the case where D is a row vector, A has two rows with 
common support at least three. ??
Note that the proof of the “if” portion of Theorem 4 does not require 
maximality, but that the “only if” portion does. 
THEOREM 5. Let A be an irreducible SNS matrix having a column (row.) 
with all nonzero entries. Then A is l-connected. 
Proof. First suppose A has another column with more than two nonzero 
entries. Then we would have two columns having the intersections of the 
supports greater than or equal to three. Thus, by Theorem 4, A is l- 
connected. On the other hand, if A contains any column with only two 
nonzero entries, then D(A) contains a vertex with indegree one. Therefore, 
A is again I-connected. ??
As an application of these results, consider the 2 X 2 matrix 
HP=[+ -1. 
Let L,( H,) = {A I A is obtained from H, by II - 2 stretchings). 
The next results follow from Theorem 3 and an easy mathematical 
induction. 
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THEOREM 6. Let p(A) equal the number of nonzero entries in A for 
A E L,(H,). Then 
(1) 4n - 4 < &A) < (n2 + 3n - 2)/2, 
(2) every A E L,( H,) is maximal, l-connected, and an SNS matrix, and 
(3) if Y satisfies 4n - 4 < u < (n2 + 3n - 2)/2, there exists at least 
one A E L,( H,) such that /J(A) = v. ??
It is well known that, up to permutations and sign changes, there is only 
one SNS matrix A such that p.(A) = (n2 + 3n - 2)/2, namely the upper 
Hessenberg matrix. Moreover, no SNS matrix can have more than this 
number of nonzero entries. These results are due originally to Gibson [4]. 
However, see also [IO] and [2]. Recently Green et al. (see [5]) have investi- 
gated more closely the number of distinct SNS matrices for values of p close 
to the maximum value. They confirm, for example, the fact that when 
p(A)=(n2+3n-2)/2-Ith ere is also an essentially unique SNS matrix 
having /J(A) nonzero entries. This fact we noticed from our calculations. 
3. THE TWO COLUMN THEOREM 
We observed that whenever a maximal SNS matrix had a column (row) 
with all nonzero entries, it would actually have two such columns (rows) and 
also a column (row) having only two nonzero entries. 
Our next result confirms that these observations must be true for all 
values of n. We call it the two column theorem. 
THEOREM 7. Let A be a maximal, irreducible, SNS matrix, and suppose 
A has a column (row) with no nonzero entries. Then A has exactly two 
columns (rows) with no nonzero entries and also a column (row) with exactly 
two nonzero entries. 
Proof. Since AT has the same properties as A, we need only consider 
the case in which a column of A has no nonzero entries. If A has three or 
more nonzero columns, say i < j < k, then the principal submatrix A[i, j, k] 
has all nonzero entries, which is impossible because A is an SNS matrix. 
Thus at most two columns of A contain all nonzero entries. We now use 
induction of N. The result is certainly true for n = 2. Assume it is true for 
2 < k < n. By Theorem 5, A is l-connected, and by Theorem 2 there exists 
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a permutation matrix P such that 
M=PAPT=B*C+ ; ;, 
1 1 
where B is k X k and C is 1 X 1 with k + Z-1 = n. Now M has a nonzero 
column; hence the last column of B has all nonzero entries. Also, C has a 
column with all nonzero entries. Thus both B and C are I-connected and, by 
the inductive hypothesis, both have two columns with all nonzero entries. But 
this implies, on account of l-linking, that M also has two columns with all 
nonzero entries and a column with two nonzero entries. Since A = P“MP, A 
has the same properties. H 
THEOREM 8. Let A be an n x n maximal, irreducible, SNS matrix with 
a row having all entries nonzero. Then A can be obtained from H, by a 
sequence of n - 2 column stretchings. 
Proof. By Theorem 7, A has exactly two rows having all nonzero entries 
and one row having exactly two nonzero entries. By Theorem 3, A is column 
stretched from an (n - 1) X (n - 1) maximal SNS matrix A’. This matrix 
has a row having all nonzero entries, and hence a row having exactly two 
nonzero entries. We can repeat this argument n - 2 times until we reach the 
2 X 2 matrix H,. ??
We next investigate SNS matrices having both a row and a column having 
all nonzero entries. Our first result is of some independent interest and does 
not require maximality. 
THEOREM 9. Let A be an irreducible SNS matrix having a row and u 
column with all nonzero entries. Then there exist permutation matrices P and 
Q and a signature matrix S such that B = PAQS has all nonzero entries in 
column one and in row one, bii + 0, i = 1,2, . . . , n, and D( B[2,. . , nl> i.s 
acyclic. 
Proof. If row i and column i both have all nonzero entries, there exists 
a permutation matrix P such that B = PAPT has all nonzero entries in row 1 
and column 1 and bii < 0. If row i has all nonzero entries and column 
j(j # i) also has all nonzero entries, then ai, # 0. Since A is irreducible, 
there exist permutation matrices P, and Ql such that B, = P, AQ, has a,, 
on the principal diagonal and all diagonal entries of B, are nonzero. Thus B, 
has all nonzero entries in row, k and cplumn k for some k, returning us to the 
first case. Thus we can find B = PAQ having all nonzero entries in row 1 and 
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column 1 with b,, # 0. Let S, be chosen so that B^S, also satisfies bii < 0, 
i = 1,2,..., n. Then f?r i E {2,3, . . . , n} we must have alian < 0. Suppose 
for contradiction tha! BS,[z, 3, . . . , n] has a nonzero cycle c of length p > 2. 
Write c = G,,,ip.. Lbip_l,ipbip,ii where {i,, . . . , ip} G (2,3,. . . , n}. We must 
have c < 0. Now BS, also has the following p 3-cycles: 
’ r = al,i~ui,,i,+lui,+l,,~ r = 1,2 ,..., p, iril = i,. 
Each c, < 0. Thus the product nF= 1 cj must have sign ( - l)P. But this 
product can also be written as rlf= 1 a, i a. ,, which has sign ( - l)P+ ‘. This 
is the desired con!radiction; hence c dois ‘lot exist. Thus BASi[2,3,. . . , n] is 
acyclic, and B = BS,. W 
An n X n matrix A is called a ficll upper Hessenberg matrix if uij # 0 if 
and only if j 2 i - 1. The next result is a corollary of previous results and 
again a confirmation of observations we made from studying our file of 
maximal SNS matrices. We leave the proof to the reader. 
THEOREM 10. Let A be a maximal, irreducible SNS matrix having both 
a row and a column with all nonzero entries. Then there exist permutation 
matrices P and Q and a signature matrix S such that B = PAQS is a full 
upper Hessenberg matrix. 
4. 2-LINKING 
We now study another method of combining pairs of maximal SNS 
matrices to obtain larger matrices of the same type. This combination has the 
form A * B, where ] is now the 2 X 2 matrix H,. 
THEOREM 11. Let C = A * B, where A and B are maximal, 2-connected 
SNS matrices of order m X m and n X n, respectively, and J is the matrix 
H,(m > 4 and n > 4). Then C is an (m + n - 2) X (m + n - 2) maximal, 
2-connected SNS matrix. 
Proof. The fact that C is an SNS matrix follows from results in [2]. To 
provemaximalityconsidercij=Oforl~i~m-2andm+1~j<m+ 
n - 2. From Theorem 4 it follows that either (m - 1,j) or (m, j) is not an 
arc of D(B). Without loss of generality, assume (m - 1, j) is not an arc of 
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D(B). Then there exist paths CY and P in S(B) of opposite signs from j to 
rn - 1. Since S(A) is g-connected, there exists a path y from m - 1 to i 
which does not contain vertex m. The paths ay and P-y from j to i in S(C) 
have opposite signs; hence cij is an essential zero. A symmetric argument 
worksifm+l<i<m+n-2andI<j<m-2. ??
We can also prove the converse of Theorem 11. 
THEW,EM 12. Suppose that 
I 
A, Cl, OS,, 
A= R,, A, %, 
is a 2-connected, maximal 
Ii,. Then 
SNS matrix where s -t t = n - 2 and A, equals 
ure 2-connecTed, maximal SNS matrices. 
Proof. That B and C are e-connected follows from the fact that A is 
2-connected and A, has no zero entries. That B and C are maximal follows 
from an argument used in the proof of Theorem 2. ??
We now turn to the construction by matrix methods of the class of C, 
cockades, using the above theorems. 
Recall that the n X n matrix A = [a,,] is called combinatoriaZZy symmet- 
ric if ai, # 0 implies uji # 0 for all i #j. In this case the directed graph 
D(A) is a symmetric digraph, and we may also associate with A a graph 
G(A) having the vertex set N = (1,2, . . . , n} and an edge [i, j] for i # j if 
and only if (i, j) and (j, i > are both arcs of D(A). Thus we may think ofG( A) 
as obtained from D( A) by removing all the arrows from the arcs of D( A) and 
combining each pair of resulting edges into a single edge. It is helpful to 
make use of both G(A) and D(A). 
We remind the reader that a C,-cockade is any graph obtained by starting 
with a b-cycle C, and successively choosing edges to which paths of length 3 
are adjoined. Thus, if at some stage the edge [x, y] is chosen, we adjoin two 
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vertices x0 and y0 to G together with the edges [x, x0], [x,,, y,,], and 
[ yO, y 1. Consequently at each step a new 4-cycle is adjoined to G. 
We call the combinatorially symmetric matrix A a C,-cockade if G(A) is 
a C,-cockade. We also call D(A) a C,-cockade. These matrices were intro- 
duced in [lo]. They play a key role in the theory of maximal SNS matrices. 
For this reason we present a matrix definition of the class of C,-cockades. 
With the help of Theorem 11 it is then possible to easily derive the important 
properties of these matrices. 
Our definition is recursive and models in matrix form the three path 
construction given above. Let 
A, = 
4, be the matrix with sign pattern shown 
- - 0 - 
+ - - 0 
0 + - -- 
+ 0 + - I 
Now G( A4) is a 4-cycle, C,. Note that the edges of G( A,) correspond to the 
submatrices H, of A,. Note also that S( A,) has only negative cycles, so A, 
is an SNS matrix. 
Now suppose AZk, k > 2, has been defined and G( A,,) is a C,-cockade. 
Then we define the matrices Az(k+lj as follows. Let 1 Q i < j < 2 k be any 
pair of indices such that Agk[i, j] has the sign pattern of H,. Then for each 
such pair we define a matrix AVk+ 1j by 
A u2k 2k 
A2(k+l)= 5 
[ 1 2k H ) 2 
where us, is a 2 k X 2 matrix having zero entries except for the pair of rows i 
and j, which contain the submatrix with sign pattern 
0 - 
[ 1 - 0 ’ 
n 
and the matrix U,, contains zero entries except for the submatrix in columns 
i and j, which has sign patterns 
0 + 
[ 1 + 0’ 
Thus with A, as given above, we could obtain four possible matrices A, 
by using any of the pairs (1,2), (2,3), (3,4), or (1,4) for (i, j). These matrices 
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all happen to have isomorphic graphs (digraphs). But this will not happen for 
k > 2. 
We can use our recursive definition to prove the following result. 
THEOREM 14. Each C,-cockade A is a maximal, irreducible SNS matrix 
of order n for some n = 2k, k > 2. Moreover, A can be signed in such a way 
thata,j~Oifi>jandaij~Oifi<jwitha,i<Ofori=1,2,...,n. 
Proof. We observe first that the submatrix A,(,+,,[i, j, 2k + 1,2k + 21 
has the same sign pattern as A,; h ence our recursive step from an A,, to an 
AXk + r) is equivalent to a three path construction on the edge [i, jl of 
G( Azk) and produces the new B-cycle on vertices i, j, 2 k + 1,2k + 2 of 
G(A 2(k + ],>. Therefore, we obtain the matrices of all C,-cockades from our 
recursive definition. Next we show that each matrix Azck+ r) is permutation- 
similar to a 2-linking for k = 2,3.. . . To do this, let P, be the permutation 
matrix permuting the rows of Azk in the order 1, 2, . . . , i - 1, 
j+l,..., j-l,1 ,..., 2k,i,j,andset 
PO 0 
p= 0 I.’ [ 1 2 
Then the matrix PA 2(k+ r)Pr is clearly the 2-linking of the matrices P,, A2k I’:‘ 
and A,. Hence we may write 
A 
WW’~ p&'k 
z(k+l) = PT 
rj,, P,T H, 1 P 
in terms of a 2-linking. Since A, is a maximal, irreducible SNS matrix, it 
follows by successive applications of Theorem 11 that every matrix Azk for 
k > 2 is also maximal, irreducible, and an SNS matrix. The last statement of 
the theorem follows by mathematical induction from the recursive definition 
and the fact that both A, and H, satisfy the given sign conditions. ??
This theorem goes beyond previously obtained results in that it establishes 
the fact that each C,-cockade can be given the skewed sign pattern defined in 
the last statement. 
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The significance of the C,-cockades is that they are the only combinatori- 
ally symmetric matrices which are maximal SNS matrices. 
THEOREM 15. Let A be an n x n irreducible, combinatorially symmetric 
SNS m&+x, n > 3. Then, if A is not a C,-cockade, it is not maximal. 
Proof. A combinatorially symmetric, irreducible SNS matrix A must 
have a graph G(A) h aving all cycles of even length, i.e., G( A) is bipartite. We 
claim first that G(A) does not have a cutpoint. Indeed, suppose vertex p is a 
cutpoint of G(A). Then we can write A in the form 
Al Cl 0 I 1 CT app 6 1 OT c2 A, 
where ci is a ( p - 1) X 1 column with p > 2 having exactly one nonzero 
entry, and c2 T is a 1 X (n - p> row with n - p > 2 having exactly one 
nonzero entry. A, and A, are combinatorially symmetric, and 0 is the 
( p - 1) X (n - p) zero matrix. Clearly such a matrix is properly contained 
in a I-linking of the matrices 
It is therefore not maximal. Thus if the matrix A is to be maximal, G(A) 
cannot contain a cutpoint, i.e., G(A) is a block. This implies that every vertex 
of G(A) is contained in an induced subgraph which is a cycle of even length 
2k, k 2 2. 
We claim next that two cycles of G(A) cannot intersect along a path of 
even length. This follows from the diagonal path condition (see, for example 
[6]), but it is easy to give a direct proof. Indeed, if two cycles of G(A) 
intersected along a path of even length, we would have a pair of vertices x 
and y of G(A) and three paths p,, p,, p, disjoint except for the vertices x 
and y and having even length. These paths induce in S(A) the six (directed) 
paths p,(x + y), p,(y -+ xl, p,b -+ y>, pJ y + xl, p,b + y>, p&y + 
x), all of even length. We have sign pi(x -+ y) = sign p,(y -+ x) for 
i = 1, 2, 3. Now suppose the cycles p,(y + x)p,(x -+ y), and 
P,(X + Y)P,(Y + x> are negative, so that sign pl( y -+ x) = -sign p,(r + 
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y) and sign p3( y + x) = -sign pr( x * y). Now consider 
s4d PA Y + X)P,(x: -+ Y)l = sign P3( Y + x)sign PA x + Y) 
= (-@v0b -+Y))(-%"PI(Y -4) 
= sign PI(X + Ybign P,(X + Y) 
= [sign p,(x + y)]‘= + , 
contradicting the fact that A is an SNS matrix. 
We next claim G(A) cannot have an induced cycle of length 2 k for 
k > 3. Suppose it does. Then without loss of generality we may assume A can 
be put into the form 
A, 4 
[ 1 A:, A, 
where A, is the 2k X 2k matrix (k > 3) having the form 
- - 0 
+ - - 
0 + - 
. . . 
0 0 0 
+ 0 0 
. . 0 - 
. . 0 0 
. . 0 0 
. . . . 
. . _ _ 
. . + - 
We claim that the entries a2 2k _ 1 and azk_, 2 are not essential zeros of A. 
Consider the paths in S( A,) from vertex 2k - 1 to vertex 2. They are 
(2k - 1,2 k, 1,2) and (2 k - 1,2 k - 2, . . . ,3,2), both of which are positive. 
Similarly, in S( A,) we have the paths (2,3,. . . , 2k - 1) and (2,1,2k, 2k - 1) 
from vertex 2 to vertex 2k - 1, both of which are negative. Now suppose 
there is a path in G(A) joining vertices 2 k - 1 and 2 and having vertices 
exterior to the cycle [l, 2, . . . ,2k, 11. This path must have odd length by the 
diagonal path condition, since otherwise G(A) is not bipartite. The path in 
S( A) from vertex 2 to vertex 2 k - 1 induced by this path in G(A) must be 
negative, and the path from vertex 2 k - 1 to vertex 2 must be positive. 
Otherwise S(A) would have a positive cycle. Hence all paths from vertex 
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2k - 1 to vertex 2 are positive and all paths from vertex 2 to vertex 2k - 1 
are negative in S(A). It follows that the entries u2, ak _ 1 and ask _ 1,2 are not 
essential zeros and A is not maximal. 
Thus we have shown that, for A to be a maximal SNS matrix, G(A) must 
be a bipartite block with no induced cycles of length greater than 4, and no 
two cycles of G(A) can intersect along a path of even length. We claim that 
such a graph must be a C,-cockade. 
To show this, choose any 4-cycle of G(A) and call this graph G,. If 
G, = G(A), we are done. Otherwise, there exists a vertex of y of G(A) 
adjacent to some vertex x of G,. Since x is not a cutpoint of G,, there is a 
vertex r ’ of G, different from x joined to y by a shortest path in G( A). Let 
p, be a shortest path in G, between x and x’, and p, be the shortest path in 
G between y and x ‘. Then p, and p, together with the edge [ x, y I form an 
induced cycle of G. If the length of p, is d, and the length of pa is da, we 
must have 1 + d, + d, = 4. Hence d, = I; for otherwise we would have two 
cycles of G intersecting along a path of length 2. Hence d, = 2, and the 
4-cycle [x, y, y’, x’, x] with y ’ not in G, belongs to G. Calling the resulting 
graph G,, we observe that it is a C,-cockade. Clearly the same argument can 
be repeated to obtain G,, G,, . . . , Gp, each a C,-cockade. In a finite number 
of steps we must have reached G(A). Hence G(A) is a C,-cockade as 
claimed. ??
From Theorem 15 it follows that there are no TV X n maximal, irre- 
ducible, and combinatorially symmetric SNS matrices for n odd. 
While it is nice to have matrix proofs of all of the major results about 
C,-cockades, this is not the only reason for introducing the concept of 
2-linking. To show this we introduce next the family U, for n > 5. The matrix 
U, = [u,], where uiJ > 0 for j = i - 1, i = 2,. . . , n; uij < 0 for i = 1, 
j = 2,..., 12 - 1, for i = 2,. . . , n - 1, j = n, for i = n, j = 1, and for 
i;= j, i = 1,2 ,..., 12; u. ‘j = 0 otherwise. Thus in displayed form 
U” = 
- - - . . . - 0 
+ - 0 .*. 0 - 
0 + - . . . 0 - 
* . . . . 
0 0 0 . . . - - 
- 0 0 --* + - 
We claim that U,, is a 2-connected SNS matrix. It is easy to verify that 
every cycle is negative and that the largest zero submatrix has size n - 2. To 
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see that U,, is maximal, note first that (n, 1) is negative and (11, n -- 1. 
n - 2,.. . ,2,1) is positive, hence the zero entry in row I and column 12 is 
essential. Observe next that each row ri for i > 1 satisfies /supp r, P 
supp r,l = 2 and that if any zero entry of U,, is changed to a nonzero entr), 
we will have lsupp ri n supp rjI = 3 for some value of j. This would impI\. 
that the resulting matrix is an SNS matrix and l-connected, which iS 
impossible, since U,, is already 2-connected. Thus such a matrix cannot be an 
SNS matrix, so every zero entry of U,, is essential. 
Our next result shows that the matrices ci,, are, in one sense, unique. 
THEOREM 16. Let A be an n x n maximal SNS matrix. Then, if A i.y 
g-connected and has a row with n - 1 nonzero entries, there exist permutn- 
tion matrices P and Q and signature matrices T, and T2 such that S(U,,) = 
S(T, PAQT,). 
Proof Let A be a maximal SNS (0, 1, - 1) matrix which is e-connected 
such that ai, = 0, and each of the remaining entries in row 1 are nonzero. B!, 
Theorem 2 each row and column of A[2, . . . , n] contains at most two nonzero 
entries. Since A is e-connected, we conclude that each row and column of 
A[2,. . . , nl contains exactly two nonzero entries and that each entry in 
column 1 of A except a,, is nonzero. Since A[2, . . . , n] is fully irreducible, 
A[2, . . . ) nl = I,_ 1 + P,, _ , (after row and column permutations), where Z’, , 
is the permutation matrix (2,3, . . . , n, 2). Therefore, up to row and column 
permutations, the zero pattern of A is the same as that of U,,. It follows that, 
up to multiplication by signature matrices, S(A) = S(U,,). W 
The family U, furnishes us with examples of 2-connected SNS matrices of 
all orders n 2 5. Here is another infinite family of maximal SNS matrices, 
which we discovered from our calculations and defined, like the C,-cockades, 
only for n = 2k (k > 3). D f 
{i,i + 1) for i = 1,2,... 
e me V, = [Vi,] for k > 3 by uIi < 0 if ,j E 
,2k - 1 and if i =j = 2k, or if i = 1 and j = 
2p+Iforp=I ,..., k;vij>Oifj=i-Ifori=2,3 ,..., n,orifi=2k 
and j = 2(k - p) - 1 for p = O,..., k - 1; uij = 0 otherwise. It is easy to 
see that D(V ) consists of a symmetric cycle of length 2 k together with arcs 
from vertex 1 and from vertex 2k to all other vertices an odd distance awav 
along the symmetric cycle. To see that each zero is essential involves verifying 
that changing a zero to a nonzero results in two rows with common support of 
three. 
Observe that each submatrix V,[i, i + 11, for i = 1,2, . . . , n - 1, as well 
as the submatrix V,[l, n], is an H,. Thus V,, can be e-linked in many ways to 
another V,,,, to the C,-cockades, and to U,. 
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We conclude this section by presenting an example of a 2-connected 
maximal SNS matrix. Let T be the 7 X 7 matrix displayed below: 
T= 







It is easy to see that T is 2-connected, but some effort is involved in showing 
that T is maximal. Among all 7 X 7 maximal SNS matrices T has the smallest 
number of nonzero entries. In general, if we I-link k copies of T, we obtain a 
matrix with 24k - 3 nonzero entries of order 12 = 6k + 1. Thus each of 
these matrices has 4n - 7 nonzero entries. 
M. F. Tinsley first pointed out in [13] that the matrix T (with all entries 
positive) has the same permanent and determinant. We have normalized T to 
conform with the notation used throughout our work. 
5. HAMILTON CYCLES 
An n x n normalized matrix A(a,, # 0 for i = 1,2,. . . , n), whether an 
SNS matrix or not, is said to have a Hum&on cycle if D(A) has a Hamilton 
cycle. Since it can happen that A has a Hamilton cycle in one normalization 
and not in another, we must often use the bipartite graph of A to determine 
whether or not A has such a cycle. We call the matrix A Hamiltonian if 
BG( A) has a Hamilton cycle. The following basic result is left for the reader 
to verify. 
THEOREM 17. There exist permutation matrices P and Q such that PAQ 
is normalized and D(PAQ) h as a Hamilton cycle if and only if BG( A) has a 
Hamilton cycle. 
Most of the maximal, irreducible, sign-nonsingular matrices are Hamil- 
tonian. To help see this we prove the following result. 
THEOREM 18. Let A and B each have a Hamilton cycle, and let C be a 
l-linking of A to B. Then C has a Hamilton cycle. 
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Proof. Let D(A) h ave a Hamilton cycle. Then there exist distinct 
indices i and j different from n such that (i, n) and (n, j> belong to this 
cycle and we can write it as the concatenation p(j + iXi, nXn, j). Similarly, 
in D(B) we have distinct indices k and 1 different from 1 such that the 
Hamilton cycle can be written as the concatenation q(k + lXZ, l)(l, k). In 
D(C) the indices in p(j + i) all lie in the set { 1, . . . , II - 1) and the indices 
in q(k - Z> all lie in the set {n + 1,. . . , n + m - 1). If A is I-linked to B, 
we have the arc (i, n + k - 1) in D(C), since (i, n) and (n, n + k - 1) are 
arcs in D(C). Hence the concatenation 
j?(j + i)(i, n + k - I)q((n + k - I) 
-+ (n + I - l))(n + 1 - 1. n)(u,.j) 
is a Hamilton cycle in C. W 
From Theorem 18 it follows that if A is Hamiltonian and A’ is stretched 
from A, then A’ is Hamiltonian. This in turn implies that L,,( H,) consists of 
matrices having Hamilton cycles. 
For the matrix U,, we have the Hamilton cycle (1, n - 1, II - 
2, . . . ) 3,2, n, 1) in D(U,,). Hence these matrices are Hamiltonian. 
The matrix T has the Hamilton cycle (1,7,6,5,4,3,2, 1) in D(T): hence 
it is Hamiltonian, as are all matrices I-linked with it. 
At one time we conjectured that all maximal sign-nonsingular matrices are 
Hamiltonian. To see that this is not the case, we introduce the turnstyle 
graphs Tk, k = 3,4, . . . , illustrated in Figure 1 for k = 3,4,5. Regarded as 
directed graphs (each edge of Tk replaced by a pair of symmetric arcs), T, is 
the digraph of the matrix A,, which is a C,-cockade. It is clear that the 
matrix A, does not have a Hamilton cycle for any k > 3. But are these 
matrices Hamiltonian? 
To answer this question consider the bipartite graph BG(A,) for k > 3. 
It consists of k + 1 copies of the graph shown in Figure 2. The pth copy has 
FIG. 1. The turnstyle graphs T.,, T4, and Ts. 
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2Pl w 2P G-1) (ZP) 
FIG. 2. The basic building block of BG( Ak). 
the vertices as labeled for p = 1,2,. . . , k + 1. These basic graphs are 
interconnected as follows: 
vertex 1 (in copy 1) is connected to vertex (2~ - 1)’ in copy p, for 
p = 2,. . . , k + 1; 
vertex 2 (in copy 1) is connected to vertex (2~)’ in copy p, for p = 
2 ,...,k + 1; 
vertex 1’ (in copy 1) is connected to vertex 2p - 1 in copy p, for 
p = 2, . . . . k + 1; 
vertex 2’ (in copy 1) is connected to vertex 2p in copy p, for p = 
1 > . . . > k + 1. 
Thus for BG(T,) it follows that removing the vertices 1, l’, 2,2’ results in 
a graph with k - 1 d’ . islomt cycles of length four. Hence for k > 5, Tk is not 
Hamiltonian. 
Obviously the 2-linking of matrices cannot always result in a matrix with a 
Hamilton cycle. However, the following result, whose proof can be left to the 
reader, is true. 
LEMMA 19. Let A and B be normulized n X n and m X m matrices, 
respectively, each having a Hamilton cycle. Then if n > 4, m > 4, A has a 
Hamilton path p( n + (n - l)), B has a Hamilton path q(1 + 21, and C is 
the 2-linking of A and B, then C has a Hamilton cycle. 
Using Lemma I9 it is easy to see that each C,-cockade has a Hamilton 
cycle if its graph does not contain any Tk. 
Here is an important consequence of having a Hamilton cycle in D(A) of 
an SNS matrix. 
THEOREM 20. Let A be an n X n SNS matrix having a Hamilton cycle. 
Then there exists a permutation matrix P and a signature matrix S such that 
B = SPAPTS satisfies (1) bij 6 0 forj z i; (2) bij > 0 forj < i, bij Z 0 for 
all i, b,, z 0, and bi i_l # 0 for 2 < i < n. 
Proof. On account of Theorem 17, we can assume without loss of 
generality that A is normalized, has positive entries in positions (1,2), . . . , 
(n - 1, n), and has a negative entry in position (1, n). If i < j, then each arc 
on the path from j to i along the Hamilton cycle is positive. If i > j, then 
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exactly one arc on the path from j to i is negative. It follows that if i <,j 
then aij < 0, and if i > j then aii > 0. ??
Notice that Theorem 20 does not require that A be maximal. C. JohnsoIl 
(private communication) has conjectured that every irreducible sign- 
nonsingular matrix can be put into the skew form of this theorem, namely-, 
that a,i < 0 for all i < j and aij > 0 for all j < i. We believe this conjecture 
to be true, but we do not have a proof. It is certainly correct for all ‘known 
examples and infinite families. Also, Theorem 20 suggests that A ma>’ br p11t 
into skew form by permutation and signature similarity. 
APPENDIX 
To find all the maximal, irreducible SNS matrices of orders five and six, 
we used a direct approach. First all the digraphs on five and six vertices were 
found to within taking reverses and renumbering vertices. Then these d- 
graphs were checked for the presence of subdigraphs which were weak 
double odd cycles and also for strong connectivity. The remaining digraphs all 
corresponded to irreducible SNS matrices. We next checked each one of 
these to see if another arc could be added while still preserving the property 
of non evenness. Finally, the set of maximal SNS matrices resulting from 
assigning + and - to each arc of the digraphs were organized into sets of 
matrices equivalent under permutation and signature similarity. Six were 
found of order five, and 21 were found of order six. 
This method proved to be far too slow for n > 6. Additionally, the 
problem of constructing and coding all of the possible weak double cycles 
quickly gets out of hand for n > 6. 
We used the following algorithm for assigning signs to the arcs of a strong 
digraph D to test whether or not it is non even. 
Choose any cycle, cl, containing vertex I, and assign a negative sign to 
each of its arcs, except possibly for the arc incident to vertex 1. The sign of 
this arc is selected to make sign c1 = -. For x, y E V[c,] and (x, y> E E: 
we assign sign(x, y) = -sign c,( y + x). If V[c,] # N, we let K,, = V[c,], 
find a path p,(u -+ v) with Z(p,) 2 2 and V[ pl] n V[c,] = {u, E}, and we 
set K, = V[ pl] U V[c,]. We assign the sign - to each arc of ~1, except for 
the arc incident to 0. It is easy to see that every arc in K, either has been 
given a sign or is the only unsigned arc in a cycle contained in K ,. If the 
latter applies to the arc (i, j), we sign this arc so that one such cycle is 
negative. If K, # N, we find p,, let K, = K, U V[ p2], and proceed in the 
same manner. One can verify that this algorithm results in a signed digraph 
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each of whose cycles is negative if and only if D is noneven, and that the 
signing obtained is unique, up to signature similarity, for any SNS matrix with 
the same zero-nonzero pattern (see [2], for example). 
The stretching theorem and its converse leave us free to concentrate our 
attention on the search for irreducible SNS matrices with at least three 
nonzero entries in each row and column. All of the SNS matrices with 
S-regular digraphs, i.e., those with exactly three nonzero entries in each row 
and column, were found via a relatively brief blanket search of all of the 
S-regular digraphs of the appropriate orders. This search was aided by the 
following lemma. 
LEMMA 21. Suppose that A is an n X n irreducible SNS matrix in 
normal form (n 2 4) and that D(A) is 2-regular. Then D(A) contains 
neither D, nor D, as a subdigraph. 
(The digraphs D, and D, were introduced by Thomassen [ll] and are 
shown in Figure 3.) 
Proof. We need only consider the case D,, since the proof for D, 
follows from considering AT. Suppose for contradiction that {a, b, c} c N and 
{(a, b), (b, a), (a, c), (b, c)} c E. We must have vertices x and y such that 
(c, X) and (c, y) are in E. Also, there exists a path p(x -+ a) with (z, a) the 
lastarcof p and b CL V[p]. N ow it easy to see that the 2-regularity of D(A) 
implies the existence of q( y + b) with a ~6 V[ q]. Hence D(A) contains a 
weak three-double-cycle, contradicting the fact that A is an SNS matrix. ??
The only maximal irreducible SNS matrices with S-regular digraphs for 
orders < 9 are the C,-cockade A, and the Tinsley matrix T. 
It is tedious but straightforward to verify that if A is an irreducible matrix 
of order < 9 which is a maximal SNS matrix, and if every row and column of 
A contains at least three nonzero entries, then we may set all but two entries 
in some row to zero and still have an irreducible SNS matrix. Either the 
Dl Dz 
FIG. 3. The digraphs D, and D,. 
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resulting matrix has the property that all columns contain at least three 
nonzero entries, or we can perform the same operation on A’ and all 
columns will have at least three nonzero entries. We may obtain all such 
subpatterns by considering all of the appropriate stretched matrices. Thus we 
may obtain all non regular SNS matrices with at least three nonzero entries in 
each row and column by starting with the set of all stretched matrices of a 
given order ( < 9>, adding an additional nonzero entry in any row or column 
containing only two nonzero entries, and then changing some nonzero entries 
to zero until we obtain an SNS matrix with at least three nonzero entries in 
each row and column. We then complete these matrices to obtain the set of 
maximal SNS matrices. 
The computationally intensive part of this approach is the comparison of 
matrices so as to derive a single representative of each class of equivalent 
matrices. It was much easier to check if a given matrix is an SNS matrix. Our 
results show that the most interesting maximal SNS matrices were those 
having three or more nonzero entries in each row and column. Thus we only 
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