Abstract. The notion of context (complex of physical conditions) is basic in this paper. We show that the main structures of quantum theory (interference of probabilities, Born's rule, complex probabilistic amplitudes, Hilbert state space, representation of observables by operators) are present in a latent form in the classical Kolmogorov probability model. However, this model should be considered as a calculus of contextual probabilities. In our approach it is forbidden to consider abstract context independent probabilities: "first context and then probability." We start with the conventional formula of total probability for contextual (conditional) probabilities and then we rewrite it by eliminating combinations of incompatible contexts from consideration. In this way we obtain interference of probabilities without to appeal to the Hilbert space formalism or wave mechanics. However, we did not just reconstruct the probabilistic formalism of conventional quantum mechanics. Our contextual probabilistic model is essentially more general and, besides the projection to the complex Hilbert space, it has other projections. The most important new prediction is the possibility (at least theoretical) of appearance of hyperbolic interference. A projection of the classical contextual probabilistic model to the hyperbolic Hilbert space (a module over the commutative two dimensional Clifford algebra) has some similarities with the projection to the complex Hilbert space. However, in the hyperbolic quantum mechanics the principle of superposition is violated. Our realistic (but contextual!) approach to quantum mechanics does not contradict to various "no-go theorems", e.g., von Neumann, Bell, Kochen-Specker. We emphasize that our projection of the classical probabilistic model to the complex Hilbert space is based on two incompatible observables ("reference observables"), e.g., the position and the momentum, or the position and the energy. Only these two observables can be considered as objective properties of quantum systems.
INTRODUCTION
It is well know that the classical Kolmogorov probabilistic model [1] differs crucially from the quantum probabilistic model, see, e.g., [2] - [37] for details and debates. The classical model is based on a set-theoretical structure (σ -field of subsets of some set Ω); there is no need in using complex numbers; physical observables are represented by functions on Ω and there is no need in using noncommutative structures. The quantum model is based on a complex Hilbert space. The appearance of complex numbers in the model with real-valued probabilities and physical observables is one of quantum mysteries. Instead of probability distributions, there are considered complex probabilistic amplitudes (or in the abstract approach normalized vectors in the Hilbert state space). The probabilistic interpretation of such amplitudes (or vectors in the Hilbert space) is given by Born's rule. It is hard to find probabilistic roots of this rule in the conventional quantum theory. 1 By using the Hilbert space formalism or Schrödinger's wave mechanics it is possible to get interference of probabilities (which is also observed in many quantum experiments, e.g., the two slit experiment). There is no reasonable explanation of interference.
2 Physical observables are represented by self-adjoint operators. Operators are noncommutative for incompatible observables. There is no explanation of the appearance of the noncommutative structure in the theory with real-valued (so commuting) physical observables. These probabilistic differences between classical and quantum probabilistic models induce a rather mystical viewpoint to properties of quantum systems. In this paper we shall see that the gap between classical and quantum probabilistic models is not so huge as it was commonly believed, see [2] - [37] . The quantum probabilistic model can be considered as a projection of the classical model to the complex Hilbert space, see [38] - [45] . As any projection, the quantum projection does not provide the complete image of the prequantum classical probabilistic model. In particular, there can be constructed another projection -to a so called hyperbolic Hilbert space, [38] - [45] .
The notion of context (complex of physical conditions) is basic in this paper. We show that the main structures of quantum theory (interference of probabilities, Born's rule, complex probabilistic amplitudes, Hilbert state space, representation of observables by operators) are present in a latent form in the classical Kolmogorov probability space. 3 However, this space should be considered as the basis of a calculus of contextual probabilities. In our approach it is forbidden to consider abstract context independent probabilities: "first context and then probability." We start with the conventional formula of total probability for contextual (conditional) probabilities and then we rewrite it by eliminating combinations of incompatible contexts from consideration. 4 In this way we obtain interference of probabilities without to appeal to the Hilbert space formalism or wave mechanics. By starting with the formula of total probability with interference term (under some restriction on the magnitude of this term) we represent contexts belonging to a special class (so called trigonometric contexts) by complex probabilistic amplitudes. The Born's rule immediately appears in such a representation. In our contextual model this rule is just a special form of writing the formula of total probability with the interference term.
As was already mentioned, we did not only reconstruct the probabilistic formalism of conventional quantum mechanics. Our contextual probabilistic model is essentially more general and, besides the projection to the complex Hilbert space, it has other projections. The most important new prediction is the possibility (at least theoretical) of appearance of hyperbolic interference. For the conventional trigonometric interference the brightness of interference picture is changed as a trigonometric function, e.g., cos . For the hyperbolic interference the brightness of interference picture is changed as a hyperbolic function, e.g., cosh, so exponentially. It may occur that such an interference with exponentially varied brightness would be found in future experiments.
Our realistic (but contextual!) approach to quantum mechanics does not contradict to various "no-go theorems", e.g., von Neumann, Kochen-Specker, Bell. We would like to pay attention that all business with "no-go theorems" is about the correspondence between two mathematical probabilistic models: M cl and M quant . The main problem in the no-go activity is that nobody paid attention to the evident fact that to study such a mathematical problem, it is not enough to describe two mathematical models. One should also fix a class of rules of the correspondence between those models. In fact, in each "no-go theorem" there is fixed such a class of rules. And "no-go" means only no-go for such a class of rules. Classes of rules for classical-quantum correspondence can be considered as classes of maps from M cl → M quant or M quant → M cl . However, any mathematician understands well that if one proved that there does not exist a map of some class which maps, e.g., M cl into (or onto) M quant , this does not mean that there could not be found a map of another class. 5 We emphasize that our projection of the classical probabilistic model to the complex Hilbert space is based on two fixed incompatible observables ("reference observables"), e.g., the position and the momentum, or the position and the energy. Only these two observables can be considered as objective properties of quantum systems. In our model these observables are realized by classical incompatible random variables and incompatibility is defined in purely classical probabilistic framework, see Definition 2. Let us fix some pair of reference observables a and b taking values in the field of real numbers R. Let C be some trigonometric context (i.e., a complex of physical conditions inducing the ordinary cos-interference). By using C-contextual probabilities for a and b we represent the context C by a complex probability amplitude ψ C (this amplitude is, in fact, encoded in the formula of total probability with the interference term, see (13) ). This representation induces a representation of the reference observables a and b by self-adjoint operatorsâ andb. Incompatibility of random variables a and b implies that these operators do not commute: [â,b] = 0.
The crucial point in understanding why our contextual model does not contradict to "no-go theorem" of von Neumann is that the algebraic structure on the set of values of random variables, the field of real numbers R, is not consistent with the algebraic structure on the space linear operators in the (complex) Hilbert state space. For example, we shall see that in general the image of the random variable d(ω) = a(ω) + b(ω) is not given by the operatord =â +b. But the correspondence d(ω) →d is one of the conditions of the von Neumann "no-go theorem." This condition was criticized by many authors, see [13] , [16] . Therefore it is not so surprising that it is violated in our model. There exist contexts C such that d(ω) andd have different probability distributions (with respect to the context C and the corresponding state ψ C , respectively). Surprisingly, in spite of difference of probability distributions, classical and quantum averages coincide: E(d/C) = (dψ C , ψ C ). The same is valid for any random variable of the form d(ω) = f (a(ω)) + g(b(ω)) (and the corresponding quantum observabled = f (â) + g(b)). Thus in our model for a wide class of "realistic" random variables (in particular, for any "energy variable" H (ω) = a 2 (ω) 2m + V (b(ω)) and the corresponding "Hamiltonian"Ĥ =â 2 2m + V (b)) quantum averages coincides with prequantum classical averages (so, in particular,
The existence of our realistic prequantum model does not contradict to "no-go theorem" of Kochen-Specker, since our model does not define a one-to-one map from the space of quantum observables into the space of classical random variables. In this paper we do not consider composite systems. Therefore we do not discuss relations with Bell's theorem.
INTERFERENCE OF PROBABILITIES
The conventional Kolmogorov probabilistic model Let K = (Ω, F , P) be a Kolmogorov probability space, [1] , [46] . This space is the basis of the classical probabilistic model, the Kolmogorov model [1] , [46] . As any model of reality, the Kolmogorov model consists of two parts: the mathematical formalism and the interpretation.
Mathematical formalism.
Here Ω is an arbitrary set, F is a σ -field 6 of subsets of Ω; P is a probability measure on F : a countably-additive measure with values in [0, 1] such that P(Ω) = 1.
Kolmogorov's interpretation. Points ω ∈ Ω represent elementary events. Some special sets of elementary events represent events; it is supposed that the family of all events is a σ -field F . For an event A ∈ F , P(A) is the probability of occurrence of the event A. Observables (e.g., physical) are represented by random variables. We recall that a random variable is a measurable function d : Ω → R (so for any Borel subset Γ of the field of real numbers R, its preimage D Γ = {ω ∈ Ω : d(ω) ∈ Γ} belongs to the σ -field F ). Conditional probability P(B/A) that an event B occurs under the condition that an event A has been occurred is defined by Bayes' formula:
The contextual Kolmogorov probabilistic model
Here we use the same mathematical formalism as in the conventional Kolmogorov probabilistic model, the Kolmogorov probability space K = (Ω, F , P). However, structures of K have different interpretations.
Contextual interpretation of the Kolmogorov probability space. Points ω ∈ Ω represent fundamental parameters of the model. 7 Some special sets of fundamental parameters represent contexts -complexes of physical conditions. 8 6 A collection of subsets of Ω which contains Ω and the empty set / 0 and it is closed with respect to the operations of countable intersection and union of sets and it contains the complement to any its element. 7 We recall that we would not like to call ω hidden variables, since we are not looking for hidden parameters for the quantum model. We are looking for the hidden quantum structure in the Kolmogorov probability space K . 8 In this paper we consider only physical models. However, it is possible to use the same approach for, e.g., cognitive or psychological models, see [41] , [47] .
It is supposed that sets representing contexts form a σ -field F . In the opposite to the conventional Kolmogorov probabilistic model, P(C),C ∈ F , has no direct physical interpretation. In our model probability can be considered only as conditional (or better to say contextual) probability, see (2) . As in the conventional Kolmogorov probabilistic model, observables are represented by random variables. For a random variable d, the conditional (contextual) probability P(d ∈ Γ/C),C ∈ F , is defined by the Bayes' formula:
In our model the Bayes' formula has the following meaning. To find the probability that a random variable d ∈ Γ under the context C, there should be selected parameters ω ∈ Ω which belong the intersection of the sets D Γ and C. These are all parameters ω ∈ C for that d(ω) ∈ Γ. We remark that the Bayes' formula (2) gives the definition of probability in terms of the contextual Kolmogorov model. The "experimental probability" P exp (d ∈ Γ/C) is defined as the limit of the frequencies ν N (d ∈ Γ/C) to find d ∈ Γ in a series of N observations under the complex of physical conditions C. The "experimental probability" P exp (d ∈ Γ/C) coincides with P(d ∈ Γ/C) as a consequence of the law of large numbers (if trails are independent). We have the same situation in the conventional Kolmogorov model.
In particular, if d is a discrete random variable then
where
By our interpretation the set D z represents the context corresponding to filtration with respect to value d = z. We emphasize that that the operation of intersection of sets has nothing to do with with creating "intersections" of corresponding contexts. The probability P(D z ∩ C) has no physical interpretation by itself. 10 We shall discuss this point in more detail in the next section.
The formula of total probability
As was remarked in introduction, our visualization of the latent quantum structure of the classical contextual probabilistic model is based on a contextual version of the well known formula of total probability. We start with recalling this formula in the conventional Kolmogorov approach.
Let A = {A n } be finite or countable complete group of disjoint events ("partition of unity"):
Let B,C ∈ F be events and let P(C) > 0. We have the standard formula of total probability, see, e.g., [46] :
which can be easily derived:
This derivation was performed under the condition that
A contextual analog of this condition will play an important role in our theory. The formula (4) works well in all domains of science (it is the basis of Bayesian analysis), besides quantum physics (and may be psychology, see [41] , [47] ). In particular, let a and b be discrete random variables taking values a ∈ Y = {a i , i = 1, . . . , k a } and
For further considerations it is useful to introduce sets:
The formula of total probability with interference term
We now want to consider this formula in the contextual Kolmogorov model. Since the mathematical formalism is the same, there are no differences in mathematical calculations; the only difference is in the interpretation. Probabilities P(b = x/C), P(a = y/C) are well defined from the contextual viewpoint. Let us now consider the probability
Here considerations are not so straightforward. In the conventional Kolmogorov model the set Q = (a = y) ∩C = A y ∩C represents the event -the simultaneous occurrence of the events A y and C. To perform careful analysis of the contextual situation, at the moment we shall use different symbols for a context and the corresponding set in F representing this context: contexts will be denotedC,Ã y ,Q, ... and corresponding sets C, A y , Q, ... In particular, hereÃ y is the context of the [a = y]-filtration which is represented by the set A y in the Kolmogorov space.
In our model the set Q = A y ∩ C represents some contextQ(y,C). But the representation of the set Q in the form of the intersection of the sets C and A y does not mean that the contextQ(C, y) is really the "intersection" of the contextsC andÃ y .
11 The latter context, sayM(y,C) -"first we prepare an ensemble of systems under the complex of physical conditions C and then perform the a = y filtration" -need not be represented by the set Q. If the procedure of a = y filtration disturbs the original context C, then there is no reason to assume that the contextM(y,C) should be represented by the set Q = A y ∩C. So the first conclusion of our analysis is that in general the sets Q = A y ∩C in the right-hand side of (6) do not represent contextsM(y,C). We remark that the contextsM(y,C) can be easily designed experimentally and used for the collection of statistical data for frequency probabilities (which can be found in a long series of observations). What can we say about a contextQ which is represented by the set Q? In fact, not so much. This context should be created via the nondisturbative [a = y]-selection under the complex of physical conditions C. In generalQ cannot be constructed just through the combination ofC andÃ y .
Since we do not know how to create the contextQ, we would not be able to find corresponding experimental probabilities and the formula of total probability is not useful for applications (in spite of its validity in the underlying Kolmogorov model). 12 Therefore it would be natural to try to exclude sets Q = A y ∩C from consideration and obtain a new variant of the formula of total probability. 13 Our analysis of correspondence between creating new contexts and operations on sets representing contexts is finished. We shall again use the same symbol for a context and the set representing this context.
To simplify considerations, we shall consider only dichotomous random variables: 11 There is no such a postulate in our interpretation of the probability space K . 12 By using terminology of [48] one can say that the formula of total probability is well defined on the ontic level of description of nature, but it could not be directly lifted to the epistemic level of description. We would like to modify this formula to get its analog which would be meaningful on both levels of description. 13 We emphasize that we do not claim that the contextQ represented by Q = A y ∩ C could not be created at all, cf. with Bohr's principle of complementarity and some interpretations of Heisenberg's uncertainty relations. We only observed that the conventional formula of total probability (6) contains sets Q = A y ∩ C representing contextsQ such that in general we do not know how to create them. Therefore we would like to exclude sets Q = A y ∩C from our consideration. Finally, we shall come to the same formalism that is used in quantum mechanics. But we shall escape a lot of quantum mysteries, since sets Q = A y ∩C are eliminated from formulas by a simple pragmatic reason.
We denote the set of all a-nondegenerate contexts by the symbol C a . Definition 2. Random variables a and b are called incompatible if P(A y ∩ B x ) = 0 for all y ∈ Y and x ∈ X. Thus a and b are incompatible iff every B x is a-nondegerate and vice versa. We introduced incompatible random variables in purely classical framework (see appendix for some properties of such pairs of random variables). We shall see that this incompatibility contains (in a latent form) quantum incompatibility -representation by noncommutative operators. Theorem 1. (Formula of total probability with interference term) Let a and b be incompatible random variables and let a context C be a-nondegenerate. Then
and
To prove Theorem we put expressions for λ and δ into (7) and we obtain identity. In fact, (7) is just a representation of the probability P(b = x/C) in a special way. We choose the special representation of the perturbation δ (b = x/a,C) of ∑ y∈Y P(a = y/C)P(b = x/a = y), namely its normalization by square root of all probabilities. At the beginning I expected that this normalization would produce quantities bounded by one. But in general it was not the case. We call λ (b = x/a,C) coefficients of incompatibility. In our further investigations we will use the following result: Lemma 1. Let conditions of Theorem 1 hold true. Then
As a consequence of this lemma we have:
1). Suppose that both coefficients of incompatibility are relatively small
In this case we can introduce new statistical parameters θ (b = x/a,C) ∈ [0, 2π] and represent the coefficients of statistical disturbance in the trigonometric form:
Parameters θ (b = x/a,C) are said to be relative phases (or random variables a and b.) This is purely probabilistic definition of phases. So we introduce geometry through probability. In this case we obtain the following interference formula of total probability:
This is nothing other than the famous formula of interference of probabilities. 14 Thus we found (hidden) interference of probabilities in the Kolmogorov probability space.
2). Suppose that both coefficients of incompatibility are relatively large
In this case we can introduce new statistical parameters θ (b = x/a,C)) ∈ (−∞, +∞) and represent the coefficients of incompatibility in the hyperbolic form:
Parameters θ (b = x/a,C) are said to be hyperbolic relative phases. In this case we obtain the following interference formula of total probability:
We remark that in the ordinary formula for interference of probabilities (13) the expression in the right-hand side determines the quantity which belongs the segment [0,1] for any angle θ . In the hyperbolic case, see (15), this quantity belongs [0,1] only for special range of angles θ . But this is not a problem in our approach. We do not determine the probability P(b = x/C) through the right-hand side of (15). We proceed in the opposite way: the phase θ is determined through probabilities
For some probabilities there exists the trigonometric representation, for other probabilities there exists the hyperbolic representation.
3). Suppose that the absolute value of one of the coefficients λ (b = x/a,C) is less than one and the absolute value of another coefficient is larger than one. Here we have the interference formula of total probability containing trigonometric as well as hyperbolic interference terms.
If incompatible random variables a and b are fixed, we shall often use the symbols
QUANTUM PROJECTION OF THE CLASSICAL MODEL
Let us fix a pair of incompatible random variables a = a 1 , a 2 , b = b 1 , b 2 . We call such variables reference variables. For each pair a, b of reference variables, we construct a projection of the contextual Kolmogorov model to the complex Hilbert space. We start from the trigonometric interference. We set
We call elements of C tr trigonometric contexts. We shall see that quantum mechanics can be interpreted as a representation of trigonometric contexts. We shall also consider hyperbolic contexts which can be represented in a hyperbolic Hilbert space. In few further sections we shall consider only trigonometric contexts and in those sections we shall omit the upper index and use simply the symbol: C ≡ C tr .
Interference and complex probability amplitude, Born's rule
The interference formula of total probability (13) can be written in the following form
By using the elementary formula:
, we can represent the probability p b C (x) as the square of the complex amplitude (Born's rule):
It is important to underline that since for each x ∈ X phases θ C (x) can be chosen in two ways (by choosing signs + or -) a representation of contexts by complex amplitudes is not uniquely defined. 15 We denote the space of functions: ψ : X → C by the symbol E = Φ(X, C). Since X = {b 1 , b 2 }, the E is the two dimensional complex linear space. Dirac's δ −functions {δ (b 1 − x), δ (b 2 − x)} form the canonical basis in this space. We shall see that under a natural restriction on the matrices of transition probabilities:
. By using the representation (18) we construct the map
The J b/a maps contexts (complexes of, e.g., physical conditions) into complex amplitudes. The representation (17) of probability as the square of the absolute value of the complex (b/a)−amplitude is nothing other than the famous Born rule.
Remark. We underline that the complex linear space representation (18) The complex amplitude ψ C (x) can be called a wave function of the complex of physical conditions, context C or a (pure) quantum state. In principle, we can represent each context C ∈ C by a family of complex amplitudes:
For such complex amplitudes we also have Born's rule (17) . However, to simplify considerations we shall consider only the representation (18) and the map (19) induced by this representation.
Hilbert space representation of the b-variable
We set e b x (·) = δ (x − ·). For any context C ∈ C , the complex amplitude ψ C can be expanded as:
Thus the Born's rule for complex amplitudes (17) can be rewritten in the following form:
where the scalar product in the space E = Φ(X,C) is defined by the standard formula:
The system of functions {e b x } x∈X is an orthonormal basis in the Hilbert space H = (E, (·, ·)).
Let X ⊂ R. By using the Hilbert space representation (22) of the Born's rule we obtain the Hilbert space representation of the expectation of the (Kolmogorovian) random variable b:
where the (self-adjoint) operatorb : H → H is determined by its eigenvectors:be b x = xe b x , x ∈ X. This is the multiplication operator in the space of complex functions Φ(X, C) :
By (24) the conditional expectation of the Kolmogorovian random variable b is represented with the aid of the selfadjoint operatorb. Therefore it is natural to represent this random variable (in the Hilbert space model) by the operator b. So the Hilbert space imageb of the random variable b was defined through the formula (24) for conditional average. This formula is a simple consequence of the Born's rule (22) . And the Born's rule is present in a latent form in the formula of total probability with interference term (13). This formula induces the representation of a context C by the complex amplitude ψ C defined by (18) . The amplitude has a natural expansion with respect to the basis {e b x } x∈X , see (21) . And this basis induces the representation (24) .
We would like to introduce an operatorâ representing the random variable a by using similar arguments. But we emphasize that random variables a and b do not play the same role in the Hilbert space representation under consideration. In fact, we now consider the b/a-projection of K .
Born's rule for the a-variable
We start with the complex amplitude ψ C defined by (18) . We shall see that this amplitude can be expanded with respect to a natural basis, {e a y } y∈Y . That expansion plays the role similar to the expansion (21) with respect to the basis {e b x } x∈X , namely Born's rule takes place for the a-variable (under a natural restriction to the matrix of transition probabilities):
We set:
We remark that the coefficients u a j , u b j depend on a context C; so u a j = u a j (C), u b j = u b j (C). We also consider the matrix of transition probabilities P b/a = (p i j ). It is always a stochastic matrix. 16 We have, see (21) , that
This is the interference representation of probabilities that is used, e.g., in quantum formalism. 17 For any context C 0 , we can represent the corresponding wave function ψ = ψ C 0 in the form: 
We recall that a matrix is double stochastic if it is stochastic, i.e., p j1 + p j2 = 1, and, moreover,
Double stochasticity is equivalent to the condition: p 11 = p 22 , p 12 = p 21 . Any matrix of transition probabilities is stochastic (as a consequence of additivity of the conditional probability), but in general it is not double stochastic. We remark that the constraint (30) 
for any context C ∈ C . Proof. By Lemma 1 we have:
But for a double stochastic matrix P b/a = (p(x/y)) we have:
Since random variables a and b are incompatible, we have p(
By Lemma 2 we have two different possibilities to choose phases:
By (30) to obtain the Born's rule for the a-variable we should choose phases θ C 0 (b i ), i = 1, 2, in such a way that
] and vice versa. Lemma 2 is very important since by it (in the case when reference observables are chosen in such way that the matrix of transition probabilities is double stochastic) we can always choose θ C 0 (b j ), j = 1, 2, to satisfy (33). The delicate feature of the presented construction of the a-representation is that the basis e a y depends on the context C 0 : e a y = e a y (C 0 ). And the Born's rule, in fact, has the form:
We would like to use (as in the conventional quantum formalism) one fixed a-basis for all contexts C ∈ C . We may try to use for all contexts C ∈ C the basis e a y ≡ e a y (C 0 ) corresponding to one fixed context C 0 . We shall see that this is really the fruitful strategy.
Lemma 3. Let P b/a be double stochastic and let for any context C ∈ C phases θ C (b j ) be chosen as
Then for any context C ∈ C we have the Born's rule (25) for the basis e a y ≡ e a y (C 0 ) constructed for a fixed context C 0 . Proof. Let C 0 ∈ C . We take the basic {e a y (C 0 )} (and the matric V (C 0 )) corresponding to this context. For any C ∈ C , we would like to represent the wave function ψ C as
It is clear that, for any C ∈ C , we can represent the wave function as
Thus to obtain (35) we should have:
for any pair of contexts C 0 and C 1 . By using the relations (34) between phases
The constraint (34) essentially restricted the class of complex amplitudes which can be used to represent a context C ∈ C . Any C can be represented only by two amplitudes ψ(x) andψ(x) corresponding to the two possible choices of
By Lemma 3 we obtain the following result playing the fundamental role in our approach: Theorem 2. We can construct the complex Hilbert space representation of the contextual Kolmogorov probability model such that the Born's rule holds for both reference variables iff the matrix of transition probabilities P b/a is double stochastic.
If P b/a is double stochastic we have the quantum representation not only for the classical conditional expectation of the variable b, see (24) , but also for the variable a :
where the self-adjoint operator (symmetric matrix)â : H → H is determined by its eigenvectors:âe a y = ye a y . By (37) it is natural to represent the random variable a by the operatorâ. Of course, the representation of random variables by linear operators is just a convenient mathematical tool to represent the average of a random variable by using only the Hilbert space structure.
Let us denote the unit sphere in the Hilbert space H by the symbol S. The map J b/a : C → S need not be a surjection (injection). In general the set of (pure) states corresponding to a contextual Kolmogorov space
is just a proper subset of the sphere S. The structure of the set of pure states S C is determined by the Kolmogorov space.
Some properties of the quantum projection
Let P b/a be double stochastic and let phases be chosen according to (34) . The contexts A y are degenerate with respect to the a-variable, since P(A a 1 ∩ A a 2 ) = 0. Thus J b/a (A i ) cannot be defined by (18) . It is natural to extend the map J b/a to sets A y by setting J b/a (A y ) = e a y , y ∈ Y. We set
Thus we have constructed the Hilbert space representation:
18 Here λ (x/a,C) = 0 and hence (for
In the first case we have
The second choice of phases gives the representation of C by the complex amplitude which is conjugate to (38) . We set
We remark that Ω always belong to C 0 . However, in general C 0 = {Ω}. By considering contexts C ∈ C 0 we would not find any sign of the latent quantum structure in the classical probability space. But it should be underlined that C 0 ≡ C 0 (a, b). Thus there can exist another pair of incompatible rrandom variables, a ′ , b ′ such that they produce nontrivial interference for a context C ∈ C 0 (a, b). Let C 1 ,C 2 ∈ C be contexts such that probability distributions of random variables a and b under C 1 and C 2 , respectively, coincide: p
In such a case λ (x/a,C 1 ) = λ (x/a,C 2 ) and θ (x/a,C 1 ) = ±θ (x/a,C 2 ). If there is such a coincidence of probability distributions for only a pair of contexts (C 1 ,C 2 ), then we can represent C 1 and C 2 by two different complex amplitudes, ψ C 2 =ψ C 1 . But if we have the coincidence for a triple of contexts (C 1 ,C 2 ,C 3 ) then it would be impossible to represent them by different complex amplitudes. We should choose ψ
. Thus in general the map J b/a is not injective.
NONQUANTUM HILBERT SPACE PROJECTIONS OF THE CONTEXTUAL KOLMOGOROV MODEL
Of course, for arbitrary random variables a and b the matrix P b/a need not be double stochastic. In this case we could not obtain Born's rule both for the b and a variables. In general, for each random variable we should introduce its own scalar product and corresponding Hilbert space: and so on. However, the cruicial difficulty is that, as we have already discussed, e a y = e a y (C 0 ) and, in fact, for any context C 0 ∈ C we constructed its own Hilbert space representation for the a-variable: H a = H a (C 0 ). In the same way as in the above considerations we would be able to use the same representation for contexts C and C 0 if the condition (36) holds true. Thus we should have:
where α is some phase (if P b/a is double stochastic then α = π). Theorem 3. Suppose that P b/a is not double stochastic and C = C 0 . Then there is no such an α that
for all contexts C ∈ C .
To prove this theorem we need the following generalization of Lemma 2: Lemma 2a. Let a and b be incompatible random variables. Then for any context C ∈ C the following equality holds true:
It is also easy to obtain:
Proof of Theorem. By Lemma 2a we have: −k cosθ C (b 1 ) = cos(θ C (b 1 ) + α) We take C = Ω and obtain:
Thus if P b/a is not double stochastic then every surface M t = {C ∈ C : |λ (b 1 /a,C)| = t}, 0 ≤ t ≤ 1, in the space of contexts is represented in its own Hilbert space H a (t).
NONCOMMUTATIVITY OF OPERATORS REPRESENTING KOLMOGOROVIAN RANDOM VARIABLES
Let P b/a be double stochastic and let phases be chosen according to (34) . We consider in this section the case of real valued random variables. Here spectra of random variables b and a are subsets of R. We set q 1 = √ p 11 = √ p 22 and Since θ 2 = θ 1 + π, we get e a 2 = e iθ 2 (−q 2 , q 1 ). We now find matrices of operatorsâ andb in the b-representation. The latter one is diagonal. Forâ we have: 
THE ROLE OF SIMULTANEOUS DOUBLE STOCHASTICITY OF P B/A AND P A/B
Starting with the b-representation -complex amplitudes ψ C (x) defined on the spectrum (range of values) of a random variable b -we constructed the a-representation. This construction is natural (i.e., it produces the Born's probability rule) only if the P b/a is double stochastic. We would like to have a symmetric model. So by starting with the arepresentation -complex amplitudes ψ C (y) defined on the spectrum (range of values) of a random variable a -we would like to construct the natural b-representation. Thus both matrices of transition probabilities P b/a and P a/b should be double stochastic.
We set B j = B b j , A j = A a j , j = 1, 2. It is assumed that phases are always chosen according to (34 
In the same way by using conditioning with respect to B 2 we obtain:
. By using double stochasticity of P b/a we can rewrite the last equality as
Thus by (42) and (43) we have:
.
To finish the proof, we need the following well known result: Lemma 4. Both matrices of transition probabilities P b/a and P a/b are double stochastic iff the transition probabilities are symmetric, i.e.,
This is equivalent that random variables a and b have the uniform probability distribution:
This Lemma has important physical consequences. A natural (Bornian) Hilbert space representation of contexts can be constructed only on the basis of a pair of (incompatible) uniformly distributed random variables.
Lemma 5. Let both matrices P b/a and P a/b be double stochastic. Then
Proof. 
Proof. Because θ (B 1 /a, B 1 ) = 0 we have:
Thus in this case: J b/a (B i ) = e b i , i = 1, 2. Thus in the case when both matrices of transition probabilities P a/b and P b/a are double stochastic (i.e., both reference variables a and b are uniformly distributed) the Born's rule has the form:
In principle, we could start directly with constructing a quantum-like representation of the constextual Kolmogorovian model in the case of uniformly distributed reference variables. In this case the whole construction looks more natural. But we started with the general representation based on an arbitrary pair of incompatible reference variables to see how general the formalism can be, cf. Mackey [14] .
EXAMPLE
We consider an example of a Kolmogorov probability space and a pair of dichotomous random variables a, b which are incompatible. In this example the set of contexts with nontrivial disturbance term δ , δ = 0, is nonempty, so C 0 = C . We find the image S C of the set of contexts C in the Hilbert sphere S ⊂ H. In this example S C is a proper subset of the sphere S. The Hilbert space representation map J b/a is not injective. Random variables a and b are represented by symmetric operators in the Hilbert space H. They do not commute.
Let Ω = {ω 1 , ω 2 , ω 3 , ω 4 } and P(ω j ) = p j > 0, ∑ 4 j=1 p j = 1. Let
2 and p 2 = p 4 = (1 − 2q)/2. We denote this Kolmogorov probability space by the symbol K (q). Here P(A 1 ) = P(A 2 ) = P(B 1 ) = P(B 2 ) = 1 2 . So the random variables a and b are uniformly distributed. Thus both matrices of transition probabilities P b/a and P a/b are double stochastic. Here
We have the symmetry condition P(B i /A j ) = P(A j /B i ).
We start with two-points contexts.
(a) Let C = C 24 = {ω 2 , ω 4 }. Here P(C) = 1 − 2q, P(B j /C) = P(A j /C) = 
Here everything is as in (a). We set θ C 13 (b 1 ) = 
We remark that ψ C 24 ⊥ ψ C 13 :
In the same way:
To find the Hilbert space representation of sets C = C 12 = {ω 1 , ω 2 } = A 1 and C = C 34 = {ω 3 , ω 4 } = A 2 we have to construct the basis {e a j }. We can choose:
Here we have chosen θ 2 = θ C 13 (b 2 ) = π 2 . Thus we shall use the a-basis corresponding to the context C 0 ≡ C 13 . We have ψ C 12 = e a 1 , ψ C 34 = e a 2 . In a) and b) we found the probabilistic amplitudes representing contexts C 24 and C 13 in the b-basis. In the a-basis those amplitudes are represented by
2 . This context is trigonometric: C 123 ∈ C . We remark that λ (B 2 /a,C) = √ 1−2q 2 (since P b/a is double stochastic). 19 We choose θ 2 = arccos
− π.We have:
2q+1 + e i arccos
and, hence, λ (B 1 /a,C) = q 2 < 1, and the context C 124 ∈ C . We choose θ 1 = arccos 1 2 , so θ 2 = arccos 1 2 + π. Thus:
(g) Let C = C 134 = {ω 1 , ω 3 , ω 4 }. Here P(C) = (2q + 1)/2, P(A 1 /C) = P(B 2 /C) = 2q/(2q + 1), P(A 2 /C) = P(B 1 /C) = 1/(2q + 1). Thus δ (B 1 /a,C) = 2q(1 − 2q)/(2q + 1) and, hence, λ (B 1 /a,C) = √ 1−2q 2 . Thus:
+ e i arccos
(h) Let C = Ω. Here we know from the beginning that δ (B j /a,C) = 0. Here P(A i /C) = P(A i ) = 1/2 and P(B i /C) = P(B i ) = 1/2. We can choose the phase θ Ω (b 1 ) = π 2 or 3π 2 . The first choice of gives the complex amplitude ψ Ω = ψ C 24 and the second ψ Ω = ψ C 13 . Thus for both representations the map J b/a is not injective. 19 We pay attention on the dependence of θ = arccos
on the parameter q : θ (q) increases from π/3 to π/2, when q increases from 0 to 1/2.
The representation map J b/a transforms the conventional probabilistic calculus in K to the quantum probabilistic calculus in H. For example, let a random variable b = ±1. Here
Hence the conventional probabilistic calculus gives the answer q/(q − 1). But we also have:
Thus the quantum probabilistic calculus gives us the same result q/(q − 1). In the same way we have for a random variable a = ±1 :
In this example the set of nonsensitive contexts contains three contexts: C 0 = {Ω,C 24 ,C 13 }. We have
Therefore the set of pure states SC is a finite, ten-points, subset of the unit sphere in the two dimensional Hilbert space. We remark that all vectors in SC are pairwise independent. There is the parameter q ∈ (0, 1/2) determining a Kolmogorov probability space K (q). For each value of q we have a finite set of pure states. However, a family K (q), q ∈ (0, 1/2), of Kolmogorov probability spaces generates a "continuous" set ∪ q SC (q) of pure states.
Finally, we remark that we have chosen one fixed representation of every Kolmogorov model K (q) (for fixed q). We can construct other representations corresponding to other choices of phases. For example, we can construct another representation by choosing θ C 24 
HILBERT SPACE IMAGES OF THE REFERENCE RANDOM VARIABLES
We begin with the following standard definition: Definition 3. For a self-adjoint operatord the quantum mean value in the state ψ is defined by
Theorem 5. For any map f : R → R, we have:
for any context C ∈C . Proof. By using the Born's rule for the b we obtain:
The same result we have for the f (â) since (as P b/a is double stochastic) we have Born's probability rule both for b and a. Theorem 6. Let f , g : R → R be two arbitrary functions. Then
for any context C ∈C . Proof. By using linearity of the Kolmogorov mathematical expectation, Theorem 3, and linearity of the Hilbert space scalar product we obtain: 
The transformation T preserves the conditional expectation for random variables d ∈ O + (a, b). But in general we cannot expect anything more, since in general T does not preserve probability distributions. The important problem is to extend the map T for a larger class (linear space?) of Kolmogorovian random variables with preserving (48) . It is natural to define (as we always do in the conventional quantum formalism):
where f (â,b) is the pseudo differential operator with the Weyl symbol f (a, b). We shall see that already for f (a, b) = ab (so f (â,b) = (âb +bâ)/2) the equality (48) is violated.
We can consider the b and the a as discrete analogues of the position and momentum observables. The operatorŝ b andâ give the Hilbert space (quantum) representation of these observables. We also introduce an analogue of the energy observable:
where V : R → R is a map. The Hilbert space representation of this observable is given by the operator of energy (Hamiltonian)Ĥ
By Theorem 7 for contexts C ∈C the averages of the observables H (ω) (Kolmogorovian) andĤ (quantum) coincide:
However, as we shall see, probability distributions do not coincide: Proposition 4. There exists context C such that the probability distribution of the random variable d(ω) = a(ω) + b(ω) with respect to C does not coincide with the probability distribution of the quantum observabled =â +b with respect to the state ψ C corresponding to C.
Proof. It suffices to present an example of such a context C. Take the context C = C 234 from the Example. We consider the case: a(ω) = ±γ, b(ω) = ±γ, γ > 0; so d(ω) = −2γ, 0, 2γ. Corresponding Kolmogorovian probabilities can easily be found:
We now find the probability distribution ofd. To do this, we find eigenvalues and eigenvectors of the self-adjoint operatord. We find the matrix of the operatord in the basis {e 
In principle we can interpret such a transformation as representing some special measurement procedure. Thus in this example the problem with spectrum is not crucial. The crucial problem is that d andd have different probability distributions.
Corresponding eigenvectors are
Finally, we find (by using the expression for ψ C 234 which was found in section 6):
Thus d andd have essentially different probability distributions.
DISPERSION-FREE STATES
As originally stated by von Neumann, [5] the problem of hidden variables is to find whether dispersion free states exist in quantum mechanics. He answered the question in the negative. The problem of the existence of dispersion free states as well as von Neumann's solution were the subject of great debates. We do not want to go into detail see, e.g., [11] . In our contextual approach an analogue of this problem can be formulated as: Do dispersion free contexts exist?
The answer is the positive. In the Example we can take any atom of the Kolmogorov probability space K q , e.g., C = {ω 1 }. Since, for any random variable ξ on the Kolmogorov space K q , it has a constant value on such a C the dispersion of ξ under the context C is equal to zero:
However, dispersion free contexts do not belong to the systemC of contexts which can be mapped by J a/b into the Hilbert space H. On the one hand, our contextual approach gives the possibility to have the realist viewpoint to quantum mechanics.. On the other hand, it does not contradict to the von Neumann as well as other "no-go" theorems. The mathematical representation of contexts (complexes of physical conditions) given by the quantum formalism it too rough to represent dispersion free contexts.
Conclusion: Dispersion free contexts exist, but they could not be represented by quantum states (complex probabilistic amplitudes).

CLASSICAL AND QUANTUM SPACES AS ROUGH IMAGES OF FUNDAMENTAL PRESPACE
Our contextual probabilistic model induces the following picture of physical reality.
Prespace and classical space
There exists a prespace Ω which points corresponds to primary (irreducible) states of physical systems, prestates or fundamental physical parameters. Functions d : Ω → R m are said to be preobservables. The set of all preobservables is denoted by the symbol O p ≡ O p (Ω). We are not able (at least at the moment) to measure an arbitrary preobservable
Nevertheless, some preobservables can be measured. Suppose that there exists a preobservable b such that all measurements can be reduced to some measurements of b, cf. L. De Broglie [12] and D. Bohm [8] . on the possibility to reduce any measurement to a position measurement. Let X ⊂ R m be the range of values of b. The X is said to be a classical space 20 .
In principle a set B x could contain millions of points. Dynamics in X is classical dynamics. In our model, classical dynamics is a rough image of dynamics in the prespace Ω 21 .
Classical phase space
Let a be a preobservable which is incompatible with our fundamental preobservable b (space observable). We denote by Y ⊂ R m the range of values of the a. The Y is said to be conjugate space to the classical space X. We call the b position and the a momentum. We set
Since A y is not a subset of B x for any x ∈ X (this is a consequence of incompatibility of the observables a and b), the point y cannot be used to get finer description of any point x ∈ X. Thus by using values of a we cannot obtain a finer space structure. The variables b and a are really incompatible. By fixing the value of, e.g., a = y 0 we cannot fix the value of b = x 0 .
Remark. (Nonlocal dependence of incompatible variables at the prespace level). Since, for a fixed y 0 ∈ Y, we have A y 0 ∩ B x = / 0 for any x ∈ X, a value y 0 of the momentum can be determined only by all values x ∈ X of the position. Thus on the level of the prespace incompatible variables are nonlocally dependent. However, this prespace nonlocality could not be found in classical mechanics, since in the latter the finer prespace structure is destroyed by the rough (x, y) encoding.
The space Π = X × Y ⊂ R 2m is a classical phase space. Dynamics in the phase space gives a rough image in the terms of the two incompatible variables of dynamics in the prespace. The phase space Π is a classical contextual (b, a)-picture of the prespace Ω. This picture is richer than the pure b-space picture,X. The Π contains images of the two families of contexts A = {A y } and B = {B x }.
In our probabilistic investigations we have seen that the most natural choice of incompatible variables corresponds to random variables a(ω) and b(ω) which are uniformly distributed. On the other hand, the creation of a uniform partition of the prespace Ω is the most natural way to create a rough image X of the prespace -a classical space.
As the next step we can consider statistical mechanics on the classical space X. In such a statistical theory from the very beginning we lost the finer statistical structure of the model based on probability distributions on the prespace. 
Quantum mechanics and the Hilbert space representation of prespace contexts
Neither classical nor quantum mechanics can describe the individual dynamics in the prespace. Of course, such a viewpoint to quantum mechanics contradicts to the so called orthodox Copenhagen interpretation by which the wave function describes an individual quantum system. It also contradicts to the conventional viewpoint to classical mechanics.
By our contextual interpretation the wave function has the realist prespace interpretation. A complex amplitude is nothing than the image (induced by the contextual formula of total probability) of a set of fundamental parameters -a context. Thus the Hilbert state space H is not less real than the classical real space R 3 .
Observables which probability distributions can be found by using the representation by self-adjoint operators in the Hilbert space are called quantum observables. The set of quantum observables is denoted by the symbol O q (H). Neither classical statistical nor quantum mechanics can provide knowledge about the probability distribution of an arbitrary preobservable. Nevertheless, the quantum theory gives some information about some preobservables, namely fundamental preobservable b and a and pre-observables d belonging to the class O + (a, b) . Another way to look to the same problem is to say that the quantum theory (with our contextual probabilistic interpretation) gives the possibility to represent some prespace structures, namely some contexts C ∈ C by vectors of a Hilbert state space.
Neither classical nor quantum mechanics are fundamental theories. They could not give information about the point wise structure of the prespace Ω. But the quantum formalism represents some complexes of physical conditionsdomains in the prespace -which are not represented in the classical space or phase space. Of course, the quantum formalism also represents classical position states x ∈ X by wave functions ψ B x (Hilbert states e b x ). Classical states x ∈ X are images of prespace contexts B x . But the quantum formalism represents also some sets C ⊂ Ω which have no classical images (namely, images in X or Π).
In the Example we take the set
This prespace domain C can be described neither by the position x = b 1 nor x = b 2 . The quantum state ψ C ∈ S ⊂ H representing this domain of the prespace describes the superposition of the two classical states x = b 1 and x = b 2 . Hence a physical system prepared under the complex physical conditions C = C 123 is (from the classical viewpoint) in the superposition of two different positions.
Heisenberg uncertainty principle
We now take the context C = A y for some y ∈ Y. Here the momentum a has the definite value. But A y ∩ B x = / 0 for any x ∈ X. Hence the state ψ C = e a y ∈ H also corresponds to the superposition of two positions x = b 1 and x = b 2 . This is nothing else than (the discrete analogue) the Heisenberg uncertainty principle. In the same way in any state with the definite position, ψ C = e b
x , x ∈ X, the momentum can not have the definite value. Thus the Hilbert sphere S contains images of the classical spaces X and Y (but not the phase space Π, see further considerations), X ≡ {e b x } ⊂ S and Y =≡ {e a y } ⊂ S. But the Hilbert space contains also images of nonclassical domains C ∈C . We remark that (depending on the model) only a part of the Hilbert sphere corresponds to some domains of the prespace. All other quantum states, ψ ∈ SC , are just ideal mathematical objects which do no correspond to any context in the prespace.
As was already remarked, the phase space Π is not imbedded into the Hilbert sphere S, since contexts C xy = B x ∩ A y corresponding to points of the Π do not belong to the systemC which is mapped into S (because these contexts are degenerate with respect to both reference observables).
Preobservables and quantum observables
For what class of preobservables can we find probability distributions with respect to contexts C ∈C by using the quantum formalism? As we have seen, we are not able to find the probability distribution for an arbitrary preobservable
Only quantum observablesd = f (b) andd = g(â) have the same probability distributions as the corresponding g(a(ω) ). By Theorem 7 the average is preserved by the canonical map
However, even such quantum observables give just a rough image of corresponding preobservables. By using quantum probabilistic formalism we can find probability distributions only for quantum states ψ C ∈ SC ⊂ H. Those quantum states represent only some special contexts. Hence by using the quantum formalism we could not find the probability distribution of a preobservable a(ω) or b(ω) for an arbitrary context represented by a domain in the prespace Ω. Neither we can reconstruct maps a(ω) and b(ω). Thus the quantum theory is not a fundamental theory. It does not provide the complete (even statistical) description of the prespace reality. However, some statistical information about the prespace structure can be obtained by using the quantum probabilistic formalism.
On the mystery of operator quantization
The origin of the operator quantization was always mysterious for me. Why the correspondence between functions and functions of operators (of the position and the momentum) provides the correct statistical description of quantum measurements? Our contextual model tells that the only reason is the coincidence of quantum averages with 'real' prespace (contextual) averages for some preobservables (in particular, of the form f (b) + g(a) ).
Theorem 7 is only a sufficient condition for the coincidence of averages. But even such a result gives the possibility to connect the quantum HamiltonianĤ
. Quantum averages of energy expressed by the Hilbert space averages of the HamiltonianĤ coincides with averages of the realist energy preobservable H (ω). However, for some contexts C quantum energy observableĤ and energy preobservable H have different probability distributions, see Proposition 4. In principle, such an effect should be observable experimentally.
The classical space is a contextual image of the fundamental prespace Ω. This is a very poor image since only a few special contexts namely space-contexts have images in the classical space R 3 . In principle, there might be created various classical spaces (corresponding to various fundamental variables) on the basis of the prespace Ω. Human beings have been creating their own (very special) classical space. Since light rays play the fundamental role in the creating of our classical space it can be called electromagnetic classical space. So the electromagnetic classical space is created on the basis on electromagnetic reduction of information. In principle there can exist systems which are able to perform some other reductions of information, e.g., gravitation reduction. They would create a gravitational classical space.
HYPERBOLIC HILBERT SPACE PROJECTION OF THE CLASSICAL PROBABILISTIC MODEL
We study here the model with the hyperbolic interference. We set
We call elements of C hyp hyperbolic contexts.
Hyperbolic algebra
Instead of the field complex numbers C, we shall use so called hyperbolic numbers, namely the two dimensional Clifford algebra, G, see [49] . We call this algebra hyperbolic algebra. 22 Denote by the symbol j the generator of the algebra G of hyperbolic numbers:
22 Of course, it is rather dangerous to invent an own name for a notion established almost as firm as complex numbers. We use a new name, hyperbolic algebra, for the well known algebraic object, the two dimensional Clifford algebra, by following reasons. First we explain why we dislike to use the standard notion Clifford algebra in this particular case. The standard Clifford machinery was developed around noncommutative features of general Clifford algebras. The two dimensional Clifford algebra, hyperbolic algebra in our terminology, is commutative. Commutativity of G is very important in our considerations. We now explain why we propose the name hyperbolic algebra. Hyperbolic functions are naturally related to the algebraic structure of G through a hyperbolic generalization of Euler's formula for the complex numbers. This is the crucial point of our considerations -the possibility to use this algebraic structure to represent some special transformations for hyperbolic functions.
The algebra G is the two dimensional real algebra with basis e 0 = 1 and e 1 = j. Elements of G have the form z = x + jy, x, y ∈ R. We have z 1 + z 2 = (x 1 + x 2 ) + j(y 1 + y 2 ) and z 1 z 2 = (x 1 x 2 + y 1 y 2 ) + j(x 1 y 2 + x 2 y 1 ). This algebra is commutative. It is not a field -not every element has the inverse one.
We introduce an involution in G by settingz = x − jy and set |z| 2 = zz = x 2 − y 2 . We remark that |z| = x 2 − y 2 is not well defined for an arbitrary z ∈ G. We set G + = {z ∈ G : |z| 2 ≥ 0}. We remark that G + is a multiplicative semigroup as follows from the equality
Thus, for z 1 , z 2 ∈ G + , we have that |z 1 z 2 | is well defined and |z 1 z 2 | = |z 1 ||z 2 |. We define a hyperbolic exponential function by using a hyperbolic analogue of the Euler's formula: We set G * + = {z ∈ G + : |z| 2 > 0}. Let z ∈ G * + . We have z = |z|(
|z| 2 = 1, we can represent x sign x = cosh θ and y sign x = sinh θ , where the phase θ is unequally defined. We can represent each z ∈ G * + as z = sign x |z| e jθ . By using this representation we can easily prove that G * + is a multiplicative group. Here
The unit circle in G is defined as S 1 = {z ∈ G : |z| 2 = 1} = {z = ±e jθ , θ ∈ (−∞, +∞)}. It is a multiplicative subgroup of G * + .
Hyperbolic probability amplitude, hyperbolic Born's rule
The interference formula of total probability (15) can be written in the following form:
where θ C (x) = θ (x/a,C) = ±arccosh|λ (x/a, C)|, x ∈ X, C ∈ C hyp . Here the coefficient λ is defined by (8) . By using the elementary formula
for A, B > 0, we can represent the probability p b C (x) as the square of the hyperbolic amplitude p
Here ε C (x) = sign δ (x/a,C). We remark that by Lemma 1: 
3) nondegenerate: (z, u) = 0 for all u ∈ H iff z = 0. Remark. If we consider H as just a R-linear space, then (·, ·) is a bilinear form which is not positive defined. In particular, in the two dimensional case we have the signature: (+, −, +, −).
We introduce on the space Φ(X, G) of functions: ψ : X → G. Since X = {b 1 , b 2 }, the Φ(X, G) is the two dimensional G-module. We define the G-scalar product by (23) with conjugation in G. The system of functions {e b x } x∈X is an orthonormal basis in the hyperbolic Hilbert space H hyp = (Φ(X, G), (·, ·) ). Thus we have the hyperbolic Born's rule in H hyp , see (22) -but with the hyperbolic scalar product. The random variable b is represented by the multiplication operatorb in Φ(X, G). We have the hyperbolic Hilbert space representation (24) of the average of b.
Thus we constructed a G-linear representation of the contextual Kolmogorov model:
We set S C hyp = J b/a (C hyp ). This is a subset of the unit sphere S of the Hilbert space H hyp . By introducing the coefficients (26) and
This is the G-linear representation of the hyperbolic interference of probabilities. This formula can also be derived in the formalism of the hyperbolic Hilbert space. We remark that here the G-linear combination u a 1 u 1i + ε i u a 2 u 2i e jθ i belongs to G * + . Thus for any context C 0 ∈ C hyp we can represent ψ C 0 in the form: 
. Thus the first two equations of the G-unitary are equivalent to the double stochasticity of P b/a (as in the C-case). We remark that the equations (53) can be written as
The third unitarity equation (54) can be written as
By using double stochasticity of P a/b we obtain e jθ 1 = e jθ 2 . Thus
This is the hyperbolic analogue of the C-unitary condition (30) . Lemma 6. Let a and b be incompatible random variables and let P b/a be double stochastic. Then
for any context C ∈ C hyp .
Proof. By Lemma 1 we have:
Double stochasticity of P b/a implies (58).
The constraint (58) induced by double stochasticity can be written as the constraint to phases:
To obtain unitary of the matrix V of transition {e b i } → {e a i } we should choose phases according to (57). And by (59) we can always do this for a double stochastic matrix of transition probabilities.
By choosing such a representation we obtain the hyperbolic generalization of the Born's rule (25) for the a-variable. We now investigate the possibility to use one fixed basis {e a j ≡ e a j (C 0 )},C 0 ∈ C hyp , for all states ψ C ,C ∈ C hyp . For any C ∈ C hyp we would like to have the representation (35) . We have
By choosing the representation with (57) we satisfy the above condition.
Theorem 8. We can construct the hyperbolic Hilbert space representation of the contextual Kolmogorov probability model such that the hyperbolic Born's rule holds true for both reference variables a and b iff the matrix of transition probabilities P b/a is double stochastic.
We remark that by Theorem 5 basic contexts B x , x ∈ X, always belong to C hyp , so ψ B x ∈ H hyp ; and B x ∈ C tr ∩ C hyp iff a and b are uniformly distributed (P a/b and P b/a are double stochastic). In the construction of a Hilbert space representation of contexts for multivalued observables there will be used the following combination of formulas (72) Suppose that the coefficients of statistical disturbance are relatively small for all x ∈ X : |µ(B x /{A 1 , A 2 ∪. . .∪A n },C)| ≤ 1. Then we can represent these coefficients as µ(B x /{A 1 , A 2 ∪ . . . ∪ A n },C) = cos γ(B x /{A 1 , A 2 ∪ . . . ∪ A n },C).
Hyperbolic quantum mechanics
Thus the probability P(B x /C) ≡ P(B x (A 1 ∪ . . . ∪ A n )/C) can be represented as the square of the absolute value of the complex amplitude:
C (x) = P(B x /A 1 )P(A 1 /C) + e iγ By supposing that these coefficients of statistical disturbance are bounded by 1 we represent the probability as the square of the absolute value of the complex amplitude: It is supposed that at each step we obtain coefficients |µ| bounded by 1. At the step j = n − 1 we should represent the probability P(B x (A n−1 ∪ A n )/C). Here we can already totally eliminate the C-contextuality for B x : P(B x (A n−1 ∪ A n )/C) = P(B x /A n−1 )P(A n−1 /C) + P(B x /A n )P(A n /C) +2λ (B x /{A n−1 , A n }) P(B x /A n−1 )P(A n−1 /C)P(B x /A n )P(A n /C), where the coefficient of statistical disturbance λ was defined by (75). And if |λ | is bounded by 1 then we can represent the probability as the square of the absolute value of the complex amplitude: ψ (n−1) C (x) = P(B x /A n−1 )P(A n−1 /C) + e iθ C (x) P(B x /A n )P(A n /C), where θ C (x) = ± arccosλ (x/{A n−1 , A n },C).
We have: ψ 
C (x) = 0 (this is just due to our special choice of a representation) and β (n)
C (x) = β (n−1) C (x) + θ C (x). Thus by inductive splitting of multivalued variables into dichotomous variables we represented contextual probabilities by complex amplitudes ψ C (x).
By using the standard in this paper symbols p(x/y) = P(B x /A y ) and p b C (x) = P(B x /C), p a C (y) = P(A y /C) we write
p a C (y)p(x/y).
In particular, for n = 3 we have
C (x) p a C (a 2 )p(x/a 2 ), +e
where β
C (x) = γ
(1)
C (x), β
C (x) = β
C (x) + θ C (x).
We remark that each phase β We can proceed in the same way as in the case of dichotomous random variables.
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