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Abstract—Information theory has been very successful in ob-
taining performance limits for various problems such as commu-
nication, compression and hypothesis testing. Likewise, stochastic
control theory provides a characterization of optimal policies
for Partially Observable Markov Decision Processes (POMDPs)
using dynamic programming. However, finding optimal policies
for these problems is computationally hard in general and thus,
heuristic solutions are employed in practice. Deep learning can
be used as a tool for designing better heuristics in such problems.
In this paper, the problem of active sequential hypothesis testing
is considered. The goal is to design a policy that can reliably
infer the true hypothesis using as few samples as possible by
adaptively selecting appropriate queries. This problem can be
modeled as a POMDP and bounds on its value function exist in
literature. However, optimal policies have not been identified and
various heuristics are used. In this paper, two new heuristics are
proposed: one based on deep reinforcement learning and another
based on a KL-divergence zero-sum game. These heuristics are
compared with state-of-the-art solutions and it is demonstrated
using numerical experiments that the proposed heuristics can
achieve significantly better performance than existing methods
in some scenarios.
I. INTRODUCTION
Information theory provides us with a quantitative frame-
work [1], [2] to analyze various notions associated with infor-
mation processing such as communication and storage. Some
of the major advances in data storage and communication have
been facilitated by information theory. Information theory has
also been very successful in identifying performance limits
such as channel capacity and compression rate. It guarantees
the existence of policies that achieve optimal performance but
in many cases, finding these optimal policies (like capacity-
achieving encoding and decoding schemes) can be a difficult
task. Many problems in statistics, such as hypothesis testing,
also have strong connections with information theory.
Stochastic control theory [3], [4] provides us with a frame-
work to analyze sequential decision-making problems under
uncertainty. Many real world decision-making problems can
be modeled as Markov Decision Processes (MDPs) or Partially
Observable Markov Decision Processes (POMDPs). It has
been widely used in the areas of artificial intelligence, robotics
and finance. Stochastic control theory provides us with strong
tools such as Dynamic Programming (DP) that can help us
characterize optimal solutions for these decision problems.
For instance, optimal solutions for MDPs with complete
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model information can be computed efficiently using dynamic
programming [4]. This efficiency, however, does not extend
to POMDPs. It is known that finding optimal solutions for
POMDPs in general is a PSPACE-hard problem [5].
Because of the computational hardness of these problem,
various heuristic solutions are employed in practice. For exam-
ple, Point Based Value Iteration [6] is a well-known heuristic
for POMDPs. In this work, we examine the possibility of
using deep learning to design better heuristics for problems in
information and control theory. Deep learning is an emerging
branch of machine learning and has found tremendous success
in the areas of image and text processing [7]. Deep neural net-
works are universal approximators [8] and these networks can
be trained in a supervised manner using the backpropagation
algorithm [9]. Deep neural networks have lately been used to
solve problems in communication [10], [11] and reinforcement
learning [12].
In this work, we consider the problem of active sequential
hypothesis testing, which involves a combination of informa-
tion and control theory. The aim of active hypothesis testing
is to infer an unknown hypothesis based on observations.
The agent can adaptively make queries to obtain observations
and we seek to design a sequential query selection policy
that can reliably infer the underlying hypothesis using few
queries. We define a notion of confidence and reformulate
this problem as a confidence maximization problem in a fixed
sample-size setting. The asymptotic version of the confidence
maximization problem can be seen as an infinite-horizon,
average-reward MDP.
We design heuristics for this confidence maximization prob-
lem using deep neural networks. We first examine a design
framework based on Recurrent Neural Networks (RNNs).
RNNs are a category of neural networks with a recurring
neural unit which maintains a hidden state vector for each
input instance. They have been used for solving sequential
problems with success [13], [14]. Their ability to store long-
term dependencies of sequences within hidden states makes
them apt for the task. One of the most popular and successful
variants of recurrent networks are Long-Short Term Memory
(LSTM) networks [15] which maintain their state using forget,
input and output gates. The underlying structure of recurrent
networks fits naturally for active hypothesis testing. We ex-
plore an LSTM architecture that can be trained simultaneously
to adaptively select queries as well as learn to infer the true
hypothesis based on observations obtained. We observe that
the model manages to learn to infer the hypothesis for a given
set of observations but fails to learn the query selection policy.
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We discuss the details of this architecture in Appendix A.
We then design a heuristic based on deep reinforcement
learning [12]. In this heuristic, the agent simulates the MDP
associated with the confidence maximization problem. Based
on its simulated experience, the agent tries to learn the optimal
query selection policy using deep reinforcement learning.
We observe in our numerical experiments that this heuristic
policy comes very close to optimality. The details of this
approach are discussed in Section IV. In addition to the
neural network based heuristics, we introduce a heuristic based
on a KL-divergence zero-sum game. This policy is adaptive
and also achieves near-optimal performance in our numerical
experiments. The details of the policy are discussed in Section
V-C.
The rest of the paper is organized as follows. In Section I-A,
we describe the prior works related to active hypothesis testing
and deep learning. In Section I-B, we discuss the mathematical
notation used in this paper. The confidence maximization
problem is formulated in Section II and expressed as an
MDP in Section III. The deep reinforcement learning approach
for active hypothesis testing is discussed in Section IV. In
Section V we describe a few policies from prior works and
compare them with our designed policies based on numerical
experiments. We conclude the paper in Section VI.
A. Related Work
Active hypothesis testing was first formulated by Chernoff
in [16] inspired by Wald’s Sequential Probability Ratio Test
(SPRT) [17]. Thereafter, this work has been extended in
various ways. In [18], the problem of multihypothesis testing
is considered in both fixed sample size and sequential settings.
In [19], a Bayesian setting is examined with a random stopping
time and is formulated as a POMDP. Upper and lower bounds
on the optimal value function of this POMDP were derived and
some heuristic policies were proposed. All these works provide
heuristic policies that are asymptotically optimal. However,
optimal policies for the non-asymptotic formulations are not
known. Furthermore, most of the heuristics proposed in these
works are almost open-loop and randomized policies. This
motivates us to seek better heuristics.
The idea of using deep neural networks to solve POMDPs
is relatively less explored. Reinforcement learning usually
assumes perfect state observability. In [20], [21], the authors
aim to perform deep reinforcement learning under partial
observability. They use a combination of convolutional neural
networks and recurrent neural networks to achieve this. In this
model, the agent does not have model information and thus,
cannot directly make Bayesian belief updates. The network
model in [22] is very similar to our deep Q-network. However,
the model in [22] cannot be used directly for hypothesis
testing due to some issues discussed in Section IV-D. We make
appropriate modifications to rectify these issues. To the best
of our knowledge, deep neural networks have not been used in
the context of active hypothesis testing and our neural network
design framework is the first of its kind.
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Fig. 1: Agent’s choices and subsequent observations repre-
sented as a tree. Every instance of the probability space can
be uniquely represented by a path in this tree.
B. Notation
Random variables/vectors are denoted by upper case bold-
face letters, their realization by the corresponding lower case
letter. We use calligraphic fonts to denote sets (e.g. U) and ∆U
is the probability simplex over a finite set U . In general, sub-
scripts are used as time indices. There is an exception (ρj(n))
to this convention where the subscript denotes the hypothesis
and n denotes time. For time indices n1 ≤ n2, Xn1:n2 is the
abbreviated notation for the variables (Xn1 ,Xn1+1, ...,Xn2).
For a strategy g, we use Pg[·] and Eg[·] to indicate that the
probability and expectation depend on the choice of g. The
Shannon entropy of a discrete distribution p over a space Y
is given by
H(p) = −
∑
y∈Y
p(y) log p(y). (1)
The Kullback-Leibler divergence between distributions p and
q is given by
D(p||q) =
∑
y∈Y
p(y) log
p(y)
q(y)
. (2)
II. PROBLEM FORMULATION
Let H ⊂ N be a finite set of hypotheses and let H be the
true hypothesis. At each time n ∈ N, the agent can perform
an experiment Un ∈ U and obtain an observation Yn ∈ Y .
The relation between Un and Yn is given by
Yn = ξ(H,Un,Wn), (3)
where Wn is a collection of independent primitive random
variables. Thus, all the observations are independent condi-
tioned on the hypothesis and the experiment. The probability
of observing y after performing an experiment u under hypoth-
esis h is denoted by puh(y). For simplicity, let us also assume
that the sets U and Y are finite.
The information available at the agent at time n is
In = {U1:n−1,Y1:n−1}. (4)
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Fig. 2: The logit function is the inverse of the logistic sigmoid
function 1/(1+e−x). It is widely used in statistics and machine
learning to quantify confidence level [23].
Actions of the agent at time n can be functions of In (see Fig.
1). Let the experiment selection policy be
Un = gn(In). (5)
The sequence of all the policies {gn} is denoted by g which
is referred to as a strategy. Let the collection of all such
strategies be G. Using the available information, the agent
forms a posterior belief ρ(n) on H at time n which is given
by
ρh(n) = P[H = h | Y1:n−1,U1:n−1]. (6)
Definition 1 (Bayesian Log-Likelihood Ratio): The Bayesian
log-likelihood ratio Ch(ρ) associated with an hypothesis h ∈
H is defined as
Ch(ρ) := log ρh
1− ρh . (7)
The Bayesian log-likelihood ratio (BLLR) is the logarithm of
the ratio of the probability that hypothesis h is true versus
the probability that hypothesis h is not true. BLLR can be
interpreted as a confidence level on hypothesis h being true in
logit form, which is also referred to as log-odds in statistics
[23]. The logit function is the inverse of the logistic sigmoid
function. Notice that the posterior belief ρh and BLLR are
related by the bijective increasing logit function (See Fig. 2).
The objective is to design an experiment selection strategy
g for the agent such that the confidence level CH on the true
hypothesis H increases as quickly as possible. In other words,
the total reward after acquiring N observations is the average
rate of increase in the confidence level on the true hypothesis
H and is given by
CH(ρ(N + 1))− CH(ρ(1))
N
. (8)
More explicitly, we seek to design a policy g that maximizes
the asymptotic expected reward R(g) which is defined as
R(g) := lim
N→∞
inf
1
N
Eg [CH(ρ(N + 1))− CH(ρ(1))] .
Since the initial confidence CH(ρ(1)) is a constant, we can
ignore it for large values of N . Henceforth, we refer to this
problem as the Expected Confidence Maximization (ECM)
problem.
Remark 1: Generally, the objective is to maximize the decay
rate of Bayesian error probability [18], or to use a stopping
time and optimize a linear combination of expected stopping
time and expected error probability [18], [19]. Our problem
formulation is mathematically different from these frameworks
but conceptually, all the formulations aim to capture the same
phenomenon which is to infer the true hypothesis quickly and
reliably. The precise mathematical relationship between these
formulations is yet to be understood and is an avenue for future
work.
To describe an upper bound on the optimal performance of
the confidence maximization problem, we state the following
theorem without proof.
Theorem 1: For any query selection policy g and any
hypothesis h, we have
lim
N→∞
sup
1
N
Eg [CH(ρ(N + 1)) | H = h] ≤ R∗h, (9)
where
R∗i := max
α∈∆U
min
j 6=i
∑
u
αuD(p
u
i ||puj ). (10)
Further, if the underlying hypothesis H = h, we have
lim
N→∞
sup
1
N
[Ch(ρ(N + 1))] ≤ R∗h, (11)
with probability 1.
The upper bound on the expected confidence rate can
be obtained using dynamic programming for infinite-horizon,
average reward MDPs and the same inequality in an almost
sure sense can be obtained with the help of Strong Law of
Large Numbers (SLLN).
III. MARKOV DECISION PROCESS FORMULATION
In this section, we show that the problem of maximizing
R(g) can be formulated as an infinite-horizon, average-cost
MDP problem. The state of the MDP is the posterior belief
ρ(n). The agent’s observation and action spaces are the same
as in Section II. The posterior belief is updated using Bayes’
rule. Thus, if Un = u and Yn = y, we have
ρh(n+ 1) =
ρh(n)p
u
h(y)∑
h′ ρh′(n)p
u
h′(y)
. (12)
For convenience, let us denote the Bayes’ update in (12) by
ρ(n+ 1) = F (ρ(n),Un,Yn). (13)
Thus, we have
P[ρ(n+ 1) = F (ρ(n), u, y) | In,Un = u]
= P[Yn = y | In,Un = u] =
∑
h∈H
ρh(n)p
u
h(y).
Clearly, the dynamics of this system are controlled Markovian.
The expectation of the average confidence rate under a strategy
g is given by
RN (g)
.
=
1
N
Eg [CH(ρ(N + 1))− CH(ρ(1))] (14)
=
1
N
Eg
N∑
n=1
[CH(ρ(n+ 1))− CH(ρ(n))] (15)
=:
1
N
Eg
N∑
n=1
r(ρ(n),Un,Yn). (16)
Thus, the instantaneous reward for this MDP is r(ρ, u, y),
i.e. if the state is ρ, the experiment performed is u and the
observation is y, then the instantaneous reward is given by
r(ρ, u, y) = C(F (ρ, u, y))− C(ρ), (17)
where for any belief state ρ
C(ρ) =
∑
i∈H
ρi log
ρi
1− ρi =
∑
i∈H
ρiCi(ρ). (18)
We refer to the function C(ρ) as Average Bayesian Log-
Likelihood Ratio (ABLLR). Note that this is almost identical
to the notion of average log-likelihood ratio U(ρ) = −C(ρ)
in [24], which was used to design a greedy heuristic for the
active hypothesis testing problem.
The objective in this MDP problem is to find a strategy g∗
that maximizes the following average expected reward
R(g) = lim
N→∞
inf
1
N
N∑
n=1
Eg(r(ρ(n),Un,Yn)). (19)
IV. DEEP Q-LEARNING FOR HYPOTHESIS TESTING
In this section, we describe our deep learning approach for
policy design for active sequential hypothesis testing. We use
a variant of the Deep Q-Network (DQN) introduced in [12],
which is a learning agent that combines reinforcement learning
with deep neural networks. It is an adaptation of a popular off-
policy Temporal Difference (TD) learning algorithm, known
as Q-learning [25].
We create an artificial environment that simulates the
Bayesian belief update (12) over multiple episodes. The du-
ration (N ) of each episode is fixed. At the beginning of each
episode, the underlying hypothesis H is randomly selected
with probability ρ(1) and it remains fixed over the episode’s
duration. At any given time, the agent interacts with this
environment by making a query (u) based on the current state
(ρ) using an appropriate exploration strategy (e.g. -greedy
exploration [25]). The environment then reveals the next state
(ρ′) and its associated reward (r) to the agent. We refer to
(ρ, u,ρ′, r) as an experience tuple. Using this information,
Fig. 3: The agent performs a query u at some state ρ. The
environments simulates the belief update using u and ρ to
generate the update belief ρ′ and its associated reward r.
the agent updates its target policy g. This iterative simulated
learning process, schematically illustrated in Figure 3, is
repeated until a convergence criterion is met. We elucidate this
methodology in greater detail in the following sub-sections.
A. Discounted Reward Formulation
The Q-learning algorithm is designed for a discounted
reward MDP formulation. Therefore, we first convert our
average reward formulation in Section III to a discounted
reward formulation with a discount factor γ < 1. For an
experiment selection policy g, let
Rd(g) := Eg
[ ∞∑
n=1
γn−1r(ρ(n),Un,Yn)
]
, (20)
be the total discounted reward. Since r(ρ, u, y) is uniformly
bounded, the discounted reward Rd(g) is also bounded and
well-defined for any policy g. Our objective now is to find a
strategy g∗ that maximizes Rd(g).
Remark 2: When the state and action spaces of an MDP are
finite, it is well-known [4] that the discounted reward and the
average reward formulations are equivalent for a sufficiently
large discount factor γ. However, the state space herein is
uncountably infinite and this equivalence may not necessarily
hold. Nonetheless, we observe in our numerical experiments
that the solution to the discounted reward formulation is near-
optimal with respect to the average reward formulation.
B. Action-value Function
The action-value function [25] for a policy g is defined as
qg(ρ, u) := Eg
[ ∞∑
k=0
γkrk+1 | ρ(1) = ρ,U1 = u
]
, (21)
where rn = r(ρ(n),Un,Yn). Let g∗ be an optimal policy
with respect to the discounted reward formulation and let
q∗(ρ, u) be its corresponding action-value function. Then the
optimal action-value function satisfies the fixed point equation,
also known as Bellman optimality equation [25],
q∗(ρ, u) = E[r(ρ, u,Y) + max
u′
q∗(F (ρ, u,Y), u′)], (22)
Fig. 4: The neural network takes the belief vector ρ as the
input and outputs the Q-values for each action u. The hidden
layers are fully connected with non-linear activation. Only the
final layer has linear activation.
for every belief state ρ and query u. Note that the source
of randomness in the fixed point equation is the variable
Y and the expectation is with respect to the distribution∑
h∈H ρhp
u
h(y). Further, if a policy g is such that, for every
belief state ρ,
g(ρ) = arg max
u
q∗(ρ, u), (23)
then g is an optimal policy with respect to the discounted
reward formulation. Thus, finding an optimal policy g∗ can
be reduced to finding the optimal action-value function q∗.
The optimal action-value function can be obtained using the
Q-learning algorithm in [25] when the state and action spaces
are finite. However, the state space is infinite in our case and
thus, we need a different approach to find the optimal action-
value function.
C. Action-value Function as a Deep Neural Network
The first challenge in performing Q-learning with an infinite
state space is to find an appropriate representation for the
action-value function. Notice that the posterior belief ρ is a
finite-dimensional vector and the action space is finite. We
can thus represent the action-value function as a deep neural
network which takes posterior belief ρ as an input and outputs
the action-value vector of dimension |U| as illustrated in Figure
4. The neural network is parameterized by a finite collection
of weights θ and henceforth, we refer to the output of this
neural network as Qθ(ρ, u).
The second challenge lies in making the Q-learning updates.
We would ideally like to make an update of the following form
Q′(ρ, u)← Q(ρ, u) + ζ[r + γmax
u′
Q(ρ′, u′)−Q(ρ, u)],
where (ρ, u,ρ′, r) is an experience tuple. Notice, however,
that the action-value function is characterized by a collection
of weights (θ) and thus, one has to update these weights so
that the neural network outputs the corresponding updated Q-
values Q′(ρ, u). To achieve this, we can modify the weights θ
using gradient descent such that the following Mean-Squared
Error (MSE) loss is minimized
L(θ) = (Q′(ρ, u)−Qθ(ρ, u))2. (24)
This naive update rule can make the network unstable because
it closely fits the network to the updated Q-value Q′(ρ, u) for
the current state-action pair (ρ, u) but the Q-values associated
with other state-action pairs may be disturbed. To ensure
this does not happen, a method known as experience replay
[12] is employed. At each time, the agent stores experience
tuples (ρ, u,ρ′, r) in its memory D . Whenever the weights
are updated, a random mini-batch B of experience tuples is
sampled from the memory and the MSE loss is minimized
using gradient descent over this mini-batch with the following
loss function
L(θ) =
∑
(ρ,u,ρ′,r)∈B
(Q′(ρ, u)−Qθ(ρ, u))2. (25)
D. Additional Challenges
Generally, it is necessary to explore all the states to learn
the state transition and reward structure. However, since the
state space is uncountably infinite, we cannot possibly explore
all the states. Therefore, we choose a large value for  (≈ 0.8)
so that the state space is sufficiently explored. We observe in
our numerical experiments that training over a large number of
episodes results in an efficient query selection policy despite
this exploration issue.
Another challenge is that as the belief on the true hypothesis
gets close to 1, the belief on all the alternate hypotheses
becomes very small. Improvement in the confidence level, i.e.
the instantaneous reward r is very sensitive to the belief on
alternate hypotheses. Thus, the DQN fails to select optimal
queries when the belief on alternate hypotheses is too small.
To counter this, we normalize the belief on the alternate set of
hypotheses and augment it to the belief vector. The normalized
alternate belief is denoted by ρ˜ and is given by
ρ˜j =
ρj
1− ρi , (26)
where i is the most likely hypothesis with respect to the belief
ρ and j 6= i.
The overall Deep Q-learning algorithm for active sequential
hypothesis testing is described in Algorithm 1. The agent
and the environment operate in an interleaved manner. Their
combined behavior is captured by Algorithm 1. The comment
on each instruction specifies whether the instruction is meant
for the agent (A) or the artificial environment (E). The Q-value
update is denoted by QUPθ and is given by
QUPθ(ρ, u,ρ
′, r)
= Qθ(ρ, u) + ζ[r + γmax
u′
Qθ(ρ
′, u′)−Qθ(ρ, u)].
Note that ζ is a small constant less than 1. Note that the letter α
is generally used in place of ζ. We select ζ to avoid notational
conflict with distribution α∗i which will be introduced later.
Algorithm 1 Deep Q-learning algorithm for active sequential
hypothesis testing
1: Initialize memory D to capacity K . A
2: Initialize DQN with random weights θ . A
3: for episode = 1, EpiNum do
4: Randomly select H with prob. ρ(1) . E
5: Initialize state ρ = ρ(1) . A
6: for n = 1, N do
7: With probility , select random query u . A
8: Otherwise, select u = arg maxuQθ(ρ, u) . A
9: Perform query u . A
10: Generate Y = ξ(H, u,W) . E
11: Update belief ρ′ = F (ρ, u,Y) . E
12: Compute reward r = C(ρ′)− C(ρ) . E
13: Reveal ρ′ and r to A . E
14: Store (ρ, u,ρ′, r) in D . A
15: Assign ρ← ρ′ . A
16: Sample random minibatch B from D . A
17: Duplicate DQN θ′ ← θ . A
18: for epoch = 1, EpochNum do
19: for each (ρˆ, uˆ, ρˆ′, rˆ) in B do
20: Q′(ρˆ, uˆ)← QUPθ(ρˆ, uˆ, ρˆ′, rˆ) . A
21: Perform gradient descent step on . A
22: (Q′(ρˆ, uˆ)−Qθ′(ρˆ, uˆ))2
23: end for
24: end for
25: Assign θ ← θ′ . A
26: end for
27: end for
28: return DQN θ
V. NUMERICAL EXPERIMENTS
In this section, we numerically compare our DQN model
with other popular heuristics used for active hypothesis testing.
We also propose a new heuristic based on a Kullback-Leibler
divergence zero-sum game and demonstrate numerically that
this heuristic’s performance is close to the maximum achiev-
able confidence rate. We first briefly describe all the heuristics
we use in our experiments.
A. Extrinsic Jensen-Shannon (EJS) Divergence
Extrinsic Jensen-Shannon divergence as a notion of infor-
mation was first introduced in [26]. Using our notation, EJS
for a query u at some belief state ρ is simply the expected
instantaneous reward, i.e.
EJS(ρ, u) = E[C(F (ρ, u,Y))− C(ρ)]. (27)
Notice that the only random variable in the expression above
is Y and the expectation is with respect to the distribution∑
h∈H ρhp
u
h(y) on Y . The EJS heuristic selects the experiment
u that maximizes EJS(ρ, u) for a given state ρ.
B. Open Loop Verification (OPE)
Open loop verification policy is the most widely used
policy in prior literature [19], [18]. In this heuristic, the agent
first explores for a while using an appropriate exploration
strategy. Whenever the confidence on some hypothesis i is
large enough, i.e. ρi > ρ¯, the queries are randomly selected
in an open-loop manner from the distribution α∗i which is
defined as
α∗i := arg max
α∈∆U
min
j 6=i
∑
u
αuD(p
u
i ||puj ), (28)
where ∆U is the set of all distributions over the set of
experiments U . We refer to this phase as the verification phase.
In our implementation, we use EJS for the exploration phase
and set the threshold ρ¯ = 0.7.
C. KL-divergence Zero-sum Game (HEU)
This heuristic is similar to OPE but the query selection
policy in the verification phase is adaptive. For each hypothesis
i, we can formulate a zero-sum game [27] in which the first
player (maximizing) selects an experiment u ∈ U and the
second player (minimizing) selects an alternate hypothesis
j ∈ H˜i := H \ {i}. The payoff for this zero-sum game is
the KL-divergence D(pui ||puj ). Whenever ρi > ρ¯, the agent
picks an experiment u that maximizes
Pi(ρ, u) :=
∑
j 6=i
ρ˜jD(p
u
i ||puj ),
where ρ˜j = ρj/1− ρi. This strategy can be interpreted as the
first player’s best-response when the second player uses the
mixed strategy ρ˜j to select an alternate hypothesis. Note that
the mixed strategy α∗i used in OPE is an equilibrium strategy
for the maximizing player.
D. Simulation Setup
To simulate these heuristics, we first consider a simple
setup with three hypotheses and two queries. The conditional
distributions pui (y) for each of these queries are illustrated in
Figure 5.
y = 0 y = 1
h0 0.8 0.2
h1 0.2 0.8
h2 0.8 0.2
(a) Query u1
y = 0 y = 1
h0 0.8 0.2
h1 0.8 0.2
h2 0.2 0.8
(b) Query u2
Fig. 5: Conditional distributions pui (y) for each query
The queries are designed such that when H = h0, the agent
is forced to make both queries u1 and u2. This is because
hypotheses h0 and h2 are indistinguishable under query u1 and
similarly, hypotheses h0 and h1 are indistinguishable under
query u2. However, when H = h1, the agent can eliminate
h0 and h2 simultaneously using query u1 alone and similarly,
when H = h2, the agent only needs to perform the query u2.
We observe that all the four heuristics manage to learn
this scheme of query selection. However, the rate at which
confidence is maximized is different for each heuristic. We
illustrate the evolution of expected confidence rate RN under
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Fig. 6: Evolution of expected confidence rate RN under
hypothesis h0 in the first setup with queries u1 and u2. Note
the subpar performance of OPE in this setup.
hypothesis h0 in Figure 6. The heuristics DQN, EJS and
HEU come very close to the maximum achievable rate. OPE
eventually achieves maximal rate but very slowly.
In the second experimental setup, we include two additional
queries u3 and u4 characterized by the distributions in Figure
7. When H = h0 the queries u3 and u4 together can eliminate
at a much faster rate than u1 and u2. Intuitively, this is
because when the agent performs u3 and observes y = 1, the
belief on h1 decreases drastically because y = 1 is extremely
unlikely under hypothesis h1. Similarly, u4 is very effective
in eliminating h2.
y = 0 y = 1
h0 0.8 0.2
h1 1− δ δ
h2 0.8 0.2
(a) Query u3
y = 0 y = 1
h0 0.8 0.2
h1 0.8 0.2
h2 1− δ δ
(b) Query u4
Fig. 7: Conditional distributions pui (y) for each query. Here,
δ = 0.0000001.
The evolution of expected confidence rate under hypothesis
h0 with additional experiments u3 and u4 is shown in Figure
8. The heuristics DQN, HEU and OPE select queries u3 and
u4 under hypothesis h0. But the greedy heuristic EJS usually
selects only u1 and u2 and fails to realize that queries u3
and u4 are more effective under hypothesis h0. The greedy
EJS approach fails because queries u3 and u4 are constructed
in such way that they are optimal over longer horizons but
are sub-optimal over shorter horizons. Thus the assumption
required for asymptotic optimality of EJS in [26] does not
hold in this setup. This also demonstrates that DQN is not
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Fig. 8: Evolution of expected confidence rate RN under
hypothesis h0 in the second setup with additional queries u3
and u4. Note the subpar performance of OPE and EJS in this
setup.
simply selecting its queries greedily and manages to learn the
long-term consequences of selecting queries.
VI. CONCLUSION
In this paper, we considered the problem of active sequential
hypothesis testing. We defined a notion of confidence, called
Bayesian log-likelihood ratio and reformulated the hypothesis
testing problem as a confidence maximization problem which
can be seen as an infinite-horizon, average-reward MDP over a
finite-dimensional belief space. We proposed a deep reinforce-
ment learning based policy design framework for this MDP.
We also proposed a heuristic based on a KL-divergence zero-
sum game. Using numerical experiments, we compared these
heuristics with those in prior works and demonstrated that our
designed heuristics perform significantly better than existing
methods in some scenarios.
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APPENDIX A
RECURRENT NEURAL NETWORK ARCHITECTURE
The first goal is to verify if the internal state of an LSTM
can maintain hypothesis information. The model is a simpler
version of the recurrent network shown in Figure 10, which
takes a sequence of random queries and its results as input.
This model is compared against Maximum A Posteriori (MAP)
Fig. 9: This plot compares the performance of the RNN
network vs the MAP rule.
Fig. 10: The LSTM network with query selection.
rule for hypothesis classification which is optimal for any
input, in Figure 9. The performance of LSTM comes close
to that of MAP, which clearly shows that its hidden state
maintains hypothesis information.
We examine if LSTMs can learn query selection as well.
Our model architecture in Figure 10 predicts a query at each
time-step which in turn is used to produce an input for the next
time-step. True hypothesis is provided for training the model,
but optimal query selection for any time-step is unknown.
The model is expected to learn this implicitly. There are two
practical issues with this architecture. Query result is produced
by a non-differentiable black-box making the output and input
of consecutive time-steps disconnected. This prevents explicit
learning of query selection. However, it is known that recurrent
networks can learn implicit tasks [28]. Second, query selection
is a soft decision made by the model, whereas a discrete
decision is preferred. Experiments show that the model fails
to learn query selection.
An improvement to this architecture can be made if hard
decisions can be incorporated in a model. A discrete decision
from the model also solves the problem of explicit query
selection, since the output and input at consecutive time-
steps can be connected. This direction of research leads to
reinforcement learning, which requires further investigation.
