Abstract. This research investigates the Statistical Machine Translation approaches to translate speech in real time automatically. Such systems can be used in a pipeline with speech recognition and synthesis software in order to produce a real-time voice communication system between foreigners. We obtained three main data sets from spoken proceedings that represent three different types of human speech. TED, Europarl, and OPUS parallel text corpora were used as the basis for training of language models, for developmental tuning and testing of the translation system. We also conducted experiments involving part of speech tagging, compound splitting, linear language model interpolation, TrueCasing and morphosyntactic analysis. We evaluated the effects of variety of data preparations on the translation results using the BLEU, NIST, METEOR and TER metrics and tried to give answer which metric is most suitable for PL-EN language pair.
Introduction
Automated translation of Polish-English speech, as compared to the other languages, is a formidable challenge. It is complicated declension, leading to a very wide range of vocabulary, its grammatical components and rules, cases, gender forms (7 and 15, respectively) for nouns and adjectives that drive its complexity. This complexity impacts both the Polish language data and data structures necessary for the Statistical Machine Translation (SMT).
Polish and English are very different in their syntax. Since English lacks declension endings, the way in which words are ordered in an English sentence is very significant for their meaning. English sentences follow a Subject-Verb-Object (SVO) pattern. The syntactic order often completely determines the meaning of a sentence.
On the other hand, syntactic order in Polish does not significantly influence the meaning of a sentence. It does not require any specific word order. For example, the English sentence "I went to cinema with my wife." is equivalent in Polish to many sentences like "Byłem w kinie z moją żoną.", "Z moją żoną byłem w kinie.", "W kinie byłem z moją żoną.", "Z moją żoną w kinie byłem.", "Byłem z moją żoną w kinie.", "W kinie z moją żoną byłem.".
Translation is greatly complicated by these differences in syntactic order between the two languages. This is particularly arduous when no additional lexical data is available and a phrase model [1] is used, which is often the case in the SMT systems.
The optimal input data for the SMT systems should have restricted subject domains like medical texts, historical books, European Parliament proceeding etc. It is very difficult for the SMT system to perform well using diverse domains. There are few Polish language corpora available to be used as input to the SMT systems. As a result, good sets of parallel Polish-English data have limited availability.
The baseline datasets used for this research were: Trans-language English Database (TED) [2] , the Open Parallel Corpus 1 (OPUS) of movie subtitles, and the European Parliament (Europarl) 2 proceedings texts. The choice was not random. The TED represents lectures with no specific domain, OpenSubtitles are also not limited to any domain but they are a great example of casual human dialogs, that consist of many short sentences (easier to be translated by the SMT system), Europarl is an example of good quality in-domain data.
Data Preparation
There are approximately 2 million un-tokenized Polish words contained in the TED talks, 91 million in OpenSubtitles corpora and 15 million in Europarl. Preprocessing of this training information was both automatic and manual. Many errors were found in the data. Because of errors, dictionary size was increased and spelling errors degraded statistics. We extracted a Polish dictionary [3] containing 2,532,904 distinct words. Then, we created a dictionary containing 92,135 unique words from TED. Intersection of TED's dictionary with Polish dictionary, led to a new dictionary of 58,393 words. So, 33,742 Polish words that included spelling errors or named entities were found in TED. Very similar situation occurs in OpenSubtitles data but in the other hand, Europarl did not include many spelling errors, but it contained a lot of names and foreign words. After dealing with problems, final Polish-English TED, OpenSubtitles, Europarl corpora contained 134,678; 17,040,034; 632,565 lines respectively.
First, we used perplexity metrics to determine the quality of the available data. We used some data from the OPUS and some from the Europarl v7project. The rest was collected manually using web crawlers 3 . We created: PL-EN dictionary (Dict), newest TED Talks (TEDDL), e-books, Euro News Data, proceedings of UK Lords, subtitles for movies and TV series, Polish parliament and senate proceedings. Table 1 provides the perplexity [4] metrics for our data. This shows, the perplexity values with Kneser-Ney smoothing [5] for Polish (PL) and for English (EN). Parallel data was noted in BI column. We used the MITLM [5] toolkit for that evaluation. The development data was used as the evaluation set for tuning. We randomly selected text from each corpora for development and testing, 1000 lines for each purpose.
These lines were deleted from the corpora for more reliable evaluation. The perplexity of the data was later analyzed. . IPI is a large, morphosyntactically annotated, publicly available corpus of Polish 3 . SENAT stands for proceedings of the Polish Senate. Lastly, TEDDL is additional, TED data. Lastly we represent vocabulary sizes on each of data sets (TST suffix).
As can be seen in Tables 1 every additional data is much worse than the files provided in the baseline system, especially in case of Polish data. Due to differences in the languages and additoinal data, the text contained disproportionate vocabularies of 92,135 Polish and 41,163 English words as an example of TED data. Bojar [6] describes the use of word stems to address this problem. Convertion need was addressed by using the Wroclaw NLP tools 1 . The tools enabled us to use morphosyntactic analysis in our SMT system. This process also included tokenization, shallow parsing, and generation of feature vectors. The MACA framework was used to relate to the variety of morphological data, and the WCRFT [7] framework was used to produce combined conditional random fields. After it 40,346 stems remained in the PL vocabulary. This greatly reduced the disparity between the EN-PL lexicon size.
Factored Training
For training we used the open source Moses toolkit 2 that provides a range of training, tuning, and other SMT tools. The toolkit enables to use efficient data formats, large variety of linguistic factors, and confusion network decoding.
Phrase-based translation models, used in many SMT systems, are unable to leverage many sources of rich linguistic information (e.g. morphology, syntax, and semantics) useful in the SMT. Factored translation models try to make the use of additional information and more general representations (e.g. lemmas vice surface forms) that can be interrelated.
The use of a factored model [8] affects the preparation of the training data, because it requires annotation of the data with regard to the additional factors. The Moses Experiment Management System(EMS) 3 supports the use of factored models and their training. We used the Moses's Parts of Speech (POS) tagger, Compound Splitter, and Truecasing tools to create additional linguistic information for our factored systems. The POS processing utilized the MXPOST tool [9] .
The Polish language allows compounding, i.e. generation of new, long words by joining together other words. Final, longer compound word is known as a periphrase. Periphrases present an additional challenge to SMT systems. We used the EMS's compound splitting tool [10] to split the data compounds into word stems by comparing the geometric mean of the steams frequency to the compound word frequency.
We also used the TrueCaser tool from the Moses toolkit to convert the input words to upper case or lower case, as appropriate to improve SMT output quality. Using truecasing should improve the quality of text and enable the use of uncased and poorly cased text as corpora for SMT.
Evaluation Methods
To obtain quality measurements on the translations produced by various SMT approaches, metrics were selected to compare the SMT translations to high quality human translations. We selected the Bilingual Evaluation Understudy (BLEU), U.S. National Institute of Standards & Technology (NIST) metric, Metric for Evaluation of Translation with Explicit Ordering (METEOR), and Translation Error Rate (TER) for our research.
According to Axelrod, BLEU [11] uses textual phrases of varying length to match SMT and reference translations. Scoring of this metric is determined by the weighted averages of those matches.
To encourage infrequently used word translation, the NIST [11] metric scores the translation of such words higher and uses the arithmetic mean of the n-gram matches. Smaller differences in phrase length incur a smaller brevity penalty. This metric has shown advantages over the BLEU metric.
The METEOR [11] metric also changes the brevity penalty used by BLEU, uses the arithmetic mean like NIST, and considers matches in word order through examination of higher order n-grams. These changes increase score based on recall. It also considers best matches against multiple reference translations when evaluating the SMT output.
TER [11] compares the SMT and reference translations to determine the minimum number of edits a human would need to make for the translations to be equivalent in both fluency and semantics. The closest match to a reference translation is used in this metric. There are several types of edits considered: word deletion, word insertion, word order, word substitution, and phrase order.
Experimentation
We conducted experiments on phrase-based system as well as factored system enriched with POS tags. The use of compound splitting and true casing was optionary. Some language models based on perplexity measure were chosen and linearly interpolated [3] .
We used the EMS to conduct the experiments. In addition, we implemented 5-gram language model training using the SRI Language Modeling Toolkit [4] , together with interpolated Kneser-Key discounting. MGIZA++ tool [12] , was used to align texts at the word and phrase level and the symmetrization method was set to grow-diag-final-and [12] . We binarized the language model using the KenLM tool [13] . In this set, we used the msd-bidirectional-fe model for lexical reordering. [14] The Table 2 shows partial results of our experiments. We used shortcuts T (TED), E (EuroParl) and O (OpenSubtitles), if there is no additional suffix it means that test was baseline system trained on phrase-based model, suffix F (e.g. TF) means we used factored model, T refers to data that was true-cased and C means that a compound splitter was used. If suffix is I we used infinitive forms of all polish data and S suffix refers to changes in word order to meet SVO schema. In EuroParl experiments suffix L stands for bigger EN in-domain language model. H stands for highest score we obtained by combining methods and interpolating extra data. G suffix stands for tests on translation of our data by Google Translator. 
Discussion and Conclusions
We concluded that the results of the translations, in which the BLEU measure is greater than 70, can be considered as effective enough within the text domain. Such system already works in real time and can be connected into a pipeline with an automatic speech recognition and synthesis systems, which is our plan of future work. Cleaning and converting of verbs to their infinitive forms improved EN-PL translation performance. However, this produced the opposite effect in PL-EN translation, perhaps due to reduction of the Polish vocabulary. Changing the word order to SVO is quite interesting. PL-EN translation scores degraded in this case, which we did not anticipate. On the other hand, some improvement could be seen in EN-PL translation. BLEU fell dramatically, and TER became slightly worse. NIST and METEOR showed better results than the baseline system. Hypothetically this is the result of each metric's evaluation method and that phrases were mixed in the SVO conversion phase. This phenomenon is worth further investigation.
Compound splitting proved to improve translation quality but mostly in PL-EN translation. Factored training models also provide better translations but we gained improvement mostly in EN-PL experiments. Most likely reason is more complex Polish grammar. Truecasing did not act as anticipated, in most experiment scores were worse. We assume that data was already correctly cased. In the future, there will be additional experiments performed with the use of extended language models. Tuning of training parameters for each set of data is required to be done separately (just like training higher order models). Training language model based on neural networks 1 also can be an interesting experiment. Using other tools instead of GIZA, like Berkeley Aligner or Dyer's Fast Align or different phrase model (Hierarchical or Target Syntax), is also our plan for future work. We would also like to try out the factored training with Stemmed Word Alignment. Most probably using additional out of domain data and adapting it using for example Moore Levis Filtering could obtain further quality improvement.
