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Abstract
This article studies a large class of averaging aggregation functions based on min-
imizing a distance from the vector of inputs, or equivalently, minimizing a penalty
imposed for deviations of individual inputs from the aggregated value. We provide a
systematization of various ty es of penalty based aggregation functions, and show how
many special cases arise as the result. We show how new aggregation functions can be
constructed either analytically or numerically and provide many examples. We estab-
lish connection with the maximum likelihood principle, and present tools for averaging
experimental noisy data with distinct noise distributions.
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1 Introduction
Aggregation of several input values into a single output value is an indispensable tool in many
disciplines and applications such as fuzzy rule based systems, pattern recognition, expert and
decision support systems, information retrieval, decision making, etc. [18,39]. There is a wide
range of aggregation functions, including weighted quasi-arithmetic means, ordered weighted
averaging (OWA) functions, Choquet and Sugeno integrals, triangular norms and conorms,
uninorms, nullnorms, and many others. There are several recent books that provide details
of many aggregation methods [1,6,13,25,36]. New developments in this area, various classes
and properties of aggregation functions have been discussed in [16, 19, 27, 34, 35].
Averaging aggregation functions, those that are bounded by the minimum and maximum
of the inputs, form a large class of functions which are often used in preference aggregation,
aggregation of expert opinions, judgements in sports competitions, etc. Quasi-arithmetic
means, medians, OWA functions and fuzzy integrals are the main families. The aggregated
value is often interpreted as some sort of representative, or consensus value of the inputs.
A measure of deviation from this value, or a penalty for not having a consensus, has been
studied in various works [4,8,14,20,24,28–31,36,38]. It is known that the weighted arithmetic
and geometric means, the median and the mode are functions that minimize some simple
penalty functions; these examples are discussed in detail in Section 3. There is a related
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class of deviation (and quasi-deviation) means [11]: we will show in Section 4 that deviation
means are a subclass of penalty-based aggregation functions.
In this article we present a general view of the penalty based aggregation, show how the
existing families of averaging aggregation functions arise as special cases, and design new
aggregation functions based on problem specific information.
This article is organized as follows. Section 2 presents the preliminaries. Section 3 is
devoted to the definitions and general results concerning penalty based aggregation functions.
In particular, we show that any averaging aggregation function can be represented as a
penalty-based function. In Section 4 we provide a systematization of known classes of penalty
based functions. In Section 5 we introduce new types of penalty based aggregation and
illustrate them on concrete examples. Section 6 discusses the relation between penalty based
aggregation and the maximum likelihood principle. Section 7 contains the conclusions.
2 Preliminaries
Let X = [a, b] ⊆ ¯ = [−∞,∞] be a nonempty closed interval. We will deal with aggregation
functions defined on Xn. Up to date accounts of aggregation functions are given in [1,6,12,
36].
Definition 1 A function f : [a, b]n → [a, b] is called an aggregation function if it is monotone
non-decreasing in each variable and satisfies f(a) = a, f(b) = b, with a = (a, a, . . . , a),b =
(b, b, . . . , b) 1.
1In general, the boundary conditions need special care for certain types of aggregation functions, like the
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Definition 2 An aggregation function f is called averaging if it is bounded by the minimum
and maximum of its arguments
min(x) := min(x1, . . . , xn) ≤ f(x1, . . . , xn) ≤ max(x1, . . . , xn) =: max(x).
It is immediate (because of monotonicity) that averaging aggregation functions are idem-
potent (i.e., ∀t ∈ X : f(t, t, . . . , t) = t) and vice versa. Then clearly the boundary conditions
f(a) = a, f(b) = b are satisfied. Often averaging aggregation functions collectively are
referred to as means.
Definition 3 An aggregation function f is called homogeneous, if rf(x) = f(rx) for all
r > 0 and all x such that x, rx ∈ Xn.
To shorten the notation we will use h(x) = (h(x1), . . . , h(xn)) for any h : X → ¯.
Proposition 1 [9] Let f be an averaging aggregation function on Xn, and h be a continuous
strictly monotone function Y → X, called scaling (or generating) function, and X, Y ⊆ ¯.
Then fh(x) = h
−1(f(h(x)) is also an averaging aggregation function on Y n.
By applying scaling functions to the arithmetic mean A, we obtain a very important
family of quasi-arithmetic means.
product with X = +, but since we deal with averaging functions in this article, they are automatically
satisfied in the mentioned form. We assume the standard conventions −∞+∞ = −∞ and 0 ·∞ = 0. While
in some studies continuity of f is also added to its definition, we do not impose it generally (we remind that
some aggregation function are discontinuous, e.g. drastic sum and drastic product, discontinuous means).
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Definition 4 Let h : X → ¯ be a continuous strictly monotone function. The quasi-
arithmetic mean is the function
Mh(x1, . . . , xn) = h
−1
(
1
n
n∑
i=1
h(xi)
)
. (1)
The scaling function h is not defined uniquely, but up to an arbitrary linear transforma-
tion. Prototypical examples of this class are the arithmetic mean A, the geometric mean G
and the harmonic mean H , with h(x) = x, h(x) = − log(x) and h(x) = 1/x respectively. In
turn, these mentioned functions are special cases of power means M[p] with h(x) = x
p, p ∈ ,
with M[0] = G by definition. The limiting cases p → ±∞ correspond to the maximum and
minimum respectively.
It is known that the only homogeneous quasi-arithmetic means are the power means.
But there are other (not quasi-arithmetic) homogeneous means, they will be discussed in
Section 3. Table 1 presents some commonly used means, which will be obtained as special
cases later on.
If we have a vector of weights w ∈ [0, 1]n, such that∑wi = 1 we can define the weighted
counterparts of these means by using
Definition 5 For a given generator h and a weighting vector w the weighted quasi-arithmetic
mean is the function
Mw,h(x1, . . . , xn) = h
−1
(
n∑
i=1
wih(xi)
)
. (2)
OWA functions and their generalizations are also well known examples of averaging func-
tions.
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Table 1: Special cases of means
Mean Generator h(t) Definition
(if exists)
Weighted Arithmetic mean, WAM t A(x) =
n∑
i=1
wixi
Weighted Harmonic mean, WHM 1/t H(x) = 1n∑
i=1
wi
xi
Weighted Power mean, WPM tp M[p](x) =
(
n∑
i=1
wix
p
i
) 1
p
Weighted Geometric mean, WGN − log t G(x) =
n∏
i=1
xwii
Lehmer mean, LeM — M(x) =
n∑
i=1
wix
p
i
n∑
i=1
wix
p−1
i
Gini mean, GiM — M(x) = s−r
√√√√ n∑i=1wixsi
n∑
i=1
wixri
with s ≥ r
Composition of means, CoM — M(x) =
√
A(x) ·H(x)
Definition 6 For a given weighting vector w, the OWA function is given by
OWAw(x1, . . . , xn) =
n∑
i=1
wix(i),
where x(i) denotes the i-th largest value of x.
Definition 7 Let h : X → ¯ be a strictly monotone function and let w be a weighting
vector. The function
GenOWAw,h(x1, . . . , xn) = h
−1
(
n∑
i=1
wih(x(i))
)
(3)
is called a generalized OWA (also known as ordered weighted quasi-arithmetic mean [13]).
As for OWA functions, x(i) denotes the i-th largest value of x.
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Special cases include Ordered Weighted Geometric and Ordered Weighted Harmonic
functions, a power based generalized OWA with generators h(x) = xp, p ∈ , see [6], pp.
73-76. Similarly to quasi-arithmetic means, the only homogeneous generalized OWA are
power based OWA.
Definition 8 The median is the function
Med(x1, . . . , xn) =
⎧⎪⎪⎨
⎪⎪⎩
1
2
(x(k) + x(k+1)), if n = 2k is even
x(k), if n = 2k − 1 is odd,
where x(k) is the k-th largest (or smallest) component of x.
Note 1 The median can be conveniently expressed as an OWA function with a special weight-
ing vector. For an odd n let wn+1
2
= 1 and all other wi = 0, and for an even n let
wn
2
= wn
2
+1 =
1
2
, and all other wi = 0. Then Med(x) = OWAw(x). It gives a simple
proof that medians are homogeneous aggregation functions.
Definition 9 Let w be a weighting vector, and let u denote the vector obtained from w by
arranging its components in the order induced by the components of the input vector x, such
that uk = wi if xi = x(k) is the k-th largest component of x. The lower weighted median is
the function
Medw(x1, . . . , xn) = x(k), (4)
where k is the index obtained from the condition
k−1∑
j=1
uj <
1
2
and
k∑
j=1
uj ≥ 1
2
. (5)
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The upper weighted median is the function (4) where k is the index obtained from the condi-
tion
k−1∑
j=1
uj ≤ 1
2
and
k∑
j=1
uj >
1
2
.
Note 2 It is convenient to describe the calculation of Medw(x) using the following proce-
dure. Take the vector of pairs ((x1, w1), (x2, w2), . . . , (xn, wn)) and sort them in the order of
decreasing x. We obtain ((x(1), u1), (x(2), u2), . . . , (x(n), un)). Calculate the index k from the
condition (5). Return x(k).
Weighted arithmetic means and OWA functions can be represented by means of the
Choquet integral with respect to an appropriate system of additive and symmetric fuzzy
measures, respectively. In essence, Choquet integration is defined with respect to not nec-
essarily additive monotone measures, called fuzzy measures or capacities [15]. The main
purpose of Choquet integral-based aggregation is to combine the inputs in such a way that
not only the importance of individual inputs (as in weighted means), or of their magnitude
(as in OWA), are taken into account, but also of their groups (or coalitions) [21].
Discrete fuzzy measures are set functions which allow one to assign importances to all
possible groups of criteria, and thus offer a much greater flexibility for modeling aggregation.
Definition 10 Let N = {1, 2, . . . , n}. A discrete fuzzy measure is a set function v : 2N →
[0, 1] which is monotonic (i.e. v(S) ≤ v(T ) whenever S ⊂ T ) and satisfies v(∅) = 0, v(N) =
1.
Consider now the components of x in non-decreasing order: x(1) ≤ x(2) ≤ . . . ≤ x(n) and
assume, by convention, that x(0) = 0 and x(n+1) = ∞. Denote by Hi = {(i), . . . , (n)} the
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subset of elements corresponding to the n − i + 1 largest components of x. By convention,
Hn+1 = ∅.
Definition 11 Let v be a discrete fuzzy measure. The discrete Choquet integral with respect
to v, Cv : X
n → X is defined by
Cv(x1, . . . , xn) =
n∑
i=1
x(i)[v(Hi)− v(Hi+1)]. (6)
Generalization of the Choquet integral by means of a scaling function h is performed in
the same way as in the cases of quasi-arithmetic means and generalized OWA, i.e., Cc,h(x) =
h−1(Cv(h(x))).
3 Penalty based aggregation
As we mentioned in the introduction, penalty based aggregation functions have been studied
by several authors. The results on the arithmetic means and the median (see special cases
in Section 4) were already known to Laplace (quoted from [36], p.15), see also [20]. The
main motivation is the following. Let x be the inputs and y the output. If all the inputs
coincide x = x1 = . . . = xn, then the output is y = x, and we have a unanimous vote.
If some input xi = y, then we impose a “penalty” for this disagreement. The larger the
disagreement, and the more inputs disagree with the output, the larger (in general) is the
penalty. We look for an aggregated value which minimizes the penalty; in some sense we
look for a consensus which minimizes the disagreement. This is easily interpreted when
aggregating experts’ opinions.
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Thus we need to define a suitable measure of disagreement, or dissimilarity. We start
with a very broad definition of penalties, and then particularize it and obtain many known
aggregation functions as special cases. Let us consider a vector of inputs x and the vector
y = (y, y, . . . , y).
Definition 12 The function P : Xn+1 → ¯+ = [0,∞] is a penalty function if and only if it
satisfies:
i) P (x, y) ≥ 0 for all x, y;
ii) P (x, y) = 0 if x = y;
iii) For every fixed x, the set of minimizers of P (x, y) is either a singleton or an interval.
The penalty based function is
f(x) = argmin
y
P (x, y),
if y is the unique minimizer, and y = a+b
2
if the set of minimizers is the interval (a, b) (open
or closed).
The first two conditions have useful interpretations: no penalty is imposed if there is full
agreement, and no negative penalties are allowed. However, since adding a constant to P
does not change its minimizers, technically they can be relaxed: P just needs to reach its
absolute minimum when x = y. Condition iii) ensures that the function f is well defined
(see Note 5 below for a counterexample). If P is quasiconvex in y, then iii) is automatically
satisfied. We should also note that a penalty based function is necessarily idempotent, but
it is not always monotone.
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Note 3 We remind that a function f is quasiconvex, if its level sets S = {x : f(x) ≤ C}
are convex for any C ∈ Ran(f).
Definition 13 A penalty based function f , which is monotone increasing in all components
of x is called penalty based aggregation function.
Next we establish a few general results.
Proposition 2 Let f be a penalty based aggregation function on Xn. Let h be a continuous
strictly monotone function Y → X. Then fh(x) = h−1(f(h(x))) is also a penalty based
aggregation function on Y n, with Ph(x, y) = P (h(x), h(y)).
Proof. The first assertion follows from Proposition 1. Considering f(x) = argminy P (x, y),
we have that f(h(x)) = argminy P (h(x), v), with v = h(y) or equivalently y = h
−1(v).
Furthermore, the minimum value of y is equal to h−1(v) = h−1(f(h(x))). 
Proposition 3 Let f be a penalty based aggregation function. Let P satisfy the following
condition P (rx, ry) = p1(r)P (x, y) for all r ∈ + such that (rx, ry) ∈ Dom(P ), where p1 is
some function. Then f is homogeneous.
Proof. We have f(rx) = argmint P (rx, t) = r argminy P (x, y) with t = ry, so we have
f(rx) = ry = rf(x). 
Note 4 Typical examples are functions positively homogeneous of degree α, which satisfy
f(rx) = rαf(x), r > 0.
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Proposition 4 [9] Let f be a homogeneous averaging aggregation function on Xn, and h
be a continuous strictly monotone function Y → X. Then fh(x) = h−1(f(h(x)) is also
homogeneous if h(t) = tp, p = 0, or h(t) = − log(t).
Let us now consider the following questions: a) can any averaging function be represented
as a penalty based function? and b) are penalty based functions always agregation functions?
First we prove that any averaging aggregation function can be expressed as a penalty
based function. This result does not lead by itself to new aggregation functions. It just
shows that this class is as powerful as the class of averaging aggregation functions itself, and
that in principle it is possible to express any averaging aggregation function wi h the help
of an appropriately chosen penalty function.
Theorem 1 Let f : Xn → X be an idempotent function. Then there exists a penalty
function P : Xn+1 → ¯+, such that
f(x) = argmin
y
P (x, y).
Proof. The function P (x, y) = (f(x)−y)2 is one such penalty function. In fact, any strictly
convex (or quasi-convex) univariate function of t = f(x) − y can serve as such a penalty
function. 
Corollary 1 Any averaging aggregation function f can be expressed as a penalty based ag-
gregation function.
We have stated earlier that not every penalty based function is monotone (see Examples
2 and 3 below). But for some types of penalty based functions we can establish when
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monotonicity holds. The next result applies to twice differentiable penalties, whereas another
condition for a particular class of penalties will be given in Section 4.1.
Theorem 2 If the penalty function P is twice continuously differentiable, then the neces-
sary and sufficient condition for f to be an aggregation function is that the ratio of partial
derivatives at all y = f(x),
Pyxi
Pyy
≤ 0,
for all i = 1, . . . , n.
Proof. Consider an implicit function y = f(x) given by F (x, y) = 0, where F = Py, which
is the necessary condition of the minimum of P at y = f(x). Taking the derivatives,
∂y
∂xi
= −Fxi
Fy
= −Pyxi
Pyy
≥ 0,
from which the assertion of the Theorem follows. 
4 Systematization of penalty based aggregation func-
tions
4.1 Faithful penalty functions
A special class of penalty functions was considered in [14]. Let P be given as
P (x, y) =
n∑
i=1
wip(xi, y), (7)
where p : X2 → + is a dissimilarity function with the properties
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1) p(t, s) = 0 if and only if t = s, and
2) p(t1, s) ≥ p(t2, s) whenever t1 ≥ t2 ≥ s or t1 ≤ t2 ≤ s,
and w is a weighting vector. Note that the condition 2) is weaker than that in [38], which
is p(t1, s) ≥ p(t2, s) if |t1 − s| > |t2 − s|.
The resulting penalty based function, if it exists, is idempotent, but it need not be
monotone, see Example 2 below.
Note 5 Under conditions 1) and 2) above, P is not a penalty function in the sense of
Definition 12 (condition iii) is not assumed). There is no guarantee that f is well defined.
For example, function p(x, y) = 0 if x = y and p(x, y) = sin(y) otherwise, satisfies 1) and
2), but it has several separate minimizers.
To ensure that y∗ is unique, and f is an aggregation function, the authors in [14] use the
so called “faithful” penalty function.
Definition 14 The function p : X2 → + is called faithful penalty function, if it satisfies
1) and can be represented as p(t, s) = K(h(t), h(s)), where h : X →  is some continuous
monotone function (scaling function) and K : 2 → + is convex.
Definition 15 Let the penalty function P be given by (7), where p : X2 → + is a faithful
penalty function. The function
f(x) = y∗ = argmin
y
P (x, y)
is a faithful penalty based aggregation function.
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Note 6 Condition 2) is satisfied automatically by the faithful penalty functions, because p
is quasi-convex in t. Also P given in (7) is quasi-convex in y in this case (since the sum
of convex functions K is always convex), and hence it has a unique minimum, but possibly
many minimizers. In the latter case y∗ is taken as the midpoint of the set of minimizers.
A special class of faithful penalty based functions was considered in [28,30] (dissimilarity
functions). The (faithful) penalties p are expressed as
p(t, s) = K(h(t)− h(s)), (8)
where K : 2 →  is convex (shape function) with the unique minimum K(0) = 0, and h is
the scaling function 2. In this case the following result holds.
Theorem 3 [28] The penalty based function with the penalty expressed in (7) and (8) is an
aggregation function.
Proof. The proof in [28] is based on the following. Take h = Id and consider y∗ = f(x),
and take x′ = (x1, . . . , xi−1, xi + ε, xi+1, . . . , xn). Denote y∗∗ = argminy P (x′, y). We need
to show that for ε > 0, y∗∗ ≥ y∗. This follows from the fact that for a convex function
K, K(u) − K(v) ≤ K(u + w) − K(v + w) for u ≥ v and all w ≥ 0, and consequently
p(xi + ε, y
∗)− p(xi, y∗) ≤ p(xi + ε, y)− p(xi, y) for y < y∗ (taking u = xi + ε− y∗, v = xi− y∗
and w = y∗ − y). Then, from P (x, y∗) ≤ P (x, y) we have
P (x′, y∗) =
∑
j =i
p(xj , y
∗) + p(xi + ε, y∗) ≤
∑
j =i
p(xj , y) + p(xi + ε, y) = P (x
′, y)
2In [28] the author considers different penalties pi for each argument xi, all with different shape and
scaling functions Ki and hi. We shall deal with this case in Section 5.
15
Ac
ce
pte
d m
an
us
cri
pt 
for all y < y∗. Hence y∗∗ ≥ y∗. The result for h = Id follows from Proposition 2. 
Example 1 There are several well known aggregation functions that are faithful penalty
based aggregation functions.
1. Let p(t, s) = (t− s)2. The corresponding faithful penalty based aggregation function is
a weighted arithmetic mean.
2. Let p(t, s) = |t− s|. The corresponding faithful penalty based aggregation function is a
weighted median.
3. Let p(t, s) = (h(t)− h(s))2. The corresponding faithful penalty based aggregation func-
tion is a weighted quasi-arithmetic mean with the generator h.
4. Let p(t, s) = |h(t)−h(s)|. The corresponding faithful penalty based aggregation function
is a weighted quasi-median with the generator h, defined as f(x) = h−1(Medw(h(x))).
5. Let P (x, y) =
∑n
i=1 wip(x(i), y) , where x(i) is the i-th largest component of x. We
obtain the ordered weighted counterparts of the means in the previous examples, namely
the OWA, ordered weighted median and generalized OWA.
6. Let p(t, s) = |t − s|r, r ≥ 1. Then in general no closed form solution exists, but the
minimum in (7) can be found numerically; this is discussed in Section 5. Interestingly,
the limiting case r → 1 does not correspond to the median when n = 2k (see [24]), but
to a solution of the following equation,
(y − x(1))(y − x(2)) . . . (y − x(k)) = (y − x(k+1)) . . . (y − x(n)).
16
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For example, for n = 4 we have
f(x) =
x(1)x(2) − x(3)x(4)
(x(1) + x(2))− (x(3) + x(4)) ,
whereas the standard definition of median gives f(x) =
x(2)+x(3)
2
. Weighted medians
were considered in [4].
7. Let P (x, y) =
∑n
i=1 wi(x)(x(i) − y)2, where x(i) is the i-th smallest component of x,
and wi(x) = v(Hi)−v(Hi+1), as in Definition 11. We obtain the Choquet integral with
respect to v. Note that the weights depend on the ordering of the components of x.
8. We obtain the generalized Choquet integral Cv,h(x) = h
−1(Cv(h(x)) by minimizing
P (x, y) =
∑n
i=1 wi(x)(h(x(i))− h(y))2.
9. Let c ≥ 0 and
p(t, s) =
⎧⎪⎪⎨
⎪⎪⎩
t− s if s ≤ t,
c(s− t) if s > t.
Then f is the α-quantile operator, with α = c/(1 + c) [14]. To obtain the i-th order
statistic, we take c = i−1/2
n−i+1/2 .
Example 2 Let p(t, s) = 1, t = s and p(t, t) = 0. p is not a faithful penalty function, but
it does satisfy conditions 1) and 2). Then the minimizer of (7) is the mode. Note that the
mode is not monotone non-decreasing, for example
Mode(5, 5, 5, 3, 3, 2, 2) = 5 > 3 = Mode(5, 5, 5, 3, 3, 3, 3).
Hence mode is not an aggregation function.
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4.2 Deviation means
Next consider the class of deviation means, see [11], p.316.
Definition 16 Let d : X2 →  be a continuous function strictly increasing with respect to
the second argument, and satisfying d(t, t) = 0 for all t ∈ X, and w is a weighting vector.
The equation
n∑
i=1
wid(xi, y) = 0 (9)
has the unique solution y∗, which is the value of the function f(x) called the deviation mean.
Note 7 The function d is called the deviation function. In general, one can use a family of
deviation functions di, i = 1, . . . , n and solve the equation
∑n
i=1 di(xi, y) = 0, so that Defini-
tion 16 becomes a special case. Deviation means were recovered in [2] as lever aggregation
functions.
Note 8 If d(t, s) = h(s) − h(t) for some continuous strictly monotone function h, one
recovers the class of weighted quasi-arithmetic means with the generator h.
Example 3 Let di(x, y) = wi(x)(h(y) − h(x)). We obtain the Bajraktarevic mean (see
[6, 11]), defined by
f(x) = h−1
(∑n
i=1 wi(xi)h(xi)∑n
i=1 wi(xi)
)
.
Note that this mean is not always monotone (i.e., an aggregation function), some conditions
ensuring monotonicity were studied in [26]. Gini mean is a special case when wi(x) = wix
r
and h(x) = xs−r or h(x) = log(x) when r = s.
18
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Theorem 4 Let the penalty function P be defined as
P (x, y) =
n∑
i=1
wid(xi, y)
2,
where d is a deviation function. Then the penalty based aggregation function is the deviation
mean.
Proof. Of course, the equation (9) is the necessary condition of a minimum, which is unique
since d2 is strictly quasiconvex with respect to y. 
Hence all deviation means can be represented as penalty based functions but not vice
versa (because P needs not be differentiable with respect to y, nor strictly convex in y).
Therefore they form a subclass of penalty based functions.
4.3 Entropic means
Another interesting special case is that of entropic means [8].
Definition 17 Let φ : + →  be a strictly convex differentiable function with (0, 1] ⊂
dom φ and such that φ(1) = φ′(1) = 0, and w is a weighting vector. The penalty dφ is
defined as
dφ(x, y) = xφ(y/x).
The entropic mean is the function
f(x) = y∗ = arg min
y∈+
Pφ(x, y) = arg min
y∈+
n∑
i=1
widφ(xi, y).
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It turns out that dφ(α, ·) is strictly convex for any α > 0, and dφ(α, β) ≥ 0 with equality
if and only if α = β. The differentiability assumption can be relaxed, see [8].
However the condition 1) in the section 4.1 is not satisfied, hence the set of entropic
means is not a subset of faithful penalty based aggregation functions. On the other hand,
all entropic means are homogeneous aggregation functions [8].
In Table 2 we present several special cases of entropic means.
Table 2: Special cases of entropic means
φ(t) Penalty dφ(x, y) Mean
− log t + t− 1 −x log y
x
+ y − x WAM
(t− 1)2 (y−x)2
x
WHM
1− 2√t + t x + y − 2√xy WPM, p = 1
2
t log t− t + 1 x− y + y log y
x
WGM
1
p−1(t
1−p − p) + t x
(
1
p−1
(
( y
x
)1−p − p)+ y
x
)
WPM
max{0, (1− t)}2 x ·max{0, (1− y
x
)}2 max
t2−p
2−p − t
1−p
1−p +
1
(2−p)(1−p) x
(
( y
x
)2−p
2−p −
( y
x
)1−p
1−p +
1
(2−p)(1−p)
)
, LeM
with 0 < p < 1 1
t1−r−1
1−r − t
1−s−1
1−s x
(
( y
x
)1−r−1
1−r −
( y
x
)1−s−1
1−s
)
, GiM
with s ≥ 0 > r or s > 0 ≥ r 1
t− 2
3
log t + t
2
3
− 1
3
x
(
−2
3
log y
x
+
( y
x
)2
3
− 1
3
)
CoM
1 For these values of the parameters the mean is monotone.
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4.4 Bregman loss functions
Definition 18 [10] Let ψ : n →  be a strictly convex differentiable function. Then the
Bregman loss function Dψ : n ×n →  is defined as
Dψ(x,y) = ψ(x)− ψ(y)− 〈x− y,∇ψ(y)〉,
where ∇ denotes the gradient and 〈·, ·〉 is the standard inner product.
We concentrate on the univariate Bregman loss functions, defined by
Dψ(x, y) = ψ(x)− ψ(y)− (x− y)ψ′(y). (10)
Definition 19 Let ψ :  →  be a strictly convex differentiable function. Then Bregman
penalty based aggregation function is
f(x) = y∗ = arg min
y∈+
n∑
i=1
wiDψ(y, xi).
Note 9 Notice that the arguments of Dψ are in this particular order. If instead we minimize
∑n
i=1 wiDψ(xi, y), we always obtain the arithmetic mean as the result [3], as can be seen
below.
Consider the derivative (assuming ψ is twice differentiable)
∂Dψ(x, y)
∂y
= (y − x)ψ′′(y)
Then clearly the necessary condition of the minimum of
∑n
i=1 wiDψ(xi, y) is
n∑
i=1
wi(y
∗ − xi)ψ′′(y∗) = 0,
and since ψ′′(y) = 0 (strict convexity) it follows that y∗ψ′′(y∗) = ψ′′(y∗)∑ni=1 wixi, and hence
y∗ is the WAM.
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Returning to the Definition 19, and taking the partial derivative of Dψ, we have [8]:
∂Dψ(x, y)
∂x
= ψ′(x)− ψ′(y),
and the necessary condition of the minimum becomes
n∑
i=1
wi(ψ
′(y∗)− ψ′(xi)) = 0
from which it follows that y∗ satisfies
ψ′(y∗) =
n∑
i=1
wiψ
′(xi).
Because ψ is strictly convex, the minimum is unique, ψ′ is strictly increasing, and f(x) = y∗
is a weighted quasi-arithmetic mean with the generator h(t) = ψ′(t).
Example 4 Penalties based on Bregman loss function [8]:
1. ψ(t) = (t− 1)2, then Dψ(x, y) = (x− y)2 and f is WAM;
2. ψ(t) = t log t, then Dψ(x, y) = y log x/y, and f = Mg is WGM;
3. ψ(t) = t log t− (1 + t) log(1 + t), then h(t) = ψ′(t) = log( t
1+t
),
h−1(t) = e
t
1+et
, and
f(x) =
∏
xwii∏
(1 + xi)wi −
∏
xwii
=
G(x)
G(1+ x)−G(x) .
4.5 Minkowski gauge based penalties
Definition 20 Let S be a bounded star-shaped set in n that includes the origin in its
interior, i.e., S is compact and if x ∈ S and λ ∈ [0, 1], then λx ∈ S [33]. Minkowski gauge
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is the function
μP (x) = inf{λ > 0 : x ∈ λS}.
It enjoys several interesting properties, as reported in [17, 33], in particular it is defined
on n, is non-negative and positively homogeneous of degree one. If S is convex, then μS(x)
is also convex and sublinear. That is we have [17, 33]
1) μS(λx) = λμS(x), ∀x ∈ n, ∀λ > 0.
2) μS(x + y) ≤ μS(x) + μS(y), ∀x,y ∈ n (for a convex S).
The function DS(x,y) = μS(x−y) is a distance function defined with the help of Minkowski
gauge. It verifies D(x,x) = 0 for all x, and the triangular inequality (if S is convex), but D
needs not be symmetric. D becomes a metric if S is symmetric with respect to the origin.
The set S is interpreted as the unit “sphere” in such a distance function. All the stan-
dard metrics are special cases of the Minkowski gauge. Other examples include polyhedral
distances, when S is a polytope.
Definition 21 The Minkowski gauge based distance is
DS(x,y) = μS(x− y).
Definition 22 Let P : n+1 → + be a penalty function defined by P (x, y) = DS(x,y).
The Minkowski gauge penalty based aggregation function is
f(x) = argmin
y
P (x, y).
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Note 10 f is obviously a homogeneous function. However it is not necessarily an aggrega-
tion function, since monotonicity condition may fail. This condition depends on the set S,
and even convexity of S does not guarantee monotonicity.
Note 11 By using a scaling function h, we can define averaging aggregation functions
fh(x) = h
−1(f(x)). From Proposition 4 it follows that fh is a homogeneous function for
h(x) = xp for any p ∈ , p = 0 and h(x) = − log(x) for p = 0.
Example 5 Let S be the square centered at the origin, with side length 2, so that μS is
the ∞-norm. Then P (x, y) = maxi |xi − y|. The corresponding penalty based aggregation
function is the mid-range, i.e., f(x) = 1
2
(maxxi +minxi). One can apply a scaling function
h and use Proposition 1 to obtain a scaled version of the mid-range.
5 New penalty based aggregation functions
We have provided several examples in which the penalties were symmetric with respect to
the inputs, save the weights, i.e., penalties of the form (7). Let us now consider more general
penalties, based on the formula
P (x, y) =
n∑
i=1
pi(xi, y). (11)
Here, in addition to the weights (absorbed in pi), with their usual interpretation of the
relative importance of the i-th input (or i-th largest input), we can vary the contribution
of the i-th input based on the functional form of the corresponding penalty pi(xi, y). This
is useful in the following context. Consider the inputs of different sensors, which need to
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be averaged (e.g., temperature sensors). The inputs from sensors are random variables
with different distributions (e.g., normal, Laplace or another member of exponential family).
Then taking the weighted arithmetic mean or median is not appropriate, because sensors
are heterogeneous. We can take into account the diversity of inputs errors distributions by
means of different penalty functions. The following example presents the penalty suitable
when the first distribution is Laplace, and the second is normal (see also Example 12 in the
next section).
Example 6 [28, 29] Let n = 2 and the penalty be
P (x, y) = |x1 − y|+ (x2 − y)2.
Solving the equation of the necessary condition for a minimum, and taking into account that
P is convex, we obtain
f(x1, x2) = Med(x1, x2 − 1
2
, x2 +
1
2
).
For a weighted penalty function
P (x, y) = w1|x1 − y|+ w2(x2 − y)2
the solution is
f(x1, x2) = Med(x1, x2 − w1
2w2
, x2 +
w1
2w2
).
Extending Example 6 we have
Example 7
P (x, y) =
n∑
i=1
wi|xi − y|i.
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We cannot provide a closed form solution in this case, but note that P is convex with respect
to y, and a numerical solution is easily obtained using, e.g., the method of golden section.
The result is always an aggregation function.
Note 12 When pi(xi, y) = Ki(hi(xi)−hi(y)), where Ki is a convex function with the unique
minimum at Ki(0) = 0 and hi is a scaling function for all i = 1, . . . , n, the resulting penalty
based function is monotone, as shown in [28] (Theorem 3 arises as a special case).
Example 8 An interesting concept of weighting functions was proposed recently in [30]. The
penalty is given by
P (x, y) =
n∑
i=1
g(xi)K(h(xi)− h(y)),
where K is a convex shape function, h is a scaling function (see Section 4.1), and g : X →
+ is a given weighting function. When K(t) = t2 we obtain the Bajraktarevic mean (cf.
Example 3), which is not always monotone (see [26]). For K(t) = |t|, the conditions (on
g) which ensure monotonicity of the resulting penalty based function are established in [30].
Under these conditions, f is always one of the medians (standard, upper, or lower).
Example 9 Let P (x, y) = max(0, y−x(1))+max(0, y−x(2))+
∑n
i=3 |x(i)−y|, and x(i) is the
i-th largest component of x. The first two terms penalize solutions y exceeding the largest and
the second largest inputs. As the result, we discard the two largest values of x. The solution
is equivalent to a weighted median with the weighting vector w = (0, 0, 1
n−2 , . . . ,
1
n−2). By
changing the absolute value to the squared differences, we obtain an OWA function with the
same weighting vector.
26
Ac
ce
pte
d m
an
us
cri
pt 
Example 10 Let P (x, y) =
∑n−1
i=1 wi(xi− y)2 +wn max(0, y−xn)2. The meaning of the last
term is the following. Suppose the n-th input (e.g., the n-th expert) usually underestimates
the result y. Then we wish to penalize y > xn but not y < xn. So the n-th input is discarded
only if y < xn. The resulting penalty P is a piecewise quadratic function whose minimum is
easily found: it is the minimum of the weighted arithmetic means of the first n − 1 and of
all components of x, f(x) = min(A(x1, . . . , xn−1), A(x1, . . . , xn)).
This example can be extended by changing more terms of the sum to some asymmetric
functions of y − xi, in which case the solution can be found numerically. The interpretation
is similar: positive and negative deviations from xi are penalized differently.
Let us now use the concept of Minkowski gauge. The resulting penalty is generally not
of the form (11), although in many cases it is. For example, in cases 1,2,6 of Example
1 DS is simply a 1-, 2-, and r-norm, in the Example 5 we have the ∞-norm, and the
penalty in Example 6 corresponds to DS with S being the region between two parabolas
S{(x1, x2) ∈ 2|x22 − 1 ≤ x1 ≤ 1− x22}.
Example 11 Define the simplicial distance function as follows. Take the simplex S centered
at 0, which is the intersection of n + 1 halfspaces
S =
n+1⋂
i=1
{x : 〈x,hi〉 ≤ 1}, (12)
where hi ∈ n are the directional vectors. Then
DS(x,y) = max{〈x− y,hi〉 : 1 ≤ i ≤ n + 1}.
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Define (12) by vectors
h1 = (−1, 0, 0, . . .),
h2 = (0,−1, 0, . . .),
...
hn = (0, . . . , 0,−1),
hn+1 = (1, 1, . . . , 1),
The simplex S is illustrated on Fig. 1. Then
DS(x,y) = max{ max
i=1,...,n
(yi − xi),
n∑
i=1
(xi − yi)}.
The penalty P is expressed as
P (x, y) = max{y − x1, y − x2, . . . , y − xn,
n∑
i=1
(xi − y)}.
Minimization of P can be performed by methods of linear programming. We have the follow-
ing equivalent problem
minimize ε
subject to ε− y ≥ −x1
ε− y ≥ −x2
...
ε + ny ≥∑ni=1 xi,
ε ≥ 0.
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Let x(i) denote the i-th largest component of x. Then out of the first n constraints all but
one are redundant, and the two non-redundant constraints are
ε− y ≥ −x(n), and ε + ny ≥
n∑
i=1
xi.
Solving for y we obtain y = 1
n+1
(x(1) + . . .+ x(n−1) + 2x(n)). This is the OWA function with
the weighting vector w = ( 1
n+1
, . . . , 1
n+1
, 2
n+1
).
Taking D−S we obtain the dual of such an OWA function with the weights w = ( 2n+1 , . . . ,
1
n+1
, 1
n+1
).
Note that such weighting vectors correspond to Yager’s andlike and orlike S-OWA functions
respectively [37] with the parameter α = 1
n+1
. We remind that the weighting vectors of
S-OWA functions are given by
w1 =
1− α
n
+ α,wi =
1− α
n
, i = 2, . . . , n (orlike S-OWA),
wn =
1− α
n
+ α,wi =
1− α
n
, i = 1, . . . , n− 1 (andlike S-OWA).
Of course, this method of solution can be used for other polyhedral distances DS, and
extended with the help of a scaling function, using Proposition 2.
6 Relation to the maximum likelihood principle
Consider the following problem: given n noisy estimations x1, . . . , xn of a quantity y, deter-
mine the best estimate for y. For example, we can have n different temperature sensors in
a room, and want to determine the best estimate for the temperature. The estimates xi are
independent random variables, characterized by their own distribution density functions ρi.
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Figure 1: The simplex S used in the Example 11 in the case of n = 2.
Then the likelihood function is
L(y) =
n∏
i=1
ρi(xi|y)
The best estimate of y∗ is the one which maximizes L, according to the maximum like-
lihood principle. It is convenient to maximize the logarithm of L, when ρi are from the
exponential family of distributions. When xi are normally distributed with the mean y and
dispersions σ2i , the maximum likelihood principle leads to the weighted arithmetic mean as
the best estimate of y,
y∗ =
n∑
i=1
wixi, with the weights wi =
σ−2i∑n
j=1 σ
−2
j
Now, let the sensors have different distributions functions ρi from the exponential family,
ρi(x|y) = hi(x)epi(x,y). For instance pi(x, y) = − (x−y)22σ2i corresponds to normal distribution
and pi(x, y) = − |x−y|σi/√2 corresponds to double exponential (Laplace). The logarithm of L is
logL(y) =
n∑
i=1
pi(xi, y) + Const.
30
Ac
ce
pte
d m
an
us
cri
pt 
Minimizing −L(y) leads to the best estimate of y being the penalty based mean
f(x) = argmin
y
n∑
i=1
−pi(xi, y).
Note that the normalization constants implicitly present in ρi and L (so that the integral
of ρi over x is 1) do not play any role in the minimization, as obviously argminy f(y) =
argminy(Af(y) + B).
Example 12 Let p1(x, y) = −w1|x − y| be Laplace and p2(x, y) = −w2(x − y)2 be normal
distributions. Then the corresponding weighted mean is given in the Example 6.
Thus we see that the principle of maximum likelihood naturally leads to penalty based
aggregation functions, which has been noted in [14]. While in special cases (e.g., normal
and double exponential distributions) it leads to closed form solutions, in general this is not
the case, and the value y∗ should be computed numerically. If the resulting penalty P (x, y)
is convex, this is easily done by the golden section method, otherwise Pijavski method of
global optimization can be used [32] (see also [5,22] and [7] for implementation in a software
package). Since y is the only variable, this is numerically quite efficient . Furthermore, the
distributions ρi can be found experimentally and tabulated, rather than be given in a nice
analytical form. The cost of numerical solution increases only marginally in this case.
Example 13 Consider ρi being truncated Laplace densities, given by ρi(x, y) = e
pi(x,y) with
pi(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
−wi|x− y|, if |x− y| < ri,
−∞ otherwise
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Then minimizing the penalty function P (x, y) =
∑n
i=1−pi(xi, y) leads to the following
linear programming problem
minimize
∑n
i=1 wi(p
+
i + p
−
i )
s.t. p+i − p−i + y = xi,
p+i + p
−
i ≤ ri
p+i , p
−
i ≥ 0, i = 1, . . . , n.
Example 14 The following penalty function appear in robust regression as one of M-estimators
[23], and is due to Huber,
p(x, y) =
⎧⎪⎪⎨
⎪⎪⎩
(x− y)2 if |x− y| ≤ c,
c(2|x− y| − c) otherwise,
c is a parameter and P (x, y) =
∑
p(xi, y) (the corresponding distribution density ρ is Gaus-
sian in the middle with double exponential tails).
7 Conclusion
We have presented a general view of penalty based aggregation functions. We have shown
that every averaging function can be represented as a penalty based function, and have
considered many special cases, which lead to the weighted arithmetic and quasi-arithmetic
means, medians, OWA and generalized OWA functions, Choquet integrals, entropic, Breg-
man and deviation means, Gini, Lehmer and Bajraktarevic means, composition of means,
half-range, as well as new averaging functions. In those cases which do not lead to closed
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form solutions, we proposed to use efficient numerical optimization techniques, in particular
linear programming and Lipschitz optimization. We have also established the relation of
penalty based means to the maximum likelihood principle.
An important point we would like to emphasize is that penalty functions may have a direct
intuitive interpretation in terms of the problem at hand. Thus one can specify the penal-
ties and let the resulting aggregation function be determined by these penalties by means
of the optimization process (either analytically or numerically). A particularly important
application is averaging noisy experimental values, where the noise has distinct distributions
for each datum, e.g., distinct sensors. The maximum likelihood principle leads directly to
penalty based aggregation. In the special cases of Gaussian and Laplace distributions it
leads to the weighted arithmetic mean and weighted median. For other distributions from
the exponential family the aggregation function is determined numerically.
The proposed methods open a new possibility to incorporate weighting functions into
the aggregation process. While traditional weights are constant values, which relate to the
parameters of the same underlying noise distribution for all the aggregated data (e.g., the
dispersions for Gauss and Laplace distributions), the new method allows one to average data
with distinct noise distributions. This can also be viewed from the perspective of aggregating
experts opinions: the relative importance of each input is not just a fixed constant, but a
function (not necessarily symmetric) which depends on the deviation of this expert from the
consensus. It is possible to account for experts who typically underestimate or overestimate
the result (pessimists and optimists).
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