Abstract. Term extraction tools extract candidate terms and annotate their occurrences in the texts. However, not all these occurrences are terminological and, at present, this is still a very challenging issue to distinguish when a candidate term is really used with a terminological meaning. The validation of term annotations is presented as a bi-classification model that classifies each term occurrence as a terminological or non-terminological occurrence. A context-based hypothesis approach is applied to a training corpus: we assume that the words in the sentence which contains the studied occurrence can be used to build positive and negative hypotheses that are further used to classify undetermined examples. The method is applied and evaluated on a french corpus in the linguistic domain and we also mention some improvements suggested by a quantitative and qualitative evaluation.
Introduction
Terms in texts are important entities for any kind of document analysis: information retrieval, knowledge extraction or ontology building, etc. They are usually considered as linguistics entities that could be associated with meanings or concepts, their mirror at the ontological level [4] . However, there is no formal definition of what a term is, nor is there any reliable syntactic descriptions that could help term identification. Most of terms are noun phrases composed by a word or several words. Moreover, terms depend on the domain of speciality, and within a domain, terms are context-sensitive: a given string (a word or a set of words) may be a term in a given context with some meaning, a term in another context but with another meaning, or it could also be a non-term in a third context. Term extraction tools [17, 18] extract candidate terms, i.e. groups of words that could be considered as terms. A candidate term fulfils linguistic (mainly syntactic schema) and/or statistic (based on occurrences) criteria. Once a candidate term is extracted by the tool, all its occurrences are annotated in the corpus. However, some of its occurrences correspond to a terminological use and some other correspond to a non-terminological use, i.e. these occurrences should be considered as words from general language. Thus, candidate terms and each of their occurrences should be manually validated by experts which makes it difficult for large-scale applications.
The paper presents how hypotheses built with formal concept analysis help to validate or invalidate candidate terms in texts of a specific domain. Some training data sets have been built on purpose but, as validation is time consuming, corpus are rather small and domain dependent. Thus, such a symbolic approach, based on itemset mining and classification, suits well the problem. In the longer term, linguists expect from this approach a better understanding of what term triggers are and how to find them.
The following examples with the candidate term subject remind us how ambiguous human language is: the same string may refer to different concepts. This is why term validation is so important for document indexing, automatic summarization, construction of ontologies and even for facilitating multilingual communication. The only help for meaning disambiguation is the context of the occurrences, i.e. the words that occurs with the term in the same sentence.
-(S 1 ) I subject him to a terrifying ordeal. <Verb, non-term, general language>.
-(S 2 ) This type of wound is highly subject to infection. <Adjective, nonterm, general language>. -(S 3 ) What is the subject in a sentence?<Noun, term, linguistics>.
-(S 4 ) Maths is not my best subject. <Noun, term, pedagogy>.
-(S 5 )A moving picture of a train is more dramatic than a still picture of the same subject.<Noun, non-term, general language>. -(S 6 ) The relation between the subject and predicate is identified by the use of: All, No, Some, ... <Noun, term, logic>.
The subject of law is a person (physical or juridical) who in law has the capacity to realize rights and juridical duties. <Noun, complex term, law>.
In the above examples, S 1 , S 2 , S 5 are contexts where the candidate subject is not a term, while S 3 , S 4 , S 6 , S 7 are contexts where the candidate subject is a term in linguistics, in pedagogy, in logic or in law domains, respectively.
For each term candidate in a given domain, the goal is to validate or invalidate each of its occurrences. Each candidate term is studied separately and we propose a supervised learning method trained on a manually annotated corpus. For the learning phase, each occurrence of the candidate term is described by its textual context, i.e. the bag of the words of the sentence, and the occurrence is also tagged as "positive example" (belonging to the "T + class") if it is a terminological occurrence or as "negative example" ("T − class") if it is not. Thus, from textual context our method extracts hypotheses, a notion that is formally introduced in the next section. Hypotheses are itemsets of words corresponding to the positive occurrences of a candidate term and, similarly, itemsets corresponding to negative occurrences of a candidate term. Then, during the test phase, a new occurrence of this candidate term in a new sentence is classified either as terminological occurrence or non-terminological occurrence according to the hypotheses that match the sentence.
The learning problem can be formulated in the paradigm of Formal Concept Analysis (FCA) [8] , a formal method where ordered sets are classified in a lattice. FCA builds a bi-classification model from positive and negative examples.
In the binary matrix associated to each candidate term, the objects are occurrences of the candidate term. Attributes are words coming from the different contexts and a positive/negative flag is introduced in accordance with to the manual annotation. Hypotheses [13, 12] are generalised descriptions of positive or negative examples. These itemsets are non-redundant descriptions of either the positive class or the negative class. There is a high demand from linguists for such human-readable sets that could be considered as triggers and distinguish terminological occurrences from non-terminological ones. Moreover, hypotheses are applied to new (unannotated) occurrences of a candidate term to discover its terminological or non-terminological nature in new texts.
The paper is organized as follows. Section 2 provides a brief overview of the problem of validating term occurrences. Section 3 introduces Formal Concept Analysis and its application to learning problems. Then, Section 4 describes how positive and negative hypotheses can be applied to textual contexts of term occurrences in order to validate or invalidate them as a terms. In Section 5, we describe the dataset i.e. the corpus, the experiments and their results. Then, Section 6 concludes the paper.
Terminology Extraction
Eugen Wüster [19] emphasized on the role of terms, their link with concepts, and the importance of normalization of terms to avoid ambiguity, to ease indexing, thesaurus building or translation. He was the author who defined the general theory of terminology and worked within a standardization perspective. At that time, terminology was initially a prerogative of translators, with a rather normative approach.
However, in the 90's, the renewal of corpus linguistics with some new robust tools such as part of speech taggers or syntactic parsers showed that terms are not restricted to set phrases in a previously defined list but they are full linguistic entities whose form may vary in the texts (plural forms, modifiers, etc.). New software applications in information retrieval, summarizing, or ontology construction stimulate this new conception of terminology. Thus, there has been several initiatives for developing term extractors. Among them some are term locators: they locate in texts terms belonging to a controlled vocabulary [1, 9] . Some others are working ab-nihilo, looking for candidate terms [17, 18, 2, 7] .
Thereby, term extraction consists in a set of computational techniques that allow to identify the linguistic realizations of domain-specific concepts known as terms. Frequently it is seen as an intermediate phase of Natural Language Processing, that bridges the gap with the knowledge level and enables different kind of reasoning. Few term extractors use only statistics on word occurrences and co-occurrences to propose term candidates. Most of them are now combining linguistic rules and statistical filters [17] . However, despite this configuration, there is still a lot of noise both in candidate term identification and in the distinction between their terminological and non-terminological occurrences. For instance, in Figure 1 , extracted candidate terms are represented between square brackets. Some candidate terms include some others (nested brackets). Thus, structure syntaxique (syntactic structure) is proposed as a candidate term while structure definie (defined structure) is not. It should be noted that both elements have the same grammatical structure and in both sentences structure is also proposed as a candidate term. Occurrences which are marked by a green dot have been manually validated as terminological occurrences while non-terminological occurrences are marked by red stars.
In the next section, we introduce Formal Concept Analysis and its use for bi-classification of term candidate occurrences.
Formal Concept Analysis (FCA)-based Method
The main notions of Formal Concept Analysis (FCA) theory are introduced in this section. Afterwards, concept-based hypotheses (called also JSM-hypotheses from the John Stuart Mill method) are presented as a method for building a bi-classification model from positive and negative examples. Similarly, Jumping Emerging Patterns (JEPs) is an alternative formalism to identify the set of discriminating attributes which only occur in one class and are absent in the other.
Bases on FCA
FCA is a data analysis theory which builds conceptual structures defined by means of the attributes shared by objects. Formally, this theory is based on the triple K = (G, M, I) called formal context, where G is a set of objects, M is a set of attributes and I is the the binary relation I ⊆ G×M between objects and attributes. Therefore, (g, m) ∈ I means that g has the attribute m. For instance, some occurrences of the introductory examples with the candidate term subject are encoded in the formal context given by Table 1. Two derivation operators are then defined: 
A formal concept is a pair (A, B), satisfying A ⊆ G, B ⊆ M, A' = B and B' = A. A is called the extent and B the intent of the (formal) concept. " is a closure operator which means that for any X, Y , X = X (idempotent), X ⊆ X (extensive), and X ⊆ Y −→ X ⊆ Y (monotone). Thus, the intent of a concept is the maximum set of attributes shared by all the objects of its extent. Moreover, an itemset X ⊆ M is a generator of a formal concept (A, B), if X ⊆ B and X' = A. Likewise, a minimal generator for a concept is defined as a minimal subset of its intent which can similarly characterize the concept in question.
Formal concepts are organized into a complete concept lattice denoted by L following a partial ordering, called subsumption, ( ), defined as follows:
Classification by FCA
A learning model from a concept lattice has been extensively studied through the notion of concept-based hypothesis [13, 12] . This model is based on positive and negative examples of a target attribute. The idea laying beyond this model is to discover the attribute combinations which are shared by positive examples, but not by negative examples.
Let us consider the target attribute w / ∈ M , which may have one of the three values: positive, negative and undetermined. Thereby, the input data for learning is composed by sets of positive and negative examples. Positive examples are objects that are known to have the target attribute and negative examples are objects that are known not to have this attribute. The learning results are rules supposed to classify a third set of objects called the undetermined examples.
With regard to FCA theory, this classification method can be described by three sub-contexts : a positive context
M is a set of attributes, w is the target attribute and w / ∈ M , G + is the set of positive examples whereas G − is the set of negative examples. Alternatively, G τ denotes the set of new examples to be classified. The learning context is denoted by
For generalizing the G + subset and defining the cause of target attribute, we are interested in finding the sets of attributes that are shared by only positive examples. In the best case, the membership to G + supposes a particular attribute combination. However, in most cases it is necessary to find several attribute combinations called positive hypotheses to characterize only G + examples. Ideally, we would like to find enough positive hypotheses to cover all G + examples.
A positive hypothesis H + for w is defined as a non empty intent of K + which is not contained in the intent g' of any negative example g ∈ G − . A negative hypothesis H − , is defined accordingly.
Thereby, hypotheses can be used to classify an undetermined example x ∈ G r . If the intent of x contains at least one positive hypothesis and no negative hypothesis, then, x is classified as a positive example. If the intent of x contains at least one negative hypothesis and no positive hypothesis, then it is a negative example. Otherwise, x remains unclassified.
In addition, we can restrict the number of useful hypotheses with regard to subsumption in the lattice. Formally, a positive hypothesis H + is a minimal positive hypothesis if there is no positive hypothesis H such that H ⊂ H + . Minimal negative hypothesis is defined similarly. Hypotheses which are not minimal should not be considered for classification because they do not improve discrimination between positive and negative examples.
In a not-so-far context of itemset mining, the notion of Jumping Emergent Pattern (JEP) is very similar to concept-based hypothesis [5] . A JEP is an itemset that occurs only in objects of one class and not in objects of the other class. Clearly, a hypothesis is a JEP. On the other hand, a JEP is a generator of some hypotheses for this class. We can also define a minimal JEP as an itemset that does not contain any other JEP. Consequently, searching the minimal JEPs is equivalent to finding the minimal generators of the concept-based hypotheses for a class. Other important class of patterns that represent a contrast between the classes are exposed in [16] . For instance, an emerging pattern(EP) is an itemset whose frequency changes significantly from one data set (G + for example) to another (G − respectively). Similarly, the constrained emerging patterns (CEPs) are defined as the minimal set of items which occur at most α times in one data set and at least β in the other. Unlike concept-based hypotheses or JEPs, EPs and CEPs are potentially more resistant to noise because they are less restrictive patterns [16] .
Relevant Hypotheses
A concept-based hypothesis generalizes a class of positive or a class of negative examples. Each hypothesis is a closed itemset, ı.e. the intent of a concept. Nevertheless, because of the noise in the data, these hypotheses are not all relevant. Stability [14] is a measure that qualifies the tendency of a concept (and its intent) to persist when some objects are randomly removed from its extent. Thereby, stability measures how much a concept depends on each particular object of its extent. As a consequence, a stable concept will be independent of data noise.
Thus, it may happen that some minimal hypotheses have a low stability value. In that case, the intent of subsumed concepts H 1 , ..., H n ⊃ H, which are hypotheses but non-minimal, may have a higher stability value. These hypotheses are more restrictive when applied to undetermined object classification and the precision of the overall system could be improved. However, such a strategy may reduce the coverage of the positive (resp. negative) examples by the set of hypotheses, with a possible deterioration of the system recall.
Other measures have been proposed in [11] to recognise relevant concepts in noisy data. Among these measures are the support, concept probability or separation index which can be useful in different kinds of contexts. However this comparison concludes that stability is the most effective and the less independent of the type of the context. Stability is the only measure we kept to evaluate hypotheses relevance in our study.
Accordingly, we adopted a FCA classification model to identify the patterns that represent the largest shared textual contexts from the occurrences of a term on a specific domain. In the following section, we present practical aspects and some other considerations for our method.
Term Validation as a bi-classification Problem
In order to minimize the human intervention and to improve the terminology validation scalability, Formal Concept Analysis (FCA) can be used for learning the hypotheses from positive and negative examples. As shown in [15] , the textual context is the key for validating terminological occurrences. So, we assume that the textual context around each candidate occurrence gives us relevant information on its class. For a given domain and a given candidate term, we thus focus on the differentiation between a terminological use (T + ) and a non-terminological use (T − ). If the candidate term is multi-words, words are joined together. To build the context of a candidate term occurrence, its (textual) context, i.e. the sentence, is represented as a set of words S i = {W 1 , W 2 , W 3 , ...W n }. Table 2 illustrates how occurrences of the candidate term subject in the linguistic domain is encoded as a formal context. 
The lattice is built according to the formal context and then, positive and negative hypotheses are extracted. The preliminary results show that noise in data significantly reduces the quality of the results and increases drastically the size of the lattice. The next section is dedicated to noise reduction in the original data.
Reducing noise in the learning process
In order to reduce the noise in data, we assume that some words in the textual context are more relevant than others. Such words should show an intrinsic semantic. Likewise, function words which semantics depends on the words they govern and the words they are governed by loose their semantics when placed within an unordered bag of words. Therefore, these function words are removed. Similarly, as we have a rather small number of examples for each term candidate, words are lemmatized to tackle the different forms of a word and reduce dispersion. A lemma is the canonical form shared by a set of words expressing the same meaning. For example, walk is the lemma of walking, walks and walked.
After several experimentations, the most relevant configuration to reduce the formal context for a candidate term is the following:
-The set of objects G: Each occurrence of the studied candidate; -The set of attributes M : Lemmas of content words(nouns, verbs, adjectives and adverbs) for each textual context (i.e. the sentence) where the candidate term occurs; -The binary relation I : It sets which lemma co-occurs with which candidate term occurrence. -The target attributes (T + and T − ): Corresponding to the manual annotation in the corpus.
An example of such formal context is shown in the Table 3 . Table 3 . An excerpt of the formal context with lemmas of content words for the candidate term subject and its class (T+ or T−). 
Experiments
The experiments and evaluations of our method aim at demonstrating the quality and interest of extracted hypotheses as well as helping linguists in defining new features, i.e. new annotations, to improve term validation. In any corpus, there exist candidate terms whose occurrences are almost always terminological, some other candidate terms whose occurrences are mostly non-terminological and some other with a rather balanced distribution between the two classes as shown by the column category of Table 4 . To ease reading, tables presented in this section are translated from French. Two annotators evaluated each occurrence of a candidate term considering different linguistics aspects: syntagmatics considerations, membership to a scientific lexicon, membership to a linguistic lexicon and terminological nature. For each of these aspects, experts assign a class (positive or negative) to each occurrence as shown in [10] . To perform cross-validation, this corpus has been split into several parts for training and then, for classification of undetermined examples (testing).
In order to achieve a reliable evaluation of experiments, we selected a list of candidate terms which occur frequently and that belong to different categories as show in Table 4 : adjectif (adjective), relation lexical (lexical relation), collocation, phrase (sentence), locuteur (speaker ), corpus, langue (language),énnoncé (statement), contexte (context), texte (text), discours (speech), forme (form), relation, expression, sémantique (semantic), lexical, modèle (model ). We also introduce a measure of the terminological degree of each candidate term (named ambiguity rate in [3] ). This measure gives the ratio between the number of positive examples (terminological occurrences) of the candidate term with regards to all of its occurrences.
Implementation
For each experiment, a formal context is generated candidate per candidate. Attributes are the lemmas of content words (verbs, adverbs, nouns and adjectives) that co-occur with the candidate term in the same sentence.
Afterwards, concept-based hypotheses are extracted by means of Formal Concept Analysis to build a set of positive hypotheses (for terminological occurrences) and a set of negative hypotheses (for non-terminological occurrences).
To extract hypotheses, we developed a pipeline within the GATE Natural Language Engineering platform GATE [6] . This pipeline uses several plugins that deal with the specific XML-based format to represent a formal context and extract hypotheses. During the evaluation phase, these hypotheses are matched with sentences in the testing dataset in order to classify undetermined examples. Table 5 presents a summary of the results obtained on the whole corpus for some candidate terms selected among the different categories. We observed that certain words are shared by textual contexts of both positive and negative classes (Shared Words). The more ambiguous or frequent the candidate is, the bigger is the shared set. We also remark that the proportion of positive hypotheses with regards to the global number of hypotheses (positive and negative) is quite similar to the ratio of positive examples with regards to the whole set of examples (i.e. the Terminological Degree).
Results
This section presents our experimental results. Evaluation aims at measuring how good are hypotheses for classification of undetermined examples. We used a k-fold cross-validation over our annotated ScienceText corpus (partitioned in 8 folds with a length per fold of 7 texts). Thus, for each experiment, annotations of candidate terms in 7 texts were removed and texts were used for testing; the rest was used for training. Table 6 shows average values over the different runs. The Ex2Cla value is the number of undetermined examples to classify. Generated hypotheses is the number of hypotheses extracted from a training set. Accordingly, projected hypotheses is the number of hypotheses that matched undetermined examples. Positive (resp. neg.) unclassified examples are undetermined examples (know as being positive (resp. neg.) in the corpus) that do not contain any positive or negative hypothesis and thus, they have not been classified.
As could be expected, the amount of positive hypotheses is greater than the negative hypotheses if the candidate tends to have a terminological nature. Conversely, the number of negative hypotheses is greater than the positive hypotheses if the candidate tends to be not terminological. However, the ambiguous candidates contain a similar amount of positives and negatives hypotheses. The cause of this behaviour is related to the number of positive and negative occurrences (frequency) of each candidate by category.
The number of hypotheses (projected) used to classify examples is greater than the number of undetermined examples but the proportion between these two values varies a lot. Candidates at the top or at the bottom of the table have good results with a low number of unclassified examples. However, corpus, which is frequent, enough terminological, and with a very high number of positive hypotheses has a high number of unclassified positive examples. Thus, a high number of training examples does not always seem to garantee a better result. Candidate terms which are ambiguous are, of course, the most difficult to classify. Here again, one candidate term, language, seems apart : it is very frequent, generated lot of (+/-) hypotheses, but the number of unclassified examples (positive or negative) is high. Table 7 gives the average of some performance measures (precision, recall and F-measure) over the 8 runs. In general, if a class (positive or negative) has a high number of training occurences, then this class gets a better precision and recall. On the opposite, the coverage of the training examples by hypotheses does not seem to impact precision and recal.
Qualitative Analysis
The second goal of this study is to help linguists to better understand what are the mechanisms that take part to the decision on the terminological status of an occurrence. The ideal process would be when validating occurrences of candidate terms is independent of the term candidate or, even better, when it is independent of the domain. To reach such a goal, we should identify new features that should be added to the initial annotation set. We still are far from reaching the goal but the qualitative analysis already helps us in interacting with linguists. We carried out a qualitative analysis of patterns. We give here the way patterns are analysed looking abitrarily at positive and negative patterns for the candidate term argument. argument has 92 occurrences in the corpus and 66.30% of them are positives (classify between the "enough terminological" and Tables 8 and 9 show positive hypotheses (resp. negative) ranked following support and stability. The most stable positive hypotheses include, in addition to the candidate term itself, a "high" terminological term in linguistics sdrt (which stands for Segmented Discourse Representation Theory) and the meaningless verb be. There is no doubt that sdrt, a linguistic theory which study relation between arguments in a discourse, is a very good trigger for positive occurences. Afterwards, some other high terminological terms syntactic or verbal also contribute to a positive validation. Others hypotheses with a lower support, but not less important, are related to Rhetorical Structure Theory (rst) representing the distinction between nucleus and satellite arguments.
However, we should notice that it is quite easy to find counter-examples. Considering the hypothesis [sdrt, be, argument] and the sentence "An argument in favor of SDRT is also that . . . " (which is not in the initial corpus), the ar- gument candidate term will be wrongly classified as positive. Similarly, the third positive hypothesis in the table, [be, argument, also], could fit the negative example "An argument in favor of SDRT is also that . . . " and, of course, it could also fit the positive example like " This relationship, which raises issues concerning the linear order of its arguments is studied in (Redeker and Egg, 2006) and also in (Hunter et al., 2006) . . . . " . The two last examples show that some additional information could probably produce better hypotheses: preserving order in the sentence (working with sequences instead of bag of words), using syntactic role (subject, object . . . ), syntactic dependencies between the studied occurrence and some other words, or keeping information about the type of determiner it is linked with, like definite (ex: the) or indefinite (a). . . By contrast, the sets of negative hypotheses showed in Table 9 showed another usage of the argument candidate. Mainly, argument refers to authors trying to convince the reader about an idea, an hypothesis or a theory by using an evidence. Consequently, the large diversity of situations leads to hypotheses which include meaningless words like dire (to say), prendre (to assume), trouver (to find ).
Conclusion and perspectives
In this paper, we describe a method for validating occurrences of candidate terms using Context-based Hypotheses. It starts with a corpus on a specific domain, where each occurrence of candidate terms has been manually annotated as terminological or non-terminological occurrence. We built a formal context for hypotheses extraction. Each positive hypothesis represents a textual context where the candidate is used as a term. Similarly, a negative hypothesis describes the textual context where the candidate is used as a non-terminological entity.
Some plugins have been developed to run under the GATE the open source solution for text processing. In that way, some higher-level linguistic annotations could be used to improve the process. Among them we could mention syntactic trees, dependencies or the use of linguistic resources such as a transdisciplinary lexicon. As mentioned in Section 5.4, we have several options to improve annotations and better discriminate positive and negative occurrences defining hypotheses which are not only based on words (lexical level) but also on more elaborated linguistic features.
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