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Abstract
In the present paper, we study the defocusing complex short pulse
(CSP) equations both geometrically and algebraically. From the geo-
metric point of view, we establish a link of the complex coupled disper-
sionless (CCD) system with the motion of space curves in Minkowski
space R2,1, then with the defocusing CSP equation via a hodograph
(reciprocal) transformation, the Lax pair is constructed naturally for
the defocusing CSP equation. We also show that the CCD system
of both the focusing and defocusing types can be derived from the
fundamental forms of surfaces such that their curve flows are formu-
lated. In the second part of the paper, we derive the the defocusing
CSP equation from the single-component extended KP hierarchy by
the reduction method. As a by-product, the N -dark soliton solution
for the defocusing CSP equation in the form of determinants for these
equations is provided.
1
1 Introduction
Recently, a complex short pulse (CSP) equation [1, 2]
qxt + q +
1
2
(|q|2qx)x = 0 , (1)
was proposed as an improvement for the short pulse (SP) equation
uxt = u+
1
6
(
u3
)
xx
, (2)
proposed by Scha¨fer and Wayne [3] to describe the propagation of ultra-short
optical pulses in nonlinear media. In contrast with a real-valued function for
u = u(x, t) in Eq.(2), q = q(x, t) in Eq.(1) is a complex-valued function. Since
the complex-valued function can contain the information of both amplitude
and phase, it is more appropriate for the description of the optical waves [4].
It was shown that the CSP equation (1) is integrable in the sense that it
admits a Lax pair and multi-soliton solutions [1, 5, 6, 7] In contrast with
no physical interpretation for one-soliton solution (loop soliton) to the SP
equation [8, 9], the one-soliton solution for the CSP equation is an envelope
soliton with a few optical cycles [1]. Besides the envelop soliton solution, the
CSP equation possesses rogue wave solution of any order in analogue to the
nonlinear Schro¨dinger (NLS) equation [6].
The CSP equation can be viewed as an analogue of the NLS equation
in the ultra-short regime when the width of optical pulse is of the order
10−15s. It is well known that the NLS equation describes the evolution
of slowly varying wave packets waves in weakly nonlinear dispersive media
under quasi-monochromatic assumption, which has been very successful in
many applications such as nonlinear optics and water waves [4, 10, 11, 12].
However, as the width of optical pulse is in the order of femtosecond (10−15
s), then the width of spectrum of this ultra-short pulses is approximately of
the order 1015s−1, the monochromatic assumption to derive the NLS equation
is not valid [13]. Description of ultra-short pulses requires a modification of
standard slow varying envelope models based on the NLS equation. That is
the motivation for the study of the short pulse equation, the CSP equation
and their coupled models.
The CSP equation is mathematically related to a two-component short
pulse (2-SP) equation proposed by Dimakis and Mu¨ller-Hoissen [14] and Mat-
suno [15] independently. If we take u = Re(q) and v = Im(q), then the 2-SP
equation in [14, 15] becomes the CSP equation. We showed that the CSP
equation can be derived from the motion of space curves and provide an
alternative multi-soliton solution in terms of determinant based on the KP
2
hierarchy reduction technique [5]. The multi-breather and higher order rogue
wave solutions to the CSP equation were constructed by the Darboux trans-
formation method in [6]. Furthermore, we have constructed integrable semi-
discrete CSP equation and apply it as a self-adaptive moving mesh method
for the numerical simulations of the CSP equation [7].
Since the NLS equation has the focusing and defocusing cases, which
admits the bright and dark type soliton solutions, respectively. It is natural
that the CSP equation can also have the focusing and defocusing type, which
may be proposed as
qxt + q +
1
2
σ
(|q|2qx)x = 0 , (3)
where σ = 1 represents the focusing case, and σ = −1 stands for the defo-
cusing case. It turns out that this is indeed the case. Same as the focusing
CSP equation discussed in [1, 5], the defocusing CSP equation can also occur
in nonlinear optics when ultra-short pulses propagate in a nonlinear media
of defocusing type [16].
In the present paper, we will study the defocusing CSP equation
qxt + q − 1
2
(|q|2qx)x = 0 , (4)
both geometrically and algebraically. The goal of the present paper is twofold.
The one is to investigate the geometric meaning of the defocusing CSP equa-
tion, especially, its connection with the motion of space curves. The other
is to find out how these equations are reduced from the extended KP hi-
erarchy and to construct their N -soliton solutions. The remainder of this
paper is organized as follows. In section 2, we firstly establish the connection
between the motions of space curves in Minkowski space R2,1 and the defo-
cusing CSP equation via a hodograph (reciprocal) transformation. The Lax
pair is constructed geometrically to assure the integrability of the defocusing
CSP equation. Then, starting from the fundamental forms of the surfaces
embedded in R3 and R2,1, the focusing and defocusing complex coupled dis-
persionless (CCD) system are derived, respectively. The curve flows are also
made clear. In section 3, starting from a set of bilinear equations for the
single-component extended KP hierarchy, as well as their tau functions, we
deduce the defocusing CSP equation by the KP hierarchy reduction method.
Meanwhile, as a by-product, the N -dark soliton solution is obtained. Section
4 is devoted to concluding remarks.
3
2 Geometric Formulations
It has been known for several decades that there are deep connections between
the differential geometry and the theory of integrable systems, and various
integrable differential or difference equations arise from either curve dynamics
or surfaces. For example, the sine-Gordon (sG) equation, the modified KdV
(mKdV) equation and the NLS equation from the compatibility conditions
of the motion of either plane or space curves, as shown by many researchers
including Lamb and Hasimoto [17, 18, 19, 20, 21, 22, 23, 24, 25]. On the other
hand, a more broad class of soliton equations including the ones mentioned
above can also be derived from the theory of surfaces (see the pioneer work
in [26, 27, 28, 29, 30, 31, 32] and also the book by Roger and Schief [33]). In
this section, a link between the CSP equation and the motion of curves, as
well as surfaces, in three-dimensional space is established.
2.1 The link with the motion of space curves in Minkowski
space
In the study of curve flows of soliton equations, it has shown in the past
that, very often, we have to turn from the Euclidean space to Minkowski
space when we attempt to find the links between some soliton equations
such as the defocusing NLS equation [22, 34]. This is also the case when we
attempt to establish a link of the defocusing CSP equation (4) to the motion
of space curves, as will be shown in this subsection. Firstly, noting that the
CSP equation (3) admits the following conservative law
(
√
1 + σ|qx|2)t + 1
2
σ(|q|2
√
1 + σ|qx|2)x = 0 , (5)
which allows us to define a hodograph (reciprocal) transformation
ds = ρ−1dx− 1
2
σρ−1|q|2dt, dy = −dt, (6)
where ρ−1 =
√
1 + σ|qx|2. By doing so, one can obtain the differential con-
version formula between (x, t) and (y, s)
∂x = ρ
−1∂s ∂t = −∂y − 1
2
σρ−1|q|2∂s , (7)
or
∂s = ρ∂x ∂y = −∂t − 1
2
σ|q|2∂x . (8)
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Therefore, the CSP equation (3) is converted into
qys = ρq , (9)
while the conservative form of the CSP (5)
ρy +
1
2
σ(|q|2)s = 0 . (10)
We remark here that equations (9) and (10) constitute a coupled nonlinear
system. When s is viewed as a spatial variable, and y as a temporal variable,
the system for σ = 1 is called the focusing complex coupled dispersionless
(CCD) system, which has been studied in [35] and related references. For
some reason, the system (9) and (10) for σ = −1 has been overlooked in the
past and its soliton solution has not been studied yet. In what follows, we
reformulate the system (9) and (10) with σ = −1 geometrically in order to
make clear the geometric interpretation of the defocusing CSP equation (4).
It can be easily checked that the quantity ρ2+ σ|qs|2 is independent of y,
thus, we can assume ρ2 + σ|qs|2 = 1 without loss of generality. Under this
case, if we assume Q = qs, the system can be simplified into a single equation(
Qy√
1− σ|Q|2
)
s
= Q , (11)
which is called the complex sine-Gordon equation for σ = 1 [28, 30]. Eq. (11)
is also a reduction of a so-called vector sine-Gordon equation [36]. If Q = qs
is a real-valued function, the complex sine-Gordon equation (11) with σ = 1
leads to the sine-Gordon equation θys = sin θ by setting Q = qs = sin θ and
ρ = cos θ. In the case of σ = −1, if Q = qs is a real-valued function, we obtain
the sinh-Gordon equation θys = sinh θ from (11) by setting Q = qs = sinh θ
and ρ = cosh θ. Thus we can call (11) the complex sine-Gordon equation for
σ = 1 and complex sinh-Gordon equation for σ = −1.
It was pointed out in [5, 7] that the focusing CCD system is linked to
the focusing CSP equation by a hodograph (reciprocal) transformation, by
which the Lax pair of the focusing CSP equation was established. Both the
generalized CD equation and the focusing CSP equation were interpreted as
the motion of space curve in Euclidean space [5]. In what follows, we proceed
to the study for the relationship between the defocusing CSP equation (4)
and the motion of space curves. To this end, we need to turn to consider
the motion of curves which lies in a surface S embedded in a Minkowski
space R2,1 equipped with a Lorentz metric dl2 = −dx21 + dx22 + dx23. For
any ~x = (x1, x2, x3), ~y = (y1, y2, y3) in R
2,1, the scalar product is defined as
5
〈~x, ~y〉 = −x1y1 + x2y2 + x3y3 and the vector product is defined as ~x × ~y =
(x3y2− x2y3, x3y1− x1y3, x1y2− x2y1). Moreover, we use the Darboux frame
{T,N, t} attached to a curve ~r(y, s) parameterized by the arc-length:
T = ~ry (the unit tangent vector) ,
N = N(r˜) (the unit normal vector of a surface S) ,
t = N×T (the tangent normal vector) ,
where y stands for the arc length and s represents the time. The general
equation (the Darboux equation) for the orthogonal triad {T,N, t} along
the curve takes the form
 Tt
N


y
=

 0 κg κnκg 0 τr
κn −τr 0



 Tt
N

 , (12)
where κg is the geodesic curvature, κn is the normal curvature and τr is the
relative torsion (geodesic torsion) while the general temporal evolution of γ
can be expressed as 
 Tt
N


s
=

 0 α βα 0 γ
β −γ 0



 Tt
N

 . (13)
The compatibility conditions lead to the following system
κg,s = αy + κnγ − τrβ , (14)
κn,s = βy − κgγ + τrα , (15)
τr,s = γy − κgβ + κnα . (16)
Combining Eq.(14) with Eq.(15), we have
(κg + iκn)s = (α + iβ)y − iγ(κg + iκn) + iτr(α + iβ) . (17)
If we choose
κg + iκn = −iq , τr = −c−1 , (18)
α + iβ = cqs , γ = cρ , (19)
then Eq.(17) becomes
qys = ρq. (20)
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On the other hand, since
1
2
(|q|2)
s
=
1
2
(qq∗s + qsq
∗),
=
1
2c
(i(α− iβ)(κg + iκn)− i(κg − iκn)(α + iβ)) ,
= −1
c
(κnα− κgβ),
one has
ρy − 1
2
(|q|2)s = 0 , (21)
from Eq.(16). Thus the link of the defocusing CCD system to the motion of
space curves in Minkowski space R2,1 is established. Recall the Lie group
SU(1, 1) = {g ∈ SL(2, C) | g∗Jg = J} ,
where J = diag(1,−1), and the Lie algebra
su(1, 1) =
{(
ix z
z∗ −ix
)
| x ∈ R, z ∈ C
}
.
We choose the basis of su(1, 1) as
e˜1 =
1
2
(
i 0
0 −i
)
, e˜2 =
1
2
(
0 1
1 0
)
, e˜3 =
1
2
(
0 i
−i 0
)
,
which satisfies the communication relation
[e˜1, e˜2] = e˜3 , [e˜2, e˜3] = −e˜1 , [e˜3, e˜1] = e˜2 .
We identify R2,1 as su(1, 1) by r = −Z e˜1 + Y e˜2 − X e˜3 → ~r = (X, Y, Z)T ,
then
〈~r, ~w〉 = −2tr(rw) , ~r × ~w = r × w . (22)
On the other hand, recall the Lie group
SO(1, 2) = {A ∈ SL(3) | AT I1,2A = I1,2} ,
where I1,2 = diag(−1, 1, 1), and the Lie algebra
so(1, 2) =



 0 X YX 0 Z
Y −Z 0

 | X, Y, Z ∈ R

 ,
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we choose the basis of so(1, 2) as
L˜1 =

 0 0 00 0 −1
0 1 0

 , L˜2 =

 0 0 10 0 0
1 0 0

 , L˜3 =

 0 −1 0−1 0 0
0 0 0

 ,
which satisfies the communication relation
[L˜1, L˜2] = L˜3 , [L˜2, L˜3] = −L˜2 , [L˜3, L˜1] = L˜2 .
We identify R2,1 as so(1, 2) by r = −ZL˜1 + Y L˜2 − XL˜3 → ~r = (X, Y, Z)T .
Obviously, there is an isomorphism between the Lie algebras su(1, 1) and
so(1, 2) which is reflected by the correspondence Lˆj ↔ e˜j (j = 1, 2, 3). Based
on this fact, we can easily construct the Lax pair for the defocusing CCD
system geometrically as follows
Ψy = UΨ, Ψs = VΨ , (23)
where
U = −κge˜3 + κne˜2 − τre˜1
=
1
2
( −iτr κn − iκg
κn + iκg iτr
)
=
(
1
2
iλ −1
2
q
−1
2
q∗ −1
2
iλ
)
, (24)
V = −αe˜3 + βe˜2 − γe˜1
=
1
2
( −iγ β − iα
β + iα iγ
)
= − i
2λ
(
ρ qs
−q∗s −ρ
)
, (25)
by setting c−1 = λ. The above Lax pair is consistent with the one used for
constructing the Darboux transformation of the defocusing CCD system [16].
The Lax pair found geometrically here shows that the CCD system is simply
the negative order of the AKNS hierarchy [37, 38, 39].
It is known that there exists a relationship between the Frenet-Serret
frame and the Darboux frame in 3-dimensional Euclidean space R3:
κg = κ cosα , κn = −κ sinα , dα
dy
= τ − τr ,
8
where α is the rotation angle in the tangent plane from the Frenet-Serret
frame to the Darboux frame. Therefore, we have
q = i(κg + iκn) = κe
−iα+ipi/2 = κe−i
∫
τdy+i(c−1y+pi/2) . (26)
The above formula can be viewed as Hasimoto transformation for the case
of the CCD system.
The reciprocal link between the CCD system and the CSP equation can
be defined geometrically. Putting c = 1, we define
x = Z =
∫ s
s0
γ(y, s′)ds′ =
∫ s
s0
ρ(y, s′)ds′ , t = −y , (27)
and
q = X + iY =
∫ s
s0
(α + iβ)ds′ =
∫ s
s0
qs′(y, s
′)ds′ , (28)
where s0 in the arc-length parameter s corresponds to the origin of x-coordinate.
It can be easily shown that
∂x
∂s
= ρ ,
∂x
∂y
=
∫ s
s0
ρy(y, s
′)ds′ =
1
2
∫ s
s0
(|q|2)s′ds′ = 1
2
|q|2 ,
which realize the hodograph (reciprocal) transformation mentioned in the
previous section. Therefore, we have a geometric interpretation for the CSP
equation, that is, the CSP equation represents the same integrable curve
flow as the CCD system in either R3 (focusing case) or R2,1 (defocusing
case), when Z-coordinate becomes one independent variable (spatial one)
via the hodograph (reciprocal) transformation, X- and Y - coordinates are
interpreted as the real part and imaginary part of the dependent variable q.
Under this hodograph (reciprocal) transformation, we can obtain the Lax
pair for the defocusing CSP equation (4) as follows
Ψx = PΨ, Ψt = QΨ , (29)
where
P = ρ−1V = − i
2λ
(
1 qx
−q∗x −1
)
, (30)
Q =
1
2
|q|2P − U =
( − i
2
λ− i
4λ
|q|2 − i
4λ
|q|2qx + 12q
i
4λ
|q|2q∗x + 12q∗ i2λ+ i4λ |q|2
)
. (31)
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2.2 The link with surfaces embedded in space
Prior to the further pursuit of geometric meaning of the defocusing CSP
equation, we turn to reveal the geometric interpretation of the focusing CCD
system. If we interchange y and s and take λ → −1/(2λ), then the Lax
representation for the CCD system of focusing type [5] can be cast into
Ψy = UΨ, Ψs = VΨ ,
U =
( −1
2
iλ −1
2
q
1
2
q∗ 1
2
iλ
)
, V =
i
2λ
(
ρ qs
q∗s −ρ
)
Since ρ2 + |qs|2 = 1 so we can assume
ρ = cos θ , qs = sin θe
−iω , (32)
and
q = (θy − iωy tan θ)e−iω . (33)
Then the matrices U and V become
U =
( −1
2
iλ −1
2
(θy − iωy tan θ)e−iω
1
2
(θy + iωy tan θ)e
iω 1
2
iλ
)
, (34)
V =
i
2λ
(
cos θ sin θe−iω
sin θeiω − cos θ
)
. (35)
It has been known, for any integrable system possessing a su(2) linear repre-
sentation, we can come up with fundamental forms of surfaces [28, 33], which
read
I = dy2 + 2 cos θdyds+ ds2 , (36)
II = (tan θ)ωydy
2 + 2 sin θdyds+ (sin θ)ωsds
2 . (37)
The resulting first fundamental form represents a Chebyschev net for a curve
r(y, s) embedded on the surface Σ. θ represents the angle between ry and rs.
The associated Gauss equations read
ryy = (cot θ)θyry − (csc θ)θyrs − (tan θ)ωyN , (38)
rys = sin θN , (39)
rss = −(csc θ)θsry + (cot θ)θsrs + (sin θ)ωsN , (40)
while the Weingarten equations are
Ny = (cot θ + csc θ sec θωy)ry − (csc θωy + csc θ)rs , (41)
Ns = −(csc θ − cot θωs)ry + (cot θ + csc θωs)rs . (42)
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The Mainardi-Codazzi equations give
(ωs cos θ)y =
( ωy
cos θ
)
s
. (43)
The Gaussian curvature is
K = −(tan θ)ωyωs + sin θ
sin θ
, (44)
so the Liouville-Beltrami form of the Theorema egregium takes
θys − sin θ − (tan θ)ωyωs = 0 . (45)
The system (43) and (45) is an alternative form of the focusing CCD system.
As mentioned in [33], it is also equivalent to the self-induced transparency
(SIT) equations [40] and an integrable model for the stimulated Raman scat-
tering (SRS) [41, 42].
Let us assume the position vector on the surface
r(y, s) = (X(y, s), Y (y, s), Z(y, s)),
which can be represented as a matrix form
r(y, s) = X(y, s)e1 + Y (y, s)e2 + Z(y, s)e3 (46)
by referring to the isomorphism between su(2) and SO(3) in R3. Moreover,
we define
T = Φ−1e3Φ , N = Φ
−1e2Φ , t = Φ
−1e1Φ , (47)
where e1, e2, e3 are expressed as ei =
1
2i
σi for i = 1, 2, 3 by using the Pauli
matrices. Since
ry = Φ
−1UλΦ
∣∣
λ=1
, (48)
we then have
ry = Φ
−1e3Φ = T , (49)
which coincides with the assumption of Darboux frame and y plays a role of
arc length. From
rs = Φ
−1VλΦ
∣∣
λ=1
, (50)
we have
rs = (cos θ)T+ (sin θ cosω)N+ (sin θ sinω)t , (51)
which can also written as
rs = (cos θ)ry + ry × rys . (52)
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This gives the curve flow for the focusing CCD system. Furthermore, based
on the Darboux transform [6] of
U =
(
e−
1
2
iλy+ i
2λ
s 0
0 e
1
2
iλy− i
2λ
s
)
, (53)
and the Sym-Tafel formula [28, 29]
r = Φ−1Φλ
∣∣
λ=1
, (54)
we can calculate the one-soliton surface as follows
X =
b
(1− a)2 + b2 sechR cosW , (55)
Y =
b
(1− a)2 + b2 sechR sinW , (56)
Z =
b
(1− a)2 + b2 tanhR + y + s , (57)
where
R = by +
b
a2 + b2
s , W = (1− a)y +
(
1 +
a
a2 + b2
)
s
The surface for a moving one-soliton with parameter a = 0.4, b = 1 is shown
in Fig. 1. As mentioned in [33], the system (43) and (45) is directly re-
−1 0
1
−1
0
1−10
−5
0
5
10
XY
Z
Figure 1: One-soliton surface for a = 0.4, b = 1.
lated to the so-called Pohlmeyer–Lund–Regge system which was originally
demonstrated by Lund and Regge [43] to represent the relativistic motion
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of a string in a uniform and static external field, and by Pohlmeyer [44] to
represent a O(4) nonlinear sigma model. It was shown by Lund [45, 46] that
the Pohlmeyer–Lund–Regge system can also be interpreted as the Gauss–
Mainardi–Codazzi equations for particular surfaces in S3 and can be solved
by the inverse scattering transformation (IST) method. From (52), it is ob-
vious that
rys = ry × rs . (58)
We proceed to establish a link of the defocusing CCD system with the
surfaces. Similarly, we could obtain fundamental forms of surfaces [28, 33]
embedded in Minkowski space R2,1
I = dy2 + 2 cosh θdyds+ ds2 , (59)
II = (tanh θ)ωydy
2 + 2 sinh θdyds+ (sinh θ)ωsds
2 . (60)
Here θ represents the angle between ry and rs in Minkowski space [47]. There-
fore, the associated Gauss equations take the form
ryy = (coth θ)θyry − (sinh θ)−1θyrs − (tanh θ)ωyN , (61)
rys = sinh θN , (62)
rss = −(sinh θ)−1θsry + (coth θ)θsrs + (sinh θ)ωsN , (63)
while the Weingarten equations read
Ny = (coth θ + (sinh θ cosh θ)
−1ωy)ry − ((sinh θ)−1ωy + (sinh θ)−1)rs ,(64)
Ns = −((sinh θ)−1 − coth θωs)ry + (coth θ + (sinh θ)−1ωs)rs . (65)
Both of the Mainardi-Codazzi equations lead to the same equation
(ωs cosh θ)y =
( ωy
cosh θ
)
s
. (66)
Since the Gaussian curvature is
K = −(tanh θ)ωyωs + sinh θ
sinh θ
, (67)
then the Liouville-Beltrami form of the Theorema egregium becomes
θys − sinh θ − (tanh θ)ωyωs = 0 . (68)
If we assume the following parameterizations
ρ = cosh θ , qs = sinh θe
−iω , (69)
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and
q = (θy − iωy tanh θ)e−iω , (70)
Then the system (66) and (68) becomes the defocusing CCD system. On the
other hand, if we assume
ωs = χs
cosh θ
2 cosh2(θ/2)
; ωy = χy
1
2 cosh2(θ/2)
, (71)
then the system (66) and (68) leads to the Pohlmeyer–Lund–Regge system
of hyperbolic type [22]
θys − sinh θ − 1
2
sinh (θ/2)
cosh3 (θ/2)
χyχs = 0 , (72)
χys +
1
sinh θ
(θyχs + θsχy) = 0 . (73)
The Darboux frame can be cast into
T = Ψ−1e˜1Ψ , t = Ψ
−1e˜2Ψ , N = Ψ
−1e˜3Ψ , (74)
then from
ry = Φ
−1UλΦ
∣∣
λ=1
, rs = Φ
−1VλΦ
∣∣
λ=1
, (75)
we have
ry = T , rs = (cosh θ)T+ (sinh θ cosω)N+ (sinh θ sinω)t , (76)
the former coincides with the assumption of Darboux frame where y serves
as the arc length, the latter gives the curve flow for the defocusing CCD
system, which can also cast into
rs = (cosh θ)ry + ry × rys . (77)
3 Reduction from the extended KP hierarchy
3.1 Bilinearizations of the defocusing CCD and CSP
equations
The bilinearizations of the defocusing CCD system and CSP equation are
established by the following propositions.
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Proposition 1. By means of the dependent variable transformations
q =
β
2
g
f
ei(y+γs/2) , (78)
ρ = −γ
2
− 2(log f)ys , (79)
the defocusing CCD system (20)–(21) are transformed into the following bi-
linear equations for the tau functions f and g
(DyDs + iDs +
γ
2
iDy)g · f = 0 , (80)(
D2s −
β2
8
)
f · f = −β
2
8
gg∗ , (81)
where D is the Hirota D-operator defined by [48]
DnsD
m
y f · g =
(
∂
∂s
− ∂
∂s′
)n(
∂
∂y
− ∂
∂y′
)m
f(y, s)g(y′, s′)|y=y′,s=s′ .
Proof. The substitution of dependent variable transformation (79) into Eq.(21)
yields
−2(log f)yss − β
2
8
(
gg∗
f 2
)
y
= 0 .
Integrating once in y and setting the integration constant to be β2/8, we
then have
2(log f)ss − β
2
8
= −β
2
8
gg∗
f 2
,
which is exactly the bilinear equation (81). On the other hand, Eq.(20) is
converted into(
g
f
)
ys
+ i
(
g
f
)
s
+ i
γ
2
(
g
f
)
y
− γ
2
g
f
=
(
−γ
2
− 2(log f)ys
) g
f
, (82)
via the dependent variable transformation (78), or, is simplified into(
g
f
)
ys
+ 2(log f)ys
g
f
+ i
(
g
f
)
s
+ i
γ
2
(
g
f
)
y
= 0 . (83)
Referring to a bilinear identity
DyDsg · f
f 2
=
(
g
f
)
ys
+ 2(log f)ys
g
f
,
we then have the bilinear equation (80).
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Proposition 2. By means of the dependent variable transformation
q =
β
2
g
f
ei(y−s) , (84)
and the hodograph (reciprocal) transformation
x = −γ
2
y +
β2
8
s− 2(log f)s , t = −s , (85)
the defocusing CSP equation (4) shares the same bilinear equations (80)–(81).
Proof. From the hodograph (reciprocal) transformation and bilinear equa-
tions, we could have
∂x
∂y
= −γ
2
− 2(log f)ys = ρ ,
and
∂x
∂s
=
β2
8
− 2(log f)ss = β
2
8
|g|2
f 2
=
1
2
|q|2 ,
which implies
∂y = ρ∂x, ∂s = −∂t + 1
2
|q|2∂x .
Thus, the defocusing CSP equation is derived from the defocusing CCD
system based on the discussion in previous section.
3.2 Bilinear equations for the extended KP hierarchy
Let us start with a concrete form of the Gram determinant expression of the
tau functions for the extended KP hierarchy with negative flows
τnkl =
∣∣mnklij ∣∣1≤i,j≤N , (86)
where
mnklij = δij +
1
pi + p¯j
ϕnkli ψ
nkl
j ,
ϕnkli = p
n
i (pi−a)k(pi−b)leξi, ψnklj =
(
− 1
p¯j
)n(
− 1
p¯j + a
)k (
− 1
p¯j + b
)l
eξ¯j ,
with
ξi =
1
pi
x−1 + pix1 +
1
pi − ata +
1
pi − btb + ξi0,
ξ¯j =
1
p¯j
x−1 + p¯jx1 +
1
p¯j + a
ta +
1
p¯j + b
tb + ξ¯j0.
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Here pi, p¯j , ξi0, ξ¯j0, a, b are constants. Based on the KP tau function
theory [49, 50], the above tau functions satisfy a set of bilinear equations(
1
2
Dx1Dx−1 − 1
)
τnkl · τnkl = −τn+1,klτn−1,kl , (87)
(aDta − 1)τn+1,kl · τnkl = −τn+1,k−1,lτn,k+1,l , (88)
(Dx1(aDta − 1)− 2a) τn+1,kl · τnkl = (Dx1 − 2a)τn+1,k−1,l · τn,k+1,l , (89)
(Dx1(bDtb − 1)− 2b) τn+1,kl · τnkl = (Dx1 − 2b)τn+1,k,l−1 · τnk,l+1 . (90)
The proof is given below by referring to the Grammian technique [48, 51]. It
is easily shown that mnklij , ϕ
nkl
i , ψ
nkl
j satisfy
∂x1m
nkl
ij = ϕ
nkl
i ψ
nkl
j , ∂x−1m
nkl
ij = −ϕn−1,kli ψn+1,klj ,
∂tam
nkl
ij = −ϕn,k−1,li ψn,k+1,lj ,
mn+1,klij = m
nkl
ij + ϕ
nkl
i ψ
n+1,kl
j , m
n,k+1,l
ij = m
nkl
ij + ϕ
nkl
i ψ
n,k+1,l
j .
Therefore the following differential and difference formulae hold for τnkl,
∂x1τnkl =
∣∣∣∣ mnklij ϕnkli−ψnklj 0
∣∣∣∣ , ∂x−1τnkl =
∣∣∣∣ mnklij ϕn−1,kliψn+1,klj 0
∣∣∣∣ ,
a∂taτnkl =
∣∣∣∣ mnklij aϕn,k−1,liψn,k+1,lj 0
∣∣∣∣ , τn+1,kl =
∣∣∣∣ mnklij ϕnkli−ψn+1,klj 1
∣∣∣∣ ,
τn−1,kl =
∣∣∣∣mnklij ϕn−1,kliψnklj 1
∣∣∣∣ , τn,k+1,l =
∣∣∣∣ mnklij ϕnkli−ψn,k+1,lj 1
∣∣∣∣ ,
τn+1,k−1,l =
∣∣∣∣ mnklij aϕn,k−1,liψn+1,klj 1
∣∣∣∣ , ∂x1τn+1,kl =
∣∣∣∣ mnklij ϕn+1,kli−ψn+1,klj 0
∣∣∣∣ ,
(∂x1 + a)τn,k+1,l =
∣∣∣∣ mnklij ϕn+1,kli−ψn,k+1,lj a
∣∣∣∣ ,
(∂x1∂x−1 − 1)τnkl =
∣∣∣∣∣∣
mnklij ϕ
n−1,kl
i ϕ
nkl
i
ψn+1,klj 0 −1
−ψnklj −1 0
∣∣∣∣∣∣ , (91)
(a∂ta − 1)τn+1,kl =
∣∣∣∣∣∣
mnklij ϕ
nkl
i aϕ
n,k−1,l
i
−ψn+1,klj 1 −1
ψn,k+1,lj −1 0
∣∣∣∣∣∣ , (92)
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(∂x1(a∂ta − 1)− a)τn+1,kl =
∣∣∣∣∣∣
mnklij ϕ
n+1,kl
i aϕ
n,k−1,l
i
−ψn+1,klj 0 −1
ψn,k+1,lj −a 0
∣∣∣∣∣∣ . (93)
Applying the Jacobi identity of determinants to the bordered determinants
(91)–(93), the three bilinear equations (87)–(89) are satisfied. The bilinear
equation (90) can be proved exactly in the same way as equation (89) .
3.3 Reduction to the CCD system and the CSP equa-
tion of defocusing type
In what follows, we briefly show the reduction processes of reducing bilin-
ear equations of extended KP hierarchy (87)–(90) to the bilinear equation
(80)–(81). Firstly, we start with dimension reduction by noting that the
determinant expression of τnkl,
τnkl =
∣∣∣∣δij + 1pi + p¯jϕnkli ψnklj
∣∣∣∣
1≤i,j≤N
,
can be alternatively expressed by
τnkl =
∣∣∣∣δij + 1pi + p¯jϕnkli ψnkli
∣∣∣∣
1≤i,j≤N
,
by dividing j-th column by ψnklj and multiplying i-th row by ψ
nkl
i for 1 ≤
i, j ≤ N . By taking
p¯j =
1
pj
, b = −1
a
, (94)
we can easily check that τnkl satisfies the reduction conditions
∂x1τnkl = ∂x−1τnkl , (95)
− a2∂taτnkl = ∂tbτnkl , (96)
τn−1,k+1,l+1 = τnkl . (97)
Therefore the bilinear equation (87) is reduced to(
1
2
D2x1 − 1
)
τnkl · τnkl = −τn+1,klτn−1,kl. (98)
Moreover, by referring to the bilinear equation (90) and the reduction con-
ditions (96)–(97), we have(
Dx1(aDta − 1) +
2
a
)
τn+1,kl · τnkl =
(
Dx1 +
2
a
)
τn,k+1,l · τn+1,k−1,l ,
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thus using (88) and (89) we get(
Dx1(aDta − 1)− a +
1
a
)
τn+1,kl · τnkl =
(
−a+ 1
a
)
τn+1,k−1,lτn,k+1,l
=
(
a− 1
a
)
(aDta − 1)τn+1,kl · τnkl , (99)
i.e.,
(Dx1(aDta − 1)− (a2 − 1)Dta)τn+1,kl · τnkl = 0 . (100)
Next, we proceed to the reduction of complex conjugate, which turns out
to be very simple. Specifically, by taking a pure imaginary, |pi| = 1 and
ξ¯j0 = ξ
∗
j0, where
∗ means complex conjugate, we have p¯i = p
∗
i and
τ ∗n00 = τ−n,00 .
Due to the relation (95) and (96), we can choose x1 (or x1 + x−1) and ta (or
ta + tb ) as two independent variables. Therefore, we have
τn00 =
∣∣∣∣δij + 1pi + p∗j
(
− pi
p∗j
)n
eξi+ξ
∗
j
∣∣∣∣
1≤i,j≤N
,
with
ξi = pix1 +
1
pi − ata + ξi0 .
In summary, by defining
f = τ000, g = τ100,
we arrive at (
Dx1Dta −
1
a
Dx1 −
(
a− 1
a
)
Dta
)
g · f = 0 , (101)
(
1
2
D2x1 − 1
)
f · f = −gg∗ . (102)
Finally, by setting a = ic, ta = cy, x1 = βs/4 and β(c
2 + 1) = −2γc,
the above bilinear equations coincide with the bilinear equations (80)–(81).
Therefore, the reduction process is complete. As a result, we can provide
the determinant solution to the defocusing CSP equation by the following
theorem.
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Theorem 1. The defocusing CSP equation (4) admits the following deter-
minant solution
q =
β
2
g
f
ei(y+γs/2), x = −γ
2
y +
β2
8
s− 2(log f)s t = −s, (103)
where
f =
∣∣∣∣δij + 1pi + p∗j eξi+ξ
∗
j
∣∣∣∣
1≤i,j≤N
,
g =
∣∣∣∣δij +
(
− pi
p∗j
)
1
pi + p∗j
eξi+ξ
∗
j
∣∣∣∣
1≤i,j≤N
, (104)
with
|pi| = 1, ξi = c
pi − icy +
β
4
pis+ ξi0 , (105)
under a constraint
β
γ
= −c
2 + 1
2c
. (106)
In the last, we list one- and two-dark soliton solutions to the defocusing
CSP equation (4). By taking p1 = e
−i(ϕ1+pi/2) and N = 1 in (104), we have
the tau functions for one-dark soliton solution,
f = 1 + e2η1 , g = 1 + e2(η1−iϕ1) , (107)
where
2η1 = −β sinϕ1
2
(
s+
2y
β cosϕ1 − γ
)
− ln(p1 + p∗1) .
This leads to a one-dark soliton solution of the following parametric form
q =
β
2
(
(1 + e−2iϕ1) + (e−2iϕ1 − 1) tanh η1
)
ei(y+γs/2) , (108)
x = −γ
2
y +
β2
8
s +
β sinϕ1e
2η1
1 + e2η1
, t = −s . (109)
Obviously, the amplitude of background plane waves is β/2, the depth of
the trough is β(1− | cosϕ1|)/2.
An example with β = 2.0, γ = 1.0, ϕ1 = 2π/3 is illustrated in Fig. 1. In
this case, the envelope of the dark soliton is smooth. However, as analysed in
[16], if we take β = (2 + 2
√
7)/3 while keeping other parameters unchanged,
the dark soliton becomes a cusped envelope soliton, as shown in Fig. 2.
In other words, the dark solution has more tendency to become singular (
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Figure 2: A smoothed dark soliton with β = 2.0, γ = 1.0, ϕ1 = 2π/3.
cusped or looped one) as the amplitude of the background waves increases.
From (104) with N = 2, we obtain the tau functions for two-soliton solution,
f =
∣∣∣∣∣ 1 +
1
p1+p∗1
eξ1+ξ
∗
1
1
p1+p∗2
eξ1+ξ
∗
2
1
p2+p∗1
eξ2+ξ
∗
1 1 + 1
p2+p∗2
eξ2+ξ
∗
2
∣∣∣∣∣
= 1 + e2η1 + e2η2 + a12e
2(η1+η2), (110)
g =
∣∣∣∣∣ 1 +
1
p1+p∗1
(−p1
p∗
1
)eξ1+ξ
∗
1
1
p1+p∗2
(−p1
p∗
2
)eξ1+ξ
∗
2
1
p2+p∗1
(−p2
p∗
1
)eξ2+ξ
∗
1 1 + 1
p2+p∗2
(−p2
p∗
2
)eξ2+ξ
∗
2
∣∣∣∣∣
= 1 + e2(η1−iϕ1) + e2(η2−iϕ2) + a12e
2(η1+η2−iϕ1−iϕ2), (111)
where
2ηj = −β sinϕ1
2
(
s+
2y
β cosϕj − γ
)
− ln(pj + p∗j) , j = 1, 2 ,
a12 =
sin2
(
ϕ2−ϕ1
2
)
sin2
(
ϕ2+ϕ1
2
) .
The collision of two-dark solitons to the defocusing CSP equation is always
elastic, whose analysis is given in [16].
4 Concluding Remarks
In [16], a defocusing CSP equation was derived from physical context in non-
linear optics as an analogue of the NLS equation in ultra-short pulse regime.
21
−5 0 5−1.5
−1
−0.5
0
0.5
1
1.5
x
Figure 3: A cusped dark soliton with β = (2 + 2
√
7)/3, γ = 1.0, ϕ1 = 2π/3.
In the present paper, we have established a link between the defocusing CSP
equation and the motion of space curves in Minkowski space and the complex
sinh-Gordon equation by a hodograph (reciprocal) transformation. We have
also derived the CSP equation of both focusing and defocusing type from
the fundamental forms of surfaces with non-constant Gaussian curvature,
from which the curve flows are formulated. Secondly, starting from a set of
bilinear equations, along with their tau functions, of a single-component ex-
tended KP hierarchy, we have derived the defocusing CSP equation based on
the KP-hierarchy reduction method. Meanwhile, its multi-soliton solutions
have been provided in determinant form.
Even though we have recently constructed various solutions including
bright soliton, dark soliton, breather and rogue wave solutions to the the
focusing and defocusing CSP equation [1, 5, 6, 16] including the work in the
present paper, it will be more interesting to investigate all kinds of solu-
tions to the coupled CSP equation, especially the one of mixed focusing and
defocusing nonlinearity. In the last, although integrable discretizations of
the real short pulse equation and its multi-component generalizations were
recently constructed [7, 52, 53, 54, 55], how to understand and reconstruct
the integrable discretizations of the focusing and defocusing CSP equation
geometrically and algebraically and relate them with a general frame work
set in [56, 57] remains a topic to be explored in the future.
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