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Abstract
The Strict Avalanche Criterion (SAC) and symmetry for Boolean functions are important prop-
erties in cryptographic applications. High order SAC was ﬁrst studied by Forré. Based on bisecting
binomial coefﬁcients and S. Lloyd’s work, we describe a method to ﬁnd kth order symmetric SAC
functions (SSAC(k)). In this paper, we determine all the SSAC(k) n-variable functions for n30,
k = 1, 2, . . . , n− 2. Also, for inﬁnitely many n, we give some nontrivial binomial coefﬁcient bisec-
tions. The existence of nontrivial bisections makes the problem to ﬁnd all SSAC(k) functions very
difﬁcult.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The Strict Avalanche Criterion (SAC) was introduced by Webster and Tavares [10] in
connection with a study of the design of S-boxes for cryptographic applications.A Boolean
function in n variables is said to satisfy SAC if complementing any one of the n input bits
results in changing the output bit with probability exactly one half. Forré [2] extended this
concept by deﬁning the higher order SAC. A Boolean function of n variables satisﬁes the
SAC of order k, 0kn − 2, if whenever k input bits are ﬁxed arbitrarily, the resulting
function of n− k variables satisﬁes the SAC. For brevity, we will say that a function which
satisﬁes SAC of order k “is a SAC(k) function”, or simply “is SAC”, if k = 0.
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A Boolean function of n variables is said to be symmetric if the output bit depends only
on the weight of the n-vector of input bits. Symmetry is another important cryptographic
property since it guarantees that all of the input bits have equal status in a very strong sense.
Symmetric resilient functions were studied by Mitchell [8] and Gopalakrishnan et al. [3].
Maitra and Sarkar [7] investigated nonlinearity for symmetric functions and Savicky [9]
studied symmetric bent functions. Here we consider functions which are symmetric and
kth order SAC (SSAC(k) for short). We give a method for ﬁnding SSAC(k) functions. This
depends on the technique of bisecting binomial coefﬁcients,whichwas discussed inMitchell
[8].We say thatwehave abisectionof then+1binomial coefﬁcientsC(n, i), i=0, 1, . . . , n,
if we can ﬁnd a partition of the n + 1 coefﬁcients into two subsets whose sums are both
2n−1.
Section 2 contains deﬁnitions, notations and some useful lemmas. Section 3 contains
the main results of this paper. Some of these depend on congruences which may be of
independent interest. In Section 4, we obtain all the binomial coefﬁcient bisections for
n28. This leads to the determination of all the SSAC(k) functions for n30. In Section 5,
the computed results show that for n30, a nonquadratic SSAC(k) function exists if and
only if n= 16. In Section 6, we give some open questions.
2. Preliminaries
In the usual representation, a Boolean function g maps binary vectors of length n to the
set {0,1}. We ﬁnd it convenient to consider instead the function f = (−1)g which maps
binary n-vectors to {−1, 1}. Furthermore, we identify a binary n-vector with its support,
that is, the set of positions in which the vector has a 1. Therefore, we deal with functions
which take subsets of {1, 2, . . . , n} to {−1, 1}.
Let I = {1, 2, . . . , n}, |U |=the cardinality of set U, BI=the set of functions which take
subsets of I to {−1, 1}.
We choose an equivalent description of SAC as our deﬁnition.
Deﬁnition 2.1 (Lloyd [5, p. 166]). Let f ∈ BI , then f satisﬁes SAC iff
V⊆I−{j}f (V )f (V ∪ {j})= 0 for all j, 1jn.
Deﬁnition 2.2. Suppose f ∈ BI and U and V are subsets of I. We call f symmetric if
f (U)= f (V ) whenever |U | = |V |.
Since the value of f (U) is determined by the cardinality of U, we may take a symmetric
function as a vector 〈a0, a1, . . . , an〉, where a|U | = f (U) ∈ {−1, 1}.
Forré [2] ﬁrst gave the deﬁnition of kth order SAC. For convenience, we use an equivalent
description as our deﬁnition.
Deﬁnition 2.3 (Lloyd [5, p. 167] or [6, p. 111]). If f ∈ BI , then f satisﬁes SAC of order
n− r (2rn) iff
T⊆V f (S∪T )f (S∪T ∪{i})=0 for allV ⊆ I , with |V |=r−1, and allS ⊆ I−({V ∪{i}}),
i ∈ S − V .
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Deﬁnition 2.4. For any integers n, k,
C(n, k)=
{ n!
k!(n− k)! if 0kn,
0 otherwise.
Deﬁnition 2.5. If
∑r−1
i=0 iC(r − 1, i) = 0, i ∈ {−1, 1}, i = 0, 1, . . . , r − 1, we call
(0, . . . , r−1) a solution of the equation
r−1∑
i=0
xiC(r − 1, i)= 0, xi ∈ {−1, 1}. (1)
In fact, whenever we get a solution of (1), we get a bisection of binomial coefﬁcients,
i.e., we ﬁnd A,B such that A ∪ B = {0, 1, . . . , r − 1}, A ∩ B = ,∑i∈A C(r − 1, i) =∑
i∈B C(r − 1, i)= 2r−2.
Obviously, if r is odd, then ±(1,−1, 1,−1, . . . , 1) are two solutions of (1). If r is even,
then (0, . . . ,  r2−1,− r2−1, . . . ,−0) are 2
r
2 solutions of (1).Wecall these trivial solutions.
Mitchell [8] mentioned the nontrivial solutions for r − 1= 8, 13.
By Deﬁnition 2.1, we have:
Lemma 2.6. f is an n-variable symmetric SAC (SSAC) function iff
n−1∑
i=0
C(n− 1, i)aiai+1 = 0, (2)
where 〈a0, a1, . . . , an〉 is the value vector of f.
Lemma 2.7 (Lloyd [5, p. 168]). If f ∈ BI satisﬁes SAC of order n − r (SAC(n − r)),
3rn, then f (S)=∏T⊆S,|T |<r f (T ) for any S ⊆ I , where f (T )=∏S⊆T f (S).
By Cusick ([1, pp. 104–105]), and the symmetry of f, we have:
Lemma 2.8. If n3 and f is symmetric SAC of order n− 2 (SSAC(n− 2)), then in binary
vector form, from Fn2 to F2, f must be
∑
1 i<jn xixj + a
∑n
i=1 xi + b, a, b ∈ F2.
In other words, there are only 4 SSAC(n− 2) n-variable Boolean functions.
By a direct computation, we have
Lemma 2.9. The value vector of the symmetric function (−1)
∑
1 i<j  nxixj+a
∑n
i=1 xi+b,
a, b ∈ F2 is
〈a0, a1,−a0,−a1, a0, a1,−a0,−a1, . . .〉, a0, a1 ∈ {1,−1}.
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3. Characterisation of SSAC(k)
Since SSAC(n−2) has been determined, we will discuss SSAC(n− r) for 3rn. First
we give a lower bound for the number of SSAC (symmetric SAC) functions.
Lemma 3.1. ∀i =±1, i= 1, 2, . . . n, there are exactly two value vectors 〈a0, a1, . . . , an〉
such that a0a1 = 1, a1a2 = 2, . . . , an−1an = n.
Let Nn be the number of SSAC functions. We have:
Theorem 3.2. Nn2
n
2+1 if n is even. Nn4 if n is odd.
Proof. If n is even, for each of the 2
n
2 trivial solutions (1, . . . , n) of
∑n−1
i=0 xiC(n−1, i)=
0, we get two different 〈a0, a1, . . . , an〉 such that a0a1 = 1, a1a2 = 2, . . . , an−1an = n
by Lemma 3.1. Hence, Nn2
n
2+1 by Lemma 2.6.
In general, we have Nn4 since SAC(k) implies SAC(k − 1) by Lloyd [4] and
Lemma 2.8 holds. This completes the proof.
From Lemma 2.7, if f is SSAC(n− r), 3rn, then its value vector 〈a0, a1, . . . , an〉 is
determined by 〈a0, a1, . . . , ar−1〉.
From now on, we will write f = 〈a0, a1, . . . , ar−1〉 if f is SSAC(n− r) for 3rn.
Theorem 3.3. If 3rn, then f is SSAC(n − r) iff ∑r−1k=0 C(r − 1, k)∏r−1i=0
a
∑r−1
j=1 C(j,i)C(s+k,j−1)
i = 0 for s = 0, 1, . . . , n− r , where f = 〈a0, . . . , ar−1〉.
Proof. By Lemma 2.7, we have f (T ) =∏S⊆T f (S) = a0aC(|T |,1)1 aC(|T |,2)2 · · · aC(|T |,|T |)|T | .
Let t = |T |, s = |S|. Then
f (S)=
∏
T⊆S,t<r f (T )= f ()(f ({x1}))
C(s,1)(f ({x1, x2}))C(s,2) · · ·
(f ({x1, . . . , xr−1}))C(s,r−1)
= a0(a0a1)C(s,1)(a0aC(2,1)1 a2)C(s,2) · · ·
(a0a
C(r−1,1)
1 a
C(r−1,2)
2 · · · aC(r−1,r−1)r )C(s,r−1)
= a1+C(s,1)+C(s,2)+···C(s,r−1)0 aC(s,1)+C(2,1)C(s,2)+···+C(r−1,1)C(s,r−1)1
a
C(s,2)+C(3,2)C(s,3)+···+C(r−1,2)C(s,r−1)
2 · · · aC(s,r−1)r−1 .
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Note ai ∈ {1,−1}, a2ki = 1, and C(n + 1, k) = C(n, k) + C(n, k − 1) for any integers
n, k. We have
f (S ∪ T )(S ∪ T ∪ {i})= a1+C(s+t,1)+···+C(s+t,r−1)0
a
C(s+t,1)+C(2,1)C(s+t,2)+···+C(r−1,1)C(s+t,r−1)
1
a
C(s+t,2)+···+C(r−1,2)C(s+t,r−1)
2 · · · aC(s+t,r−1)r−1 a1+C(s+t+1,1)+···+C(s+t+1,r−1)0
a
C(s+t+1,1)+C(2,1)C(s+t+1,2)+···
1 · · ·+C(r−1,1)C(s+t+1,r−1)
a
C(s+t+1,2)+···+C(r−1,2)C(s+t+1,r−1)
2 · · · aC(s+t+1,r−1)r−1
= aC(s+t,0)+C(s+t,1)+···C(s+t,r−2)0
a
C(s+t,0)+C(2,1)C(s+t,1)+···+C(r−1)C(s+t,r−2)
1
a
C(s+t,1)+···+C(r−1,2)C(s+t,r−2)
2 · · · aC(s+t,r−2)r−1 ,
where i /∈ S ∪ T and S ∩ T = .
For the sake of convenience, since C(m, k)= 0 if k >m, we rewrite the above as
f (S ∪ T )(S ∪ T ∪ {i})
= aC(1,0)C(s+t,0)+C(2,0)C(s+t,1)+···0 · · ·+C(r−1,0)C(s+t,r−2)
a
C(1,1)C(s+t,0)+C(2,1)C(s+t,1)+···
1 · · ·+C(r−1,1)C(s+t,r−2) · · ·
a
C(1,r−1)C(s+t,0)+C(2,r−1)C(s+t,1)+···
r−1 · · ·+C(r−1,r−1)C(s+t,r−2)
=
r−1∏
i=0
a
∑r−1
j=1 C(j,i)C(s+t,j−1)
i .
According to Deﬁnition 2.3, f is SSAC(n− r) iff∑T⊆V f (S ∪ T )(S ∪ T ∪ {i})= 0 for
all V ⊆ I , |V | = r − 1, S ⊆ I − (V ∪ {i}), i ∈ S − V
i.e.
∑r−1
k=0 C(r − 1, k)
∏r−1
i=0 a
∑r−1
j=1 C(j,i)C(s+k,j−1)
i = 0 for sn− r .
The proof is ﬁnished. 
Theorem 3.4. For any r3, we have
r−1∑
j=1
C(j, i)C(r − 2, j − 1) ≡
{
1, i = r − 2, r − 1,
0, i ∈ {0, 1, . . . , r − 3}. (mod 2)
Proof. We will use induction on r.
For r = 3, a simple calculation gives the result. Assume
r−2∑
j=1
C(j, i)C(r − 3, j − 1) ≡
{
1, i = r − 3, r − 2,
0, i ∈ {0, 1, . . . , r − 4} (mod 2)
is true for r4.
We will prove the formula in the theorem.
By a direct computation, we know it is right when i = r − 3, r − 2, r − 1.
78 T.W. Cusick, Y. Li / Discrete Applied Mathematics 149 (2005) 73–86
Hence, it is enough to check
r−1∑
j=1
C(j, i)C(r − 2, j − 1) ≡ 0 (mod 2) 0 ir − 4.
Because of the induction hypothesis and identity C(n, k)=C(n− 1, k)+C(n− 1, k− 1),
for any integers n, k, we have
r−1∑
j=1
C(j, i)C(r − 2, j − 1)
=
r−2∑
j=1
C(j, i)C(r − 2, j − 1)+ C(r − 1, i)C(r − 2, r − 2)
=
r−2∑
j=1
C(j, i)(C(r − 3, j − 1)+ C(r − 3, j − 2))+ C(r − 1, i)
=
r−2∑
j=1
C(j, i)C(r − 3, j − 1)+
r−2∑
j=1
C(j, i)C(r − 3, j − 2)+ C(r − 1, i)
≡ 0+
r−2∑
j=1
C(j, i)C(r − 3, j − 2)+ C(r − 1, i)
=
r−2∑
j=1
(C(j − 1, i)+ C(j − 1, i − 1))C(r − 3, j − 2)+ C(r − 1, i)
=
r−2∑
j=1
C(j − 1, i)C(r − 3, j − 2)+
r−2∑
j=1
C(j − 1, i − 1)C(r − 3, j − 2)
+ C(r − 1, i)
=
r−3∑
j=0
C(j, i)C(r − 3, j − 1)+
r−3∑
j=0
C(j, i − 1)C(r − 3, j − 1)+ C(r − 1, i)
=
r−3∑
j=1
C(j, i)C(r − 3, j − 1)+
r−3∑
j=1
C(j, i − 1)C(r − 3, j − 1)+ C(r − 1, i)
≡
r−2∑
j=1
C(j, i)C(r − 3, j − 1)+ C(r − 2, i)C(r − 3, r − 3)
+
r−2∑
j=1
C(j, i − 1)C(r − 3, j − 1)+ C(r − 2, i − 1)C(r − 3, r − 3)
+ C(r − 1, i)
≡ 0+ C(r − 2, i)+ 0+ C(r − 2, i − 1)+ C(r − 1, i)
≡ 2C(r − 1, i) ≡ 0 (mod 2)
We are done. 
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Theorem 3.5. For any r3, any k ∈ {0, 1, . . . , r − 2}∑r−1j=1 C(j, i)C(k, j − 1)
≡
{
1, i = k, k + 1
0, i ∈ {0, 1, . . . , r − 1} − {k, k + 1} (mod 2).
Proof. We use induction on r.
For r = 3, it is true by a direct computation.
Assume
r−2∑
j=1
C(j, i)C(k, j − 1) ≡
{
1, i = k, k + 1,
0, i ∈ {0, 1, . . . , r − 2} − {k, k + 1} (mod 2)
is true for any k ∈ {0, 1, . . . , r − 3}, r − 13. We must prove
r−1∑
j=1
C(j, i)C(k, j − 1) ≡
{
1, i = k, k + 1,
0, i ∈ {0, 1, . . . , r − 1} − {k, k + 1} (mod 2)
for any k ∈ {0, 1, . . . , r − 2}.
If k = r − 2, we know it is true by Theorem 3.4. Hence, let 0kr − 3. We have
r−1∑
j=1
C(j, i)C(k, j − 1)=
r−2∑
j=1
C(j, i)C(k, j − 1)
≡
{
1, i = k, k + 1,
0, i ∈ {0, 1, . . . , r − 2} − {k, k + 1}. (mod 2)
Since
∑r−2
j=1 C(j, r − 1)C(k, j − 1)= 0, we get
r−1∑
j=1
C(j, i)C(k, j − 1) ≡
{
1, i = k, k + 1,
0, i ∈ {0, 1, . . . , r − 1} − {k, k + 1}. (mod 2)
We are done. 
Theorem 3.6. If 3rn, r is odd, and∑r−1k=0 xkC(r − 1, k) = 0, xk ∈ {1,−1} has only
trivial solutions, then there are only four n-variable SSAC(n− r) functions.
Proof. Let r−1,k(s)=∏r−1i=0 a
∑r−1
j=1 C(j,i)C(s+k,j−1)
i where 3rn, s = 0, 1, . . . , n− r ,
k = 0, 1, . . . , r − 1.
Suppose f = 〈a0, a1, . . . , ar−1〉 is a SSAC(n − r) function. According to Theorem
3.3, (r−1,0(s),r−1,1(s), . . . ,r−1,r−1(s)) is a solution of (1). It must be trivial, so we
get r−1,0(s) = −r−1,1(s) = r−1,2(s) = −r−1,3(s) = · · · = r−1,r−1(s). Let s= 0,
by Theorem 3.5 we have r−1,k(0) = ∏r−1i=0 a
∑r−1
j=1 C(j,i)C(k,j−1)
i = akak+1 for any k ∈{0, 1, . . . , r−2}. Hence, a0a1=−a1a2=a2a3=−a3a4=· · ·=−ar−2ar−1=r−1,r−1(0)
which implies 〈a0, a1, . . . , ar−1〉 = 〈a0, a1,−a0,−a1, a0, a1,−a0,−a1, . . . , (−1) r−12 a0〉,
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i.e., f=〈a0, a1, . . . , ar−1〉 is determined by a0, a1. So, there are atmost four such functions,
but we already know that there are four SSAC(n− 2) functions.
We are done. 
Corollary 3.7. If n is odd and ∑n−1k=0 xkC(n − 1, k) = 0 has only trivial solutions, then
there are only four n-variable SSAC(k) functions for k = 0, 1, 2, . . . , n− 2 where n3.
Proof. Let r = n in Theorem 3.6. We know there are only four SSAC(0) functions, hence
only four SSAC(k) for any k = 0, 1, 2, . . . , n− 2. 
Corollary 3.8. If n is even and∑n−2k=0 xkC(n − 2, k) = 0 has only trivial solutions, then
there are only four n-variable SSAC(k) functions for k = 1, 2, . . . , n− 2, where n4.
Proof. Let r = n− 1 in Theorem 3.6.
Combining the above two corollaries, we get:
Corollary 3.9. If n is even and∑nk=0 xkC(n, k) = 0 has only trivial solutions, then there
are only four SSAC(k) functions for both n+ 1 and n+ 2 variable functions, where k1.
Theorem 3.10. If n4 and if∑n−2k=0 xkC(n−2, k)=0 has only trivial solutions, then there
are only four n-variable SSAC(k) functions for k = 1, 2, . . . , n− 2.
Proof. We may assume n5 and n is odd because of Corollary 3.8.
Let r=n−1 in Theorem 3.3, we get∑n−2k=0 C(n−2, k)n−2,k(s)=0, for s=0, 1, where
n−2,k(s)=∏n−2i=0 a
∑n−2
j=1 C(j,i)C(s+k,j−1)
i , k=0, 1, . . . , n−2. Since
∑n−2
k=0 xkC(n−2, k)=0
has only trivial solutions, we have n−2,k(s)=−n−2,n−k−2(s), k = 0, 1, . . . , n−32 . When
s = 0, by Theorem 3.5, we get
a0a1 =−
n−2∏
i=0
a
∑n−2
j=1 C(j,i)C(n−2,j−1)
i ,
a1a2 =−an−3an−2,
a2a3 =−an−4an−3,
· · ·
an−5
2
an−3
2
=−an+1
2
an+3
2
,
a n−3
2
an−1
2
=−an−1
2
an+1
2
.
⇐⇒
a0a1 =−
n−2∏
i=0
a
∑n−2
j=1 C(j,i)C(n−2,j−1)
i ,
a1 = (−1) n−32 an−2,
· · ·
ai = (−1) n−2i−12 an−i−1,
· · ·
an−5
2
= an+3
2
,
a n−3
2
=−an+1
2
.
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ai = (−1) n−2i−12 an−i−1 1 i n−32 implies ai = (−1)
n−2i−1
2 an−i−1 1 in− 2.
When s = 1, because of n−2,k(1)= n−2,k+1(0) we get
a1a2 =−
n−2∏
i=0
a
∑n−2
j=1 C(j,i)C(n−1,j−1)
i ,
a2a3 =−
n−2∏
i=0
a
∑n−2
j=1 C(j,i)C(n−2,j−1)
i ,
= a0a1,
a3a4 =−an−3an−2,
· · ·
an−3
2
an−1
2
=−an+3
2
an+5
2
,
a n−1
2
an+1
2
=−an+1
2
an+3
2
.
⇐⇒
a1a2 =−
n−2∏
i=0
a
∑n−2
j=1 C(j,i)C(n−1,j−1)
i ,
a2a3 = a0a1,
a3 = (−1) n−52 an−2 ,
· · ·
ai = (−1) n−2i+12 an−i+1 ,
· · ·
an−3
2
= an+5
2
,
a n−1
2
=−an+3
2
.
ai = (−1) n−2i+12 an−i+1 for 3 i n−12 implies ai = (−1)
n−2i+1
2 an−i+1 for 3 in− 2.
Since ai = (−1) n−2i−12 an−i−1, 1 in− 2 and ai = (−1) n−2i+12 an−i+1 for 3 in− 2,
we have the following. When 3 in− 2,
ai = (−1) n−2i+12 an−i+1
= (−1) n−2i+12 an−(i−2)−1,
= (−1) n−2i+12 (−1) n−2(i−2)−12 ai−2 =−ai−2.
From a2a3 = a0a1, a1 = (−1) n−32 an−2 and a3 = (−1) n−52 an−2, we know a2 = −a0. In
summary
ai = − ai−2 for i = 2, 3, . . . , n− 2 i.e. 〈a0, a1, . . . , an−2〉
= 〈a0, a1,−a0,−a1, a0, a1,−a0,−a1, . . .〉.
So we are done. 
4. Bisecting binomial coefﬁcients
To ﬁnd xk ∈ {1,−1} such that
n∑
k=0
xkC(n, k)= 0 (3)
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or equivalently, to ﬁndA, B such thatA∪B={0, 1, . . . , n},A∩B= and∑i∈A C(n, i)=∑
i∈B C(n, i)= 2n−1 is an interesting combinatorial problem in itself. Besides, it has also
application in symmetric Boolean functions. We call {A,B} a balanced partition of order n
binomial coefﬁcients.
Mitchell [8], Gopalakrishnan [3] used it to consider symmetric resilient functions. Our
main results are heavily based on it too.When n=8, 13, some nontrivial balanced partitions
(the corresponding solution of (3) is nontrivial) are given by Mitchell [8].
Let I0 = {0, 2, 4, . . .}, I1 = {1, 3, 5, . . .}, I0 ∪ I1 = {0, 1, . . . , n}. It is well known that∑
k∈I0
C(n, k)=
∑
k∈I1
C(n, k)= 2n−1, so obviously we have:
Theorem 4.1. IfX ⊆ I0, Y ⊆ I1 and∑i∈X C(n, i)=∑i∈Y C(n, i), letA= (I0−X)∪Y ,
B = (I1 − Y )∪X, then∑i∈A C(n, i)=∑i∈B C(n, i), i.e. {A,B} is a balanced partition.
Since any partition can be taken as such amodiﬁcation from I0, I1, the problem is reduced
to ﬁnding X ⊆ I0, Y ⊆ I1 such that∑i∈X C(n, i)=∑i∈Y C(n, i).
Based on inspection, we have the following:
Theorem 4.2. If n ≡ 2 (mod 3), then
C
(
n,
n+ 1
3
)
= C
(
n,
n+ 1
3
− 1
)
+ C
(
n, n−
(
n+ 1
3
− 1
))
.
When n ≡ 2 (mod 6), from Theorem 4.2, we know there are always some nontrivial
partitions.
In otherwords, forn ≡ 2 (mod 6), we ﬁnd some nontrivial solutions for (3). The existence
of nontrivial solutions makes the determination of SSAC(k) functions a difﬁcult task. With
a C++ program, we ﬁnd all the solutions of (3) when n28. Nontrivial solutions exist iff
n= 8, 13, 14, 20, 24, 26.
The following tables give all the nontrivial solutions for (3) such that x0 = 1. It’s clear
that if (x0, . . . , xn) is solution, so is −(x0, . . . , xn). The sign +,− under xi means xi = 1
or −1
The ﬁrst row is x0, x1, . . . , xn, all the other rows are the nontrivial solutions.
Table 1, n= 8, x0 = 1
x0x1x2x3x4x5x6x7x8
+−−−++−−+
+−−++−−−+
These solutions come from the identity C(8, 3) = C(8, 2) + C(8, 6) and its obvious
variants. A variant means a new identity when some C(n, i) are replaced by C(n, n− i).
When n = 13,∑13k=0 xkC(13, k) = 0 has 144 solutions, see also [8]. Of these, 128 are
trivial and 16 are nontrivial.
Table 2, n= 13
x0x1x2x3x4x5x6x7x8x9x10x11x12x13
012− − − − − 2 − 1 − 0
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This is derived from identity C(13, 3)+C(13, 6)+C(13, 7)+C(13, 10)=C(13, 4)+
C(13, 5)+ C(13, 8)+ C(13, 9) and its variants. All the i and  are 1 or −1.
Table 3, n= 14, x0 = 1
x0x1......................................x13x14
+−+−−+−−+++−+−+
+−+−−++−−++−+−+
+−+−−−+−++−−+−+
+−+−++−−++−−+−+
+−+−+++−−+−−+−+
+−+−−++−+−−−+−+
These nontrivial solutions come from the identites C(14, 5)=C(14, 4)+C(14, 10) and
C(14, 5)+ C(14, 9)= C(14, 4)+ C(14, 6) and their variants.
Table 4, n= 20, x0 = 1
x0x1x2x3x4x5x6x7x8......x13x14x15x16x17x18x19x20
+−+−+−−−+−+−++−−+−+−+
+−+−+−−++−+−+−−−+−+−+
The corresponding identity is C(20, 7)= C(20, 6)+ C(20, 14).
Table 5, n= 24, x0 = 1
x0x1x2x3x4x5x6x7x8x9x10x11x12 · · · x17x18x19x20x21x22x23x24
+−+−−−+−+−−+−+−++++−−++−+
+−+−−−+−++−+−+−−+++−−++−+
+−+−−−+++−−+−+−++−+−−++−+
+−+−−−++++−+−+−−+−+−−++−+
+−++−−+−+−−+−+−++++−−−+−+
+−++−−+−++−+−+−−+++−−−+−+
+−++−−+++−−+−+−++−+−−−+−+
+−++−−++++−+−+−−+−+−−−+−+
+−−−+−−−+−−−++−+++−++−−−+
+−−−+−−−+−−++−−+++−++−−−+
+−−−+−−−++−−++−−++−++−−−+
+−−−+−−−++−++−−−++−++−−−+
+−−−+−−++−−−++−++−−++−−−+
+−−−+−−++−−++−−++−−++−−−+
+−−−+−−+++−−++−−+−−++−−−+
+−−−+−−+++−++−−−+−−++−−−+
+−−−++−−+−−−++−+++−−+−−−+
+−−−++−−+−−++−−+++−−+−−−+
+−−−++−−++−−++−−++−−+−−−+
+−−−++−−++−++−−−++−−+−−−+
+−−−++−++−−−++−++−−−+−−−+
+−−−++−++−−++−−++−−−+−−−+
+−−−++−+++−−++−−+−−−+−−−+
+−−−++−+++−++−−−+−−−+−−−+
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The corresponding identities areC(24, 3)+C(24, 7)+C(24, 9)+C(24, 11)+C(24, 13)=
C(24, 4) + C(24, 10) + C(24, 12) + C(24, 14) + C(24, 20), which give eight partitions,
and C(24, 5) + C(24, 7) + C(24, 9) + C(24, 11) = C(24, 2) + C(24, 6) + C(24, 10) +
C(24, 14)+ C(24, 18)+ C(24, 22), which give 16 partitions.
Table 6, n= 26, x0 = 1
x0x1x2x3x4x5x6x7x8x9x10x11..........x18x19x20x21x22x23x24x25x26
+−+−+−+−−−+−+−+−++−−+−+−+−+
+−+−+−+−−++−+−+−+−−−+−+−+−+
The corresponding identity is C(26, 9)= C(26, 8)+ C(26, 18).
5. Determination of SSAC(k) when n30
In this section, we prove the following result.
Theorem 5.1. There are four 16-variable SSAC(k) functions for k=2, 3, . . . , 14, but eight
16-variable SSAC(1) functions, four of which are nonquadratic if written in algebraic
normal form. For n = 16 and 3n30, there are only four n-variable SSAC(k) functions
for k = 1, 2, . . . , n− 2.
Firstly, we have
Lemma 5.2. For n3, f is an n-variable SSAC(1) function iff both (0, . . . , n−2) and
(1, . . . , n−1) are solutions of
∑n−2
k=0 xkC(n − 2, k) = 0, where k = n−2,k(0) =∏n−2
i=0 a
∑n−2
j=1 C(j,i)C(k,j−1)
i , k = 0, 1, . . . , n− 2.
Proof. Let r = n − 1 in Theorem 3.3 and note that n−2,k+1(0) = n−2,k(1) for k =
0, 1, . . . , n− 3. We are done. 
Proof of Theorem 5.1. Because of Theorem 3.10 and the computation results of the last
section, we need only to consider
n− 2= 8, 13, 14, 20, 24, 26, i.e. n= 10, 15, 16, 22, 26, 28.
By checking Tables 1, 2, 4, 5, 6, i.e. n − 2 = 8, 13, 20, 24, 26, it is not hard to ﬁnd
that there is no nontrivial solution which satisﬁes the condition of Lemma 5.2, i.e., the
nontrivial solutions produce no new SSAC(1) functions. Hence, the theorem is true for
n= 10, 15, 22, 26, 28. When n− 2= 14, n= 16, by checking Table 3, we do ﬁnd a unique
nontrivial solution for
∑14
k=0 xkC(14, k)=0, which is (+−+−++−−++−−+−+).
Let (0, . . . , 14)=±(+−+−++−−++−−+−+), then (1, . . . , 15)=±(+−
+−−++−−++−+−+) is also a solution. It gives another four SSAC(1) functions,
which are nonquadratic if written in algebraic normal form. By Theorem 3.5, after a simple
calculation we know they are
〈a0, a1,−a0,−a1, a0, a1, a0,−a1, a0, a1, a0,−a1, a0, a1,−a0〉.
We will ﬁnish the proof by showing the following:
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Lemma 5.3. If n= 16, there are only four SSAC(2) 16-variable functions.
Proof. Let r = 14, n= 16 in Theorem 3.3. We get that f satisﬁes SSAC(2)iff
X1 = (0, 1, . . . , 13),
X2 = (1, 2, . . . , 14),
X3 = (2, 3, . . . , 15)
are solutions of
∑13
k=0 xkC(13, k)= 0.
Looking at Table 2, by checking the eight possibilites, we ﬁnd that allXi must be simul-
taneously trivial.
Hence,
0 = − 13, 1 =−12, 2 =−11,
3 = − 10, 4 =−9,
5 = − 8, 6 =−7,
1 = − 14, 2 =−13, 3 =−12,
4 = − 11, 5 =−10,
6 = − 9, 7 =−8,
2 = − 15, 3 =−14, 4 =−13,
5 = − 12, 6 =−11,
7 = − 10, 8 =−9.
With the help of Theorem 3.5, note k =∏13i=0 a
∑13
j=1C(j,i)C(k,j−1)
i , k= 0, 1, . . . , 15, and
we get
a0a1 = −
13∏
i=0
a
∑13
j=1 C(j,i)C(13,j−1)
i ,
a1a2 = − a12a13, a2a3 =−a11a12,
a3a4 = − a0a11, a4a5 =−a9a10,
a5a6 = − a8a9, a6a7 =−a7a8,
a1a2 = −
13∏
i=0
a
∑13
j=1 C(j,i)C(14,j−1)
i ,
a2a3 = a0a1, a3a4 =−a12a13,
a4a5 = − a11a12, a5a6 =−a10a11,
a6a7 = − a9a10, a7a8 =−a8a9,
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a2a3 = −
13∏
i=0
a
∑13
j=1 C(j,i)C(15,j−1)
i ,
a3a4 = a1a2, a4a5 = a0a1,
a5a6 = − a12a13, a6a7 =−a11a12,
a7a8 = − a10a11, a9a9 =−a9a10.
After simpliﬁcation, we have
〈a0, a1, . . . , a13〉
= 〈a0, a1,−a0,−a1, a0, a1,−a0,−a1, a0, a1,−a0,−a1, a0, a1〉
We are done. 
6. Some open questions
We have the following natural open questions:
Q1: Are there inﬁnitelymany odd n, such that∑nk=0 xkC(n, k)=0 has nontrivial solutions?
Q2: Are there inﬁnitely many n such that∑nk=0 xkC(n, k)= 0 has only trivial solutions?
Q3: Do nonquadratic n-variable SSAC(k) functions exist for inﬁnitely many n?
Q4: Are there inﬁnitely many n such that there are only four n-variable SSAC(k) functions?
Of course, Q2 is true implies that Q4 is true.
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