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Complex natural or engineered systems comprise multiple characteristic scales, multiple spa-
tiotemporal domains, and even multiple physical closure laws. To address such challenges, we
introduce an interface learning paradigm and put forth a data-driven closure approach based on
memory embedding to provide physically correct boundary conditions at the interface. Our findings
in solving a bi-zonal nonlinear advection-diffusion equation show the proposed approach’s promise
for multiphysics and multiscale systems. We also highlight that high-performance computing envi-
ronments can benefit from this methodology to reduce communication costs among processing units
in emerging machine learning ready heterogeneous platforms toward exascale era.
Numerical simulations of multiscale, multicompo-
nent, multiphysics and multidisciplinary systems require
proper treatment of interface boundary conditions among
solvers. Otherwise, in a naive implementation, the stiffest
part of the domain dictates the overall spatial mesh reso-
lution and time stepping requirements, making such sim-
ulations computationally daunting. Most of such prob-
lems that incorporate some sort of information share can
be put into the following six categories, explained with
examples as follows:
1. FOM-ROM coupling: With the emergence of digi-
tal twin like technologies, there is a demand for lighter
models that can run in real time [1, 2]. In the context
of weather prediction, the full order model (FOM) has
been in use for a long time; however, they are incapable
of modelling phenomena associated with scales smaller
than what the coarse mesh can handle (like buildings and
small terrain variations). These fine scale flow structures
can be modelled using a much refined mesh but then
the simulations become computationally intractable. To
tackle this problem a large variety of reduced order mod-
els (ROMs) are being developed. In order to make these
ROMs realistic there is a need to couple them to FOM
model so that the FOM provides the interface conditions
(both in space and time) to the ROM.
2. Multiphysics and multiscale coupling: Various flow
dichotomies with a multiphysics coupling of interacting
subsystems can be identified in a gas turbine flow. The
rotating parts and wall turbulence largely govern the flow
within the compressor and turbine sections. On the other
hand, for the flow within the combustor, chemical reac-
tions, heat release, acoustics, and the presence of fuel
spray come into play. Thus, a simulation of the flow
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within the combustion chamber is significantly more ex-
pensive and demanding than other sections. It would re-
quire a finer and more sophisticated mesh, smaller time
step, and less numerical simplifications. Therefore, us-
ing a unified global solver for the whole system would be
either too expensive (matching the level of the fidelity
required for the expensive part), or unacceptably inaccu-
rate (following the level of fidelity required for the inex-
pensive part). Instead, multiple solvers are usually uti-
lized to address different parts [3, 4], and information is
transferred between solvers.
3. Geometric multiscale: Blood flow in the whole circu-
latory system is mathematically described by means of
heterogeneous problems featuring different degree of de-
tail and different geometric dimension that interact to-
gether through appropriate interface coupling conditions.
Proper exchange of interface conditions between models
operating at different geometric approximations open al-
together new vistas for biofluids simulations [5–7].
4. Model fusion: Turbulence modelling generally requires
an apriori selection of the most suited model to handle
a particular kind of flow. However, it is seldom that
one model is sufficient for different kind of zones in the
computational domain. To alleviate this problem, hy-
brid and blending models have been extensively utilized
to lift technical barriers in industrial applications, espe-
cially in settings where the Reynolds-averaged Navier-
Stokes (RANS) approach is not sufficient and large eddy
simulation (LES) is expensive [8–10]. The approach can
be extended to blend any number of turbulence models
provided the exchange of information at the interface can
be accurately modelled [11].
5. Nested solvers: To decrease the computational cost
required for an accurate representation of the numerous
interconnected physical systems, e.g., oceanic and atmo-
spheric flows, several classes of nested models have been
developed and form the basis of highly successful appli-
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FIG. 1. Big picture of the interface learning paradigm considering numerous scientific and engineering interpretations.
cations and research at numerous weather and climate
centers. Enforcing consistent flow conditions between
successive nesting levels is also considered one form of
interface matching. For example, a spectral nudging ap-
proach has been successfully implemented to force the
large-scale atmospheric states from global climate mod-
els onto a regional climate model [12–17].
6. Domain decomposition: Since various zones in mul-
tiscale systems are connected through interfaces, data
sharing, and communicating consistent interface bound-
ary conditions among respective solvers are inevitable.
Likewise, multirate and locally adaptive stepping meth-
ods can yield a mismatch at the space-time interface,
and simple interpolation or extrapolation might lead to
solution divergence or instabilities [18]. An analogous
situation usually occurs in parallel computing environ-
ments with domain decomposition and distribution over
separate processors with message passing interface to
communicate information between processors. The het-
erogeneity of different processing units creates an asyn-
chronous computational environment, and the slowest
processors will control the computational speed unless
load-balancing is performed [19, 20].
In short we can conclude that developing novel
methodologies to model the information exchange at the
interface will have far reaching impact on a large variety
of problems as shown in Fig. 1. To this end, the current
letter puts forth an approach based on memory embed-
ding via machine learning to provide physically correct
interfacial conditions. In particular, the proposed tech-
nique relies on the time history of local information to es-
timate consistent boundary conditions at the sub-domain
boundaries without the need to resolve the neighboring
regions (on the other side of the interface). It enables
us to focus our computational resources on the region
or scales of interest. The proof-of-concept computations
on a bi-zonal one-dimensional Burgers’ problem show-
case the proposed approach’s promise for stiff multiscale
systems. We also highlight that high-performance com-
puting environments can benefit from this methodology
to reduce communication costs among processing units.
Two-component system — As a demonstration of in-
terface learning, we consider an application to the one-
dimensional (1D) viscous Burgers problem. It combines
the effects of viscous diffusion, friction, and nonlinear
advection, and thus serves as a prototypical test bed for
several numerical simulations studies. In order to mimic
multiscale/multiphysics systems, we suppose the domain
consists of two distinguishable zones corresponding to dif-
ferent physical parameters as follows,
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
− γu, (1)
(ν, γ) =
{
(10−2, 0) for 0 ≤ x ≤ xb
(10−4, 1) for xb < x ≤ 1, (2)
where xb is the spatial location of the interface. In a
naive implementation, a numerical solution of this prob-
lem would imply the use of a grid resolution and time
step corresponding to the stiffest part (i.e., the left part
in this case), all over the domain unless we adopt an im-
plicit scheme which is unconditionally stable but requires
a nonlinear solver typically at each time step. Certainly,
this puts an excessive and unnecessary computational
burden. For example, if we opt to using a spatial res-
olution of 4096 grid spacings with a simple forward in
time central in space (FTCS) scheme, the maximum time
step that can be used in the left zone is approximately
32.5 × 10−6 (i.e., δt ≤ δx2/(2ν) based on von Neumann
stability analysis). Instead, the right zone gives the flex-
ibility of using a 100 times larger time step. However,
resolving the whole domain simultaneously would dictate
the smaller time step, even if we are only interested in the
right zone. A similar scenario would take place in multi-
component systems with varying spatial grid resolutions,
where a unified resolution all over the domain becomes
unpractical. Thus, we explore the introduction of a mem-
ory embedding architecture to enable resolving the zone
of interest independently of the rest of the domain.
Memory embedding of interface boundaries — For ma-
chine learning applicability, a pattern must exist and
most fluid flows are dominated by coherent structures.
Thus, our underlying hypothesis is the existence of a dy-
namical context or correlation between the past values of
flow features at the interface and its one-sided neighbors
(i.e., u(xb, tn), u(xb + δx, tn), u(xb + 2δx, tn), . . . ), and
the future state at the interface (i.e., u(xb, tn+δt)). This
corresponds to the Learn from Past (LP) model in Fig. 2.
Since we incorporate a fully explicit time stepping scheme
in our simulation, the interface neighboring points might
be evolved in time before the interface condition is up-
dated. Thus, a variant of the LP model based on a combi-
nation between old and updated values, namely the Learn
from Past and Present (LPP) model, can be utilized as
well. Furthermore, we extend this mapping to take into
account the time history dependence in a non-Markovian
manner through the adoption of recurrent neural net-
works. Those exploit an internal state feature that re-
serves information from past input to learn the context
to improve and refine the output. For the neural network
architecture, we use a simplistic long short-term mem-
ory (LSTM) of two layers, 20 neurons each. Although
more sophisticated ML architectures and/or numerical
schemes (e.g., [21–24]) might be utilized, the main objec-
tive of the present study is to emphasize the potential of
neural networks to advance computational fluid dynam-
ics (CFD) simulations for multiscale and multicomponent
systems.
Proof-of-concept results — For the demonstration and
assessment of the introduced methodology of interface
learning, we consider two examples of varying complexity.
In the first example, we address the problem of a trav-
elling square wave, where the initial condition is defined
with an amplitude of 1 in the left zone (i.e., 0 ≤ x ≤ xb),
and zero in the right zone. In other words, the interface is
exactly placed at the discontinuity location of the initial
propagating wave. So, the wave is guaranteed to instan-
taneously enter the right zone once the flow is triggered.
In a second example of increasing complexity, we study
the evolution of a pulse wave completely contained in a
portion of the left region. The initiation of flow dynam-
ics in the truncated domain is controlled by the interplay
between advection, diffusion, and friction in different re-
gions. For both examples, we solve the presented viscous
1D Burgers problem for a time span of [0, 1] using a time
step of 2.5× 10−6 to resolve the whole domain x ∈ [0, 1]
LP Model
interface
left boundary right boundary
LPP Model
From LSTM
From macro-solver    Flow variable at 
Flow variable at 
FIG. 2. Different models to utilize LSTM mapping for learn-
ing boundary conditions at interface
over a spatial grid resolution of 4096. For external bound-
ary conditions, we assume zero Dirichlet boundary con-
ditions (i.e., u(0, t) = u(1, t) = 0). Data snapshots are
stored every 100 time steps (corresponding to the coarse
time step of 2.5× 10−4).
For interface learning, we consider two schemes/models
for the training as illustrated in Fig. 2 to learn the dy-
namics at the internal boundary separating the two com-
partments of different physical properties. For testing,
we consider the truncated 1D domain, where xb ≤ x ≤ 1,
and resolve the flow dynamics in this portion using a
coarse time step of 2.5 × 10−4, thus denoted the macro-
solver here. We adopt the LSTM learning to update the
left boundary condition (i.e., at x = xb). For the right
boundary (i.e., at x = 1), we keep the global zero Dirich-
let conditions.
Example 1: travelling square wave. In this example,
we consider the following initial condition,
u(x, 0) =
{
1 for 0 ≤ x ≤ xb
0 for xb < x ≤ 1. (3)
In particular, we generate data for xb ∈
{1/8, 2/8, 3/8, 4/8, 5/8, 6/8, 7/8}, and we use field
data at xb ∈ {1/8, 3/8, 5/8, 7/8} for training and reserve
the remaining cases for the out-of-sample testing. To en-
hance the neural network performance, we augment the
input vector with the spatial and temporal information
as well. In other words, LP Model can be interpreted
as the mapping u(xb, tn + δt) = G1
(
u(xb, tn), u(xb +
δx, tn), u(xb + 2δx, tn), . . . , xb, xb + δx, xb + 2δx, . . . , tn
)
,
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FIG. 3. Results for LSTM boundary condition closure for different values of xb. Predicted velocity fields are shown at
t ∈ {0.0, 0.25, 0.50, 0.75, 1.0}.
while LPP Model learns the map of u(xb, tn + δt) =
G2
(
u(xb, tn), u(xb + δx, tn), u(xb + 2δx, tn), . . . , u(xb +
δx, tn + δt), u(xb + 2δx, tn + δt), . . . , xb, xb + δx, xb +
2δx, . . . , tn, tn + δt
)
.
We compare the predicted velocity field within the
truncated domain using the proposed LSTM boundary
condition (BC) closure approach with respect to the true
solution obtained by solving the whole domain. We
note here that the LSTM BC closure results are based
on utilizing the macro-solver (i.e., using a time step of
2.5×10−4), while the true solution is obtained by adopt-
ing the micro-solver (i.e., using a time step of 2.5×10−6).
The spatio-temporal evolution of the velocity field for
xb ∈ {1/4, 2/4, 3/4} is shown in Fig. 3, where xb is the
location of the interface. We note that Fig. 3 corre-
sponds to a three-point stencil for the LSTM mapping.
In other words, the LP model uses values of u(xb, tn),
u(xb + δx, tn), and u(xb + 2δx, tn) for the prediction
of u(xb, tn + δt), while the LPP model uses u(xb, tn),
u(xb + δx, tn), u(xb + 2δx, tn), u(xb + δx, tn + δt), and
u(xb+2δx, tn+δt). Visual results advocate the capability
of the presented approach of predicting accurate values
for the interface boundary condition at different times.
For more quantitative assessment, we also compute the
resulting root mean-squares error (RMSE) defined as
RMSE =
√√√√ 1
NtNx
Nt∑
n=1
Nx∑
i=1
(
uT(xi, tn)− uP(xi, tn)
)2
,
(4)
where uT is the true velocity field, and uP represents the
predictions by the LSTM BC closure approach. In the
above formula, Nx stands for the number of grid points
involved only in the truncated domain. In other words,
it considers only the flow field values within [xb, 1].
The RMSE values of the LSTM BC closure predictions
using a two- and three-point stencils are documented in
Table I using the LP and LPP models. Quantitative re-
sults imply that the LP model is giving slightly better
results than the LPP model. We believe that this behav-
ior is because the LP model is more consistent with the
adopted FTCS numerical scheme, where the time evolu-
tion relies explicitly on the old values of the flow fields.
Moreover, this might be attributed to the sub-optimal
architecture we use for the LSTM. Although we found
that results are not very sensitive to the given hyper-
parameters, further tuning might be required to provide
optimal performance. We also see from Table I that an
increase in the stencil size from 2 to 3 improves results.
Nonetheless, a 2-point stencil mapping still provides ac-
ceptable predictions, confirming the validity and robust-
ness of the LSTM memory embedding skills to yield phys-
ically consistent and accurate state estimates at the in-
terface using local information, and may hold immense
potential for designing ML-ready predictive engines in
physical sciences.
Example 2: pulse problem. In this case, we consider
an initial condition of a pulse, completely contained in
the left region and study its propagation and travel from
the left to right compartments. In particular, the initial
5TABLE I. RMSE of LSTM boundary condition closure re-
sults using different models with two-point and three-point
mapping.
LP Model LPP Model
xb 2 Points 3 Points 2 Points 3 Points
0.125 1.5× 10−2 2.9× 10−3 2.6× 10−2 1.4× 10−2
0.250 4.4× 10−2 3.5× 10−3 2.8× 10−2 3.4× 10−3
0.375 8.4× 10−3 3.6× 10−3 2.0× 10−2 1.6× 10−2
0.500 2.9× 10−2 2.6× 10−3 1.7× 10−2 2.3× 10−2
0.625 6.4× 10−3 3.7× 10−3 1.9× 10−2 1.3× 10−2
0.750 1.0× 10−2 5.4× 10−3 1.2× 10−2 1.7× 10−3
0.875 2.1× 10−3 1.8× 10−3 6.7× 10−3 4.4× 10−3
pulse can be represented as
u(x, 0) =
{
1 for 0 ≤ x ≤ wp
0 for wp < x ≤ 1, (5)
where wp is the pulse width. For illustration, we
store results corresponding to 7 varying pulse widths
as wp ∈ {0.20, 0.21, 0.22, 0.23, 0.24, 0.25, 0.26}. We use
wp ∈ {0.20, 0.22, 0.24, 0.26} for training and validation,
while we assign wp ∈ {0.21, 0.23, 0.25} for out-of-sample
testing. For interface, we consider a fixed interface loca-
tion at xb = 0.3 (i.e., on the right of the largest pulse
width). This is to let the interplay between the dif-
ferent interacting mechanisms (i.e., advection, diffusion,
and friction) to come into effect before the pulse travels
into the truncated zone. Thus the state at the interface
is more dependent on the flow dynamics in both domain
partitions. Since the pulse width is a key factor in this
problem setting, we augment our input vector with wp
as well. For this particular example, we found that en-
forcing higher memory embedding is crucial in providing
accurate results. Specifically, we adopt a sliding window
of a three-time step history (also called a lookback of 3)
in our LSTM implementation. Results for the LP and
LPP schemes are shown in Fig. 4 using 3-point mapping.
We find that both schemes can sufficiently learn the in-
terface dynamics and accurately predict its condition at
out-of-sample settings.
In Table II, we report the RMSE obtained from the in-
terface learning approach using the LP an LPP schemes
for the 1D pulse problem described above. We can see
that memory embedding for interface learning yields very
accurate results for truncated domain computations. Re-
sults in this table include those obtained from both in-
sample and out-of-sample data. However, we highlight
here that even the in-sample training and testing are
substantially different. During the training phase, the
LSTM is always fed with true inputs obtained from the
micro-solver applied over the whole domain. In contrast,
for testing, the LSTM only sees the true state at initial
time. After that, the output of the LSTM is provided to
the macro-solver to evolve in time, and the evolved states
are then given to the LSTM as new input. This recursive
deployment can introduce numerical noise as a result of
the temporal advancement with larger time-step as well
as uncertainties at interface conditions.
TABLE II. RMSE of LSTM boundary condition closure for
the pulse example using different models with two-point and
three-point stencils.
LP Model LPP Model
wp 2 Points 3 Points 2 Points 3 Points
0.20 2.6× 10−2 8.6× 10−3 2.6× 10−2 1.1× 10−2
0.21 3.0× 10−2 6.5× 10−3 3.2× 10−2 1.7× 10−3
0.22 2.7× 10−2 3.9× 10−3 3.4× 10−2 1.4× 10−2
0.23 1.8× 10−2 3.5× 10−3 3.5× 10−2 2.0× 10−2
0.24 7.1× 10−3 4.4× 10−3 3.4× 10−2 1.4× 10−2
0.25 8.7× 10−3 5.7× 10−3 2.9× 10−2 1.0× 10−2
0.26 1.6× 10−2 5.6× 10−3 2.6× 10−2 1.2× 10−2
Conclusions — In this work, we have demonstrated
the potential of machine learning tools to advance and
facilitate CFD simulations of multiscale, multicompo-
nent systems. In particular, we have shown the ca-
pability of memory embedding to learn the dynamics
at the interface between different zones. This is espe-
cially beneficial where the domain contains zones with
strong dynamics and components with complex config-
uration that might dictate a very fine mesh resolutions
and time stepping. The proposed approach enables us
to focus our efforts onto the domain portion of inter-
est, while satisfying physically consistent interface con-
ditions. It can serve as a non-iterative domain decompo-
sition method. Toward model fusion technologies, such
an interface learning methodology might also hold signif-
icant promise for the development of blending criteria in
hybrid RANS/LES models. A proof-of-concept has been
demonstrated using the 1D viscous Burgers equation over
a two-zone domain with different physical parameters.
An LSTM is used to bypass the micro-solver correspond-
ing the stiff region and provide valid interface boundary
conditions to enable the macro-solver to run indepen-
dently. We have illustrated the success and robustness of
the proposed methodology using different learning config-
urations. Both LP and LLP models are the key concepts
introduced in this letter, especially for designing intel-
ligent boundary closure schemes, which may bear huge
potential in many scientific disciplines. Finally, we em-
phasize that a similar interface closure technique can be
adopted in high performance computing environments,
to minimize the communication cost and delay between
different asynchronous processors, a topic we would like
to pursue further in the future.
This material is based upon work supported by the
U.S. Department of Energy, Office of Science, Office of
Advanced Scientific Computing Research under Award
Number de-sc0019290. O.S. gratefully acknowledges
their support.
The data that support the findings of this study are
available from the corresponding author upon request.
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FIG. 4. Results for LSTM boundary condition closure for the pulse problem using different values of wp. Predicted velocity
fields are shown at t ∈ {0.0, 0.25, 0.50, 0.75, 1.0}.
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