Abstract. We study the limiting behavior of the Dirichlet and Neumann eigenvalue counting function of generalized second order differential operators
Introduction
It is well known that f ∈ C 0 ([a Replacing the one dimensional Lebesgue measure by some measure µ leads to a generalized L 2 weak derivative depending on the measure µ. Therefore, we let µ be a finite non-atomic Borel measure on some interval is defined as the unique equivalence class of f µ in L 2 (µ). We denote this equivalence class by This operator were introduced for example in [12] . [15] , [16] , [17] , [18] investigate on properties of the generated stochastic process, called quasi or gap diffusion, and related objects.
As in e.g. [1] , [9] , we are interested in the spectral asymptotics for generalized second order differential operators For a physical motivation, we consider a flexible string which is clamped between two points a and b. If we deflect the string, a tension force drives the string back towards its state of equilibrium. Mathematically, the deviation of the string is described by some solution u of the one dimensional wave equation with Dirichlet boundary condition u(t, a) = u(t, b) = 0 for all t. Hereby, ρ is given as the density of the mass distribution of the string and F as the tangential acting tension force. To solve this equation, we make the ansatz u(t, x) = ψ(t) φ(x) and receive
for some constant λ ∈ R. In the following, we only consider the equation
Thus, we have
where µ is the mass distribution of the string. In other words,
This equation no longer involves the density ρ, meaning that we can reformulate the problem for singular measures µ. Such a solution φ can be regarded as the shape of the string at some fixed time t. Up to a multiplicative constant, the natural frequencies of the string are given as the square root of the eigenvalues of (2). In Freiberg [5] analytic properties of this operator are developed. There, it is shown that − d dµ d dx with Dirichlet or Neumann boundary conditions has a pure point spectrum and no finite accumulation points. Moreover, the eigenvalues are non-negative and have finite multiplicity. We denote the sequence of Dirichlet eigenvalues of − 
is an extension of the analogous problem for the one dimensional Laplacian. The following theorem is a well-known result of Weyl [22] .
Theorem 1.1:
Let Ω ⊆ R n be a domain with smooth boundary ∂Ω. Consider the eigenvalue problem
where ∆ n,Ω denotes the Laplace operator on Ω. Then, for the Dirichlet eigenvalue counting function
hereby c n denotes the volume of the n-dimensional unit ball.
which gives the leading order term in the Weyl asymptotics as in Theorem 1.1.
(4) motivates the definition of the spectral dimension
Which leads to
in Theorem 1.1. Many authors before studied the expression (5) for generalized Laplacians on p.c.f. fractals, e.g. [8] , [10] . In this paper, we investigate on this expression for the Krein-Felleroperator on so called V -variable Cantor sets. Therefore, we call the limit
the spectral exponent of the corresponding Krein-Feller-operator.
V -variable Cantor measures interpolate between homogeneous and recursive Cantor measures. In the homogeneous case, we take in every approximation step one iterated function system and split each interval of the previous approximation step according to this IFS. In the recursive case we do allow to take arbitrary IFSs of the given setting for an interval, independent of the IFSs used for intervals of the same construction level. Now, in the V -variable case, we allow in every approximation step to take V ∈ N IFSs. For V = 1 this reduces to the homogeneous case and as V tends to infinity we receive in the limit the recursive case.
As an example of the different types of fractals, we take four different iterated function systems S (1) , S (2) , S (3) and S (4) on the unit interval [0, 1] under consideration. We let S (1) be the generator of the Cantor set, S (2) be the IFS consisting of three linear functions which split the unit interval into five parts such that the second and fourth open fifth intervals are removed, S (3) be the IFS consisting of two linear functions such that the unit interval is split into three parts, where the second open fourth interval is removed and S (4) be the IFS consisting of two linear functions such that the unit interval is split into three parts, where the third open forth interval is removed. The first approximation steps of one possible homogeneous Cantor set corresponding to this setting are shown in figure 1. As shown in the figure, in the homogeneous case we split the remaining intervals in an approximation step according to one IFS indicated by one of our indices, where our index set in this example is {1, 2, 3, 4}. For the recursive case, we allow to split every interval according to different iterated function systems, even in the same approximation step. Therefore, we totally destroy every symmetry in the fractal. As shown in figure 2 , we code the construction in a labelled tree, as will be explained in Chapter 2.2. These trees are also used to code the construction of V -variable Cantor sets.
As an example of a V -variable Cantor set, let be V = 3. This indicates the number of types, where we denote the three different types by , , ♦. In every approximation step, every type indicates an index of our index set {1, 2, 3, 4}. The indicated index of a particular type can differ in different approximation steps. The following figure shows how we construct a 3-Variable Cantor set in this setting. The fractal depends on a sequence of so called environments which determine in every step the indicated indexes of each type and also the types of the intervals in the next step.
Remark that the number of usable iterated function systems in the V -variable case in a particular approximation step is not only bounded by the number of indices (as in the recursive case), but also by V . After applying the environment, in approximation step 2 of figure 3, all assigned types are equal. In the random case, such levels will occur infinitely often almost surely and will be crucial for our consideration. We call such levels necks and discuss some properties in Chapter 3.3. [7] , with respect to random (and deterministic) homogeneous Cantor measures by Arzt [1] and w.r.t. random recursive Cantor measures in [19] .
The paper is organized as follows. In Chapter 2 we give the definition of the operator which is under consideration and recap the important results received so far. Then, we give in Chapter 3 firstly the definition of the V -variable Cantor sets and measures and discuss afterwards the important neck levels. Also in this Chapter, we give the definition of so called cut sets. A sequence of Cut sets, related to the neck levels, will then be used in Chapter 4 to give the spectral asymptotics. To this end, we start in Chapter 4 by giving the Dirichlet-Neumann-Bracketing with which we receive upper and lower bounds for the eigenvalue counting functions. These bounds will finally help us to determine the spectral exponent. 
Preliminaries
The µ-derivative of f is defined as the equivalence class of f µ in L 2 (µ). It is known (see [5, Corollary 6.4] ) that this equivalence class is unique. Thus, the operator
The Krein-Feller-operator w.r.t. µ is given as
2.2. Spectral Asymptotics for Self-Similar, Random Homogeneous and Random Recursive Cantor Measures. As mentioned in the introduction, the spectral asymptotics for Krein-Feller-operators were discovered by [7] and [1] for special types of measures. In this section we summarize their main results. Firstly, we consider self-similar measures, treated in [7] . Therefore, let S = {S 1 , ..., S N } be an iterated function system given by
for all i and let m = (m 1 , ..., m N ) be a vector of weights. As shown in [11] , there exists a unique non-empty compact set
i . Moreover it holds supp µ = C. We call C self-similar w.r.t. to S and µ self-similar w.r.t. S and m. The Hausdorff dimension of C is given by the unique solution
. In this setting, the spectral exponent of the corresponding Krein-Feller-operator is the unique solution γ > 0 of
The spectral exponent were discovered by [9] and more general by [7, Theorem 4.1] .
To recap the results of [1, Section 3], let J be a non-empty countable set. To each j ∈ J we define an iterated function system
where the constants r
Further, we call ξ = (ξ 1 , ξ 2 , ...), ξ i ∈ J an environment sequence and define
The homogeneous Cantor set to a given environment sequence ξ is
Next, we define a measure µ (ξ) on [a, b] to a given environment sequence, which generalizes the invariant measures, presented before. To this end, let
Nj ), j ∈ J be a vector of weights. µ (ξ) is defined as the week limit of the sequence of Borel probability measures µ , where ξ is a deterministic environment sequence. Here, we only consider the random case. This means, the sequences ξ are i.i.d. random variables. Therefore, let (Ω, F, P) be a probability space and ξ = (ξ 1 , ξ 2 , ..) a sequence of i.i.d. J-valued random variables with p j := P(ξ i = j). We denote the Dirichlet and Neumann eigenvalue counting function of the Krein-Feller-operator w.r.t.
, respectively. Further, let the following five conditions be satisfied:
whereby γ > 0 is the unique solution of j∈J
Under these assumptions, we obtain:
Then, there exist C 1 , C 2 > 0, x 0 > 0 and c 1 (ω), c 2 (ω) > 0 such that
for all x > x 0 almost surely. For the recursive case, we take almost the same setting with the only difference that the index set J has not to be countable. As in [19] , we let J be an index set and as before we define to each j ∈ J an iterated function system
In the homogeneous case, we took in each approximation step of the fractal one iterated function system and split every interval of the previous approximation step according to that iterated function system. The difference between the homogeneous and the recursive case is that we do not take one iterated function system in a particular approximation step and split every interval in the approximation step before according to that IFS, but we allow to take for every interval a different IFS. In the homogeneous case we saved all information we needed to construct a homogeneous Canot set in a sequence. For the recursive case this is not enough since it is possible to take more than one IFS in an approximation step. But we can save the information we need in a tree. A tree I is a population with an unique ancestor which we denote by ∅. This unique ancestor induces an index of our index set J which we also denote by 0 for convenience. This individual is the single individual of the first generation of our population. The number of children of ∅ is given by N ∅ , i.e. by the number of contractions of the iterated function system to the index which is induces by ∅. The children of ∅ are denoted by (1), . . . , (N ∅ ). Analogously we proceed. Then, an individual i ∈ I is denoted by (i 1 , ..., i n ) if it is the i n -th child of the i n−1 -th child of . . . of the i 1 -th child of 0 and it is of the n + 1-th generation of the population I. Further, we denote the n-th generation of I by I n and the generation of i by | i |, which means that the generation of an individual is given by the length of the vector which identifies this individual plus one. Such a tree I then induces a recursive Cantor set given by
Then, we want to define a measure on this fractal with properties analogously to the homogeneous case. Therefore, we again define to each index j ∈ J a vector of weights m
Nj . The measure we want to define is then given by the weak limit of the sequence of Borel probability measures µ (I) n given by
.
We denote this limit by µ (I) and call it recursive Cantor measure, corresponding to K (I) .
For the random case, let Ω ,B,P be a probability space andŨ i , : Ω ,B,P −→ (J, B(J)), i ∈ G, whereby
are i.i.d. J-valued random variables. The probability space we are interested in is given by
whereby (Ω i , B i , P i ) are copies of (Ω,B,P). We set U i =Ũ i • P i , i ∈ G, where P i is the projection map onto the i-th component. ω ∈ Ω indicates an infinite (random) tree I(ω). If (i 1 , ..., i n ) = i ∈ G and N U (i 1 ,...,i n−1 ) (ω) < i n , then in the infinite tree I(ω), the i n -th child of (i 1 , ..., i n−1 ) is never born, i.e. i / ∈ I(ω). If we refer to the Neumann/Dirichlet eigenvalue counting function, we write N N/D and θ i ω if we mean the sub tree θ i I(ω) of I(ω) which is rooted at i ∈ I(ω). Under some regularity conditions, which are basically conditions on the underlying (C-M-J) Branching process (for reference see [19] ), we receive the following theorem.
Theorem 2.2:
The spectral exponent of the Krein-Feller-operator with respect to µ (I) is almost surely given by the unique solution γ r > 0 of
Remark 2.3:
1. For the recursive case, we only have a theorem about the spectral asymptotics in the random case.
2. Although the homogeneous Cantor measures are subsets of the recursive Cantor measures, Theorem 2.2 makes no statement about the spectral asymptotics for the random homogeneous case since the probability that a recursive Cantor measure is homogeneous is 0.
V -Variable Cantor Sets and Measures
3.1. Construction of Determinisitic V -Variable Cantor Sets and Measures. Let J = ∅ be an index set. We define to each j ∈ J an IFS S (j) . Therefore, let N j ∈ N, N j ≥ 2. Then
Nj , where we define S We need the following technical conditions for the spectral asymptotics:
We define V -variable trees as in [8] .
Definition 3.1: An environment E is a matrix E = (E(1), ..., E(V )) which assigns to each v ∈ {1, ..., V } both an index j E v ∈ J and a sequence of types τ
To construct a V -variable tree, we take a sequence of environments (E k ) k≥1 and define the n-th generation of the tree for n ∈ N 0 as follows:
Generation 0: Every V -variable tree has a unique ancestor which we denote by ∅. To this ancestor we assign a type τ ∅ .
Generation
. . .
We denote a V -variable tree by I V . Furthermore, we denote i ∈ I V by i = (i 1 , ..., i n ) if it is an individual of the n-th generation of I V and if it is the i n -th child of the i n−1 -th child of ... of the i 1 -th child of ∅. The n-th generation of I V is denoted by I V,n and the subtree of I V rooted at i by θ i I V . By construction, we have assigned to each node i ∈ I V,n an index j In the following, we fix a V -variable tree I V and suppress V , i.e. I = I V , I n = I V,n . For i ∈ I n , i = (i 1 , ..., i n ), we define
and we define analogously S
as the composition of the preimages. With these notations, we can easily transfer the definition of recursive Cantor sets (see e.g. [10] or [19] ) to V -variable Cantor sets:
For n ∈ N 0 let
A V -variable Cantor set K (I) is then given as
n .
Proposition 3.2:
The set K (I) is compact and contains at least countably infinitely many elements, namely S (i1,...,in) (a) and S (i1,...,in) (b), i 1 = 1, ..., N ∅ , ..., i n = 1, ..., N (i1,...,in−1) .
Proof. Let i ∈ I n . For m ∈ N let i and i be the two individuals of the population such
Thus, we have
n+m for all m ∈ N, which proves the statement.
Obviously, we have
The next step is to construct the V -variable Cantor measures, analogously to the homogeneous and recursive Cantor measures. Let , b] ). The V -variable Cantor measure µ (I) is given as the weak limit of (µ (I) n ) n∈N . It is easy to see that the weak limit exists and that µ (I) is a Borel probability measure.
Construction of Random V -Variable Cantor Sets and Measures.
We follow the construction of [8, Chapter 2.5]. Therefore, let P be a probability distribution on the index set J. From this probability distribution we receive a probability distribution P V on the sets of environments by choosing j Let Ω V be the set of V -variable trees. We choose τ ∅ ∈ {1, ..., V } according to the uniform distribution and independently the environments at each stage i.i.d. according to P V . This induces a probability distribution on Ω V and on the set of V -variable fractals K V . For convenience, we denote these probability distributions also by P V .
Necks and Cut Sets.
As mentioned in the introduction, an important tool to develop the spectral asymptotics are neck levels which we define in this chapter. Further, we introduce a sequence of cut sets (Λ k ) k , related to neck levels. In Chapter 4.2 we use this sequence to get a Dirichlet-Neumann-bracketing. A lemma about some asymptotical growth related to individuals in Λ k together with the Dirichlet-Neumann-bracketing will then be used to receive the spectral asymptotics.
Definition 3.3:
Let E be an environment. We call E a neck if all τ E v,i are equal. Further, we call n ∈ N a neck of a V -variable tree if the environment assigned to the n-th generation of the tree E n is a neck.
These necks occur with probability one infinitely often and
where we denote by n(k) the k-th neck level of the corresponding V -variable random tree. Remark that the sequence of times between neck levels is a sequence of geometric random variables. We will need the following property of sums of scale factors, include from [8] , to determine the spectral exponent.
Lemma 3.4: Let s (j)
i ∈ R i = 1, ..., N j , j ∈ J such that
Then, with s
Next we define cut sets and the sequence of cut sets considered in this work.
Definition 3.5: Let ∂I be the set of infinite paths through I, beginning at 0. A set Λ ⊂ I is called a cut set of the tree I if for every ω ∈ ∂I there exists exactly one i ∈ Λ such that ω 1 , ..., ω | i | = i, where | i | is the length of the vector i.
The sequence of cut sets we are interested in is given by
,
Next, we compare the asymptotics of objects, related to these cut sets. Therefore, we use the following notation. Let f, g be real valued functions. We say f is asymptotically dominated by g and write
Then, let
The asymptotics we give are slight modifications of [8, Lemma 3.8 
.(c)].
Lemma 3.6: There exists α > 0 such that
Spectral Asymptotics for V -Variable Cantor Measures
4.1. Preliminaries. To receive the Dirichlet-Neumann-bracketing under consideration, we need some scaling properties of the eigenvalue counting functions. We prepare this by giving the scaling properties for the L 2 (µ (I) )-Norm of L 2 (µ (I) ) functions. This scaling property is a corollary of the L 2 -Norm scaling property given in [19] . 
we get
Because of
Analogously to (8) , it holds
where
Taking the limit n → ∞, we get the assertion.
With (11) we get the following lemma.
Proof. With supp µ (I) = K (I) and Proposition 4.2, we get
f g dµ
Iteratively, we receive:
4.2. Dirichlet-Neumann-Bracketing. We begin by giving the scaling property for the Neumann eigenvalue counting function. Therefore, let (E, F) = (E (I) , F) be the Dirichletform on L 2 (µ (I) ), whose eigenvalues coincide with the Neumann eigenvalues of N for the eigenvalue counting function of (E, F), instead of N (E,F ) . To obtain the spectral asymptotics, we will estimate the eigenvalue counting functions. Therefore, we will need a sequence of Dirichlet-Neumann-Bracketings, depending on Λ k defined in Chapter 3.3. Since Λ k is for all k ∈ N a cut set, there exists an n ∈ N such that
For the bracketing, we define a sequence of Dirichlet forms (E k , F k ) k∈N . Therefore, let
By using [1, Proposition 3.2.1] iteratively, we receive:
Therefore, if we define
) is a compact operator. Thus, we can refer to the eigenvalue counting function
Proof. Let f be an eigenfunction of E k , F k , µ (I) with eigenvalue λ, i.e.
Because f, g ∈ L 2 µ (I) , we have with Proposition 4.4
Now, we show that each summand in the first sum on the left side equals each summand on the right side, respectively. Therefore, let h ∈ F and define for each
Obviously, we have h
Because this equation holds for all h ∈ F, f • S j is an eigenfunction of the Dirichlet form E, F, µ (θ j I) with eigenvalue r j m j λ for all j ∈ Λ k . Now, let λ > 0 such that for i ∈ Λ k r i m i λ is an eigenvalue of E, F, µ (θ i I) with eigenfunction f i , say. This means,
But the left side of this equation is equal to
With Proposition 4.4 we then have
for all g k ∈ F k . Therefore, λ is an eigenvalue of E k , F k , µ (I) with corresponding eigenfunction f . Using this, we can easily conclude the claim.
Next, we give the scaling property of the Dirichlet eigenvalue counting function. Therefore, let (F 0 , E) be the Dirichletform on L 2 µ (I) whose eigenvalues coincide with the Dirichlet eigenvalues of
Meaning, E is defined as before and
Again, we define a sequence of Dirichlet forms E, F k 0 on L 2 µ (I) , where
Further, we use the notation E for E 
Proposition 4.7:
For all x ≥ 0 we have
Proof. Let f be an eigenfunction of E, F k 0 , µ (I) with eigenvalue λ. Then,
0 . Therefore, we have with Proposition 4.5 and Lemma 4.4,
For h ∈ F 0 we define
for all j ∈ Λ k . Therefore, λ r j m j is an eigenvalue of E, F 0 , µ (θ j I) with eigenfunction f •S j , j ∈ Λ k . Now, let r i m i λ be an eigenvalue of E, F 0 , µ (θ i I) for some λ > 0 with corresponding eigenfunction f i , i ∈ Λ k . Therefore, we have
Since f i ∈ F 0 , we have f ∈ F k 0 and because of f
Analogously to the case with Neumann boundary conditions, we get with Proposition 4.5 and Proposition 4.4,
for all g k ∈ F k . Hence, λ is an eigenvalue of E, F k 0 , µ (I) with eigenfunction f and, as before, we can now easily conclude the claim.
is an extension of E, F, µ (I) and E, F 0 , µ (I) is an extension of (E, F k 0 , µ (I) ) for all k ∈ N, we finally receive the needed Dirichlet-Neumann-Bracketing:
4.3. Eigenvalue Estimates. In this Chapter we give estimates for the Dirichlet eigenvalues. As before, we fix a V -variable tree I. We write λ D,1 for the first Dirichlet eigenvalue of − Lemma 4.9: It holds
Proof. For the first estimate, let f be an eigenfunction of (E, F 0 , µ) such that f L2(µ) = 1. By the Cauchy-Schwarz inequality, we receive
Integrating with respect to µ yields
Since f is an eigenfunction of E, we have
Hence, the first estimate follows. For the second estimate, define
Therefore,f is constant 1 on the very right second-level cell which remains from the very left first-level cell and linear interpolated from a to x 1 and b to x 2 such thatf ∈ F 0 . Hence,
Together with Rayleigh, we receive 
Moreover, c is independent of τ .
Proof. Let
Then, with
we have 
where f i is a normalized eigenfunction to the eigenvalue λ τ D,i . Furthermore, the convergence is uniform. Since g is bounded, there exists a c > 0 such that
Integrating both sides with respect to τ , we receive
and thus the claim follows.
With this lemma, we can estimate
Corollary 4.11: There exists a c > 0 independent of I such that for all x > 0
In the following, let η := r inf m inf . 
Where we used N Lemma 4.13: P-a.s. there exists k 0 (ω) ∈ N and α, c 1 > 0 such that where f is defined as in Lemma 4.14.
Proof. By Lemma 4.14, the solution exists and is unique. Therefore, we have to show that By Proposition 4.15 we have for x > γ (i.e. f (x) < 0) for > 0 small enough that for all c > 0 there exists k 0 ∈ N such that
Since τ x (i) = where the second equality holds because θ i1 I = θ i2 I for all | i 1 | = | i 2 | = n(k), we have for every cut set Λ i∈Λ τ x (i) = 1 and thus, since Λ k is a cut set, we receive by Lemma 3.6, for some x > 0 and all k ≥ k 0 ,
Therefore,
For t > 1 large enought, let k be such that t ∈ (e k−1 , e k ]. By Lemma 3.6 we then have t ≤ T k . Together with (14) and Lemma 4. 
for some α > 0. For t > 1 large enough and k such that t ∈ (e k−1 , e k ] we have again from Lemma 3.6 for some α > 0 k α T k k α e k ≤ e(1 + log t) α t a.s. N (t) log t = γ, a.s.
