Optimal Sensor Locations for Structural Identification by Udwadia, F. E. & Garba, J.
i N85-31209 
OPTIMAL SENSOR LOCATIONS FOR 
STRUCTURAL IDENTIFICATION 
F. E. Udwadia 
University of Southern California 
Los Angela, CA yooS94242 
Jet Propulsion Laboratory 
California Institute of Technology 
Pasadena, CA 9! 109 
J. A. Garha 
SUMMARY 
The opthiurn senso r  1-cat ion problem, OSLP, may be  thought of in terms of t h e  
set  of systems, S, t h e  class of i npu t  t ime f u n c t i o c s ,  1,. and t h e  i d e n t i f i c a t i o r .  
a lgo r i thm (e s t ima to r )  used, E. Thus, for a giyen time h i s t o r y  of i npu t ,  t h e  
technique of determining t h e  OSL r e q u l r e s ,  i n  gene ra l ,  t h e  s o l u t i o n  of t h e  o p t i -  
mizat ion and t h e  i d e n t i f i c a t i o n  problems s imultaneously. .  However, t h i s  paper 
i n t roduces  a technique which u n c m p l e s  t h e  two problems. 
of t h e  concept of an e f f i c i e n t  estimator f g r  which t h e  c o v a r i a r c e  of t h e  parameter 
estimates is inve r se ly  p r o p o r t i o n a l  t o  t h e  F i she r  Informatlon Matrix. 
Th i s  is done by m e a n s  
INTRODUCTION 
The problem of F t r u c t u r a l  i d e n t i f i c a t i o n  i n  s t r u c t a r a l  engineer ing is one 
which has  received cons ide rab le  a t t e n t i o n  from several researr-sers i n  t h e  recent 
p a s t  (Refs. 1-4).  Though v a r i o u s  methods have been developed f o r  i d e n t i f y i n g  the 
d i f i e r a t  parameters that c h a r a c t e r i z e  a s t r u c t u r e  from reco rds  obtained i n  them 
under v a r i o u s  loading c o n d i t i o n s ,  few i n v e s t i g a t o r s ,  i f  any, have looked a t  t h e  
quest ion of where t o  l o c a t e  s e n s o r s  in a s t r u c t u r e  t o  -iequA ? d a t a  f o r  "best" 
parametr ic  i d e n t i f f c a t i o n  (Ref. 5 ) .  The problem of op t ima l ly  l o c a t i n g  sensors i n  
a s c r u c t u r s l  system arises from c o n s i d e r a t i o n s  o f .  
instrumentat ion;  ana (2) e f f i c i e n t l y  d e t e c t i n g  structural changes i n  t h e  system 
with a view t o  acqu i r ing  improved assessnent of s t r u c t u r a l  i n t e g r i t y .  
(1) minimizing t h e  c o s t  of 
The problem addressed in th i s  paper can be  s t a t e d  as f d l o w s :  Given m sen- 
scrs, ..here should they be loca ted  i n  a strucfxre so that r eco rds  obtained from 
those 1oca:ions y i e l d  t h e  "best" estimates of t h e  unknown parameters? 
I n  t h e  p a s t ,  the optimal  s enso r  l o c a t i o n  problem (OSLP) was solved by 
p o s i t i o n i n g  t h e  g 2 . m  number of s enso r s  i n  t h e  system, us ing  t h e  r eco rds  ob ta ined  
A t  t hose  l c c a t i o n s  wi th  a s p e c i r i c  ez f Im. to r ,  and r e p e a t i n g  the procedure f o r  
d i f f e r e n t  sensor  l o c a t i o n s .  
estimates would then be  s e l e c t e d  as op'cimal. The essimates obtained,  of course,  
would r r a tu ra l ly  depend upor. t h e  type  of e s t i m a t o r  uied.  
t i o n s  are e s t i m t o r  dependent, and .an e x h a s t i v e  s e a r c h  needs t o  be performed f o r  
each sp:c+.fic e s t ima to r .  Such a procedure, bes ides  being h igh ly  computation2 *r 
i n t e n s i v e ,  s u f f e r s  from t h e  rnajr,r drawb'qck of not  y i e l d i n g  any physic21 i n r i  
into why c e r t a i n  l o c a t l o n s  are p r e f e r a b l e  t o  o t h e r s .  
The set of l o c a t i o n s  which y i e l d  t h e  "best" parameter 
Thus t h e  opt imal  loca- 
Recently,  work c t h e  s o l u t i o n  of t h e  OSIP w a s  done by Shah and Udwadia 
(Re:. 5 ) .  I n  b r i e f ,  .hey used a l i nea r  r e l a t i m s h i p  between small percurbarions 
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i n  a f l n i t e  dimensional r e 9 r e s e n t a t i o n  of t h e  system parameters and a f ini le  
sample of observa t ions  of t h e  system t h e  response.  
e s t i m a t e s  a r e  minimized, y i e l d i n g  t h e  opt imal  l o c a t i o n s .  I n  t h i s  p a p e r , v e d e v e l o p  
a more d i r e c t  approach t o  t h e  problem which is both  computat ional ly  s u p e r i o r ,  and 
throws c..qsiGerable l i g h t  on t h e  r a t i o n a l e  behind t h e  optimal s e l e c t i o n  process.  
The e r r o r  i n  t h e  parameter 
We uncoupia t h e  opt imiza t ion  problem from t h e  i d e n t i f i c a t t o n  problem using 
t h e  concept of ari c f i i c i e c t  e s t i m a t o r  (e.g., t h e  maxFmum l i k e l i h o o d  e s t i m a t o r  as 
t i n e  becomes very large!. t h t o r  t h e  covariance of t h e  parameter 
estima es  is a minimum. 
ment;, a r igorous  for=  l a t i o n  a d  s o l u t i m  of t h e  OSLP is presented.  The method 
is  appl ied  t o  a bui ld ing  s t r u c t u r e  mcdelled as a genera l  linear dynamic system. 
For t h e  N +egree of fre2dom system consida-ed,  t h e  methodology f o r  s e l e c r k i g  
m ( m < N )  of t h e  nodai  displacements  for purpost: of m e a s u r a m t  i s  presented.  
For such a n  
Using t h i s  technique and motivated by h e u r l s t i c  argu- 
Sample c a l c u l a t i o n s  are made for a simple bui ld ing  c;rTu?ture modelled as a 
The ~ ~ ? - r l l  sensor two-degree-of-freedom system subjec ted  t o  base e x c i t a t i o n s .  
l o c a t i o n  f o r  t h e  i d e n t i f i c a t i o n  o f :  
r a t i o  is inves t iga ted .  
(a)  t h e  mass r a t i a ;  and (b)  t h e  s t i f f n e s s  
The r e s u l t s  i n d i c a t e  K h a t  t h e  OSLP depends on: 
i) t h e  c l a s s  of systems, S, t o  which t h e  s t r u c t u r e  belongs; 
2 )  t h e  type of e x c i t a t i o n ;  
3) t h e  actual system p a r a - A e r s  involved; and 
4 )  t h e  parameters t o  be i d e n t i f i e d .  
THEORY 
Consider a system modelled by t h e  equation 
.. 
MX + C i  + KX = F ( t )  
where M, C, and K are t h e  (NXN) mss, damping and s t i f f n e s s  %trices,  F ( t )  is 
an (Fix11 vec tor  containing i n e r t i a l  f o r c e s  and e x t e i . d l y  appl ied  loads  and X 
is t h z  N-vector of nDdal displacements.  Let BM, Bc and 8K b e  v e c t o r s  conta in ing  
t h e  var ious  parameters r e l a t e d  t o  t h e  mass matr ix ,  the. damping ma-r ix  an8 t h e  
s t i f f n e s s  matr ix ,  r e s p e c t i v e l y ,  which need tc, be i d e n t i f i e d .  For convenience, 
w e  c o l l e c t  these  q u a n t i t i e s  i n  t h e  parameter v e c t o r ,  e, defined as 
% 
where t h e  s u p e r s c r i p t  T i n d i c a t e  mat r ix  t ranspose.  I f  t h e  M, C and K are 
symmetric each of t h e  t h r e e  scbvec tors  has  a maximum dimension of N(N+1)/7. 
Given m sensors  (m<N),  w e  $hen need t o  f i n d  where t o  l o c a t e  them s o  t h a t  
t h e  covariance of t h e  estimate, 6,  i s  a minimum. 
measurement vec tor  Z ( t )  can be expressed as 
Assutz f u r t h e r  t h a t  t h e  
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where Z i  is t h e  i t h  component of Z ( t ) ,  and t t e  f u n c t i o n a l s  g i  r e p r e s e n t  t h e  
"measurement process". 
vec tor  8 is e x p l i c i t l y  noted The aeasurement n o i s e  N i ( t )  is taken as non- 
s t a t i o n a r y  Gaussian White n o i s e  with a var iance  of J12(t). Therefore,  
The dependence of t h e  response X on t h e  parameter 
where 5K and 6~ s tand  f o r  t h e  kroneker and t h e  d i r a c - d e l t a  func t ions ,  
respec t ive ly .  
they conta in  t h e  n o s t  i n f o r u a t i o n  abcut  t h e  system parameters and are maxi- 
m a l l y  s e n s i t i v e  t o  any changes in t h e  parameter values .  
process  can be represented by a n  m-dimensional v e c t o r  Y such that 
A t o t a l  of m o u t  of N responses  need to  be s e l e c t e d  so  that 
This  "select ion" 
vhere S is t h e  (m x N) upper t r i a n g u l a r  s e l e c t i o n  matrix wi tk  each row con- 
t a i n i n g  n u l l  elements except f o r  one which is uni ty .  The m d i f f e r e n t  compo- 
n e n t s  of Z s e l e c t e d  t o  be aeasured sre so ordered i n  v e c t o r  Y, that i f  t h e  
element i n  t h e  i - t h  row and k-th column of S is unity, t h e  ( i + l ) - i t h  row has 
u n i t y  i n  its E-th column w i t h  E > k. 
P = STS i n  an (NXN) d iagonal  matrix w i t h  u n i t y  in i t s  i - t h  row i f ,  and only  
i f ,  Z i  i s  s e l r c t e a  t 3  be measured. 
Hence, m e  can w r i t e  
The matrix S has t h e  proper ty  that 
The elements of P are otherwise zero.  
If gi is l i n e a r l y  r e l a t e d  t o  ;he response X in general ,  then 1' 
r , i x ( e , t ) l  = SRX ( 6 )  
where Rit) car, be  thought of as a dynamic ga in  matrix. In  t h e  case t h a t  gi 
is relatee t? :he r e s p o r s s  Xi o A y ,  then matrix R w i l l  reduce t o  a diagonal  
matr ix ,  r 3 j  J 
The prcblem cjf l o c a t i n g  sensors  in an optimal mamer then reduces t o  
~ l e t r r m i n i n ~  t\e se1ic:ion matrix S, o r  a l t e r n a t i v e l y ,  f i n d i n g  t h e  m l o c a t i o n s  
iri P t h a t  Thould be uni ty .  These l o c a t i o n s  must be so chosen as t o  obta in  t h e  
b c  s t 'I pa rame t e r es t ima t e s . 
5GME MOTIVATING THOUGHTS AND THE FISHER INFORMATION MATRIX 
Consider a L a s e  i n  whi-b one t r i e s  t o  estimate only one parameter,  91 ( t o  
be I d e n t i f i e d )  involved i n  a dynamic system model wi th  only one sensor  provided. 
Therefore,  one dants  t o  i d e a l l y  choose a l o c a t i o n  i (out  of N p o s s i b l e  such 
l o c a t i o n s )  such t h a t  t h e  ineasurernent y i ( t ) ,  i e [ l , N ] ,  t e (0 ,T)  a t  l o c a t i o n  i y i e l d s  
t h e  best. estimate of t h e  parameter 81. H e u r i s t i c a l l y ,  one shculd p l a c e  t h e  
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sensor  a t  such a l o c a t i o n  that t h e  t i m e  h i s t o r y  of aeasurements obtained a t  that 
l o c a t i m  is n o s t  s e n s i t i v e  to any changes i n  t h e  parameter 81. He-ce, i n  equa- 
t i o n  (5B) it is real ly  t h e  s l o p e  of H[X(e l , t ) ]  w i t h  r e s p e c t  t o  81 that needs t o  
be maximized. 
interest, i t  is l o g i c a l  t o  wanr i f i n d  i ( o r  e q u i v a l e n t l y  determine t h e  selec- 
t i o n  matr ix  S descr ibed  previous l? )  such as t o  maximlze (aH/a81)2 over  t h e  inter- 
val (0,T) d u i n g  which t h e  response is  t o  be measured. This  l e a d s  t o  naximizing 
the following i n t e g r a l :  
However, s i n c e  onlv  t h e  a b s o l u t e  magnitude of t h i s  slop* is of 
When t h e r e  is more than one parameter to  be est imated,  and t h e  number of 
sensors  i s  g r e a t e r  tban  u n i t y ,  t h i s  i n t u i t i v e  approach aeeds t o  be extended i? a 
more r igorous  aanner. I n  such cases r e c o u r s e  t o  mathematical t r e a t m e n t  is 
necessary,  and Le shall see that.  such t reatment  w i l l  be in agreement w i t h  our  
h e u r i s t i c  s o l u t i o n  o u t l i n e d  above. 
To f u r t h e r  understand t h e  problem, let  u s  loo': at it from another  angle, 
namely, t h e  concept of an  e f f i c i e n t  unbiased es t imator .  
che covariance of t h e  estimates is a minimum. F u r t h e m r e ,  i t  can be shown that 
for any unbFased e s t i m a t o r  of 8, 
For such as e s t i m a t o r  
where 6 is  the estimate of 8 and t h e  mat r ix  [ a H / a e ] , j  p aHi/Wj. 
= t o r  is " e f f i c i e n t " ,  t h e  above i n e q u a l i t y  becomes an e q u a l i t y .  
:he left-hand s i d e  of i n e q u a l i t y  (8) t a k e s  i t s  lowest v a l u e  (minimum covariance) .  
Hencs , 
I f  t h e  esti- 
This  means t h a t  
The term i n s i d e  t h e  bracket  on t h e  right-hand s i d e  of t h e  equat ion (9) is known 
as the F i s h e r  Information Matrix,  Q(T). 
t o  a a in jmiza t ion  of t h e  covariance of t h e  e s t i m a t e ,  8. ' 
Thus, maximi:ing Q(T) would indeed lead 
sj2 n o t e  then t h a t  t h e  m sensor  l o c a t i o n s  need t o  be so chosen that a s u i t a b l e  
n o m  L t h c  matr ix  !?(TI given by 
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is  maximized. 
t i c a l l y  der ived earlier f o r  t h e  scalar case ,  t o  t h e  v e c t o r  s i t u a t i o n .  
equat ion ( 6 )  i n  equat ion (10) one may w r i t e  
This  c o n s t i t u t e s  an  extension of equat ion ( 7 ) ,  which we heur i s -  
Introducing 
where t h e  i j  element of  X can be w r i t t e n  as: e 
where X =  xi)^ and 8 = {ei),. W e  note that t h e  F isher  Matrix is symmetric and 
is dependent on i h e  l e n g t h  of t h e  record a v a i i a b l e ,  2s w e l l  as the l o c a t i o n s  of 
t h e  sensors  as determined by t h e  matrix P. 
I f  t h e  m l o c a t i o n s  where t h e  sensors are t o  be placed are denoted by 
sk, k = 1 , 2 , .  . ,m, then 
P = C  I 
k = l  ' k  
where t h e  (N x N )  diagonal  matrix' Isk has a l l  I t s  elements equal  to zero excepr: 
t h e  element of t h e  Sk row, which is uni ty .  Noting that P is a d iagonal  matrix, 
equat ion (11) can be s i m p l i f i e d  t o  y i e l d  
where rSk is  t h e  Sk row of t h e  mat r ix  R. 
made of t h e  dependence of t h e  F isher  Matrix on t h e  t ime l e n g t h  T of t h e  a v a i l a b l e  
da ta ,  t h e  sysiem S,  t h e  parameter v e c t o r  8, and t h e  time-variant input  I. I f  t h e  
matr ix  R is diagonal ,  with diagonal  elements PI,. . . ,pN,  then t h e  i j  element of 
t h e  matr ix  Q, af ter  some manipulation, reduces t o  
Also i n  eq. (13) e x p l i c i t  mention is 
Each element of Qij  r e p r e s e n t s  t h e  c r o s s - s e n s i t i v i t y  of measurement with respec t  
t o  t h e  response x of node sk. 
k S 
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The cp t imal  sensor  l o c a t i o n s  are then  obtained by 
k = 1 , 2 ,  ..., m, out  of a p o s s i b l e  N ,  so t h a t  a s u i t a b l e  
maximized (e.g. ,  t h e  t r a c e  norm, etc ...). This  may be 
cond i t  ion 
picking m l o c a t i o n s  sk, 
norm of t h e  mat r ix  Q is 
spec i f  i ed  by t h e  
Although t h e r e  a r e  several matrix norms which could be used, perhaps t h e  
most u s e f u l  and p h y s i c a l l y  meaningful in t h i s  contex t  Is t h e  trace norm. 
order  no t  t o  d e t r a c t  t h e  r e a d e r  from t h e  b a s i c  methodology w e  d e f e r  an exhaust ive 
t reatment  of s u i t a b l e  mat r ix  n o m s  t o  a later cormnunication. 
I n  
The methodology presented up t o  t h i s  p o i n t  is v a l i d  f o r  both linear and non- 
l i n e a r  sys t ems  since t h e  c r i t e r i o n  developed i n  equat ion  (13) w a s  der ived  us ing  
only equat ions  (5) an? (9). We w i l l  now i n d i c a t e  its a p p l i c a t i o n  t o  linear 
multi-degree-of-freedom systems. 
APPLICATION TO LINEAR DYNAMIC SYSTEMS 
Consider t h e  N-degree-of-freedom dynamic system w h o s e  governing d i f f e 5 e n t i a l  
equat ion of m2tion is given by eq. (11, toge ther  wi th  X(to) = Xo,  X(to) = Xo, 
where X o  and Xo are t h e  given initial c o n d i t i o n s  for t h e  system. 
s y s t e m  t o  be c l a s s i c a l l y  damped. 
Assume t h e  
Introducing 
where 9 is t h e  (N x N) weighted modal mat r ix  and n ( t )  Is t h e  N-vector qf 
general ized coord ina tes  w e  ge: 
(17) 
.. T T 
q+2SNwN;HA'l = 4 F ( t ) ,  dtO) = +TMXo, ( t o )  = 4 Go, 
where t h e  ( N  x N) diagonal  matrix A is given by 
The so1utic. i  of equat ion (17) is given as 
t 
'0 
w h e r e  n and no a r e  i n i t i a l  condi t ions  and 
Oi i 
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u i ( t >  = E D ( - S i w i t )  
v . ( t )  = - 
i "d 
1 




Coswd t + -w i 
p i ( i >  = oTF(t) ,  i = 1 ,2  ,..., N .  
Also, d i f f e r e n t i a t i n g  equation (1) with respect to  8 ,  y i e l d s  
/\. /\. A f.di. e +Cie+KXe = Fe( t )  - (MeX+CeX+KeX ; X e ( 0 )  = 0,  ie(0) = 0 
where 
i = 1, ..., N ,  and j * 1, ..., L.  
Introducing 
x = 4z e 
y i e l d s  
z+2FN%;+hz = G(t) 
where 
G(t) = @T[F6-(MeX+CeX+KeX)] A. A. P . 
Equation (21)  can further b e  s impl i f i ed  t o  g i v e  
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T p i ( t )  = F ( t ) ,  i = 1 , 2  ,..., N. 
Therefore ,  s u b s t i t u t i n g  equat ions  (23)  and (24)  i n t o  equat ion (22)  g i v e s  G( t ) .  
Consequently t h e  s o l u t i o n  of equat ion (20) can be  w r i t t e n  as: 
ij 
where h i ( t )  is t h e  same as t h a t  of eq. (18). Notice that t h e  i n i t i a l  condi t ions  
i n  eq. (20)  are zero.  This is due t o  t h e  fact  that t h e  i n i t i a l  condi t ions  of 
(18) are known constants .  
I f  w e  assume that [ C ]  is expressed as a linear combination of [K] and [MI, 
then eq. (22)  can f u r t h e r  be s impl i f ied .  Namely, 
C = 2aK-t2$M, (26)  
where a and $ are known cons tan ts .  Hence i n  equat ion ( 1 7 j ,  t h e  percentage of 
damping, C, can be expressed as: 
, i = 1 , 2  ,..., N B 5, = aw + - i wi 
To f u r t h e r  s impl i fy  equat ion (22)  under t h i s  assumption, le t  us consider  t h e  
Following t h r e e  cases: 
1) The vector  8 conta ins  only 8M, i . e . ,  only es t imat ion  of mass param- 
eters is undertaken. Then 
2 )  The vec tor  8 c o n t a i n s  only t h e  subvector eK. Then 
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3 )  F i n a l l y  i f  t h?  v e c t o r  e = [ a  B ]  T , 
(28B) 
L f  t h e  input  F ( t )  is no t  a func t ion  of 6 ,  thon Fe would be omit ted a l l  through 
t h i s  d i s c u s s i o n .  Once t h e  s o l u t i o n  of equa t ion  (25) i s  ob ta ined ,  t h e  F i she r  
&tr ices  may be obtained as i n  equat ion (13). Hence 
T T T  T z @ rs rs @z 
d t  
q 2 W  
Q = 2  f 
L= 1 0 
Je n o t e  t h a t  t h e  summation form of relation (30) is p a r t i c u l a r l y  amenable to t h e  
maximization of t h e  trace nOrm of Q. 
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EXAMFLE 
To i l l u s t r a t e  some of t h e  ideas  of t h e  previous s e c t i o n ,  cons ider  t h e  prchlem 
of f i n d i n g  t h e  opt imal  sensor  l o c a t i o n  (OSL) i n  a s t r a c t u r a l  system modelled by t h e  
two-degree-of-freedom system (shown in Figure 1 )  which is subjec ted  t o  t h e  base 
e x c i z a t i o n  of f ( t ) .  
The governing d i f f e r e n t i a l  equat ion of motion can o e  expressed as 
.. 
M + Ci + KX = -W f ( t )  
where X = <x x s ~ ,  C =  cxK, W = <Am and t h e  mat r ices  M and K are 1 2  
A c a s e  s tudy f o r  l o c a t i n g  sensors  t o  b e s t  i d e n t i f y  (1) t h e  mass r a t i o ,  A, of t h e  
f i rs t  t o  t h e  second f l o o r  and (2 )  t h e  s t i f f n e s s  r a t i o ,  B ,  ;If t h e  f i r s t  t o  t h e  
second f l c o r ,  w i l l  be presented.  
L e t  si denote  t h e  lower mass l o c a t i o n  and s2 t h e  upper mass l o c a t i o n .  
s e l e c t i o n  between t h e  l o c a t i o n s  can be equated t o  determining t h e  one non-zero 
element of t h e  [1x2] s e l e c t i o n  matr ix ,  S ,  wi th  t h e  measurement H( t )  def ined by 
The 
H( t )  = SX + V(t)  , 
where, V l t )  i s  S t a t i o n a r y  Gaussian White Noise (S G W N) with  Jl(t)=JIo. 
If S = E1 01 t h e  lower mass is s e l e c t e d  f o r  measurement; i f  S = [G 11 t h e  
clpper mass is s e l e c t e d .  
t i o n  9 2  f o r  i d e n t i f y i x g  t h e  parameter A, i f  Q [ T , s l ]  > Q [ T , s 2 ] ,  where T is  t h e  
time t h a t  t h e  measurement i s  taken, 
The l o c a t i o n  s i  would then  be prefer red  aver  t h e  loca-  
2 





Since on ly  one parameter i s  being e s t ima ted  t h e  F i she r  m a t r i c e s  reduce t o  
s c a l a r s .  
The dependence of t h e  OSL on v a r i o u s  t y p e s  of t h e  b a s e  e x c i t a t i o n s  can be  
L e t  u s  f o r  t h i s  p r e s e n t a t i o n  cons ide r  ground a c c e l e r a t i o n  i r ?  t h e  s t u d i e d  now. 
form of a d e l t a  f u n c t i o n ,  i . e . ,  f ( t )  = 6 ( t ) .  
I n  t h i s  case, c losed  form s o l u t i o n s  f o i  0' and Q, can  be ob ta ined .  
For t h e  OSL problem f o r  t h e  "best" (minimum cova r i ance )  i d e n t i f i c a t i o n  of 
1 
t h e  parameter A (given t h e  parameters B and u) us ing  an impulsive base e x c i t a t i o n ,  
Figure 2-A shows t h e  p l o t s  of th;. raKio of t h e  information matrices Ql(T)/Qz(T),  
f o r  T = 50 secs, f o r  v a r i o u s  v a l u e s  of  t h e  parameters A (which i s  t o  be  i d s n t i -  
f i e d )  and a* 0 awo, where uo P o i n t s  on t h e  graph w i t h  o r d i n a t e s  g r e a t e r  
than u n i t y  i n d i c a t e  t h e  o p t h - 1  l o c a t i o n  t o  be t h e  l o w x  mass l e v e l  and v i c e  
ve r sa .  The graphs i n d i c a t e  t h a t  t h e  opt imal  l o c a t i o n  in most cases, f o r  t h e  
range of A Considered, i s  t h e  upper mass l e v e l .  However, w e  obse -ve :bat f o r  
some small va lues  of  A and a* t h e  OSL is the lower l e v e l .  
enough, t h a t  t h e  opt imal  sensor  l c c a t i o n  f o r  i d e n t i f i c a t i o n  of 4 a c t u a l l y  depends 
not  on ly  on t h e  a c t u a l  va lues  of B and a which are presumably known, 'nut a l s o  on 
t h e  va lue  of t h e  parameter A i t s e l f  which is  t o  be iden t i f i e r ! !  
t o  a s c e r t a i n  t h e  opt imal  sensor  l o c a t i o n  some a p r i o r i  assessment of A is 
necessary.  
m. 
We n o t e ,  i n t e r e s t i n g l y  
Thus t o  be  a b l e  
Figure 2-B shows t h a t  t h e  opt imal  l o c a t i o n  f o r  i d e n t i f i c a t i o n  of t h e  param- 
eter B (given A and a), using an impuisive base i n p u t ,  is aga in  t h e  upper mass 
l e v e l  f o r  t h e  range of B va lues  considered.  For l a r g e r  B v a l u e s ,  however, and 
a*>0.05, t h e  ;rend appea r s  t o  be more and more i n  f avor  of t h e  upper mass. This  
seems i n t u i t i v e l y  c o r r e c t ,  f o r  as B becomes l a r g e r ,  t h e  lower p a r t  of t h e  system 
becomes s t i f f e r  and t h e  OSL would be t h e  upper mass l e v e l .  
Figure 2-C i s  a s s o c i a t e d  w i t h  t h e  OSLP f o r  e s t i r a t i n g  t h e  parameter B iisir~: 
a s i n u s c L a 1  base e x c i t a t i o n ,  f ( t )  = a s i n  u t .  The f i g u r e  shows t h a t  a s  t h e  
normalized d r i v i n g  frequency y = u / w o  v a r i e s ,  t h e  OSL changes.  For t h i s  example 
t h e  F i she r  Matrices can be computed i n  c l o s e d  form. For the e s t i m a t i o n  of B, 
(g'ven A and a* = 0) t h e  dimensiLn3.eso d r i v i n g  crequency y = y i e l d s  no 
information on B from reco rds  a t  e i t h e r  of t h e  two mass l z v e l s .  The responses  a t  
t h e  two mass l e v e l s  y i e l d  i d e n t i c a l   amour,'^ of information on B a t  y = 0 and 
y = fi f o r  A. # 1, a s  ind ica t ed  by the  va lues  of 41/42 = 1 a t  ttese f r equenc ie s .  
The va lue  of 41/42 = 0 a t  y = 1 is i n d i c a t i v e  of t h e  f a c t  t h a t  t h e  upper mass 
l e v e l  i s  ,. far  better l o c a t i o n  f o r  a senpor when e s t i m a t i n g  B w i t h  a* = 0. 
Figure 2-LI shows t h e  mean va lue  of t h e  r L t i o  Q l / Q 2  f o r  a random Gaussian white  
n o i s e  base e x c i t a t i o n  toge the r  w i th  t h e  1-CI band. 
upper mass l e v e l  f o r  i d e n t i f i c a t i o n  of A. 
The OSL appea r s  t o  be a t  t h e  
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CCINCLCSIONS AND DISCUSSION 
T h i s  paper  p r e s e n t s  a g e n e r a l  methodology f o r  de t e rmin ing  t h e  op t ima l  s e n s o r  
l o c a t i o n s  i n  dynamic s y s t e m s  f o r  o b t a i n i n g  r e c o r d s  v h i c h  would e n a b l e  t h e  "best"  
(minimum c o v a r i a n c e )  i d e n t i f i c a t i o n  of  a g iven  set of unknown pa rzme te r s  i n  t h e  
s y s t e m .  The t echn ique  u t i l i z e s  t h e  concept  of  a n  e f f i c i e n t  e s t i m a t o r  t o  uncouple  
t h e  i d e n t i f i c a t i o n  €rom t h e  o p t i m i z a t i o n  problem. 
?.de& i n  as c lear  a f a s h i o n  a s  p o s s i b l e ,  w e  have r e s t r i c t e d  t h e  d i s c u s s i o n  i n  t h i s  
s eque l  t c  l i n e a r  sys tems.  
In  o r d e r  t o  p r e s e n t  t h e  b a s i c  
The method has been i l l u s t r a t e d  by a p p l i c a t i o n  t o  a two degree  of freedom 
s y s t e m .  Though t h e  r e s u l t s  p re sen ted  h e r e  f o r  t h e  s imple  sys tem chosen form o n l y  
a f i r s t  s t e p  towards  a c q u i r i n g  a d e t a i l e d  unde r s t and ing  of t h e  OSL problem, t h e  
fo l lQwing  c o n c l u s i o n s  appea r  t 3  be r e l e v a t  a t  t h i s  t ime:  
(1) The OSL f o r  a g iven  sys'tem h e a v i l y  depends on t h e  class of  f x - c i n g  
f u n c t i o n s  used f o r  o b t a i n i n g  r e sponse  d a t a .  I n  t h i s  s t u d y ,  an im- 
p u l s i v e  base  m t i o n  is  cons ide red .  
( 2 )  The OSL f o r  l i n e a r  dynamic sys tems is independent  of  t h e  ampl i tude  o f  
t h e  f o r c i n g  f u n c t i o n .  
( 3 )  The OSL depends i n  g w e r a l  on a l l  t h e  v a l u e s  o f  system parameters .  For 
i n s t a n c e ,  t h e  OSL f o r  e s t i m a t i n g  A w i t h  minimum c o v a r i a n c e  depends n o t  
o n l y  on t h e  a c t u a l  parameter  v a l u e s  B P.? a b u t  on t h e  vaJ.ue of A it- 
s e l f  f o r  t h e  s y s t e m !  
i d e n t i f y i n g  a g iven  parameter  ( o r  a set of parameters )  i n  a dynamic 
s y s t e m  n e c e s s i t a t e s  t h e  Lnovledge of soae  a p r i o r i  e s t i m a t e s  of t h e  
unknown parameter ( s )  . 
T h i s  i m p l i e s  t h a t  t h e  OSL problem associated w i t h  
( 4 )  i h e  r e s u l t s  o f  O U T  s imple  example show that i h e  OSL problem may y i e l d  
s o l u t i o n s  which m a y  be d i r f i c u l t  t o  p r e d i c t  on p u r e l y  h e u r i s t i c  
grounds.  
problem, i n  a r a t h e r  c m p l e x  manner on t h e  a c t u a l  parameter  v a l u e s  of 
t h e  system and t h e  n a t u r e  o f  t h e  base  e x c i t a t i o n .  
The OSL appea r s  t o  depend, even i u r  t h i s  r e l a t i v e l y  s imple  
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Figure 2 4 ,  Variation of Q1/Q2 f o r  V&-,OUS 
values of the parameter A. 
Q l  /Q2 greater than unity 
indicates that optimal is 
a t  1c.ver raass. 
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Figure 2-9. Variation of Ql/Q2 f o r  various 
values of B.  
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Flgure  2-C. Variation of 41/22 with y 4 iu/wo for d i f ferc7t  a* gicen 4 = & = m = l ,  
k=100 and f ( t )  = Smut.  
0.30 "F 0 - 
A 
F:%u. z 2-3. Variari.or\s i n  Lt,e mean v.. .ie of Qi(T, !Q2(T) and the 1-c band w i t h  
li'fererit values of A, w % w  R=m=l, i c = l O O ,  a*=C.l. L P - O ,  ir.puc is 
Saussian k n i t e  h'oise. I.ntegrstian was done over , c.ec second 
period I 
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