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Abstract. The aim of this paper is to derive higher order energy es-
timates for solutions to the Cauchy problem for damped wave models
with time-dependent propagation speed and dissipation. The model of
interest is{
utt − λ
2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× R
n,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ R
n,
The coefficients λ = λ(t) and ρ = ρ(t) are shape functions and ω = ω(t) is
a bounded oscillating function. If ω(t) ≡ 1 and ρ(t)ut is an effective dissi-
pation term, then L2−L2 energy estimates are proved in [2]. In contrast,
the main goal of the present paper is to generalize the previous results to
coefficients including an oscillating function in the time-dependent coef-
ficients. We will explain how the interplay between the shape functions
and oscillating behavior of the coefficient ω = ω(t) will influence energy
estimates.
Keywords: Damped wave model, effective dissipation, very fast oscil-
lations, stabilization condition, WKB analysis, energy estimate
1 Introduction
Let us consider the following Cauchy problem for the damped wave equation
with time-dependent propagation speed and dissipation:{
utt − a2(t)∆u + b(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn.
(1)
The total energy of the solution to (1) is defined by
E(u, t) =
1
2
∫
Rn
(
a2(t)|∇u(t, x)|2 + |ut(t, x)|2
)
dx.
The properties of the time-dependent propagation speed a = a(t) and the co-
efficient b = b(t) in the damping term have different effects on the behavior of
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E(u, t) as t→∞.
First we consider the properties of the energy in the case b(t) ≡ 0 in (1). If
0 < a0 ≤ a(t) ≤ a1, in general one cannot expect the so-called generalized
energy conservation property (GEC), that is, the both sided estimate
C0E(u, 0) ≤ E(u, t) ≤ C1E(u, 0)
holds for the wave energy with positive constants C0 and C1. The main reason is,
that an oscillating behavior of a = a(t) may have a very deteriorating influence
on the energy behavior of the solutions to (1) (see [5], [14]). However, if we
assume for the oscillating behavior of a = a(t) the assumptions
|a(k)(t)| ≤ Ck(1 + t)−k for k = 0, 1, 2,
then (GEC) holds (see [12]). In this case only very slow oscillations are allowed.
In general, very fast oscillating coefficients one might expect to destroy the esti-
mates, which are valid for very slow oscillating coefficients. However, in [8] even
though the oscillations are very fast, the author has proved (GEC) to (1) under
the following additional assumptions to the coefficient:
|a(k)(t)| ≤ Ck(1 + t)−kr for k = 0, 1, · · · ,M, (2)
and ∫ t
0
|a(τ) − a∞|dτ ≤ C(1 + t)q, (3)
for some real a∞ and q ∈ (0, 1) with r > q + 1− q
M
. Here (3) is called the
stabilization condition (see [8]) and by this condition one can get some benefit of
higher order regularity of a = a(t). Moreover, in the case b(t) ≡ 0 in the paper
[10] the authors studied the Cauchy problem (1) after introducing a(t) = λ(t)ω(t)
with the monotonously increasing shape function λ = λ(t) and the (bounded)
oscillating function ω = ω(t). By using the CM property of λ = λ(t) and ω = ω(t)
and the idea of stabilization condition they proved a two sided estimate
C0 ≤ 1
λ(t)
Eλ(u, t) ≤ C1,
where the non-negative constants C0 and C1 depend on the data and
Eλ(u, t) =
1
2
∫
Rn
(
λ2(t)|∇u(t, x)|2 + |ut(t, x)|2
)
dx.
Now we discuss the Cauchy problem (1) in the case of constant speed of prop-
agation a(t) ≡ 1. Assuming a suitable control of the oscillations in b = b(t), the
following classification of damping terms b(t)ut is proposed in [16] and [17]: non-
effective dissipation, effective dissipation, scattering producing and over-damping
producing.
Finally, let us consider the Cauchy problem (1) with time-dependent propaga-
tion speed and dissipation. In [2] the authors studied the Cauchy problem (1)
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assuming a suitable control of the oscillations of a = a(t) and b = b(t). They
proposed a classification of the damping term b(t)ut in terms of an increasing
speed of propagation a = a(t), given in [16] and [17]. For the effective dissipation
case, the authors proved the energy of the solution to (1) satisfies the following
L2 − L2 estimate for all t > 0:∥∥ut(t, ·), a(t)∇u(t, ·)∥∥L2 . a(t)(1 +
∫ t
0
a2(τ)
b(τ)
dτ
)− 12 (‖u0‖H1 + ‖u1‖L2).
The main goal of this paper is to derive higher order energy estimates for solu-
tions of the Cauchy problem (1) with time-dependent speed of propagation and
time-depending damping term both having a time-dependent oscillation term.
For this reason, we assume that the coefficients a = a(t) and b = b(t) in (1) can
be represented by the following products:
a(t) = λ(t)ω(t) and b(t) = ρ(t)ω(t).
Here the time-dependent functions λ = λ(t), ρ = ρ(t) and ω = ω(t) are smooth
and strictly positive functions. Thus, in this paper we devote ourselves to the
following Cauchy problem:{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn,
(4)
where λ is a monotonously increasing nontrivial shape function in the propa-
gation speed, ρ is a nontrivial shape function in the damping term and ω is
a bounded oscillating function in both propagation speed and damping term.
Throughout this paper, we restrict ourselves to “effective-like” (due to oscillat-
ing term ω = ω(t)) damping ρ(t)ω(t)ut in the sense of [2] and [17]. Here effective
means that the solution behaves like that of a corresponding heat equation.
Remark 1. We assume that the damped wave equation (4) has the same oscil-
lating function ω = ω(t) in both speed of the propagation and damping term.
Only for this model we are able to develop a suitable approach basing on tools
from WKB-analysis. In particular, the division of the extended phase space into
regions and zones (see Section 3) with reasonable properties of the separating
lines depends heavily on the coincidence of the oscillating part in the propagation
speed and the dissipation term.
Then, the main results of this paper are the following estimates for Sobolev
solutions to the Cauchy problem (4).
Theorem 1 (Main Theorem). We assume that λ = λ(t), ρ = ρ(t) and ω =
ω(t) satisfy the conditions (A1) to (A5) and (B1) to (B6) (see below). Then, the
Sobolev solutions to the Cauchy problem (4) satisfy the following estimates with
m ∈ [1, 2) and σ ≥ 0:
‖u(t, ·)‖H˙σ .
(
1 +Bλ(0, t)
)− σ2−n2 ( 1m− 12 )(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ ),
‖ut(t, ·)‖H˙σ . λ(t)
(
1 +Bλ(0, t)
)− σ2−n2 ( 1m− 12 )− 12 (‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ),
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where Bλ(0, t) :=
∫ t
0
λ2(τ)
ρ(τ) dτ .
Remark 2. The estimates for ‖u(t, ·)‖H˙σ from Theorem 1 coincide with the ones
for solutions to the Cauchy problem (4) with ω ≡ 1. For this reason different
influences of the conditions for ω on the estimates for solutions and derivatives
(bad influence of the oscillating behavior (A2) and improving influence of the
stabilization condition (A3)) are in equilibrium. Some differences in the decay
rate appear in the estimates for ‖ut(t, ·)‖H˙σ . Here we feel some bad influence of
ω.
The content of the paper is organized as follows:
– In Section 2 we will introduce our assumptions for the coefficients λ = λ(t),
ρ = ρ(t) and ω = ω(t).
– In Section 3 we apply (hyperbolic and elliptic) WKB-analysis to get repre-
sentations of solutions. For this reason we divide the extended phase space
into some zones and transform the second order equation to a system of first
order for suitable micro-energies. This gives us precise information on the
structure of fundamental solutions in different parts of the extended phase
space.
– Section 4 is devoted to glue the estimates for the fundamental solutions from
different parts of the extended phase space.
– In Section 5 we derive some estimates for large and small frequencies, which
prove the main theorem of the Cauchy problem (4).
– In Section 6 we explain our assumptions and the main results for some
examples of admissible coefficients.
– Some concluding remarks and open problems in Section 7 complete the pa-
per.
Notations In this paper we use f . g for positive functions f and g if there
exists a constant C > 0 such that the estimate f ≤ Cg is valid. Moreover,
f ≈ g denotes if f and g satisfyf . g and g . f . f = o(g) denotes that
lim supx→∞
∣∣ f(x)
g(x)
∣∣ = 0. (| · |) denotes for a matrix the matrix of the absolute
values of its entries. We introduce [x]+ := max{x, 0}. Finally, by Hσ and H˙σ,
we denote Bessel and Riesz potential spaces based on L2, respectively.
2 Assumptions
We assume the following conditions for λ = λ(t) and ω = ω(t) belonging to
CM (R+) with M ≥ 2 (here we follow some ideas of [10]):
(A1) λ(t) > 0 and λ′(t) > 0 for all times t > 0 and the derivatives of λ satisfy the
conditions
λ0
λ(t)
Λ(t)
≤ λ
′(t)
λ(t)
≤ λ1 λ(t)
Λ(t)
, |dkt λ(t)| ≤ λkλ(t)
( λ(t)
Λ(t)
)k
, k = 1, 2, · · · ,M,
where λ0 and all λk are positive constants and Λ(t) = 1 +
∫ t
0 λ(τ)dτ is a
primitive of λ(t);
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(A2) 0 < c0 ≤ ω(t) ≤ c1 and the derivatives of ω satisfy the conditions
|dkt ω(t)| ≤ ωkΞ−k(t), k = 1, 2, · · · ,M,
where all ωk are positive constants and Ξ = Ξ(t) is a positive, monotonous
and continuous function satisfying the compatibility condition
C1Θ(t) ≤ λ(t)Ξ(t) ≤ C2Λ(t),
where Θ = Θ(t) is a strictly increasing continuous function with Θ(0) = 1,
Θ(t) < Λ(t) for t > 0 and Θ(t) = o
(
Λ(t)
)
;
(A3) ω = ω(t) is λ-stabilizing towards 1, that is,∫ t
0
λ(τ)|ω(τ) − 1|dτ ≤ C3Θ(t);
(A4) for M ≥ 2 the following estimate holds:∫ ∞
t
λ−M (τ)Ξ−M−1(τ)dτ ≤ C4Θ−M (t);
(A5) the function F = F (Λ(t)) is defined by
Ξ(t) =
F (Λ(t))
λ(t)
√
F ′(Λ(t))
.
This implies that
1
F
(
Λ(t)
) = ∫ ∞
t
λ−1(τ)Ξ−2(τ)dτ,
where F (Λ(t)) → ∞ as t → ∞. Here we suppose that the right-hand side
exists for all t ≥ 0.
Cauchy problems with the increasing speed of propagation have been considered
in [15]. Following their approach the assumption (A1) is standard. The assump-
tion (A3), which is introduced as a stabilization condition, allows us to control
a certain amount of very fast oscillations. Especially, due to the deteriorating
influence of oscillations on solutions by the aid of this stabilization condition and
higher order regularity of the time-dependent coefficients may be compensated
“bad behavior” of the very fast oscillations. For this reason, this stabilization
condition describes an error made from the oscillating behavior of the coefficient
ω = ω(t).
Remark 3. If we consider very slow oscillations (according to the definitions in
[14]), that is, Θ(t) ≡ Λ(t) and F (Λ(t)) ≡ Λ(t) the assumptions (A3) to (A5)
trivially hold and by these choices the stabilization condition disappears. Hence,
the stabilization condition (A3) has a meaning only in the case M ≥ 2.
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Now motivated by the considerations from [1] and [2], in order to study the
interaction between the shape functions λ = λ(t), ρ = ρ(t) and the oscillating
function ω = ω(t) we assume the following conditions:
(B1) ρ(t) > 0, ρ(t) = µ(t)
λ(t)
Λ(t)
;
(B2)
∣∣dkt µ(t)∣∣ ≤ µkµ(t)( λ(t)Λ(t)
)k
for k = 1, 2, · · · ,M , where all µk are positive
constants;
(B3)
µ(t)
Λ(t)
is monotonic and µ(t)→∞ for t→∞;
(B4)
λ2(t)
ρ(t)
=
λ(t)Λ(t)
µ(t)
/∈ L1(R+);
(B5)
∣∣(ρ(t)ω(t))′∣∣ = o( (ρ(t)ω(t))2 ) as t → ∞, this implies that µ(t)Θ(t)
Λ(t)
→ ∞
as t→∞;
(B6)
∫ t
0
λ2(τ)
ρ(τ)
dτ ≤ C5F 2(Λ(t)), where C5 is a positive constant.
The assumptions (B3) and (B4) describe the effective damping case related to
a given increasing propagation speed. In particular, (B4) excludes the over-
damping case (see [2]). The assumption (B5) allows us to control a certain
amount of very fast oscillations in the damping term ρ(t)ω(t)ut.
3 Representation of solutions
We perform the partial Fourier transformation uˆ(t, ξ) = Fx→ξ(u)(t, ξ) to (4)
with respect to spatial variables. Then, we have{
uˆtt + λ
2(t)ω2(t)|ξ|2uˆ+ ρ(t)ω(t)uˆt = 0, (t, ξ) ∈ [0,∞)× Rn,
uˆ(0, ξ) = uˆ0(ξ), uˆt(0, ξ) = uˆ1(ξ), ξ ∈ Rn.
(5)
Applying the transformation
uˆ(t, ξ) = exp
(
− 1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
v(t, ξ),
transfers the Cauchy problem (5) into{
vtt +m(t, ξ)v = 0, (t, ξ) ∈ [0,∞)× Rn,
v(0, ξ) = v0(ξ), vt(0, ξ) = v1(ξ), ξ ∈ Rn,
(6)
where
v0(ξ) = uˆ0(ξ) and v1(ξ) =
ρ(0)ω(0)
2
uˆ0(ξ) + uˆ1(ξ).
The coefficient m = m(t, ξ) of the mass term is defined by
m(t, ξ) := λ2(t)ω2(t)|ξ|2 − 1
4
(
ρ(t)ω(t)
)2 − 1
2
(
ρ(t)ω(t)
)′
. (7)
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Due to the assumptions (B2), (B3) and (B5) we see that
(
ρ(t)ω(t)
)′
is a negligible
term in (7), that is, it holds
∣∣(ρ(t)ω(t))′∣∣ = o( (ρ(t)ω(t))2 ) as t→∞. Hence, we
can introduce a separating curve Γ as follows:
Γ :=
{
(t, ξ) ∈ R+ × Rn : |ξ| = 1
2
µ(t)
Λ(t)
}
.
This curve divides the extended phase space into two regions, the hyperbolic
region Πhyp and the elliptic region Πell, as follows:
Πhyp =
{
(t, ξ) : |ξ| > 1
2
µ(t)
Λ(t)
}
and Πell =
{
(t, ξ) : |ξ| < 1
2
µ(t)
Λ(t)
}
.
Let us define the auxiliary weight function
〈ξ〉λ(t),ω(t) :=
√∣∣∣λ2(t)ω2(t)|ξ|2 − ρ2(t)ω2(t)
4
∣∣∣.
Division of the extended phase space. We divide both regions of the ex-
tended phase space into zones in order to organize the necessary steps of WKB-
analysis. This procedure was developed in [15] and [18]. Here we follow some
ideas of [2]. However, we shall restrict the considerations to a smaller hyper-
bolic zone and elliptic zone in the extended phase space to cope with stronger
oscillations in ω = ω(t) in our approach. The zones are defined as follows:
– hyperbolic zone:
Zhyp(N) =
{
(t, ξ) : 〈ξ〉λ(t),ω(t) ≥ N
ρ(t)ω(t)
2
}
∩Πhyp,
and Θ(t)|ξ| ≥ N ;
– oscillation subzone:
Zosc(N, ε) =
{
(t, ξ) : ε
ρ(t)ω(t)
2
≤ 〈ξ〉λ(t),ω(t) ≤ N
ρ(t)ω(t)
2
}
∩Πhyp,
Θ(t)|ξ| ≤ N and Λ(t)|ξ| ≥ N ;
– reduced zone:
Zred(ε) =
{
(t, ξ) : 〈ξ〉λ(t),ω(t) ≤ ε
ρ(t)ω(t)
2
}
;
– elliptic zone:
Zell(d0, ε) =
{
(t, ξ) : |ξ| ≥ d0
F
(
Λ(t)
)} ∩ {〈ξ〉λ(t),ω(t) ≥ ερ(t)ω(t)
2
}
∩Πell;
– dissipative zone:
Zdiss(d0) =
{
(t, ξ) : |ξ| ≤ d0
F
(
Λ(t)
)} ∩Πell.
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Here in general, N is a large positive constant and ε is a small positive constant.
Both will be chosen later.
|ξ|
t
0
tdiss tell tred tosc
Γ
ZhypZoscZredZellZdiss
a. The case that µ(t)/Λ(t) is decreasing
|ξ|
t
0
Γ
ZhypZoscZredZellZdiss
b. The case that µ(t)/Λ(t) is increasing
Fig. 1. Division of the extended phase space into zones
Let us introduce the separating lines between the dissipative zone and the elliptic
zone by tdiss(|ξ|) =: tdiss, between the elliptic zone and the reduced zone by
tell(|ξ|) =: tell, between the reduced zone and oscillation subzone by tred(|ξ|) =:
tred, between the oscillation subzone and the hyperbolic zone by tosc(|ξ|) =: tosc.
By the definitions of the zones we can see that these separating lines really exist
and can be described by functions due to the monotonicity of the functions µ(t)
Λ(t)
and F (Λ(t)).
We define
h1(t, ξ) := χ
(|ξ|F (Λ(t))) λ(t)
F (Λ(t))
+
(
1− χ(|ξ|F (Λ(t))))λ(t)|ξ| (8)
and
h2(t, ξ) := χ
( 〈ξ〉λ(t),ω(t)
ερ(t)ω(t)2
)
ε
ρ(t)ω(t)
2
+
(
1− χ
( 〈ξ〉λ(t),ω(t)
ερ(t)ω(t)2
))
〈ξ〉λ(t),ω(t), (9)
where χ ∈ C∞[0,∞) such that χ(t) = 1 for 0 ≤ t ≤ 12 and χ(t) = 0 for t ≥ 1.
Introducing the micro-energy U(t, ξ) :=
(
h1(t, ξ)uˆ(t, ξ), Dtuˆ(t, ξ)
)T
we obtain
from (5) the system of first order
DtU(t, ξ) =

 Dth1(t,ξ)h1(t,ξ) h1(t, ξ)
λ2(t)ω2(t)|ξ|2
h1(t,ξ)
iρ(t)ω(t)


︸ ︷︷ ︸
A(t,ξ)
U(t, ξ), (10)
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with the initial condition U(0, ξ) =
(
h1(0, ξ)uˆ(0, ξ), Dtuˆ(0, ξ)
)T
.
On the other hand, we define the micro-energy V (t, ξ) :=
(
h2(t, ξ)v(t, ξ), Dtv(t, ξ)
)T
.
Then, by (6) we obtain that V = V (t, ξ) satisfies the following system of first
order:
DtV (t, ξ) =

 Dth2(t,ξ)h2(t,ξ) h2(t, ξ)
m(t,ξ)
h2(t,ξ)
0


︸ ︷︷ ︸
AV (t,ξ)
V (t, ξ), (11)
with the initial condition V (0, ξ) =
(
h2(0, ξ)v(0, ξ), Dtv(0, ξ)
)T
.
Definition 1. For any t ≥ s ≥ 0, we denote by E = E(t, s, ξ) and EV =
EV (t, s, ξ) the fundamental solutions of (10) and (11), respectively, that is, the
matrix-valued functions solving the Cauchy problems
DtE(t, s, ξ) = A(t, ξ)E(t, s, ξ), E(s, s, ξ) = I,
and
DtEV (t, s, ξ) = AV (t, ξ)EV (t, s, ξ), EV (s, s, ξ) = I.
Hence, it is easy to prove that U(t, ξ) = E(t, 0, ξ)
(
h1(0, ξ)uˆ(0, ξ), Dtuˆ(0, ξ)
)T
and V (t, ξ) = EV (t, 0, ξ)
(
h2(0, ξ)v(0, ξ), Dtv(0, ξ)
)T
.
Remark 4. By the previous considerations, after obtaining estimates for EV =
EV (t, s, ξ) it is sufficient to apply the backward transformation to the original
Cauchy problem. That is, we transform back EV = EV (t, s, ξ) to estimate the
fundamental solution E = E(t, s, ξ) which is related to a system of first order
for the micro-energy
(
λ(t)|ξ|uˆ, Dtuˆ
)T
, which gives the representation
E(t, s, ξ) = T (t, ξ)EV (t, s, ξ)T
−1(s, ξ), (12)
where the matrix T (t, ξ) is defined in the following way:
(
λ(t)|ξ|uˆ
Dtuˆ
)
=

 λ(t)|ξ|δ(t)h2(t,ξ) 0
i ρ(t)ω(t)2δ(t)h2(t,ξ)
1
δ(t)


︸ ︷︷ ︸
T (t,ξ)
(
h2(t, ξ)v
Dtv
)
with the inverse matrix
T−1(t, ξ) =

 δ(t)h2(t,ξ)λ(t)|ξ| 0
−i ρ(t)ω(t)δ(t)2λ(t)|ξ| δ(t)

 ,
where the auxiliary function
δ(t) := exp
(
1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
is related to the transformed damping term ρ(t)ω(t)uˆt.
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3.1 Considerations in the hyperbolic zone
In the hyperbolic zone after M steps of diagonalization procedure we can guar-
antee that the remainder part is uniformly integrable over the hyperbolic zone.
Here we follow some ideas of [8], [10] and [18]. First of all let us introduce the
following family of symbol classes in the hyperbolic zone.
Definition 2. A function f = f(t, ξ) belongs to the hyperbolic symbol class
SlN{m1,m2} of limited smoothness if the estimates∣∣Dkt f(t, ξ)∣∣ ≤ Ck〈ξ〉m1λ(t),ω(t)Ξ(t)−m2−k
are valid for all (t, ξ) ∈ Zhyp(N) and all k = 0, 1, · · · , l with l ≤ M . Here M
is the order of the regularity of the time-dependent coefficients as well as the
number of steps of the diagonalization procedure.
We note that in Zhyp(N) the auxiliary symbol 〈ξ〉λ(t),ω(t) can be estimated by
〈ξ〉λ(t),ω(t) ≈ λ(t)|ξ|. (13)
From the definition of the symbol classes we may conclude the following rules.
Proposition 1. The following statements are true:
1. SlN{m1,m2} is a vector space for all non-negative integers l;
2. SlN{m1,m2} · Sl
′
N{m′1,m′2} →֒ S l˜N{m1 +m′1,m2 +m′2} for all non-negative
integers l and l′ with l˜ = min{l, l′};
3. Dkt S
l
N{m1,m2} →֒ Sl−kN {m1,m2 + k} for all non-negative integers l with
k ≤ l;
4. S0N{−M,M + 1} →֒ L∞ξ L1t
(
Zhyp(N)
)
with M from the assumption (A4).
Proof. We only verify the fourth property. Indeed, if f(t, ξ) ∈ S0N{−M,M + 1},
then we have ∫ ∞
tosc
∣∣f(τ, ξ)∣∣dτ . ∫ ∞
tosc
〈ξ〉−M
λ(τ),ω(τ)Ξ
−M−1(τ)dτ
.
∫ ∞
tosc
|ξ|−Mλ−M (τ)Ξ−M−1(τ)dτ
. |ξ|−MΘ−M (tosc) ≤ 1
NM
<∞,
where we used (13), the assumption (A4) and the definition of Zhyp(N). ⊓⊔
Proposition 2. Assume the conditions (A1), (A2) and (B1), (B2). Then, the
following inequalities hold:
1.
∣∣Dkt 〈ξ〉λ(t),ω(t)∣∣ . 〈ξ〉λ(t),ω(t)Ξ−k(t) for all k = 0, 1, · · · , l with l ≤M ;
2.
∣∣Dkt (ρ(t)ω(t))∣∣ . 〈ξ〉λ(t),ω(t)Ξ−k(t) for all k = 0, 1, · · · , l with l ≤M .
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In the hyperbolic zone we have h2(t, ξ) = 〈ξ〉λ(t),ω(t). So, we introduce the micro-
energy V =
(〈ξ〉λ(t),ω(t)v,Dtv)T . Then, it holds
DtV =
(
0 〈ξ〉λ(t),ω(t)
〈ξ〉λ(t),ω(t) 0
)
V +

 Dt〈ξ〉λ(t),ω(t)〈ξ〉λ(t),ω(t) 0
− (ρ(t)ω(t))′2〈ξ〉λ(t),ω(t) 0

V.
Let us carry out the first step of the diagonalization procedure. The eigenvalues
of the first matrix are ±〈ξ〉λ(t),ω(t). Thus, the matrix of eigenvectors P and its
inverse P−1 are
P =
(
1 −1
1 1
)
, P−1 =
1
2
(
1 1
−1 1
)
.
Defining V (0) := P−1V , we get the transformed system
DtV
(0) =
(D0(t, ξ) +R0(t, ξ))V (0),
where
D0(t, ξ) =
(
〈ξ〉λ(t),ω(t) + Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) −
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)
0
0
−〈ξ〉λ(t),ω(t) + Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) +
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)
)
and
R0(t, ξ) =

 0 −Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) + (ρ(t)ω(t))′4〈ξ〉λ(t),ω(t)
−Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) −
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)
0

 .
Note that R0(t, ξ) ∈ SM−1N {0, 1}. Now we want to carry out further steps of the
diagonalization procedure. The goal is to transform the previous system such
that the new matrix has diagonal structure and the new remainder belongs to a
“better” hyperbolic symbol class.
The diagonalization procedure for the following lemma is essentially based on
the approach used in [14] and [18] for wave equations with variable speed of
propagation.
Lemma 1. There exists a zone constant N > 0 such that for any k = 0, 1, · · · ,M
we can find matrices with the following properties:
– the matrices Nk(t, ξ)∈SM−kN {0, 0} are invertible and N−1k (t, ξ)∈SM−kN {0, 0};
– the matrices Dk(t, ξ) ∈ SM−kN {1, 0} are diagonal and
Dk(t, ξ) = diag
(
τ+k (t, ξ), τ
−
k (t, ξ)
)
with |τ+k (t, ξ)− τ−k (t, ξ)| ≥ Ck〈ξ〉λ(t),ω(t);
– the matrices Rk(t, ξ) ∈ SM−kN {−k, k + 1} are antidiagonal;
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all these matrices are defined in Zhyp(N) such that the operator identity(
Dt −Dk(t, ξ)−Rk(t, ξ)
)
Nk(t, ξ) = Nk(t, ξ)
(
Dt −Dk+1(t, ξ)−Rk+1(t, ξ)
)
is valid.
Finally, we obtain for k =M the remainder RM = RM (t, ξ) ∈ S0N{−M,M +1}
which is uniformly integrable over the hyperbolic zone by Proposition 1.
To complete the derivation of our representation we need more information on
the diagonal matrices Dk = Dk(t, ξ). An improvement of the diagonalization
procedure was developed in [8]. The author performed more diagonalization
steps in order to use structural properties of the coefficient matrices by assuming
higher regularity of the entries of the matrix. Following [8] and [9] we arrive at
the following lemma.
Lemma 2. The difference of the diagonal entries of Dk(t, ξ) is real for all k =
0, 1, · · · ,M − 1.
Now we want to construct the fundamental solution EVhyp = E
V
hyp(t, s, ξ) with
0 ≤ s ≤ t, for the operator
Dt −D0(t, ξ)−R0(t, ξ).
For this reason after M steps of diagonalization it is sufficient to construct the
fundamental solution satisfying the system
DtEM (t, s, ξ) =
(DM (t, ξ) +RM (t, ξ))EM (t, s, ξ), EM (s, s, ξ) = I.
At first we solve the diagonal system
DtEM (t, s, ξ) = DM (t, s, ξ)EM (t, s, ξ), EM (s, s, ξ) = I, 0 ≤ s ≤ t.
Its fundamental solution is given by
EM = EM (t, s, ξ) = exp
(
i
∫ t
s
DM (θ, ξ)dθ
)
= diag
(
ei
∫
t
s
τ
+
M
(θ,ξ)dθ, ei
∫
t
s
τ
−
M
(θ,ξ)dθ
)
.
We make the ansatz
EM (t, s, ξ) = EM (t, s, ξ)QM (t, s, ξ)
with a uniformly bounded and invertible matrix QM = QM (t, s, ξ). It follows
that the matrix QM satisfies the Cauchy problem
DtQM (t, s, ξ) = RM (t, s, ξ)QM (t, s, ξ), QM (s, s, ξ) = I
with the coefficient matrix
RM (t, s, ξ) = EM (s, t, ξ)RM (t, ξ)EM (t, s, ξ).
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Taking account of RM (t, ξ) ∈ S0N{−M,M + 1} we obtain∣∣RM (t, s, ξ)∣∣ = ∣∣RM (t, ξ)∣∣ . 〈ξ〉−Mλ(t),ω(t)Ξ−M−1(t) . |ξ|−Mλ−M (t)Ξ−M−1(t).
The solution QM = QM (t, s, ξ) can be represented as Peano-Baker series
QM (t, s, ξ)
= I +
∞∑
k=1
ik
∫ t
s
RM (t1, s, ξ)
∫ t1
s
RM (t2, s, ξ) · · ·
∫ tk−1
s
RM (tk, s, ξ)dtk · · · dt1.
Then, we obtain the following statement.
Lemma 3. The fundamental solution EVhyp = E
V
hyp(t, s, ξ) is representable in
the following form:
EVhyp(t, s, ξ) = P
(M−1∏
k=0
Nk(t, ξ)
)
EM (t, s, ξ)QM (t, s, ξ)
(M−1∏
k=0
N−1k (s, ξ)
)
P−1
for all (t, ξ), (s, ξ) ∈ Zhyp(N), where
– the matrices Nk = Nk(t, ξ) and N
−1
k = N
−1
k (t, ξ) are uniformly bounded and
invertible;
– the matrices QM = QM (t, s, ξ) and Q−1M = Q−1M (t, s, ξ) are uniformly bounded
and invertible.
Finally, an estimate for the fundamental solution EVhyp = E
V
hyp(t, s, ξ) is given
by the following statement.
Lemma 4. Assume the conditions (A1) to (A4) and (B1) to (B3). Then, the
fundamental solution EVhyp = E
V
hyp(t, s, ξ) satisfies the estimate
(|EVhyp(t, s, ξ)|) .
√
λ(t)√
λ(s)
(
1 1
1 1
)
uniformly for all (s, ξ), (t, ξ) ∈ Zhyp(N).
After constructing the fundamental solution EVhyp = E
V
hyp(t, s, ξ) we use the
backward “dissipative” transformation to the Fourier transformed original Cauchy
problem (5). Thus, we get the following estimate for the fundamental solution
Ehyp = Ehyp(t, s, ξ) in the hyperbolic zone.
Corollary 1. The fundamental solution Ehyp = Ehyp(t, s, ξ) satisfies the esti-
mate (|Ehyp(t, s, ξ)|) .
√
λ(t)√
λ(s)
exp
(
− 1
2
∫ t
s
ρ(θ)ω(θ)dθ
)(1 1
1 1
)
for all (s, ξ), (t, ξ) ∈ Zhyp(N).
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3.2 Considerations in the oscillation subzone
We have already chosen the hyperbolic zone as large as possible to cope with
the stronger oscillating behavior of ω = ω(t). For this reason we have a zone
between the reduced zone Zred(ε) and the hyperbolic zone Zhyp(N), the so-called
oscillation subzone Zosc(N, ε). The basic approach in this zone bases on [10].
Essentially, in Zosc(N, ε) we relate the fundamental solution Eosc = Eosc(t, s, ξ)
to the fundamental solution Eλ = Eλ(t, s, ξ) to the corresponding model with
ω(t) ≡ 1 and effective dissipation case. Note that Zosc(N, ε) ⊂ Zλhyp(N) such
that we can use the known estimates for Eλ = Eλ(t, s, ξ) from [2] (see Lemma
3.5 of [2]). This estimate reads as follows:
(|Eλ(t, s, ξ)|) .
√
λ(t)√
λ(s)
exp
(
− 1
2
∫ t
s
ρ(θ)dθ
)(1 1
1 1
)
.
Let us introduce the micro-energy U(t, ξ) =
(
λ(t)|ξ|uˆ, Dtuˆ
)T
. Then, we obtain
from (5) the system of first order
DtU =
(
Dtλ(t)
λ(t) λ(t)|ξ|
λ(t)ω2(t)|ξ| iρ(t)ω(t)
)
︸ ︷︷ ︸
A(t,ξ)
U. (14)
Our aim is to construct the corresponding fundamental solution, that is, the
matrix-valued solution of the system
DtEosc(t, s, ξ) = A(t, ξ)Eosc(t, s, ξ), Eosc(s, s, ξ) = I, 0 ≤ s ≤ t.
If we set formally ω(t) ≡ 1 and define the micro-energy to the corresponding
model by Uλ(t, ξ) =
(
λ(t)|ξ|uˆ, Dtuˆ
)T
, then it satisfies the system of first order
DtUλ =
(
Dtλ(t)
λ(t) λ(t)|ξ|
λ(t)|ξ| iρ(t)
)
︸ ︷︷ ︸
Aλ(t,ξ)
Uλ.
We denote the corresponding fundamental solution as Eλ = Eλ(t, s, ξ), i.e., the
solution to
DtEλ(t, s, ξ) = Aλ(t, ξ)Eλ(t, s, ξ), Eλ(s, s, ξ) = I, 0 ≤ s ≤ t.
Hence, in Zosc(N, ε) we relate Eosc(t, s, ξ) to Eλ(t, s, ξ) and use the stabilization
condition (A3).
Corollary 2. Assume the conditions (A1) to (A3) and (B1). Then, the funda-
mental solution Eosc = Eosc(t, s, ξ) satisfies the estimate
(|Eosc(t, s, ξ)|) .
√
λ(t)√
λ(s)
exp
(
− 1
2
∫ t
s
ρ(θ)dθ
)
uniformly for (s, ξ), (t, ξ) ∈ Zosc(N, ε), 0 ≤ s ≤ t.
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3.3 Considerations in the elliptic zone
In a similar manner as in the hyperbolic zone we will try to cope with the
stronger oscillating behavior of ω = ω(t) by shrinking the elliptic zone. For this
reason, we shall enlarge the dissipative zone in the extended phase space, since
we do not propose any oscillation subzone between these two zones.
In the elliptic zone we can follow the standard diagonalization procedure. That
is, contrary to the hyperbolic zone Zhyp(N), we will perform two diagonalization
steps to derive an estimate for the fundamental solution. The considerations are
based on the papers [2] and [17].
Now let us introduce the following family of symbol classes in Zell(d0, ε).
Definition 3. A function f = f(t, ξ) belongs to the elliptic symbol class Sl{m1,m2}
of limited smoothness if the derivatives of f satisfy the estimates∣∣Dkt f(t, ξ)∣∣ ≤ Ck〈ξ〉m1λ(t),ω(t)Ξ(t)−m2−k
for all (t, ξ) ∈ Zell(d0, ε) and all k ≤ l with l ∈ N0.
Note that the auxiliary symbol 〈ξ〉λ(t),ω(t) can be estimated in Zell(d0, ε) by
〈ξ〉λ(t),ω(t) ≈
ρ(t)
2
≈ µ(t) λ(t)
2Λ(t)
. (15)
Some useful properties of the symbolic calculus are collected in the following
proposition.
Proposition 3. The following statements are true:
1. Sl{m1,m2} is a vector space for all non-negative integers l;
2. Sl{m1,m2} · Sl′N{m′1,m′2} →֒ S l˜{m1 + m′1,m2 + m′2} for all non-negative
integers l and l′ with l˜ = min{l, l′};
3. Dkt S
l{m1,m2} →֒ Sl−k{m1,m2 + k} for all non-negative integers l with
k ≤ l;
4. Sl−2{−1, 2} →֒ L∞ξ L1t
(
Zell(d0, ε)
)
for l ≥ 2.
Proof. We only verify the integrability statement. Indeed, if f = f(t, ξ) ∈
Sl−2{−1, 2}, then it holds∫ tell
tdiss
∣∣f(τ, ξ)∣∣dτ . ∫ tell
tdiss
Ξ−2(τ)
〈ξ〉λ(τ),ω(τ)
dτ .
∫ tell
tdiss
Λ(τ)
µ(τ)λ(τ)
λ2(τ)F ′(Λ(τ))
F 2(Λ(τ))
dτ
.
1
|ξ|
∫ tell
tdiss
λ(τ)F ′(Λ(τ))
F 2(Λ(τ))
dτ = − 1|ξ|
1
F
(
Λ(τ)
) ∣∣∣tell
tdiss
.
1
|ξ|F (Λ(tdiss)) . 1,
where we used (15), the definition of the elliptic region, Ξ(t) = F (Λ(t))
λ(t)
√
F ′(Λ(t))
and
|ξ|F (Λ(tdiss)) = d0, respectively. ⊓⊔
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In the elliptic zone we introduce the micro-energy V =
(〈ξ〉λ(t),ω(t)v,Dtv)T for
all t ≥ s ≥ 0 and (t, ξ), (s, ξ) ∈ Zell(d0, ε). Then, the corresponding first order
system to the Cauchy problem (6), with respect to the micro-energy V , is stated
as
DtV =
(
0 〈ξ〉λ(t),ω(t)
−〈ξ〉λ(t),ω(t) 0
)
V +

 Dt〈ξ〉λ(t),ω(t)〈ξ〉λ(t),ω(t) 0
− (ρ(t)ω(t))′2〈ξ〉λ(t),ω(t) 0

V.
Performing the diagonalization procedure we get after the second step of the
diagonalization that the entries of the remainder matrix are uniformly integrable
over the elliptic zone.
Step 1. We denote by P the matrix consisting of eigenvectors of the first matrix
and its inverse P−1. So, we have
P =
(
i −i
1 1
)
, P−1 =
1
2
(−i 1
i 1
)
.
Then, defining V (0) := M˜−1V we get the system
DtV
(0) =
(D(t, ξ) +R(t, ξ))V (0),
where
D(t, ξ) =
(−i〈ξ〉λ(t),ω(t) 0
0 i〈ξ〉λ(t),ω(t)
)
,
and
R(t, ξ) = 1
2

 Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) − i (ρ(t)ω(t))′4〈ξ〉λ(t),ω(t) −Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) + i (ρ(t)ω(t))′4〈ξ〉λ(t),ω(t)
−Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) − i
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)
Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t)
+ i (ρ(t)ω(t))
′
4〈ξ〉λ(t),ω(t)

 .
Then, we obtain
D(t, ξ) ∈ SM{1, 0}, R(t, ξ) ∈ SM−1{0, 1}.
Step 2. Let us introduce F0(t, ξ) = diagR(t, ξ). Now we carry out the next
step(s) of the diagonalization. The difference of the diagonal entries of the matrix
D(t, ξ) + F0(t, ξ) is
iα(t, ξ) = 2〈ξ〉λ(t),ω(t) +
(
ρ(t)ω(t)
)′
2〈ξ〉λ(t),ω(t)
≈ 2〈ξ〉λ(t),ω(t) +
o
(
ρ2(t)ω2(t)
)
2〈ξ〉λ(t),ω(t)
≈ 〈ξ〉λ(t),ω(t)
for t ≥ t0 with a sufficiently large t0 = t0(ε) by using |
(
ρ(t)ω(t)
)′| = o(ρ2(t)ω2(t)).
Now we can follow the usual diagonalization procedure. Therefore, we choose a
matrix N (1) = N (1)(t, ξ). Let
N (1)(t, ξ) =
(
0 −R12
α
R21
α
0
)
≈

 0 iDt〈ξ〉λ(t),ω(t)4〈ξ〉2λ(t),ω(t) − (ρ(t)ω(t))′8〈ξ〉2λ(t),ω(t)
i
Dt〈ξ〉λ(t),ω(t)
4〈ξ〉2
λ(t),ω(t)
+ (ρ(t)ω(t))
′
8〈ξ〉2
λ(t),ω(t)
0

 .
The influence of oscillations on energy estimates for damped wave models 17
Taking into consideration the rules of the symbolic calculus we have
N (1)(t, ξ) ∈ SM−1{−1, 1} and N1(t, ξ) = I +N (1)(t, ξ) ∈ SM−1{0, 0}.
For a sufficiently large time t ≥ t0 the matrix N1 = N1(t, ξ) is invertible with
uniformly bounded inverse N−11 = N
−1
1 (t, ξ). Indeed, in the elliptic zone it holds∣∣N1(t, ξ)− I∣∣ ≤ Ξ−1(t)〈ξ〉λ(t),ω(t) . Λ(t)µ(t)Θ(t) → 0 for t→∞
due to the assumption (B5). Let
B(1)(t, ξ) = DtN
(1)(t, ξ)− (R(t, ξ)− F0(t, ξ))N (1)(t, ξ) ∈ SM−2{−1, 2},
R1(t, ξ) = −N−11 (t, ξ)B(1)(t, ξ) ∈ SM−2{−1, 2}.
Then, we have the following operator identity:(
Dt −D(t, ξ)−R(t, ξ)
)
N1(t, ξ) = N1(t, ξ)
(
Dt −D(t, ξ) − F0(t, ξ)−R1(t, ξ)
)
.
Hence, the previous steps of the diagonalization procedure give us the following
lemma.
Lemma 5. Assume that λ = λ(t), ω = ω(t) satisfy the conditions (A1), (A2)
and (A5) and ρ = ρ(t) satisfies the conditions (B1), (B2) and (B5). Then, there
exists a sufficiently large t0 such that in Zell(d0, ε) the following statements hold:
– N1 ∈ SM−1{0, 0}, invertible for (t, ξ) ∈ Zell(d0, ε) with N−11 ∈ SM−1{0, 0};
– F0 = diag
(
Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t)
− i(ρ(t)ω(t))′4〈ξ〉λ(t),ω(t) ,
Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t)
+ i(ρ(t)ω(t))
′
4〈ξ〉λ(t),ω(t)
)
∈ SM−1{0, 1};
– R1 ∈ SM−2{−1, 2} with M ≥ 2.
Moreover, the operator identity(
Dt −D(t, ξ) −R(t, ξ)
)
N1(t, ξ) = N1(t, ξ)
(
Dt −D(t, ξ)− F0(t, ξ)−R1(t, ξ)
)
holds for all (t, ξ) ∈ Zell(d0, ε).
Step 3. Construction of the fundamental solution. In order to solve the trans-
formed system and construct its fundamental solution we can not follow the
considerations from the theory of the hyperbolic zone, since the main diagonal
entries are purely imaginary.
Lemma 6. Assume the conditions (A1), (A2), (A5) and (B1), (B2), (B5).
Then, the fundamental solution EVell = E
V
ell(t, s, ξ) to the transformed operator
Dt −D(t, ξ)− F0(t, ξ)−R1(t, ξ)
can be estimated by
(|EVell(t, s, ξ)|) . 〈ξ〉λ(t),ω(t)〈ξ〉λ(s),ω(s) exp
(∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
)(
1 1
1 1
)
,
with (t, ξ), (s, ξ) ∈ Zell(d0, ε) ∩ {t ≥ t0(ε)}, 0 ≤ s ≤ t.
In order to prove Lemma 6 one can proceed in the same manner as in the papers
[2] and [17].
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Step 4. Transforming back to the original Cauchy problem. Now we want to
obtain an estimate for the energy of the solution to our original Cauchy problem.
For this reason we need to transform back to get an estimate of the fundamental
solution Eell = Eell(t, s, ξ) which is related to a system of first order for the
micro-energy
(
λ(t)|ξ|uˆ, Dtuˆ
)T
.
Lemma 7. Under the assumptions (B1) to (B3) the following holds:
1. In the elliptic zone it holds 〈ξ〉λ(t),ω(t) −
ρ(t)ω(t)
2
≤ −λ
2(t)ω(t)|ξ|2
ρ(t)
,
2.
δ(s)
δ(t)
exp
( ∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
)
≤ exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
,
where δ = δ(t) = exp
(
1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
.
Proof. By using the property
√
x+ y ≤ √x+ y
2
√
x
for any x ≥ 0 and y ≥ −x, the first statement is equivalent to the following
inequality:√
ρ2(t)ω2(t)
4
− λ2(t)ω2(t)|ξ|2 − ρ(t)ω(t)
2
≤ −λ
2(t)ω(t)|ξ|2
ρ(t)
.
After integration the second statement follows directly from the first one together
with the definition of δ = δ(t). ⊓⊔
From Lemma 6 we get for (t, ξ), (s, ξ) ∈ Zell(d0, ε) the estimate(|EVell(t, s, ξ)|) . ρ(t)ω(t)ρ(s)ω(s) exp
(∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
)(1 1
1 1
)
.
This yields in combination with (12) the estimate(|Eell(t, s, ξ)|)
.
(
λ(t)|ξ| 0
ρ(t) ρ(t)
)
exp
(∫ t
s
(
〈ξ〉λ(τ),ω(τ) −
ρ(τ)ω(τ)
2
)
dτ
)(
1 1
1 1
)( 1
λ(s)|ξ| 0
1
λ(s)|ξ|
1
ρ(s)
)
. exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
) λ(t)λ(s) λ(t)|ξ|ρ(s)
ρ(t)
λ(s)|ξ|
ρ(t)
ρ(s)

 . (16)
Remark 5. Taking into account the estimates (16), we see that the estimates for
the first row are reasonable. However, the estimates for the second row seem
to be not reasonable. Because, the estimate for |E(22)ell | is only reasonable for
decreasing coefficients ρ = ρ(t) and the estimate for |E(21)ell | is not optimal since
the upper bound for |E(21)ell | is not bounded in the elliptic zone. This “contradicts
somehow” the damping effect in our model. For this reason we derive a refined
estimate which we present in the next step.
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Step 5. A refined estimate for the fundamental solution in the elliptic zone.
Corollary 3. The fundamental solution Eell = Eell(t, s, ξ) satisfies the follow-
ing estimate:
(|Eell(t, s, ξ)|) . exp(−|ξ|2 ∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
) λ(t)λ(s) λ(t)|ξ|ρ(s)
λ2(t)|ξ|
λ(s)ρ(t)
λ2(t)|ξ|2
ρ(s)ρ(t)

+δ2(s)
δ2(t)
(
0 0
0 1
)
for all t ≥ s and (t, ξ), (s, ξ) ∈ Zell(d0, ε).
Proof. Let us assume that Φk = Φk(t, s, ξ), k = 1, 2, are solutions to the equation
Φtt + λ
2(t)ω2(t)|ξ|2Φ+ ρ(t)ω(t)Φt = 0
with initial values Φk(s, s, ξ) = δ1k and ∂tΦk(s, s, ξ) = δ2k. Then, we have
(
λ(t)|ξ|v(t, ξ)
Dtv(t, ξ)
)
=


λ(t)
λ(s)
Φ1(t, s, ξ) iλ(t)|ξ|Φ2(t, s, ξ)
DtΦ1(t, s, ξ)
λ(s)|ξ| iDtΦ2(t, s, ξ)


(
λ(s)|ξ|v(s, ξ)
Dtv(s, ξ)
)
.
Our basic idea is to relate the entries of the above given estimates to the multi-
pliers Φk = Φk(t, s, ξ) and use Duhamel’s formula to improve the estimates for
the second row using estimates from the first one (see [17]). ⊓⊔
Remark 6. We are able to derive a refined estimate for the fundamental solution,
because in the proof of Corollary 3 we use only estimates for E
(11)
ell and E
(12)
ell
and both estimates seem to be optimal with our analytical tools.
Remark 7. If we choose a fixed s, then the second summand in Corollary 3 is
dominated by the first one. Indeed, if we set s = tell, then by using λ(tell)|ξ| ≈
ρ(tell) we get the following estimate:
(|Eell(t, s, ξ)|) . exp(− |ξ|2 ∫ t
tell
λ2(τ)ω(τ)
ρ(τ)
dτ
) λ(t)λ(tell) λ(t)λ(tell)
λ2(t)|ξ|
λ(tell)ρ(t)
λ2(t)|ξ|
λ(tell)ρ(t)

 .
3.4 Considerations in the dissipative zone
In the dissipative zone we define the micro-energy U = U(t, ξ) by
U =
(
γ(t)uˆ, Dtuˆ
)T
, γ(t) :=
λ(t)
F (Λ(t))
.
This seems to be reasonable because we will later need to estimate λ(t)|ξ|uˆ and
it holds λ(t)|ξ| . λ(t)
F (Λ(t))
due to the definition of the dissipative zone. Then,
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the Fourier transformed Cauchy problem (5) leads to the system of first order
DtU =

 Dtγ(t)γ(t) γ(t)
λ2(t)ω2(t)|ξ|2
γ(t) iρ(t)ω(t)


︸ ︷︷ ︸
A(t,ξ)
U. (17)
We are interested in the fundamental solution
Ediss = Ediss(t, s, ξ) =
(
E
(11)
diss E
(12)
diss
E
(21)
diss E
(22)
diss
)
to the system (17), that is, the solution of
DtEdiss(t, s, ξ) = A(t, ξ)Ediss(t, s, ξ), Ediss(s, s, ξ) = I,
for all 0 ≤ s ≤ t and (t, ξ), (s, ξ) ∈ Zdiss(d0). Thus, the solution U = U(t, ξ) is
represented as
U(t, ξ) = Ediss(t, s, ξ)U(s, ξ).
We will use the auxiliary function
δ(t) = exp
(1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
which is related to the entry iρ(t)ω(t) of the coefficient matrix.
The entries E
(kl)
diss(t, s, ξ), k, l = 1, 2, of the fundamental solution Ediss(t, s, ξ)
satisfy the following system of Volterra integral equations for k = 1, 2:
DtE
(1l)
diss(t, s, ξ) =
Dtγ(t)
γ(t)
E
(1l)
diss(t, s, ξ) + γ(t)E
(2l)
diss(t, s, ξ),
DtE
(2l)
diss(t, s, ξ) =
λ2(t)ω2(t)|ξ|2
γ(t)
E
(1l)
diss(t, s, ξ) + iρ(t)ω(t)E
(2l)
diss(t, s, ξ)
together with their initial conditions(
E
(11)
diss(s, s, ξ) E
(12)
diss(s, s, ξ)
E
(21)
diss(s, s, ξ) E
(22)
diss(s, s, ξ)
)
=
(
1 0
0 1
)
.
Then, by direct calculations we get
E
(11)
diss(t, s, ξ) =
γ(t)
γ(s)
+ iγ(t)
∫ t
s
E
(21)
diss(τ, s, ξ)dτ,
E
(21)
diss(t, s, ξ) =
i|ξ|2
δ2(t)
∫ t
s
λ2(τ)ω2(τ)
γ(τ)
δ2(τ)E
(11)
diss(τ, s, ξ)dτ,
E
(12)
diss(t, s, ξ) = iγ(t)
∫ t
s
E
(22)
diss(τ, s, ξ)dτ,
E
(22)
diss(t, s, ξ) =
δ2(s)
δ2(t)
+
i|ξ|2
δ2(t)
∫ t
s
λ2(τ)ω2(τ)
γ(τ)
δ2(τ)E
(12)
diss(τ, s, ξ)dτ.
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The next lemma is important for deriving suitable estimates for the entries
E
(kl)
diss(t, s, ξ), k, l = 1, 2.
Lemma 8. The assumption (B3) implies λ(t)
δ2(t) ∈ L1(R+) with∫ ∞
t
λ(τ)
δ2(τ)
dτ .
Λ(t)
δ2(t)
.
Moreover, Λ(t)
δ2(t) is monotonously decreasing for large t.
Proof. From µ(t)→∞ as t→∞ it follows µ(t) ≥ 1+ε
ω(t) . Then, we may conclude
δ2(t) = exp
(∫ t
0
ρ(τ)ω(τ)dτ
)
& exp
(
(1 + ε)
∫ t
0
λ(τ)
Λ(τ)
dτ
)
= Λ1+ε(t),
which implies the integrability of λ(t)
δ2(t) . Furthermore, for large t we have
1
Cε
∫ ∞
t
λ(τ)
δ2(τ)
dτ ≤
∫ ∞
t
ε
ω(τ)
λ(τ)
δ2(τ)
dτ ≤
∫ ∞
t
(
µ(τ) − 1
ω(τ)
) λ(τ)
δ2(τ)
dτ
=
∫ ∞
t
µ(τ)λ(τ)ω(τ) − λ(τ)
ω(τ)δ2(τ)
dτ .
∫ ∞
t
µ(τ)λ(τ)ω(τ) − λ(τ)
δ2(τ)
dτ =
Λ(t)
δ2(t)
.
Moreover, we have
d
dt
Λ(t)
δ2(t)
=
λ(t)− ρ(t)ω(t)Λ(t)
δ2(t)
=
λ(t)
(
1− µ(t)ω(t))
δ2(t)
and µ(t) ≥ 1+ε
ω(t) for large t, which implies that
Λ(t)
δ2(t)
is decreasing for large t.
This completes the proof. ⊓⊔
In order to estimate the modulus
∣∣E(kl)diss(t, s, ξ)∣∣, k, l = 1, 2, of the entriesE(kl)diss(t, s, ξ)
we will use the assumption (B6).
Corollary 4. Assume the conditions (A1) for λ(t), (A2) for ω(t), (B3) and
(B6) for ρ(t). Then, we have the following estimate in the dissipative zone:
(|Ediss(t, s, ξ)|) . λ(t)
F (Λ(t))

 F (Λ(s))λ(s) Λ(s)λ(s)
F (Λ(s))
λ(s)
Λ(s)
λ(s)

 ,
with (s, ξ), (t, ξ) ∈ Zdiss(d0) and 0 ≤ s ≤ t.
Proof. First let us consider the first column. Plugging the representation for
E
(21)
diss(t, s, ξ) into the integral equation for E
(11)
diss(t, s, ξ) gives
γ(s)
γ(t)
E
(11)
diss(t, s, ξ) = 1− |ξ|2
∫ t
s
∫ τ
s
λ2(θ)ω2(θ)
δ2(θ)
δ2(τ)
γ(s)
γ(θ)
E
(11)
diss(θ, s, ξ)dθdτ.
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By setting y(t, s, ξ) :=
γ(s)
γ(t)
E
(11)
diss(t, s, ξ) and applying partial integration we
obtain
y(t, s, ξ) = 1 + |ξ|2
∫ t
s
λ2(θ)ω2(θ)
( 1
ρ(τ)ω(τ)
δ2(θ)
δ2(τ)
∣∣∣t
θ
+
∫ t
θ
(
ρ(τ)ω(τ)
)′(
ρ(τ)ω(τ)
)2︸ ︷︷ ︸
=o
(
1
)
for τ→∞
δ2(θ)
δ2(τ)
dτ
)
y(θ, s, ξ)dθ
≈ 1 + |ξ|2
∫ t
s
λ2(θ)ω2(θ)
( 1
ρ(t)ω(t)
δ2(θ)
δ2(t)
− 1
ρ(θ)ω(θ)
)
y(θ, s, ξ)dθ.
Then, we have
|y(t, s, ξ)| . 1 + |ξ|2
∫ t
s
(λ2(θ)ω2(θ)
ρ(t)ω(t)
δ2(θ)
δ2(t)
+
λ2(θ)ω(θ)
ρ(θ)
)
|y(θ, s, ξ)|dθ.
Applying Gronwall’s inequality and partial integration, respectively, we get
|y(t, s, ξ)| . exp
(λ2(t)|ξ|2
ρ(t)
1
δ2(t)
∫ t
s
δ2(θ)dθ + |ξ|2
∫ t
s
λ2(θ)
ρ(θ)
dθ
)
= exp
(
λ2(t)|ξ|2
ρ(t)
1
δ2(t)
( δ2(θ)
ρ(θ)ω(θ)
∣∣∣t
s
+
∫ t
s
(
ρ(θ)ω(θ)
)′(
ρ(θ)ω(θ)
)2 δ2(θ)dθ) + |ξ|2
∫ t
s
λ2(θ)
ρ(θ)
dθ
)
. exp
(
C
λ2(t)|ξ|2
ρ2(t)
+ C
d20
F 2
(
Λ(t)
) ∫ t
s
λ2(θ)
ρ(θ)
dθ
)
. 1.
Here we have used (ρ(θ)ω(θ))
′
(ρ(θ)ω(θ))2 = o
(
1
)
from the assumption (B5), λ(t)|ξ| . ρ(t)
from the definition of the elliptic region, |ξ| ≤ d0
F (Λ(t)) from the definition of the
dissipative zone and the assumption (B6), respectively. Hence, we may conclude
∣∣E(11)diss(t, s, ξ)∣∣ . γ(t)γ(s) = λ(t)F (Λ(t)) F (Λ(s))λ(s) .
Now we consider E
(21)
diss(t, s, ξ). By using the estimate for
∣∣E(11)diss(t, s, ξ)∣∣ we obtain
∣∣E(21)diss(t, s, ξ)∣∣ . |ξ|2
∫ t
s
λ2(τ)
γ(τ)
δ2(τ)
δ2(t)
∣∣E(11)diss(τ, s, ξ)∣∣dτ . 1γ(s) λ
2(t)|ξ|2
δ2(t)
∫ t
s
δ2(τ)dτ
=
1
γ(s)
λ2(t)|ξ|2
δ2(t)
(
1
ρ(τ)ω(τ)
δ2(τ)
∣∣∣t
s
+
∫ t
s
(
ρ(τ)ω(τ)
)′(
ρ(τ)ω(τ)
)2 δ2(τ)dτ
)
.
1
γ(s)
λ2(t)|ξ|2
ρ(t)ω(t)
.
1
γ(s)
λ(t)|ξ| . F
(
Λ(s)
)
λ(s)
λ(t)
F
(
Λ(t)
) .
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Here we used (ρ(θ)ω(θ))
′
(ρ(θ)ω(θ))2 = o
(
1
)
from the assumption (B5), λ(t)|ξ| . ρ(t) from
the definition of the elliptic region and |ξ| ≤ d0
F (Λ(t)) from the definition of the
dissipative zone, respectively.
Next we consider the entries of the second column. Plugging the representation
for E
(22)
diss(t, s, ξ) into the integral equation for E
(12)
diss(t, s, ξ) gives
E
(12)
diss(t, s, ξ)
= iγ(t)δ2(s)
∫ t
s
dτ
δ2(τ)
− |ξ|2γ(t)
∫ t
s
∫ τ
s
λ2(θ)ω2(θ)
δ2(θ)
δ2(τ)
1
γ(θ)
E
(12)
diss(θ, s, ξ)dθdτ.
By setting y(t, s, ξ) :=
1
γ(t)
E
(12)
diss(t, s, ξ) and proceeding in the same manner as
with E
(11)
diss(t, s, ξ), after integration by parts we obtain
|y(t, s, ξ)| . δ2(s)
∫ t
s
λ(τ)
δ2(τ)
1
λ(τ)
dτ
+ |ξ|2
∫ t
s
(λ2(θ)ω2(θ)
ρ(t)ω(t)
δ2(θ)
δ2(t)
+
λ2(θ)ω2(θ)
ρ(θ)ω(θ)
)
|y(θ, s, ξ)|dθ.
Now we can use again Gronwall’s inequality, since the first integral can be esti-
mated by
Λ(s)
δ2(s)
1
λ(s)
due to Lemma 8. Then, we get
|y(t, s, ξ)| . Λ(s)
λ(s)
.
Thus, we obtain ∣∣E(12)diss(t, s, ξ)∣∣ . γ(t)Λ(s)λ(s) = λ(t)F (Λ(t)) Λ(s)λ(s) .
Finally, let us consider E
(22)
diss(t, s, ξ) by using the estimate for
∣∣E(12)diss(t, s, ξ)∣∣. In
the same way as in the estimate for
∣∣E(21)diss(t, s, ξ)∣∣ we obtain∣∣E(22)diss(t, s, ξ)∣∣ . δ2(s)δ2(t) + |ξ|2
∫ t
s
λ2(τ)
δ2(τ)
δ2(t)
1
γ(τ)
∣∣E(12)diss(τ, s, ξ)∣∣dτ
.
δ2(s)
δ2(t)
+
λ2(t)|ξ|2
δ2(t)
Λ(s)
λ(s)
∫ t
s
δ2(τ)dτ .
δ2(s)
δ2(t)
+
Λ(s)
λ(s)
λ(t)|ξ|.
We rewrite the last inequality as
Λ(t)
λ(t)
∣∣E(22)diss(t, s, ξ)∣∣ . Λ(s)λ(s) + Λ(s)λ(s)Λ(t)|ξ| . Λ(s)λ(s) + Λ(s)λ(s) Λ(t)F (Λ(t)) ,
where we used that
Λ(t)
δ2(t)
is decreasing for large t due to Lemma 8. Thus, we get
∣∣E(22)diss(t, s, ξ)∣∣ . Λ(s)λ(s) λ(t)Λ(t) + Λ(s)λ(s) Λ(t)F (Λ(t)) λ(t)Λ(t) . λ(t)F (Λ(t)) Λ(s)λ(s) ,
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where we used Λ(t) ≥ F (Λ(t)). This completes the proof. ⊓⊔
3.5 Considerations in the reduced zone
In the reduced zone we introduce the micro-energy V = V (t, ξ) by
V =
(
ε
ρ(t)ω(t)
2
v,Dtv
)T
.
Then, by (6) the function V satisfies the following system:
DtV =

 Dt(ρ(t)ω(t))ρ(t)ω(t) ερ(t)ω(t)2
λ2(t)ω2(t)|ξ|2− 14 (ρ(t)ω(t))
2− 12 (ρ(t)ω(t))
′
ε
ρ(t)ω(t)
2
0


︸ ︷︷ ︸
AV (t,ξ)
V. (18)
We want to estimate the fundamental solution EVred = E
V
red(t, s, ξ) to (18), that
is, the solution to
DtE
V
red(t, s, ξ) = AV (t, ξ)E
V
red(t, s, ξ), E
V
red(s, s, ξ) = I.
Due to
∣∣(ρ(t)ω(t))′∣∣ = o((ρ(t)ω(t))2) for sufficiently large t ≥ t0, it holds∣∣Dt(ρ(t)ω(t))∣∣
ρ(t)ω(t)
. ερ(t)ω(t).
Moreover, we have the estimate
〈ξ〉λ(t),ω(t) . ε
ρ(t)ω(t)
2
.
Hence, we obtain the following estimate:∣∣λ2(t)ω2(t)|ξ|2 − 14 (ρ(t)ω(t))2 − 12 (ρ(t)ω(t))′∣∣
ερ(t)ω(t)2
. ερ(t)ω(t),
where we used
∣∣(ρ(t)ω(t))′∣∣ = o( (ρ(t)ω(t))2 ). Finally, the norm of the coefficient
matrix of (18) can be estimated by ερ(t)ω(t) for sufficiently large t.
Remark 8. From the backward transformation we may conclude that the funda-
mental solution Ered = Ered(t, s, ξ) can be estimated as follows:
(|Ered(t, s, ξ)|) . exp(− 1
2
∫ t
s
ρ(τ)ω(τ)dτ
)(|EVred(t, s, ξ)|).
Corollary 5. Under the assumptions (B1), (B2) and (B5) the fundamental so-
lution Ered = Ered(t, s, ξ) satisfies the following estimate in the reduced zone:
(|Ered(t, s, ξ)|) . exp((ε− 1
2
) ∫ t
s
ρ(τ)ω(τ)dτ
)(
1 1
1 1
)
for t ≥ s ≥ t0 with a sufficiently large t0 = t0(ε) and (t, ξ), (s, ξ) ∈ Zred(ε).
The influence of oscillations on energy estimates for damped wave models 25
4 Gluing procedure
In the previous sections we have derived estimates for fundamental fundamental
solutions in different zones. Now we have to glue these estimates from Corollaries
1, 2, 3, 4 and 5.
Taking into account of the estimates in Zhyp(N), Zosc(N, ε) and Zred(ε) we can
uniformly estimate
(|Ehyp(t, s, ξ)|) and (|Eosc(t, s, ξ)|) by the upper bound from
the estimate for
(|Ered(t, s, ξ)|). Therefore, we can glue Zred(ε) to the hyperbolic
region and we define new regions by
Πhyp(N, ε) = Zred(ε) ∪ Zosc(N, ε) ∪ Zhyp(N),
Πell(d0, ε) = Zell(d0, ε) ∪ Zdiss(d0).
We denote by tdiss(|ξ|) =: tdiss the separating line between Zell(d0, ε) and
Zdiss(d0) and by t(|ξ|) =: t|ξ| the separating curve between Πell(d0, ε) and
Πhyp(N, ε). Due to the definitions of the zones these separating lines really exist
and can be described by functions due to the definitions of the zones and the
monotonicity of these functions. Indeed, denoting η(t) := µ(t)2Λ(t) , this curve is
given by
η2(t|ξ|)− |ξ|2 = ε2η2(t|ξ|), i.e., t|ξ| = η−1
( |ξ|√
1− ε2
)
.
Definition 4. We denote by Bλ = Bλ(s, t), 0 ≤ s ≤ t, the primitive of λ
2(t)
ρ(t)
which vanishes at t = s. So, it is defined by
Bλ(s, t) :=
∫ t
s
λ2(τ)
ρ(τ)
dτ = Bλ(0, t)−Bλ(0, s).
In order to obtain energy estimates, first we establish some auxiliary estimates.
Lemma 9. Under the assumptions (A1), (B1), (B2) and (B6) the following
estimates hold:
1. Supposing |ξ|F (Λ(tdiss)) = d0 it holds
exp
(
− C|ξ|2
∫ tdiss
0
λ2(τ)
ρ(τ)
dτ
)
≈ 1.
2. Supposing |ξ| = η(t|ξ|)
√
1− ε2 it holds
∣∣d|ξ|t|ξ|∣∣ & µ(t|ξ|)|ξ|ρ(t|ξ|) .
Case 1: the function η = η(t) is monotonously decreasing
Now we distinguish between two cases related to the setting of the zones in the
extended phase space.
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Large frequencies
In this case the large frequencies are in Zhyp(N) only. Then, it follows
(|E(t, 0, ξ)|) . ( 1
δ(t)
)1−2ε (1 1
1 1
)
,
where δ(t) = exp
(
1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
.
Small frequencies
In this case, if η = η(t) is decreasing, in general all zones appear for small
frequencies (see Fig. 1, Case a). Then, we have the following three cases:
Case 1.1 : t ≤ tdiss
In this case (t, ξ) belongs to Zdiss(d0). Then, we have the following estimate
from Corollary 4: (|E(t, 0, ξ)|) . λ(t)
F
(
Λ(t)
) (1 1
1 1
)
.
Case 1.2 : tdiss ≤ t ≤ t|ξ|
Now we will glue the estimates in Zell(d0, ε) from Corollary 3 with those in
Zdiss(d0) from Corollary 4.
Lemma 10. The following estimates hold for all t ∈ [tdiss, t|ξ|] and |ξ| ≥ d0F (Λ(t)) :
(|E(t, 0, ξ)|) . exp (− C|ξ|2Bλ(0, t))
(
λ(t)|ξ| λ(t)|ξ|
λ2(t)|ξ|2
ρ(t)
λ2(t)|ξ|2
ρ(t)
)
.
Proof. The fundamental solution E = E(t, 0, ξ) can be represented as
E(t, 0, ξ) = Eell(t, tdiss, ξ)Ediss(tdiss, 0, ξ).
Then, we have(|E(t, 0, ξ)|) . (|Eell(t, tdiss, ξ)|)(|Ediss(tdiss, 0, ξ)|)
. exp
(− C|ξ|2Bλ(tdiss, t))
(
λ(t)
λ(tdiss)
λ(t)|ξ|
ρ(tdiss)
λ2(t)|ξ|
λ(tdiss)ρ(t)
λ2(t)|ξ|2
ρ(tdiss)ρ(t)
)
λ(tdiss)
F
(
Λ(tdiss)
) (1 1
1 1
)
. exp
(− C|ξ|2Bλ(0, t))
(
λ(t)|ξ| λ(t)|ξ|
λ2(t)|ξ|2
ρ(t)
λ2(t)|ξ|2
ρ(t)
)
,
where we used λ(tdiss)|ξ| . ρ(tdiss) and |ξ|F
(
Λ(tdiss)
)
= d0. Due to the first
statement of Lemma 9 we can extend Bλ(tdiss, t) to Bλ(0, t). This completes the
proof. ⊓⊔
Case 1.3 : t ≥ t|ξ|
To derive the corresponding estimates for t ∈ [t|ξ|,∞) we shall estimate the term
S(t, |ξ|) := exp
(
− C|ξ|2
∫ t|ξ|
0
λ2(τ)ω(τ)
ρ(τ)
dτ
)
exp
(
− 1
2
∫ t
t|ξ|
ρ(τ)ω(τ)dτ
)
.
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This term explains the competition of influences from different zones. We use
the decreasing behavior of the function S = S(t, |ξ|) in |ξ|. So, the function
S = S(t, |ξ|) takes its maximum for ˜|ξ| satisfying t = t ˜|ξ|, that is, the second
integral vanishes in S(t, |ξ|) (see [2]).
Lemma 11. For any t ≥ t|ξ| and for a sufficiently small positive constant C
the function S = S(t, |ξ|) satisfies the following estimate:
S(t, |ξ|) ≤ max
ξ∈Rn
{
exp
(
− C|ξ|2
∫ t
0
λ2(τ)ω(τ)
ρ(τ)
dτ
)}
.
Now we will glue the estimates from Πhyp(N, ε) and Zell(d0, ε) for |ξ| ≥ d0F (Λ(t)) .
Lemma 12. The following estimates hold for all |ξ| ≥ d0
F (Λ(t)) and t ∈ [t|ξ|,∞):
(|E(t, 0, ξ)|) . exp (− C′|ξ|2Bλ(0, t))(λ(t) λ(t)|ξ|λ(t) λ(t)|ξ|
)
.
Proof. Using the representation of the fundamental solution E(t, 0, ξ) as
E(t, 0, ξ) = Ehyp(t, tosc, ξ)Eosc(tosc, tred, ξ)Ered(tred, tell, ξ)Eell(tell, 0, ξ)
we arrive at the estimate(|E(t, 0, ξ)|) . (|Ered(t, t|ξ|, ξ)|)(|Eell(t|ξ|, 0, ξ)|)
.
(δ(t|ξ|)
δ(t)
)C2 (1 1
1 1
)
exp
(− C1|ξ|2Bλ(0, t|ξ|))

 λ(t|ξ|)λ(0) λ(t|ξ|)|ξ|ρ(0)
λ2(t|ξ|)|ξ|
λ(0)ρ(t|ξ|)
λ2(t|ξ|)|ξ|
2
ρ(0)ρ(t|ξ|)


. exp
(− C′|ξ|2Bλ(0, t))(λ(t) λ(t)|ξ|λ(t) λ(t)|ξ|
)
,
where we used ρ(t|ξ|) ≈ λ(t|ξ|)|ξ|. Defining C′ := min{C1, C2} we used Lemma
11 with
exp
(− C1|ξ|2Bλ(0, t|ξ|))(δ(t|ξ|)
δ(t)
)C2 ≤ exp (− C′|ξ|2Bλ(0, t)).
This completes the proof. ⊓⊔
Finally, for small frequencies it remains to glue the estimates in Πhyp(N, ε)
with those in Zell(d0, ε) and in Zdiss(d0). We remark that this case comes into
play only if η = η(t) is decreasing. We have already obtained in Lemma 10 the
desired estimate after gluing the estimates in Zell(d0, ε) with those in Zdiss(d0).
Denoting the glued propagator by E = E(t, 0, ξ) we will only glue the estimates
in Zred(ε) with the estimate from Lemma 10.
Lemma 13. The following estimates hold for all t ∈ [t|ξ|,∞):
(|E(t, 0, ξ)|) . exp (− C′|ξ|2Bλ(0, t))λ(t)|ξ|(1 11 1
)
.
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Proof. We have the following estimate in Πhyp(N, ε):
(|Ered(t, s, ξ)|) . (δ(s)
δ(t)
)1−2ε (1 1
1 1
)
.
Then, by using the estimate from Lemma 10 we get(|E(t, 0, ξ)|) . (|Ered(t, t|ξ|, ξ)|)(|E(t|ξ|, 0, ξ)|)
.
(δ(t|ξ|)
δ(t)
)C2 (1 1
1 1
)
exp
(− C1|ξ|2Bλ(0, t|ξ|))
(
λ(t|ξ|)|ξ| λ(t|ξ|)|ξ|
λ2(t|ξ|)|ξ|
2
ρ(t|ξ|)
λ2(t|ξ|)|ξ|
2
ρ(t|ξ|)
)
. exp
(− C′|ξ|2Bλ(0, t))λ(t)|ξ|( 1 11 1
)
for all t ≥ t|ξ|. Here we used ρ(t|ξ|) ≈ λ(t|ξ|)|ξ|. Defining C′ := min{C1, C2} by
Lemma 11 we also used
exp
(− C1|ξ|2Bλ(0, t|ξ|))(δ(t|ξ|)
δ(t)
)C2 ≤ exp (− C′|ξ|2Bλ(0, t)).
This completes the proof. ⊓⊔
Case 2: the function η = η(t) is monotonously increasing
In this case the elliptic zone lies on the top of the hyperbolic zone. Then, we
have two different parts of the phase space to glue (see Fig. 1, Case b).
Small frequencies
Small frequencies lie completely inside Πell(d0, ε). For this reason we can use the
estimates that we obtained in Case 1.1 and Case 1.2.
Large frequencies
Case 2.1 : t ≤ t|ξ|
In this case (t, ξ) belongs to Πhyp(N, ε). Then, we have
(|E(t, 0, ξ)|) . ( 1
δ(t)
)1−2ε (1 1
1 1
)
.
Case 2.2 : t ≥ t|ξ|
First let us consider the case (t, ξ) ∈ Zell(d0, ε). Then, from Corollary 3 we get
(|E(t, 0, ξ)|) . exp (− C′|ξ|2Bλ(0, t))
(
λ(t)
λ(0)
λ(t)|ξ|
ρ(0)
λ2(t)|ξ|
λ(0)ρ(t)
λ2(t)|ξ|2
ρ(0)ρ(t)
)
.
Now we have to glue the estimates in Zell(d0, ε) with those in Πhyp(N, ε).
Lemma 14. The following estimates hold for all t ∈ [t|ξ|,∞):
(|E(t, 0, ξ)|) . exp (− C′|ξ|2Bλ(0, t)) λ(t)
λ(t|ξ|)
(
1 1
1 1
)
.
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Proof. Taking account of the representation
E(t, 0, ξ) = Eell(t, tell, ξ)Ered(tell, tred, ξ)Eosc(tred, tosc, ξ)Ehyp(tosc, 0, ξ),
we have(|E(t, 0, ξ)|) . (|Eell(t, t|ξ|, ξ)|)(|Ered(t|ξ|, 0, ξ)|)
. exp
(− C1|ξ|2Bλ(t|ξ|, t))
(
λ(t)
λ(t|ξ|)
λ(t)|ξ|
ρ(t|ξ|)
λ2(t)|ξ|
λ(t|ξ|)ρ(t)
λ2(t)|ξ|2
ρ(t|ξ|)ρ(t)
)( 1
δ(t|ξ|)
)C2 (1 1
1 1
)
. exp
(− C′|ξ|2Bλ(0, t))
(
λ(t)
λ(t|ξ|)
λ(t)
λ(t|ξ|)
λ(t)
λ(t|ξ|)
λ(t)
λ(t|ξ|)
)
,
where we used ρ(t|ξ|) ≈ λ(t|ξ|)|ξ|. Defining C′ := min{C1, C2} and Lemma 13
we also used
exp
(− C1|ξ|2Bλ(t|ξ|, t))( 1
δ(t|ξ|)
)C2 ≤ exp (− C′|ξ|2Bλ(0, t)).
This completes the proof. ⊓⊔
4.1 Preliminaries
Now we introduce Kˆ0 = Kˆ0(t, 0, ξ) as the solution of the Cauchy problem (5)
with the initial conditions uˆ0(ξ) = 1 and uˆ1(ξ) = 0. Then, we have the following
identity for k = 1, 2:(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)
Ek(t, 0, ξ)
(
hk(0, ξ)
0
)
=
(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)(
hk(t, ξ)Kˆ0(t, 0, ξ)
DtKˆ0(t, 0, ξ)
)
=
(
λ(t)|ξ|Kˆ0(t, 0, ξ)
DtKˆ0(t, 0, ξ)
)
.
Moreover, it holds(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)
Ek(t, 0, ξ)
(
hk(0, ξ)
0
)
=
(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)(
hk(0, ξ)E
(11)
k (t, 0, ξ)
hk(0, ξ)E
(21)
k (t, 0, ξ)
)
=
(
hk(0,ξ)
hk(t,ξ)
λ(t)|ξ|E(11)k (t, 0, ξ)
hk(0, ξ)E
(21)
k (t, 0, ξ)
)
,
where h1 = h1(t, ξ) and h2 = h2(t, ξ) are defined in (8) and (9), respectively.
Moreover,E1(t, 0, ξ) := E(t, 0, ξ) and E2(t, 0, ξ) := EV (t, 0, ξ) are defined in Def-
inition 1. The above relations allows us to transfer properties of Ek = Ek(t, 0, ξ)
to Kˆ0 = Kˆ0(t, 0, ξ) for k = 1, 2. Thus, we obtain
Kˆ0(t, 0, ξ) =
hk(0, ξ)
hk(t, ξ)
E
(11)
k (t, 0, ξ),
DtKˆ0(t, 0, ξ) = hk(0, ξ)E
(21)
k (t, 0, ξ).
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In the same way, we consider Kˆ1 = Kˆ1(t, 0, ξ) as the solution of the Cauchy
problem (5) with initial conditions uˆ0(ξ) = 0 and uˆ1(ξ) = 1. Then, we get
Kˆ1(t, 0, ξ) =
1
hk(t, ξ)
E
(12)
k (t, 0, ξ),
DtKˆ1(t, 0, ξ) = E
(22)
k (t, 0, ξ).
4.2 Final estimates
Let us define for any t ≥ 0 the function
Ω(0, t) := max
{
η(0), η(t)
}√
1− ε2.
Remark 9. We distinguish between small and large frequencies. Small frequen-
cies satisfy the condition |ξ| ≤ Ω(0, t), while, large frequencies satisfy the condi-
tion |ξ| ≥ Ω(0, t).
Summarizing, we arrive at the following estimates for
∣∣∂ltKˆj(t, 0, ξ)∣∣ with j, l =
0, 1.
Corollary 6. If |ξ| ≥ Ω(0, t), then we have the following estimates for j, l =
0, 1:
∣∣∂ltKˆj(t, 0, ξ)∣∣ . λ(t)l−1|ξ|l−j( 1δ(t)
)1−2ε
. (19)
If
d0
F (Λ(t))
≤ |ξ| ≤ Ω(0, t), then we have the following estimates j, l = 0, 1:
∣∣∂ltKˆj(t, 0, ξ)∣∣ . λl(t)|ξ|l exp (− C|ξ|2Bλ(0, t)). (20)
If |ξ| ≤ d0
F (Λ(t))
, then we have the following estimates j, l = 0, 1:
∣∣∂ltKˆj(t, 0, ξ)∣∣ . λl(t)F l(Λ(t)) . (21)
5 Energy estimates for solutions to damped wave models
with additional regularity of the data
The solution u = u(t, x) to the Cauchy problem{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn,
(22)
can be represented as
u(t, x) = K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x).
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Thus, we may conclude the following estimate for the solution u = u(t, x):
‖u(t, ·)‖L2 = ‖uˆ(t, ·)‖L2 ≤
∥∥Kˆ0(t, 0, ξ)uˆ0(ξ)∥∥L2 + ∥∥Kˆ1(t, 0, ξ)uˆ1(ξ)∥∥L2 .
In order to estimate the L2 norm of ∂lt∂
σ
xKj(t, 0, x) ∗(x) uj(x) for any σ ≥ 0 and
j, l = 0, 1, we can follow the techniques used in [6] and [11]. Then, we have the
following statements for large and small frequencies.
Lemma 15. The following estimates hold for large frequencies |ξ| ≥ Ω(0, t):
∥∥|ξ|σ∂ltKˆj(t, 0, ·)uˆj∥∥L2{|ξ| ≥ Ω(0, t)} . λl(t)
( 1
δ(t)
)1−2ε
‖uj‖H|σ|+l−j (23)
with σ + l ≥ j and for any σ ≥ 0 and j, l = 0, 1. Moreover, if σ = l = 0 and
j = 1 we distinguish between the following two cases:
1. If η = η(t) is increasing, then we have the estimate
∥∥Kˆ1(t, 0, ·)uˆ1∥∥L2{|ξ| ≥ Ω(0, t)} .
1
η(t)
( 1
δ(t)
)1−2ε
‖u1‖L2 . (24)
2. If η = η(t) is decreasing we have the estimate
∥∥Kˆ1(t, 0, ·)uˆ1∥∥L2{|ξ| ≥ Ω(0, t)} .
( 1
δ(t)
)1−2ε
‖u1‖L2. (25)
Proof. We have the following estimate for σ + l ≥ j:∥∥|ξ|σ∂ltKˆj(t, 0, ·)uˆj∥∥L2{|ξ| ≥ Ω(0, t)}
≤ ∥∥|ξ|j−l∂ltKˆj(t, 0, ξ)∥∥L∞{|ξ| ≥ Ω(0, t)}
∥∥|ξ|σ+l−j uˆj∥∥L2{|ξ| ≥ Ω(0, t)} .
The second term on the right-hand side can be estimated by ‖uj‖Hσ+l−j . Now
let us consider the L∞ norm of ∂ltKj(t, 0, ξ). Indeed, by using the estimate (19)
we get
|ξ|j−l
∣∣∂ltKˆj(t, 0, ξ)∣∣ . λ(t)l−1( 1δ(t)
)1−2ε
. λl(t)
( 1
δ(t)
)1−2ε
.
Let σ = l = 0 and j = 1. Then, we arrive at the estimate
∥∥Kˆ1(t, 0, ·)uˆ1∥∥L2{|ξ| ≥ Ω(0, t)} .
1
Ω(0, t)
( 1
δ(t)
)1−2ε
‖u1‖L2.
This completes the proof. ⊓⊔
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Lemma 16. The following estimates hold for small frequencies d0
F (Λ(t)) ≤ |ξ| ≤
Ω(0, t):∥∥|ξ|σ∂ltKˆj(t, 0, ·)uˆj∥∥L2{ d0
F (Λ(t)) ≤ |ξ| ≤ Ω(0, t)}
. λl(t)
(
Bλ(0, t)
)− l2 (Bλ(0, t))− σ2−n2 ( 1m− 12 )‖uj‖Lm (26)
for any σ ≥ 0 and j, l = 0, 1, where m ∈ [1, 2).
Lemma 17. The following estimates hold for small frequencies |ξ| ≤ d0
F (Λ(t)) :∥∥|ξ|σ∂ltKˆj(t, 0, ·)uˆj∥∥L2{|ξ| ≤ d0
F (Λ(t))}
. λl(t)
(
F 2(Λ(t))
)− l2 (F 2(Λ(t)))− σ2−n2 ( 1m− 12 )‖uj‖Lm (27)
for any σ ≥ 0 and j, l = 0, 1, where m ∈ [1, 2).
Proof. The proofs of Lemmas 16 and 17 use Ho¨lder’s inequality and Hausdorff-
Young inequality. ⊓⊔
Proof of Theorem 1. Due to condition (B6), from (26) and (27) it follows(
F 2(Λ(t))
)− σ2−n2 ( 1m− 12 )− l2 . (Bλ(0, t))−σ2−n2 ( 1m− 12 )− l2
for l = 0, 1. For this reason the right-hand sides in the estimates of Lemmas 15
and 17 decay faster than that one in the estimates of Lemma 16. On the other
hand, the regularity of the data is coming from the large frequencies from the
estimates (23) to (25). In this way we have proved the desired statements. ⊓⊔
Remark 10. We note that in our estimates we replace Bλ(0, t) by 1 + Bλ(0, t).
This can be done modulo a compact set in the extended phase space. Such a
compact set will never influence the desired estimates.
6 Some examples
Example 1 (Polynomial case). Let λ(t) = (α+ 1)(1 + t)α, α > 0. So, we have
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, −1 < γ < α.
Moreover, we choose
ρ(t) =
(α+ 1)2
2α− β + 1(1 + t)
β , α− γ − 1 < β < 2α+ 1.
If we take Ξ(t) = (1 + t)κ from the condition (A2), then the condition (A4)
holds with
1 > κ ≥ κM = 1− α+ γ + α− γ
M + 1
,
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where M denotes the order of regularity for the coefficients. On the other hand,
by the condition (A5) we obtain
F (Λ(t)) ≈ (1 + t)α+2κ−1, α+ 2κ− 1 > 0.
Finally, from the condition (B6) we have the estimate
(1 + t)2α−β+1 ≤ (1 + t)2α+4κ−2, κ ≥ 3− β
4
.
Summarizing, the above relations yield
κ ≥ 3− β
4
>
1− α
2
> 1− α+ γ + α− γ
M + 1
.
Therefore, we obtain that the range for admissible κ is given by κ ≥ 3−β4 . Hence,
the hypotheses of Theorem 1 are satisfied.
Let us introduce Cσ =
σ
2 +
n
2
(
1
m
− 12
)
. Then, we have the following estimates:
‖u(t, ·)‖H˙σ . (1 + t)−(2α−β+1)Cσ
(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ ),
‖ut(t, ·)‖H˙σ . (1 + t)−(2α−β+1)Cσ+
β−1
2
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
Example 2 (Exponential case). Let us choose λ(t) = et. So, we have
Λ(t) = et and Θ(t) = ert, 0 < r < 1.
Moreover, we choose
ρ(t) =
1
2− q e
qt, 1− r < q < 2.
Now if we take Ξ(t) = eκt from the condition (A2), then the condition (A4) is
satisfied with
0 > κ ≥ κM = r − 1 + 1− r
M + 1
.
On the other hand, by the condition (A5) we get
F (Λ(t)) ≈ e(2κ+1)t, κ ≥ − q
4
.
Finally, by the condition (B6) we have the estimate
e(2−q)t ≤ e(2+4κ)t, κ ≥ − q
4
.
The above relations yield
κ ≥ − q
4
> −1
2
> r − 1 + 1− r
M + 1
.
Therefore, we obtain that the range for admissible κ is given by κ ≥ − q4 . Hence,
the hypotheses of Theorem 1 are satisfied.
Introducing Cσ =
σ
2 +
n
2
(
1
m
− 12
)
, we have the following estimates:
‖u(t, ·)‖H˙σ . e−(2−q)Cσt
(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ ),
‖ut(t, ·)‖H˙σ . e−(2−q)Cσte
q
2 t
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
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Example 3 (Super-exponential case). Let us choose λ(t) = etee
t
. So, we have
Λ(t) = ee
t
and Θ(t) = ere
t
, 0 < r < 1.
Moreover, we choose
ρ(t) =
1
2− q e
teqe
t
, 1− r < q < 2.
Finally, we take Ξ(t) = e−teκe
t
from condition (A2). Then, the condition (A4)
holds with
0 > κ ≥ κM = r − 1 + 1− r
M + 1
.
On the other hand, by condition (A5) we have
F (Λ(t)) ≈ e(1+2κ)et , 1 + 2κ > 0.
From condition (B6) we have the estimate
e(2−q)e
t ≤ e(2+4κ)et , κ ≥ − q
4
.
For this reason we obtain that the range of admissible κ is given by κ ≥ − q4 .
Summarizing, the above relations yield
κ ≥ − q
4
> −1
2
> r − 1 + 1− r
M + 1
.
Hence, the hypotheses of Theorem 1 are satisfied.
Introducing Cσ =
σ
2 +
n
2
(
1
m
− 12
)
, we get the following estimates:
‖u(t, ·)‖H˙σ . e−(2−q)Cσe
t(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ ),
‖ut(t, ·)‖H˙σ . ete−(2−q)Cσe
t
e
q
2 e
t(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
Construction of an admissible oscillating function. Now we present an
admissible non-trivial oscillating function ω = ω(t) in (22) satisfying the hy-
potheses of Theorem 1. The construction of the function ω = ω(t) was proposed
in [10].
In order to construct a non-trivial function ω = ω(t) satisfying (A2), (A3) and
(B5) let us choose the positive sequences {tj}j, {δj}j and {ηj}j as follows:
tj →∞, δj ≤ ∆tj := tj+1 − tj and ηj ≤ 1, (28)
and a function ψ ∈ CM0 (R) with
suppψ ⊆ [0, 1], −1 < ψ(t) < 1 and
∫ 1
0
|ψ(t)|dt = 1
2
.
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Then, we define
ω(t) = 1 +
∞∑
j=1
ηjψ
( t− tj
δj
)
.
The last sum is convergent, since by (28) for each t at most one term is present.
Furthermore, if c0 = minψ(t) and c1 = maxψ(t), then we get the bounds
0 < 1 + c0 ≤ ω(t) ≤ 1 + c1.
For (A2) we can take
C−11 Ξ(tj) ≤ δj ≤ C1Ξ(tj) (29)
and the sequence {tj}j satisfying
C−12 λ(tk+1) ≤ λ(tk) ≤ C2λ(tk+1) and C−13 Λ(tk+1) ≤ Λ(tk) ≤ C3Λ(tk+1) (30)
with positive constants Cj , j = 1, 2, 3, which are independent of k. Indeed, by
(28) and the definition of ω = ω(t) we have
ω(t) = 1 + ηkψ
( t− tk
δk
)
for all t ∈ [tk, tk+1].
Taking account of (29) and (30) it follows
|ditω(t)| ≤ Ci
ηk
δik
≤ C˜iΞ−i(t) for all t ∈ [tk, tk+1], i = 1, · · · ,M.
Using the definition of ω = ω(t) we may conclude for all t ∈ [tk, tk+1] the estimate∫ t
0
λ(s)|ω(s) − 1|ds =
k∑
j=1
ηj
∫ tj+1
tj
λ(s)
∣∣∣ψ(s− tj
δj
)∣∣∣ds ≤ 1
2
k∑
j=1
ηjδjλ(tj+1).
This implies that the stabilization condition (A3) is ensured if we assume ηjδj
are small enough. Indeed,
Θ(tk+1) ≈
k∑
j=1
ηjδjλ(tj+1) = o
( k∑
j=1
λ(tj)∆(tj)
)
.
Example 4 (Polynomial case). We consider λ(t) = (α + 1)(1 + t)α, α > 0. To
define one admissible function ω = ω(t) let us choose the parameters α, γ and
κ from Example 1 and positive sequences {tj}j, {δj}j and {ηj}j as follows:
tj = 2
j , δj = 2
κj ≤ ∆tj = tj+1 − tj = 2j and ηj = 2j(γ−α−κ).
From Example 1 we have
1 > κ ≥ 3− β
4
> κM = 1− α+ γ + α− γ
M + 1
.
Therefore, we get γ − α − κ < 0 and this implies that we have 0 < ηj ≤ 1.
Moreover, the stabilization condition (A3) holds, since ηjδj = 2
j(γ−α) < 1,
where γ − α < 0.
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Example 5 (Exponential case). We consider λ(t) = et. Let us choose the param-
eters r and κ from Example 2 and the positive sequences {tj}j , {δj}j and {ηj}j
by
tj = j, δj = e
κj ≤ ∆tj = tj+1 − tj and ηj = ej(r−κ−1).
From Example 2 we have
0 > κ ≥ − q
4
> κM = r − 1 + 1− r
M + 1
.
Therefore, we have κ < 0 and r−κ−1 < 0. These imply that we have δj < 1 and
0 < ηj ≤ 1, respectively. Moreover, the stabilization condition (A3) is satisfied,
because ηjδj = e
j(r−1) < 1, where r − 1 < 0.
Example 6 (Super-exponential case). We consider λ(t) = etee
t
. Let us choose
the parameters r and κ from Example 3 and positive sequences {tj}j, {δj}j and
{ηj}j as follows:
tj = e
j, δj = e
−jeκe
j ≤ ∆tj = tj+1 − tj and ηj = e(r−κ−1)e
j
.
From Example 3 we have
0 > κ ≥ − q
4
> κM = r − 1 + 1− r
M + 1
.
These imply that we have δj < 1 and 0 < ηj ≤ 1, respectively. Moreover, the
stabilization condition (A3) holds, since ηjδj = e
j(r−1) < 1.
7 Concluding remarks and open problems
Remark 11. The recent papers [3] and [4] are devoted to studying the following
Cauchy problem for semi-linear wave models with effective dissipation:{
utt − a2(t)∆u + b(t)ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn.
(31)
Here the considerations are divided into two cases depending on the behavior of
the propagation speed: the super-exponential case and the sub-exponential case,
respectively, for the global (in time) existence of small data solutions to (31).
Remark 12. An interesting application of the results of this paper is to study
the following Cauchy problem for semi-linear damped wave models with time-
dependent speed of propagation and “effective-like” damping term ρ(t)ω(t)ut in
combination with very-fast oscillations and stabilization condition:{
utt − λ2(t)ω2(t)∆u + ρ(t)ω(t)ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn.
This will be discussed in a forthcoming paper to understand the influence of
the oscillations on the global (in time) existence of small data solutions. The key
tools are the Gagliardo-Nirenberg inequalities, the fractional chain rule, the frac-
tional Leibniz rule and the fractional powers rules which have been extensively
discussed in Harmonic Analysis (cf. the book [7]).
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