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Abstract
A Banach space operator T ∈ B(X ) is said to be totally hereditarily normaloid, T ∈ THN, if every
part of T is normaloid and every invertible part of T has a normaloid inverse. The operator T is said
to be an H(q) operator for some integer q  1, T ∈ H(q), if the quasi-nilpotent part H0(T − λ) =
(T − λ)−q(0) for every complex number λ. It is proved that if T is algebraically H(q), or T is
algebraically THN and X is separable, then f (T ) satisfies Weyl’s theorem for every function f
analytic in an open neighborhood of σ(T ), and T ∗ satisfies a-Weyl’s theorem. If also T ∗ has the
single valued extension property, then f (T ) satisfies a-Weyl’s theorem for every analytic function f
which is non-constant on the connected components of the open neighborhood of σ(T ) on which it
is defined.
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1. Introduction
Let B(X ) denote the algebra of operators (equivalently, bounded linear transforma-
tions) on a Banach space X , and let P ⊂ B(X ) denote a class of operator satisfying a
certain property. An operator T ∈ B(X ) is said to be algebraically P , denoted T ∈ a −P ,E-mail address: bpduggal@uaeu.ac.ae.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
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T ∈ B(X ) is said to satisfy Weyl’s theorem if σ(T ) \ σw(T ) = π00(T ), where σ(T ) de-
notes the spectrum of T , σw(T ) denotes the Weyl spectrum of T and π00(T ) is the set
of isolated eigen-values of T of finite multiplicity. Since the implication T ∈P ⇒ T 2 ∈ P
fails to hold in general (for example, T is a hyponormal operator on a Hilbert space H does
not in general imply that T 2 is hyponormal), the question “when does p(T ) ∈ P satisfies
Weyl’s theorem for some non-constant polynomial p imply T satisfies Weyl’s theorem?”
makes sense. The problem stated in its full generality being almost inaccessible, it is pru-
dent to look at the problem for certain well-defined classes of operators. This has been
done in the recent past for hyponormal operators [11] and p-hyponormal operators [7] on
a Hilbert space, and paranormal operators on a separable Hilbert space [6].
For a T ∈ B(X ), let H0(T ) denote the quasi-nilpotent part
H0(T ) =
{
x ∈X : lim
n→∞‖T
nx‖1/n = 0
}
of the operator T , and let H(q) denote the class of T ∈ B(X ) for which H0(T −λI) = (T −
λI)−q(0) for all complex numbers λ and some integer q  1. The class H(q) is large; it
contains, amongst others, the classes consisting of generalized scalar, subscalar and totally
paranormal operators on a Banach space, multipliers of semi-simple Banach algebras,
hyponormal, p-hyponormal (0 < p < 1) and M-hyponormal operators on a Hilbert space
(see [2,5,17,19] for further information). Recall that T ∈ B(X ) is said to be normaloid if
the spectral radius of T equals ‖T ‖; a part of T is its restriction to an invariant subspace.
We say that T ∈ B(X ) is hereditarily normaloid, T ∈ HN, if every part of T is normaloid;
T ∈ HN is totally hereditarily normaloid, T ∈ THN, if every invertible part of T has a
normaloid inverse. The class THN was introduced in [8]; it properly contains, in particular,
the class of paranormal operators on a Banach space (and is properly contained in the class
of normaloid operators) [10]. The purpose of this paper is to consider the classes a − H(q)
and a − THN. It is proved that if T ∈ a − H(q), or T ∈ a − THN and X is separable,
then f (T ) satisfies Weyl’s theorem for every function f analytic in an open neighborhood
of σ(T ), and T ∗ satisfies a-Weyl’s theorem. Furthermore, if an operator S ∈ B(X ) is a
quasi-affine transform of T , then f (S) satisfies Weyl’s theorem for every f ∈H(σ (S)),
S∗ satisfies a-Weyl’s theorem and f (S) satisfies a-Browder’s theorem for every f analytic
in an open neighborhood of σ(S). If also T ∗ has the single valued extension property, then
f (T ) satisfies a-Weyl’s theorem for every analytic function f which is non-constant on
the connected components of the open neighborhood of σ(T ) on which it is defined.
2. Notation and terminology
A Banach space operator T , T ∈ B(X ), is said to be Fredholm, T ∈ Φ(X ), if T (X ) is
closed and both the deficiency indices α(T ) = dim(T −1(0)) and β(T ) = dim(X /T (X ))
are finite, and then the index of T , ind(T ), is defined to be ind(T ) = α(T ) − β(T ). The
ascent of T , asc(T ), is the least non-negative integer n such that T −n(0) = T −(n+1)(0) and
the descent of T , dsc(T ), is the least non-negative integer n such that T n(X ) = T n+1(X ).
We say that T is of finite ascent (respectively, finite descent) if asc(T − λI) < ∞ (re-
spectively, dsc(T − λI) < ∞) for all complex numbers λ. We shall, henceforth, shorten
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said to be Browder if it is Fredholm “of finite ascent and descent.” Let C denote the set of
complex numbers. The (Fredholm) essential spectrum σe(T ), the Browder spectrum σb(T )
and the Weyl spectrum σw(T ) of T are the sets
σe(T ) = {λ ∈ C: T − λ is not Fredholm},
σb(T ) = {λ ∈ C: T − λ is not Browder}
and
σw(T ) = {λ ∈ C: T − λ is not Weyl}.
If we let ρ(T ) denote the resolvent set of the operator T , σ(T ) denote the usual spectrum
of T and accσ(T ) denote the set of accumulation points of σ(T ), then
σe(T ) ⊆ σw(T ) ⊆ σb(T ) ⊆ σe(T ) ∪ accσ(T ).
Let π0(T ) denote the set of Riesz points of T (i.e., the set of λ ∈ C such that T −λ is Fred-
holm of finite ascent and descent [4]), and let π00(T ) denote the set of eigenvalues of T of
finite geometric multiplicity. Also, let πa0(T ) be the set of λ ∈ C such that λ is an isolated
point of σa(T ) and 0 < dim ker(T − λ) < ∞, where σa(T ) denote the approximate point
spectrum of the operator T . Clearly, π0(T ) ⊆ π00(T ) ⊆ πa0(T ). We say that Browder’s
theorem holds for T if
σ(T ) \ σw(T ) = π0(T ),
Weyl’s theorem holds for T if
σ(T ) \ σw(T ) = π00(T ),
and a-Weyl’s theorem holds for T if
σea(T ) = σa(T ) \ πa0(T ),
where σea(T ) denotes the essential approximate point spectrum (i.e., σea(T ) =⋂{σa(T +
K): K ∈ K(X )} with K(X ) denoting the ideal of compact operators on X ). If we let
Φ+(X ) = {T ∈ B(X ): α(T ) < ∞ and T (X ) is closed} denote the semi-group of upper
semi-Fredholm operators in B(X ) and let Φ−+ (X ) = {T ∈ Φ+(X ): ind(T )  0}, then
σea(T ) is the complement in C of all those λ for which (T − λ) ∈ Φ−+ (X ). The concept
of a-Weyl’s theorem was introduced by Rakocˇvic´: a-Weyl’s theorem for T ⇒ Weyl’s the-
orem for T , but the converse is generally false [21]. If we let σab(T ) denote the Browder
essential approximate point spectrum of T ,
σab(T ) =
⋂{
σa(T + K): TK = KT and K ∈ K(X )
}
= {λ ∈ C: T − λ /∈ Φ−+ (X ) or α(T − λ) = ∞
}
,
then σea(T ) ⊆ σab(T ). We say that T satisfies a-Browder’s theorem if σab(T ) = σea(T )
[20].
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λ0 ∈ C for short, if for every open disc Dλ0 centered at λ0 the only analytic function
f :Dλ0 →X which satisfies
(T − λ)f (λ) = 0 for all λ ∈Dλ0
is the function f ≡ 0. Trivially, every operator T has SVEP at points of the resolvent
ρ(T ) = C\σ(T ); also T has SVEP at λ ∈ isoσ(T ). We say that T has SVEP if it has SVEP
at every λ ∈ C. It is known that a Banach space operator T with SVEP satisfies Browder’s
theorem [1, Corollary 2.12] and that Browder’s theorem holds for T ⇔ Browder’s theorem
holds for T ∗ [12].
The analytic core K(T − λ) of (T − λ) is defined by
K(T − λ) = {x ∈X : there exists a sequence {xn} ⊂X and δ > 0 for which x = x0,
(T − λ)xn+1 = xn and ‖xn‖ δn‖x‖ for all n = 1,2, . . .
}
.
We note that H0(T −λ) and K(T −λ) are (generally) non-closed hyperinvariant subspaces
of (T −λ) such that (T −λ)−q(0) ⊆ H0(T −λ) for all q = 0,1,2, . . . and (T −λ)K(T −λ)
= K(T − λ) [18]. The operator T ∈ B(X ) is said to be semi-regular if T (X ) is closed and
T −1(0) ⊂ T ∞(X ) =⋂n∈N T n(X ); T admits a generalized Kato decomposition, GKD for
short, if there exists a pair of T -invariant closed subspaces (M,N) such that X = M ⊕N ,
the restriction T |M is quasinilpotent and T |N is semi-regular. An operator T ∈ B(X ) has a
GKD at every λ ∈ isoσ(T ), namely X = H0(T −λ)⊕K(T −λ). We say that T is of Kato
type at a point λ if (T − λ)|M is nilpotent in the GKD for (T − λ). Fredholm operators are
Kato type [14, Theorem 4], and operators T ∈ B(X ) satisfying property H(q),
H(q) H0(T − λ) = (T − λ)−q(0)
for some integer q  1, are Kato type at isolated points of σ(T ) (but not every Kato type
operator T satisfies property H(q)).
3. Main results
Unless otherwise stated we assume in the following that T is a Banach space operator:
T ∈ B(X ). Before stating our main result, we state some complementary results, which
will be used in the sequel without further specific reference to the source. Every semi-
Fredholm operator T is of Kato type [14, Theorem 4], and a Kato type operator T − λ
such that T has SVEP at λ (respectively, T ∗ has SVEP at λ) satisfies the property that
asc(T − λ) < ∞ (respectively, dsc(T − λ) < ∞) [1, Theorems 2.6 and 2.9]. It is easily
seen that if (T − λ) is Kato type, then the adjoint operator (T ∗ − λI ∗) is also Kato type.
If asc(T − λ) < ∞ (respectively, dsc(T − λ) < ∞) for an operator T and λ ∈ C, then
ind(T − λ) 0 (respectively, ind(T − λ) 0) [13, Proposition 38.5]. Recall that if T − λ
has finite ascent and finite descent, then asc(T − λ) = dsc(T − λ) < ∞ [17, Propo-
sition 4.10.6]. The complex number λ is a pole of the resolvent of T if and only if
T − λ has both finite ascent and descent; this common value is the order of the pole
(and λ is then an eigen-value of T ) [13, Proposition 50.2]. Let λ ∈ isoσ(T ). Then
X = H0(T − λ) ⊕ K(T − λ), where K(T − λ) is a closed T -invariant subspace such
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then K(T − λ) = (T − λ)q(X ), and λ is a pole of the resolvent of T of order q [15,
Theorem 3.4].
Our main result, which we state now, generalizes the results of [6,7,11] to a much wider
class of Banach space operators. Let H(σ (T )) (respectively, H1(σ (T ))) denote the set of
analytic functions which are defined on an open neighborhood U of σ(T ) (respectively,
the set of f ∈H(σ (T )) which are non-constant on each of the connected components of
the open neighborhood U of σ(T ) on which f is defined).
Theorem 3.1. If T ∈ a − H(q), or T ∈ a − THN and X is separable, then:
(i) f (T ) satisfies Weyl’s theorem for each f ∈H(σ (T )).
(ii) T ∗ satisfies a-Weyl’s theorem.
If also T ∗ has SVEP, then:
(iii) f (T ) satisfies a-Weyl’s theorem for each f ∈H1(σ (T )).
The proof of the theorem follows through a number of steps, stated below as lemmas.
Some of these lemmas are of independent interest. Recall that an operator T is said to be
isoloid if each λ ∈ isoσ(T ) is an eigen-value of T .
Lemma 3.2. Either of the hypotheses T ∈ H(q) and T ∈ THN implies T is isoloid.
Proof. If λ ∈ isoσ(T ), then X = H0(T − λ) ⊕ K(T − λ). Hence, if T ∈ H(q), i.e.
H0(T − λ) = (T − λ)−q(0), then K(T − λ) = (T − λ)q(X ) and λ is an eigen-value of T .
If, instead, T ∈ THN, then T is isoloid by [8, Lemma 2.1]. (Indeed, λ is a simple pole of
the resolvent in this case, and H0(T − λ) = (T − λ)−1(0).) 
The following corollary is immediate from Lemma 3.2.
Corollary 3.3. If T ∈ H(q) or THN and σ(T ) = {λ}, then T = λ.
Lemma 3.4. If T ∈ H(q), or if T ∈ THN and X is separable, then T has SVEP.
Proof. If T ∈ H(q), then T − λ has finite ascent for each λ ∈ C; hence T has SVEP. If,
instead, T ∈ THN and X is separable, then T has SVEP by [8, Lemma 3.3(i)]. 
Lemma 3.5. If T ∈ a − H(q) or T ∈ a − THN, then T is Kato type at each λ ∈ isoσ(T ).
Proof. Let T ∈ a − THN, and let λ ∈ isoσ(T ). Then X = H0(T − λ)⊕K(T − λ), where
T |H0(T −λ) = T1 satisfies σ(T1) = {λ} and T |K(T −λ) is semi-regular. Since T ∈ a − THN,
there exists a non-constant complex polynomial p such that p(T1) ∈ THN. Clearly,
σ(p(T1)) = p(σ(T1)) = {p(λ)}. Applying Corollary 3.3 it follows that p(T1) = p(λ)
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(p(T1) − p(λ))−1(0).) If we let
0 = p(T1) − p(λ) = c(T1 − λ)m
n∏
i=1
(T1 − λi)
for some complex numbers c,λ1, λ2, . . . , λn, then each T1 −λi is invertible, which implies
that T1 − λ is nilpotent. Hence T − λ is Kato type in this case. The proof is similar in the
case in which T ∈ a − H(q). 
Lemma 3.5 shows that if T ∈ a − H(q) or T ∈ a − THN, then p(T ) is isoloid: the
following lemma shows that this property is inherited by T .
Lemma 3.6. If T ∈ a − H(q) or a − THN, then T is isoloid.
Proof. If λ ∈ isoσ(T ), then both T and T ∗ have SVEP at λ. Combining this with the fact
that T − λ is Kato type (see Lemma 3.5) it follows that both asc(T − λ) and dsc(T − λ)
are finite [1, Theorems 2.6 and 2.9], and hence equal. This implies that λ is a pole of the
resolvent of T ; hence λ is an eigen-value of T . 
Our next lemma shows that T inherits SVEP from p(T ).
Lemma 3.7. If T ∈ a − H(q), or T ∈ a − THN and X is separable, then T has SVEP.
Proof. If p is a non-constant polynomial such that p(T ) ∈ H(q), or p(T ) ∈ THN and X
is separable, then p(T ) has SVEP (see Lemma 3.4). Since p ∈H1(σ (T )), T has SVEP
(by [17, Proposition 3.3.9]). 
Lemma 3.8. If T ∈ a−H(q), or if T ∈ a−THN and X is separable, then σ(T )\σw(T ) ⊆
π00(T ).
Proof. The following implications hold:
λ ∈ σ(T ) \ σw(T ) ⇔ T − λ ∈ Φ(X ) and ind(T − λ) = 0
⇒ asc(T − λ) = dsc(T − λ) < ∞ and
0 < α(T − λ) = β(T − λ) < ∞
⇒ λ ∈ π00(T ). 
Lemma 3.9. If T ∈ a − H(q) or T ∈ a − THN, then π00(T ) ⊆ σ(T ) \ σw(T ).
Proof. If λ ∈ π00(T ), then λ ∈ isoσ(T ) and 0 < α(T − λ) < ∞. Since λ ∈ isoσ(T ) ⇒
asc(T − λ) = dsc(T − λ) < ∞ (see the proof of Lemma 3.6), it follows from 0 <
α(T − λ) < ∞ that 0 < α(T − λ) = β(T − λ) < ∞. Hence T − λ ∈ Φ(X ) and
ind(T − λ) = 0 ⇒ λ ∈ σ(T ) \ σw(T ). 
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and X is separable, then T satisfies Weyl’s theorem. The following lemma proves a
stronger result.
Lemma 3.10. If T has SVEP, and if T is Kato type at points λ ∈ isoσ(T ), then T and T ∗
satisfy Weyl’s theorem.
Proof. The following implications hold:
T has SVEP ⇒ T satisfies Browder’s theorem
⇔ T ∗ satisfies Browder’s theorem [12, Theorem 8]
⇔ π0(T ) = σ(T ) \ σw(T ) ⊆ π00(T ) and
π0(T
∗) = σ(T ∗) \ σw(T ∗) ⊆ π00(T ∗).
If λ ∈ π00(T ∗), then (λ being isolated in σ(T ∗)) both T and T ∗ have SVEP at λ and
0 < α(T ∗ − λI ∗) = β(T − λ) < ∞. Thus, if T − λ is Kato type, then
asc(T − λ) = dsc(T − λ) < ∞ and 0 < α(T − λ) = β(T − λ) < ∞
⇔ asc(T ∗ − λI ∗) = dsc(T ∗ − λI ∗) < ∞ and
0 < α(T ∗ − λI ∗) = β(T ∗ − λI ∗) < ∞
⇒ T − λ ∈ Φ(X ) and ind(T − λ) = 0, and
T ∗ − λI ∗ ∈ Φ(X ∗) and ind(T ∗ − λI ∗) = 0
⇒ π00(T ) ⊆ σ(T ) \ σw(T ) and π00(T ∗) ⊆ σ(T ∗) \ σw(T ∗).
This implies that both T and T ∗ satisfy Weyl’s theorem. 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. (i) Combine Lemmas 3.7, 3.5 and 3.10 to conclude that both T
and T ∗ satisfy Weyl’s theorem. In particular, conclude that f (σw(T )) = f (σ (T )\σw(T )).
Since T is isoloid (see Lemma 3.6), σ(f (T )) \ π00(f (T )) = f (σ (T ) \ π00(T )) =
f (σw(T )) [16, Lemma]. (We remark here that although [16, Lemma] is stated for the
case of X = H a Hilbert space, it holds more generally for Banach spaces.) Again, since
T has SVEP (see Lemma 3.7), σw(f (T )) = f (σw(T )) for every f ∈H(σ (T )) [5, Corol-
lary 2.6]. Hence σw(f (T )) = σ(f (T )) \π00(f (T )), i.e. f (T ) satisfies Weyl’s theorem for
each f ∈H(σ (T )).
(ii) As seen above, T has SVEP and T ∗ satisfies Weyl’s theorem. Thus σ(T ∗) = σa(T ∗)
[17, p. 35] and σa(T ∗) \ σw(T ∗) = πa0(T ∗). Clearly, σea(T ∗) ⊆ σw(T ∗). For the reverse
inclusion, assume that λ /∈ σea(T ∗). Then (T ∗−λI ∗) ∈ Φ+(X ∗) and ind(T ∗−λI ∗) 0 ⇔
(T − λ) ∈ Φ−(X ) and ind(T − λ) 0, where Φ−(X ) = {T ∈ B(X ): codimT (X ) < ∞}.
Since operators (T −λ) ∈ Φ−(X ) are Kato type, T has SVEP implies that asc(T −λ) < ∞
[1, Theorem 2.6] ⇒ ind(T − λ) 0. Hence0 < α(T − λ) = β(T − λ) < ∞ and asc(T − λ) = dsc(T − λ) < ∞,
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T ∗ satisfies a-Weyl’s theorem.
(iii) If T ∗ has SVEP and f ∈ H1(σ (T )), then f (T ∗) = f (T )∗ has SVEP [17, The-
orem 3.3.9], which implies that σ(f (T )) = σa(f (T )) [17, p. 35] and π00(f (T )) =
π0a(f (T )). Already we know by part (i) that f (T ) satisfies Weyl’s theorem, i.e. σ(f (T ))\
σw(f (T )) = π00(f (T )). Arguing as in the proof of part (ii) it is seen that σw(f (T )) =
σea(f (T )). Hence σa(f (T )) \ σea(f (T )) = πa0(f (T )), and f (T ) satisfies a-Weyl’s theo-
rem. 
Remark 3.11. In the case in which T is a paranormal Hilbert space operator such that
(T − λ)−1(0) ⊆ (T ∗ − λ¯)−1(0) for all λ ∈ C (e.g., if T is p-hyponormal or a paranor-
mal for which the eigen-spaces are reducing), the hypothesis X is separable is redundant.
Indeed, such an operator satisfies asc(T − λ)  1 for all complex λ. More generally,
a (Banach space) paranormal operator T has SVEP at all points λ ∈ σ(T ) \ σw(T ) and
π00(T ) = π0(T ) [9, Proposition 3.2]. Combining this with the localized single-valued ex-
tension property that f (T ) has SVEP at λ ∈ C for every f ∈H1(σ (T )) if and only if T
has SVEP at each point µ ∈ σ(T ) for which f (µ) = λ [3, Theorem 5], it follows that the
main result of [6], Theorem 2.4, holds for a general Hilbert space. Do paranormal operators
T ∈ B(X ) have SVEP for a general Banach space X ? The example of the weighted uni-
lateral shift operator T = shift({αk}∞k=1) on 	2+ with αk = 1 for k except k = 2 and α2 = α
for any α ∈ (0,1) is an example of a non-paranormal THN operator [10, Remark 3] with
SVEP.
4. Quasi-affine transforms
We assume in the following that either T ∈ a − H(q), or T ∈ a − THN and X is sepa-
rable. We assume also that S ∈ B(X ) is a quasi-affine transform of T , i.e. there exists an
injective X ∈ B(X ) with dense range such that TX = XS. It is proved that f (S) satisfies
Weyl’s theorem for each f ∈H(σ (S)), S∗ satisfies a-Weyl’s theorem and f (S) satisfies
a-Browder’s theorem for each f ∈H(σ (S)). We start by observing that the property T has
SVEP (see Lemma 3.7) implies that S has SVEP.
Lemma 4.1. S and S∗ satisfy Weyl’s theorem.
Proof. Since S has SVEP, it will suffice (by Lemma 3.10) to prove that S − λ is Kato type
for all λ ∈ isoσ(S). Let λ ∈ isoσ(S). Then
X = H0(S − λ) ⊕ K(S − λ).
If x ∈ H0(S − λ), then
∥ ∥1/n ∥ ∥1/n ∥ ∥1/nlim
n→∞
∥(T − λ)nXx∥ = lim
n→∞
∥X(S − λ)nx∥  lim
n→∞
∥(S − λ)nx∥ = 0,
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n  1 (n = m in the case in which T ∈ a − THN and n = mq in the case in which T ∈
a − H(q), by Lemma 3.5), it follows that
X(S − λ)nx = (T − λ)nXx = 0.
Hence, since X is injective, (S − λ)nx = 0 and X = (S − λ)−n(0) ⊕ K(S − λ), i.e. S − λ
is Kato type. 
We note here (for use in the sequel) that K(S − λ) ⊆ (S − λ)(X ) being an invariant
subspace for S − λ, it follows that X = (S − λ)−n(0) ⊕ K(S − λ) = (S − λ)−n(0) ⊕
(S − λ)n(X ) in the proof of Lemma 4.1 (see the proof of Lemma 3.2). In particular, the
operator S is isoloid. The following theorem is our main result of this section: part (ii) of
the theorem generalizes [6, Corollary 3.4].
Theorem 4.2.
(i) f (S) satisfies Weyl’s theorem for every f ∈H(σ (S)) and S∗ satisfies a-Weyl’s theo-
rem.
(ii) f (S) satisfies a-Browder’s theorem for every f ∈H(σ (S)).
Proof. (i) Argue as in the proof of Theorem 3.1, parts (i) and (ii).
(ii) The proof below is a modified version of the argument of the proof of [6, Theo-
rem 3.3]: it consists essentially of showing that “if an operator S has SVEP, then f (S)
satisfies a-Browder’s theorem.” We start by proving that S satisfies a-Browder’s theorem:
for this it will suffice to show that σab(S) = σea(S). If λ /∈ σea(S), then S − λ ∈ Φ−+ (X ): in
particular, S−λ is Kato type. Since S has SVEP at λ, asc(S−λ) < ∞ ⇒ λ /∈ σab(S). Since
σea(S) ⊆ σab(S) always, σea(S) = σab(S). We prove next that σea(f (S)) = f (σea(S)): this
will then imply that
σab
(
f (S)
)= f (σab(S)
)= f (σea(S)
)= σea
(
f (S)
)
,
and hence that f (S) satisfies a-Browder’s theorem. Recall that σea(f (S)) ⊆ f (σea(S))
always; we prove that σea(f (S)) ⊇ f (σea(S)). Let λ /∈ σea(f (S)), and let
f (S) − λ = c
n∏
i=1
(S − λi)g(S)
for some scalars c,λ1, λ2, . . . , λn, and invertible g(S). Since f (S)−λ ∈ Φ−+ (X ), f (S)−λ
is Kato type. Combined with SVEP at λ, the Kato type of f (S) − λ implies that
asc(f (S) − λ) < ∞, which in turn implies that asc(S − λi) < ∞ for all 1 i  n. Hence
ind(S − λi) 0 for all 1 i  n. Since each S − λi ∈ Φ+(X ), λ /∈ f (σea(S)). 
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