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Abstract
This thesis contains two parts. The first part consists of the first two chapters,
studying the entanglement entropy. The second part consists of the third chapter,
dealing with holographic superconductors.
In chapter one we calculate the topological entanglement entropy of Chern-Simons
theories in 2+1 dimensions. We employ a procedure of surgery to do the calculation,
and find the general formula for the entanglement entropy for any state on any
smooth surface. The key component of the result is the so-called S matrices of the
WZW models associated with our Chern-Simons theories. We apply our results to
the quantum Hall fluids that are described by various kinds of Chern-Simons theories
and calculate their S matrix elements.
In chapter two we study the entanglement entropy for the nontrivial primary
states of a two dimensional CFT, the free boson. We use several tricks to help us go
through the calculation and get the exact results for several primary states.
In chapter three we discuss a model of holographic superconductors. It is a (3+1)-
dimensional Abelian-Higgs model of gravity with negative cosmological constant. We
study the static, spherically symmetric solutions of this model numerically. These
are hairy black holes.The nonzero hair corresponds to the nonzero expectation value
ii
of some composite operator in the dual field theory. We find the second order phase
transition at certain critical temperature Tc and a mean field critical exponent of
0.5. The low temperature behavior of this model does not conform to that of a su-
perconductor however. We also study the static, axially symmetric solutions (vortex
solutions), especially their thermodynamical properties. A numerical algorithm to
find such solutions is setup, with all the key steps solved.
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To the years passed by.
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Chapter 1
Topological entanglement entropy
in Chern-Simons theories and
quantum Hall fluids
1.1 Introduction
The problem of quantum entanglement and its measurement has a long history in
quantum mechanics, going back to von Neumann, who introduced the concept of
entanglement entropy. The quantum mechanical state of a subsystem A is defined
by its reduced density matrix ρA, obtained by tracing out the information contained
in B, the rest of the system. Here A and B are a partition of a larger system which
is assumed to be in a pure quantum state. The von Neumann entanglement entropy
SA (SB) of region A (B) is defined to be
SA = −tr (ρA ln ρA) = −tr (ρB ln ρB) = SB. (1.1)
For a quantum mechanical system with a finite small number of degrees of free-
dom, the von Neumann entropy is a useful and quantitative way to quantify the
entanglement encoded in a quantum state.
The entanglement entropy in a quantum field theory, and for that matter in any
quantum mechanical system with an infinite number of degrees of freedom, is in
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general a complicated non-local quantity whose properties are not well understood.
In quantum field theory, interest in the properties of the entanglement entropy arose
in the context of finding a possible explanation of the Bekenstein-Hawking area law
of black hole thermodynamics in terms of quantum information concepts. In a local
quantum field theory in d space dimensions, the entanglement entropy for a finite
region of linear size L scales with the size of the boundary (“area”) (L/a)d−1 of
the region[13], but with a non-universal (i.e., dependent on the choice of the ul-
traviolet cutoff a) prefactor without an a priori relation to any general-relativistic
quantities[79]. Further studies showed that in (1 + 1)-dimensional conformal quan-
tum field theories this generally non-universal field-theoretic area law reduces to a
universal ln (L/a) size dependence with a universal coefficient equal to c/3, where c
is the central charge of the conformal field theory[12, 11]. Aside from these impor-
tant results, little else is known about the behavior of the entanglement entropy in
quantum field theory. We will have more discussions about this in Chapter 2.
On the other hand, interest in the behavior of the entanglement entropy in
condensed matter systems arose in the context of studies of systems near quan-
tum critical points. In that context, the concept of entanglement entropy offers
a new perspective to characterize the behavior of quantum critical points from a
unique quantum mechanical perspective. However, although the behavior of the en-
tanglement entropy has been studied in a number of interesting quantum critical
systems[11, 82, 81, 75, 23, 53], its behavior at generic critical points is not yet well
understood. Progress on this problem is of general interest since deeper understand-
ing of the scaling behavior of the entanglement entropy near quantum critical points
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will shed light on its general structure in quantum field theory, and vice versa. In
addition, this new way of characterizing quantum phase transitions is of interest in
the context of current efforts to use such systems for quantum computing.
It turns out that the theories for which the concept of entanglement entropy
is particularly powerful are topological quantum field theories. The best under-
stood topological quantum field theory is the Chern-Simons gauge theory in 2 + 1
dimensions[89, 90]. It has been shown[51, 56] that for a field theory in two spatial
dimensions that is topological in a limit, the entanglement entropy for a large simply
connected region A of linear size L with a smooth boundary (a subset of an effectively
infinite simply connected system) has the form
SA = αL− γ, (1.2)
where α is a non-universal coefficient. This form holds provided the linear size L of
the region is large compared to any intrinsic length scale of the theory. The universal
constant term γ, known as the topological entropy, characterizes the topological state
and it is a property of a topological field theory. For a general topological field theory
it is given by[51, 56]
γ = lnD = ln
√∑
i
d2i , (1.3)
where di are the quantum dimensions of the quasiparticles (labeled by i) of the
excitation spectrum associated with this phase, and D is the effective quantum
dimension[69].
The main purpose of this chapter is to determine the connection between the
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entanglement entropy of Chern-Simons gauge theories and their topological data.
By working directly in the topological limit we obtain directly the O(1) term in
the entropy, the topological entropy. All other size-dependent terms, including the
“area term”, become zero in this limit. Naturally, size-dependent terms will arise
if irrelevant corrections to the topological action, such as Maxwell/Yang-Mills type
terms, were to be included. In addition to their intrinsic interest in topological field
theory, the study of entanglement entropy for Chern-Simons theories is relevant to
that of topological phases of condensed matter systems whose low energy effective
field theories are Chern-Simons gauge theories, e.g., the fractional quantum Hall
(FQH) fluids.
We will work out the entanglement entropy for a general Chern-Simons theory
with gauge group G and level k on general spatial topologies. Throughout this
chapter we will use the path integral representation of Chern-Simons theory. To this
end we will adapt the seminal results of Witten[89, 90] for the partition functions
of Chern-Simons gauge theories to the computation of the topological entanglement
entropy. We use the standard “replica” approach to compute the entropy[46, 11].
This means we need to understand what is the 3-manifold resulting from gluing n
copies of the system in a suitable fashion[11]. The key aspect of our approach is the
identification of a suitable configuration of Wilson loops for each case of interest and
to compute it by reducing it to already known cases by using surgeries. Alternatively,
it is also possible in principle to use a more conventional approach using the wave
function of the Chern-Simons gauge theories[90]. This approach is technically more
involved and will only be discussed briefly.
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We consider first the case of a surface of genus zero, a sphere. For a simply
connected region we compute the topological entropy of the vacuum state of the
Chern-Simons theory on a sphere, and recover the result obtained by Kitaev and
Preskill[51], and of Levin and Wen[56]Next we generalize these results to the case
of manifolds with genus one, a torus, which have a finite-dimensional topologically
protected degenerate vacuum sector. Here we also consider the entanglement of
multiply connected regions. We find that the entanglement entropy of a simply
connected region is independent of the genus of the manifold, even if the vacuum
sector is degenerate. In the case of a multiply-connected region, we find that the
entropy scales linearly with the number of components of the observed region only if
the vacuum sector is non-degenerate. However, if the manifold has a non-vanishing
genus, and thus has a degenerate vacuum sector, in general the entanglement entropy
of multiply-connected regions is different for different states in the vacuum Hilbert
space. In other words, the entanglement entropy, aside from the purely topological
entropy, has additional contributions that depend on the choice of state, i.e., on the
coefficients of its wave function and on the representation carried by the state. We
also compute the entanglement entropy of a simply connected region with several
quasiparticles, i.e., operators represented by punctures carrying nontrivial represen-
tations. In this case we find that the entanglement entropy generally depends on the
conformal blocks in which these operators can fuse, and hence depend explicitly on
the structure of the fusion rules. These results indicate that measurements of the
entanglement entropy can, in principle, be used to determine the full structure of the
underlying effective topological theory.
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After calculating these specific examples, we then give a derivation for the entan-
glement entropy of a general state, on a general surface. The main conclusion from
that is, apart from the vacuum contribution, which is proportional to the number of
disconnected interfaces of A and B regions, there is an extra term. The extra term
comes from the fact that the interfaces between A and B project the whole Hilbert
space into subspaces, in each of which all the interfaces carry definite representa-
tions. The wavefunction entanglement entropy of each subspace contributes to the
overall value, with a weight proportional to the product of the quantum dimensions
of all the representations. In other words, each Hilbert subspace can be thought of
having a degeneracy proportional to the product of quantum dimensions. This is
reasonable, since the quantum dimension is the order of a representation relative to
that of vacuum. We will see that in detail in Section 1.4.
Finally, we apply these results to the computation of the entanglement entropies
of fractional quantum Hall fluids by computing this quantity directly at the level
of the effective topological field theory. In particular, we calculate the modular S-
matrix of various Chern-Simons theories that appear in the FQH context: Û(1)m
Chern-Simons theories for the Laughlin FQH states and
(
̂SU(2)/U(1)
)
k
× Û(1)
Chern-Simons theories for Moore-Read and Read-Rezayi FQH states. We also ap-
ply our results to
(
̂SU(2)/U(1)
)
k
Chern-Simons theories associated with px + ipy
superconductors.
This chapter is organized as follows. In Section 1.2 we set up the calculation
of the topological entanglement entropy γ in Chern-Simons gauge theories. We
show how the computation of the entropy can be carried out using the methods
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developed by Witten[89] and use them to compute the entropy for the simplest
cases, a simply connected region on a sphere and a torus , and multiply-connected
regions on a sphere and on a torus . In Section 1.3 we present a calculation of
the entanglement entropy in the presence of punctures (i.e. quasiparticles) carrying
different representation labels. Here we discuss the case of four quasiparticles on S2
and discuss two different cases, paired and not paired, as well as three quasiparticles
on S2 . In Section 1.4 we present the general formula for the entanglement entropy
of a generic state in Chern-Simons theories. In Section 1.5 we present the calculation
of the entanglement entropy for both Abelian and non-Abelian FQH fluids, in terms
of coset Chern-Simons gauge theories . Section 1.6 is devoted to the conclusions.
The hydrodynamic, Chern-Simons, description of the FQH fluids (both Abelian and
non-Abelian) is summarized in Appendix A, and the calculation of the various kinds
of modular S-matrix in Appendix B and Appendix C.
1.2 Topological entanglement entropy of
Chern-Simons gauge theories
In this section, we will consider entanglement entropy in Chern-Simons theories in
three dimensions. As we will argue in what follows, the entanglement entropy may be
obtained by computing a Chern-Simons path integral on certain 3-geometries, which
we systematically obtain through a “gluing” procedure. To see what this procedure
should be, we review here the conceptually simpler case of a scalar field theory. The
2-dimensional case was described by Calabrese and Cardy[11].
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Consider a spatial domain which we slice into two, labeled A and B. These regions
may be connected or not, simply connected or not. We label the interface between
A and B by I = ∂A = ∂B, which may in general consist of several components. We
label the degrees of freedom as φ. To make the discussion more straightforward, we
will consider the corresponding finite temperature density matrix
ρ [{ϕ0(~x)}, {ϕβ(~x)}] = 1
Z(β)
〈{ϕ0(~x)}|e−βHˆ |{ϕβ(~x)}〉
=
∫ ∏
~x,τ
[dφ(~x, τ)] e−SE
∏
~x
δ [φ(~x, 0)− ϕ0(~x)] δ [φ(~x, β)− ϕβ(~x)] , (1.4)
where we specify the state by a spatial configuration at τ = 0, β. In this language, a
trace is obtained by path integration over ϕ0 and ϕβ. Having split the spatial domain
into pieces, we may then obtain the reduced density matrix ρA by tracing over B,
ρA
[{ϕ0(~x)}, {ϕβ(~x)}∣∣~x ∈ A]
=
∫ (∏
~x∈B
[dϕ0(~x)dϕβ(~x)] δ [ϕ0(~x)− ϕβ(~x)]
)
ρ [{ϕ0(~x)}, {ϕβ(~x)}] . (1.5)
The entanglement entropy will be obtained by a replica trick,
SA = −trρA ln ρA = − d
dn
tr(ρA
n)
∣∣∣
n=1
. (1.6)
We expect that tr(ρA
n) will have a unique analytic continuation in n for n ≥ 1.
Finally, tr(ρA
n) is obtained by taking n copies of ρA and “gluing” them together
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appropriately
tr(ρA
n) =
∫ n∏
k=1
{∏
x
[dϕ
(k)
0 (~x)dϕ
(k)
β (~x)]ρ
[
{ϕ(k)0 (~x)}, {ϕ(k+1)β (~x)}
]
∏
x∈A
δ
[
ϕ
(k)
0 (~x)− ϕ(k+1)β (~x)
]∏
x∈B
δ
[
ϕ
(k)
0 (~x)− ϕ(k)β (~x)
]}
. (1.7)
This path integral may be interpreted as a scalar field theory defined on a glued
manifold, of the form displayed in Figures 1.1, 1.2.
AB
!
Figure 1.1: Conceptual picture of ρA.
The trace over B corresponds to glu-
ing τ = 0 to τ = β in the B region,
leaving a cut open in the A region.
B A
!
!
! 3!
Figure 1.2: Conceptual picture of
tr(ρA
3). tr(ρA
3) is obtained by gluing
three copies of the diagram in Figure
1.1 back to back along the cut in the
A region.
Now, in fact we are not really interested in the entanglement entropy obtained
from the finite temperature density matrix. Instead, we would like to pick a pure
state of the whole system; this may be achieved here by taking β → ∞. In this
limit, the system will project down to the ground state. There is a subtlety here,
that will in fact arise in the Chern-Simons theories (or generically in any topological
field theory), in that the ground state need not be unique. Thus, the procedure we
have outlined is not powerful enough to select a particular degenerate pure state.
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In the particular case of Chern-Simons theories, we will take the above construction
as indicative that we should consider the Chern-Simons path integral on the glued
geometry; in this construction, it is clear how to make the choice of a pure state, as
we will detail a little later.
In the case of Chern-Simons theories, we can formally perform the above con-
struction by identifying the Chern-Simons wave functional; assuming holomorphic
factorization, this may be written as a WZW path integral, where the gauge field
measure includes a factor exp ( k
2pi
∫
trA¯A).
〈B¯i|〈A¯i|Ψ〉 ∼
∫
[dgA,idgB,i] exp
[
−kIA(gA,i)− kIB(gB,i)
− k
2pi
∫
ΣA
trA¯ig
−1
A,i∂gA,i −
k
2pi
∫
ΣB
trB¯ig
−1
B,i∂gB,i
]
. (1.8)
Here, I(g) is a WZW action. The expression (1.8) should be interpreted as a sum over
histories with a spatial section of fixed topology. Here, we have split the integral into
contributions of fields in regions A and B. Formally, tr(ρA
n) may then be constructed
by gluing together suitable such factors,
∫ n∏
k=1
[dµ(Ak)dµ(Bk)] 〈B¯1|〈A¯1|Ψ〉〈Ψ|B1〉|A2〉 . . . 〈B¯n|〈A¯n|Ψ〉〈Ψ|Bn〉|A1〉. (1.9)
This can be interpreted as Chern-Simons theories on a glued 3-geometry. This 3-
geometry will be determined by a choice of spatial topology and a choice of cutting
into A and B regions. The original 3-geometry may be mapped to a solid geometry
Σ˜, consisting of Σ and its interior. It is well known that the Hilbert space HΣ of this
theory is accounted for by the appropriate conformal blocks of the corresponding
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WZW conformal field theory. For example, for the sphere S2 there is a unique state,
while for the torus T 2, the various degenerate states may be obtained by placing
Wilson lines in representation R along the center of the solid torus. For higher
genus, we can consider the various conformal blocks directly. Thus, the choice of
pure state is made here by a choice of conformal block .
1.2.1 Modular properties
Indeed, it is well known that the states of a Chern-Simons theory are accounted for
by the conformal blocks of a conformal field theory. As a result, the Chern-Simons
states may be identified with characters. The modular S-matrix of the conformal
field theory will then enter in calculations of Wilson loop observables in the Chern-
Simons theories, as was exemplified by Witten[89]. Consequently, the entanglement
entropy will generically depend on matrix elements of the modular S-matrix. Given
a set of characters χ(τ) of a CFT, one writes
χ(−1/τ) = Sχ(τ), (1.10)
which should be understood as matrix multiplication. The characters are indexed
by a set of quantum numbers, which in the case of affine algebras can be taken to
be representations. In this chapter, we will not need to specify the precise Chern-
Simons theory, although physical applications will imply a choice. An example of
interest is ŜU(2)k WZW, in which representations Rˆj are labeled by a half-integer
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j = 0, 1/2, ..., k/2, and
χj(−1/τ) =
∑
j′
Sjj′χj′(τ), (1.11)
where
Sjj′ =
√
2
k + 2
sin
[
pi(2j + 1)(2j′ + 1)
k + 2
]
. (1.12)
More generally, the S-matrix is assumed to be unitary. Thus, we have
Sij(S†)jk = δik, (1.13)
while applying S twice corresponds to charge conjugation∗
(S2)ij = Cij = δij¯. (1.14)
Also of importance are the fusion rules for two representations Rˆi × Rˆj. The multi-
plicity of representation Rˆk in the fusion is denoted by Nij
k which are related to the
modular S-matrix by the Verlinde formula
Nij
k =
∑
`
Si`Sj`(S−1)`k
S0`
(1.15)
The quantum dimension is defined as
dj =
S0j
S00
. (1.16)
∗The notation j¯ refers to the conjugate representation to that labeled by j.
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For ŜU(2)k, the quantum dimensions are
dj = sin
pi(2j + 1)
k + 2
sin−1
pi
k + 2
. (1.17)
In Section 1.5 we give generalizations of these formulae to other CFTs of interest.
We note that the unitarity condition implies
(S00)−1 =
√∑
j
|dj|2 = D. (1.18)
In the Chern-Simons theories, we will be led to evaluate the partition function
on various 3-geometries with Wilson loops. These can be systematically computed
by a series of “surgery” operations[89]. The result of these computations is that
the partition functions depend on various matrix elements of modular matrices. For
example,
Z(S3, Rˆj) = S0j, (1.19)
where the notation on the left means the Chern-Simons partition function on S3
with a Wilson loop in representation Rˆj. Here j is an index labeling representations,
usually chosen to be charges under Cartan subalgebra of the Lie algebra associated
with the Chern-Simons theory.
Another basic result that we will use repeatedly applies to a 3-manifold M which
is the connected sum of two 3-manifolds M1 and M2 joined along an S
2. We have
(Eq.(4.1) in[89])
Z(M) · Z(S3) = Z(M1) · Z(M2). (1.20)
13
This result relies crucially on the fact that the Hilbert space for S2 is one dimensional.
Similarly, using the same reasoning, we can deduce that if M is M1 and M2 joined
along n S2’s,
Z(M) =
Z(M1) · Z(M2)
Z(S3)n
. (1.21)
To demonstrate this, we note that the path integral on a connected sum of M1 and
M2 can be thought of as the overlap of states |ψ1〉 and |ψ2〉 each defined on the
interface S2, Z(M1 + M2) = 〈ψ1|ψ2〉. Because the Hilbert spaces involved are one-
dimensional, we can insert a state in between which topologically corresponds to
capping off the connection (that is, we sew in half of a 3-ball onto M1 and half of a
3-ball with opposite orientation onto M2). Thus,
Z(M1 +M2) =
〈ψ1|ψ3〉〈ψ3|ψ2〉
〈ψ3|ψ3〉 =
Z(M1) · Z(M2)
Z(S3)
, (1.22)
the latter equality obtaining because 〈ψ3|ψ3〉 corresponds to a 3-sphere. We can
repeat this construction, capping off each join, to obtain the more general result Eq.
(1.21). In fact, we can further generalize that to
Z(M) =
Z(M1) · Z(M2)∏
i Z(S
3, Rˆji)
. (1.23)
if M is M1 and M2 joined along n S
2’s, each with a pair of opposite charged insertions
carrying Rˆji and Rˆ
∗
ji
. The Hilbert space on such S2 is also one dimensional.
In the following, this is the general surgery operation that we employ repeatedly.
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1.2.2 S2 with one-component A-B interface
A BbA B
b
b
!
=
Figure 1.3: S2 with one-component interface and its solid inside. The A and B
regions are disks. It is useful in the following constructions to view the 3-ball as a
disk rotated about an axis passing through the origin, as shown at right.
A1
B1
b
b
1 B1
A2
b
b
2 A2
B2
b
b
3 B2 A1
b
b
4
A1 A2
b
b
=
B1
B2
1 2
34
!
!
=S
3
Figure 1.4: Construction of tr(ρA
2) for S2 with one-component interface. The overall
manifold is generated by four pieces of disks glued together one after another and
rotated along the same axis as in Figure 1.3.
Let us begin with the simplest case, in which the spatial topology is a 2-sphere.
The Hilbert space on S2 is one dimensional, and so there is only one choice of state.
The 3-geometry is the 3-ball shown in Figure 1.3. If we take the A and B regions
to be connected, then they are disks. To construct tr(ρA
n), we glue 2n such pieces
together. In Figure 1.4, we show how to systematically perform this gluing. We have
drawn the n = 2 case explicitly, but it is not hard to generalize to higher n. In the
figure, we have used 1 and 2 to label |ψ〉1 and 〈ψ|1, 3 and 4 for |ψ〉2 and 〈ψ|2. The
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four slices form four 3-balls (or as shown, rotated disks); when glued together to
form tr(ρA
n), we find an S2, rotated about the axis, which has the topology S3. One
can easily check that for higher n, we obtain the same result, the S2 being obtained
by sequentially gluing 2n disks. Thus we have the normalized trace,
tr(ρA(S2,1)
n)(
trρA(S2,1)
)n = Z(S3)
Z(S3)n
= Z(S3)1−n = (S00)1−n, (1.24)
where we have used formula (1.19) given above. Finally, using Eq. (1.6), we obtain
S
(S2,1)
A = lnS00. (1.25)
This result applies to any Chern-Simons theory. Since S00 = 1/D, we recover the
known result[51, 56] for the topological entropy for a simply connected region of a
sphere S2 (or a disk) in terms of the effective quantum dimension D:
S
(S2,1)
A = lnS00 = − lnD. (1.26)
In the case of Û(1)m, we have
S00 = 1√∑
j |dj|2
=
1√
m
, (1.27)
and hence
S
(S2,1)
A = − ln
√
m. (1.28)
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For ŜU(2)k, we obtain
S
(S2,1)
A = ln
(√
2
k + 2
sin
pi
k + 2
)
. (1.29)
For applications of these formulae to physical models, see Section 1.5.
1.2.3 T 2 with one-component A-B interface
A
b
b BA
R
B
R
=
Figure 1.5: T 2 with one-component A-B interface and its solid inside. It is topo-
logically the same as a solid 3-ball with a solid torus “planted” in the A region at
right.
A1 A2
b
b
B1
B2
S
2
S
2
!
S
2
"S
1
S
3
S
2
"S
1
R
R
R
R
Figure 1.6: Construction of tr(ρA
2) for T 2 with one-component A-B interface. It is
an S3 joined to two copies of S2 × S1 along S2’s. For general n, the glued geometry
Xn consists of an S
3 joined in this way to n S2 × S1’s.
The Hilbert space on T 2 is isomorphic to the space of integrable representa-
tions Rˆj of the Kac-Moody algebra. These states are generated by doing the path
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integral on a solid torus with Wilson loop in representation Rˆj lying along the non-
contractible loop at the center. We will consider first a slicing of the torus into A
and B regions such that there is a single connected interface component, as shown
in Figure 1.5. To define the entanglement entropy, we must choose a pure state,
and here we have a choice. To begin, let us first choose the trivial representation
(equivalent to no Wilson loop). On the right in Figure 1.5, we have redrawn the
solid torus as a ball with a solid torus attached in the A region. This is useful, since
we have already studied the solid ball in the previous subsection, and to compute
tr(ρA
n) here, we need to follow that analysis and also keep track of the gluing of the
extra toroidal fixtures. Note that a solid torus can be thought of as D2 × S1, and
two copies glued together (with opposite orientations) gives an S2 × S1. The result
of the gluing for n = 2 is shown in Figure 1.6. Thus the resulting manifold will be
the connected sum of an S3 and n S2×S1’s joined along n S2’s. Thus, applying Eq.
(1.21) for M1 = S
3 and M2 n disjoint copies of S
2 × S1, we obtain
tr(ρA(T 2,1)
n)(
trρA(T 2,1)
)n = 1
Z(S2 × S1)n
Z(S3)Z(S2 × S1)n
Z(S3)n
= Z(S3)1−n = (S00)1−n. (1.30)
The first factor after the first equal sign comes from the normalizing factor (for n = 1,
the topology is just S2 × S1). We note that this result coincides with the S2 result.
As we shall see, the commonality of these two examples is that the interface is the
same; the topology of the A and B regions themselves does not contribute.
It is simple to repeat this construction for other pure states, that is including a
Wilson loop in representation Rˆj inside the solid torus. This Wilson loop is as shown
in Figure 1.5. In the gluing above, we will now have a D2 × S1 with Wilson loop
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in representation Rˆj glued to a D2 × S1 of opposite orientation with Wilson loop in
representation Rˆj (the conjugate state), as indicated in Figure 1.6. Thus, we have
tr(ρA(T 2,Rˆj)
n)(
trρA(T 2,Rˆj)
)n = 1
Z(S2 × S1, Rˆj, Rˆj)n
Z(S3)Z(S2 × S1, Rˆj, Rˆj)n
Z(S3)n
= (S00)1−n.
(1.31)
In fact this result can be generalized further, to any pure state |ψ〉 = ∑j ψj|Rˆj〉,
tr(ρA(T 2,ψ)
n)(
trρA(T 2,ψ)
)n = ∑j1,j2,... ψj1ψ∗j2 . . . ψjnψ∗j1Z(Xn, Rˆj1 , Rˆj1 , ...)(∑
j |ψj|2Z(S2 × S1, Rˆj, Rˆj)
)n , (1.32)
where we have denoted the glued 3-geometry as Xn; the Wilson loops Rˆj and Rˆj are
located along the jth toroidal fixture. Performing surgeries as in Eq. (1.21) gives
tr(ρA(T 2,ψ)
n)(
trρA(T 2,ψ)
)n = ∑j1,j2,... ψj1ψ∗j2 . . . ψjnψ∗j1∏k Z(S2 × S1, Rˆk, Rˆk) Z(S3)1−n(∑
j |ψj|2Z(S2 × S1, Rˆj, Rˆj)
)n = (S00)1−n.
(1.33)
So we conclude that, at least for this slicing into A and B regions, the entanglement
entropy is insensitive to which degenerate pure state we consider. This statement is
not generally true, as we will see.
1.2.4 S2 with two-component A-B interface
Next let us study the case where A and B meet at an interface with two components.
For S2, the only distinct choice is to have two disconnected B regions, as in Figure
1.7. If we think of this as two solid 3-balls joined together, then we can do the gluing
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B b2 Bb1B
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Figure 1.7: S2 with two-component interface and its solid inside. It is topologically
the same as two joined 3-balls.
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Figure 1.8: Construction of tr(ρA
2) for S2 with two-component interface. Topologi-
cally it can be thought of as two S3’s that are joined along n = 2 S2’s.
for each 3-ball separately, and then account for the joining. The result is a pair of
S3’s, joined along n = 2 S2’s, as indicated in Figure 1.8 for the n = 2 case. Thus we
find
tr(ρA(S2,2)
n)(
trρA(S2,2)
)n = Z(S3)−nZ(S3)2
Z(S3)n
= (S00)2(1−n). (1.34)
It is not difficult to envision the generalization of this result to an M -component
interface on S2, and we find
S
(M)
A = M lnS00. (1.35)
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1.2.5 T 2 with two-component A-B interface
In the case of T 2 with a 2-component interface, there are a number of new choices to
be made. There are essentially two distinct ways to slice the spatial surface, which
we consider in turn.
T 2: Disconnected B regions
A
b2
b2 BB
b1
B
R
B
R
A
A
b1=
Figure 1.9: T 2 with two-component interface with disconnected B regions and its
solid inside. It can be thought of as two 3-balls joined by two tubes.
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Figure 1.10: Construction of tr(ρA
2) for T 2 with two-component interface with dis-
connected B regions.
The first possibility is shown in Figure 1.9. Here, since we have learned that it
is the features of the interface that matter to entanglement entropy, we expect that
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this would give the same result as in the last subsection. The glued geometry is
shown in Figure 1.10 for n = 2. Note that the Wilson loops are located as shown in
the figure. For this case, we find
tr(ρA(T 2,2,Rˆ)
n)(
trρA(T 2,2,Rˆ)
)n = Z(S3)2Z(S2 × S1, Rˆ, Rˆ)n
Z(S2 × S1, Rˆ, Rˆ)nZ(S3)2n
= (S00)2(1−n), (1.36)
which indeed is the same result, for any representationR, as for the spherical topology
with two interface components.
T 2: Connected B region
b2
B
b1
B
AA
Rb1
R
BA
b2
=
Figure 1.11: T 2 with two-component interface with a connected B region and its
solid inside. It can be thought of as two 3-balls joined by two tubes, but with a
Wilson loop threading the interface.
The second possibility, shown in Figure 1.11, will present new complications. The
new feature here is that the Wilson loops thread through the interface between the
A and B regions. We will find that this leads to a dependence on the representation
in the entanglement entropy. Again, this computation can be thought of as a pair
of 3-balls connected by tubes. Upon performing the gluing, we obtain a pair of S3’s,
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Figure 1.12: Construction of tr(ρA
2) for T 2 with two-component interface with a
connected B region.
connected along 2n S2’s, with Wilson loops routed as shown in Figure 1.12. We find
tr(ρA(T 2,2,Rˆj)
n)(
trρA(T 2,2,Rˆj)
)n = Z(S3, Rˆj)−4nZ(S3, Rˆj)2nZ(S3, Rˆj)2
Z(S2 × S1, Rˆj, Rˆj)n
= Z(S3, Rˆj)
2(1−n) = (S0j)2(1−n).
(1.37)
To obtain this result, we have generalized the formula (1.21) to the case where we
also have a Wilson line. We can do this because the Hilbert space of Chern-Simons
theories on S2 with two complex conjugate charges is one dimensional, just as S2
with no punctures. As we explained earlier, the one-dimensionality allows us to cut
and glue in half-S3 caps; the same formula works for the half-S3 with two conjugate
punctures on the surface of the cap. The connection of these punctures inside the
S3 forms a Wilson loop.
Thus, in the numerator of Eq. (1.37), the first factor corrects for the inclusion
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of the endcaps (a total of 4 half-S3’s per tube), the second factor comes from each
of the 2n capped tubes (which are just S3’s with a Wilson loop Rˆj) while the last
factor comes from each of the two “large” S3’s that each have been capped 2n times.
The routing of the Wilson loops through the original 2n tubes is such that after all
of this surgery, there is a single Wilson loop in Rˆj on each of these large S
3’s.
It is then straightforward to show that for any state |ψ〉 = ∑j ψj|Rˆj〉,
tr(ρA(T 2,2,ψ)
n)(
trρA(T 2,2,ψ)
)n = trA(∑i,j ψjψ∗i trB|Rˆj〉〈Rˆi|)n(
trρA(T 2,2,ψ)
)n = ∑j |ψj|2n(S0j)2(1−n)(∑
j |ψj|2
)n . (1.38)
Here we have used the fact that each S2 we cut along should have total charge zero,
otherwise the path integral vanishes. We thus obtain the entropy
SA(T 2,2,ψ) =
∑
j
(
2|ψj|2 lnS0j − |ψj|2 ln |ψj|2
)
. (1.39)
Since we can interpret |ψj|2 as a probability pj, the second term has the familiar
form −p ln p. More precisely, note that this can be rewritten
SA(T 2,2,ψ) = 2 lnS00 −
∑
j
d2j
( |ψj|2
d2j
ln
|ψj|2
d2j
)
. (1.40)
These calculations can be generalized to higher genus spatial surfaces, using sim-
ilar techniques as we have displayed here. The entanglement entropy is sensitive to
the topology only in cases where we choose carefully the interface between the A and
B regions. Finally, we note that Eq. (1.40) is indicative of a more general result that
says that the entanglement entropy depends on the number of interfaces, the states
24
and how they fuse, and their quantum dimensions. Notice that in Eq. (1.40) the
quantum dimension dj appears squared. This is so because there are two interface
components in this case. In general there will be a factor of a quantum dimension
for each interface component. However, in general the entanglement entropy will
also depend on the non-universal amplitudes in which the state appears in the con-
formal block. Hence in general the entanglement entropy depends on the universal
properties of the topological field theory and on the specific form of the state.
1.3 Quasiparticle punctures
It is also of interest to consider entanglement entropy in the presence of quasiparticles.
These will correspond to punctures on the spatial surface, and to each puncture we
associate a representation Rˆj. Here we will consider just the simplest possibilities,
but in so doing, we will explore how to write the entanglement entropy in a more
convenient basis, that of conformal blocks.
t
!
!
!*
!*
"
"
"*
"*
Figure 1.13: Conceptual picture of the wavefunctional with quasiparticles. It is
related to a history with Wilson lines coming in from t = −∞ to punctures on the
spatial surface. On the left, time runs vertically to a spatial slice. On the right is
the equivalent “radial time” view.
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1.3.1 S2 with four quasiparticles
bA B
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bA B
!
!
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bA B
! !*
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(a) (b) (c)
Figure 1.14: The three situations given by the separation of the sphere into A and
B regions depending on the placement of the punctures.
A simple case is S2 with four quasiparticles. We will focus on ŜU(N)k, where
N ≥ 2 and k ≥ 2, with punctures carrying 2 fundamental and 2 antifundamental
representations on S2. We will use αˆ and αˆ∗ to denote fundamental and antifun-
damental representations, respectively. We may think of these punctures as being
connected by oriented Wilson lines that extend into the interior; in this sense, they
correspond to timelike Wilson lines extending in from t = −∞. We note that these
lines may braid. So we should expect that entanglement entropy may sense this
braiding. Now let us consider the entanglement entropy, where we simply divide the
sphere into two halves. There are actually several distinct cases to consider. If the
interface between A and B cuts one Wilson line, e.g., A contains one puncture, say
αˆ, and B contains three, as in Figure 1.14(c), the result will be
SA = lnS0αˆ†. (1.41)
†Hereafter we will use αˆ (and so on) both for the representation and the index of that represen-
tation.
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If A and B each contain two punctures, there are two possibilities. The first pos-
sibility has αˆ and αˆ∗ punctures in both A and B regions; in this case, the Wilson
lines could connect αˆAαˆ
∗
A and αˆBαˆ
∗
B, or they could connect αˆAαˆ
∗
B and αˆBαˆ
∗
A. The
second possibility is that A contains two αˆ’s and B two αˆ∗’s; in this case, there are
two possible connections of Wilson lines, and these differ by braiding. We will see
that these choices correspond to choices of conformal blocks in the fusion of αˆ with
αˆ∗.
B with α and α∗
bA B
!
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!*
!
bA B
!
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> |!
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>
Figure 1.15: The two states represented by Wilson lines connecting punctures.
For k ≥ 2, the Hilbert space on S2 with 2 pairs of αˆ and αˆ∗’s is two dimensional.
Let’s pick the two linearly independent states as follows. After gluing along B,‡ there
are four types of density matrix obtained; these are shown in Figure 1.16. If we begin
with a pure state |φ〉 = a|φ1〉+ b|φ2〉, we have ρA = aa∗ρ11 + ab∗ρ12 + a∗bρ21 + bb∗ρ22.
Gluing n copies of these together to form tr(ρA
n) gives rise to an S3 made from all the
possible combinations of ρij’s. To compute tr(ρA
n), we need to identify the Wilson
loops formed in each case. Each combination contains a number of fundamental
‡The gluing map is taken to identify punctures, and thus connects the Wilson lines.
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Figure 1.16: The four matrix elements of ρA, generated upon gluing.
Wilson loops, each of which contributes a factor S0αˆ/S00 = dαˆ. For each appearance
of ρ11, there will be two such factors. For each factor of ρ12 or ρ21 there will be one
such factor. Finally, factors of ρ22 do not increase the number of loops; however,
when the contribution to tr(ρA
n) is n factors of ρ22, there are two loops. Thus, we
arrive at
Zn
S00
=
∑
j,k,l
n!(aa∗)j(ab∗)k(a∗b)l(bb∗)n−j−k−l
j!k!l!(n− j − k − l)! d
2j+k+l
αˆ + (bb
∗)n(d2αˆ − 1)
=
[
aa∗d2αˆ + (ab
∗ + a∗b)dαˆ + bb∗
]n
+ (bb∗)n(d2αˆ − 1). (1.42)
After normalization,
Zn
Zn1
= (S00)1−n
{[
aa∗d2αˆ + (ab
∗ + a∗b)dαˆ + bb∗
(aa∗ + bb∗)d2αˆ + (ab∗ + a∗b)dαˆ
]n
+
[
bb∗
(aa∗ + bb∗)d2αˆ + (ab∗ + a∗b)dαˆ
]n (
d2αˆ − 1
)}
. (1.43)
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Thus we find
SA = lnS00 − λ1 lnλ1 − (d2αˆ − 1)λ2 lnλ2, (1.44)
where
λ1 =
|adαˆ + b|2
|adαˆ + b|2 + (d2αˆ − 1)|b|2
,
λ2 =
|b|2
|adαˆ + b|2 + (d2αˆ − 1)|b|2
. (1.45)
We notice that while the definition of |φ1〉 and |φ2〉makes the calculation transparent,
they are not orthonormal. In fact, we have
〈φi|φj〉 = S00dαˆ
 dαˆ 1
1 dαˆ
 . (1.46)
If we define |φ′1〉
|φ′2〉
 = 1
dαˆ
√
S00
√
d2αˆ − 1
 √d2αˆ − 1 0
−1 dαˆ

 |φ1〉
|φ2〉
 (1.47)
we can show that the new states are orthonormal. In fact, the new states |φ′1〉
and |φ′2〉 correspond to the conformal blocks associated with the trivial and adjoint
representation θˆ, respectively, which appear in αˆ × αˆ∗. We have just calculated the
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fusion matrix. |φ′1〉 and |φ′2〉 are the conformal blocks in one channel, while similarly
1
dαˆ
√
S00
|φ2〉, 1
dαˆ
√
S00
√
d2αˆ − 1
(−|φ2〉+ dαˆ|φ1〉)
should be the blocks in the other channel, using their relation, we can easily get the
fusion matrix
F
 α α∗
α∗ α
 = 1
dαˆ
 1 √d2αˆ − 1√
d2αˆ − 1 −1
 , (1.48)
where as before, dαˆ is the quantum dimension of the fundamental representation αˆ,
and d2αˆ − 1 ≡ dθˆ is the quantum dimension of the adjoint representation θˆ.
In the conformal block basis the amplitudes become
 a′
b′
 =

√
S00dαˆ
√
S00
0
√
S00
√
d2αˆ − 1

 a
b
 . (1.49)
In terms of the wavefunction in the orthonormal conformal block basis,
λ1 =
|a′|2
|a′|2 + |b′|2 , λ2 =
1
(d2αˆ − 1)
|b′|2
|a′|2 + |b′|2 . (1.50)
In the entropy formula Eq. (1.44), we note that there is a degeneracy factor (d2αˆ− 1)
associated with the |φ′2〉 state. Although in the example we have considered here,
we took punctures carrying fundamentals, we see that the entanglement entropy is
sensitive to the conformal block that the punctures in A (or B) may fuse to. This
tells us if we label a state in terms of fusion or equivalently conformal blocks, we
can read off the entanglement entropy directly from the representation around the
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interfaces.
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Figure 1.17: The two states represented by Wilson lines connecting punctures.
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Figure 1.18: The four matrix elements of ρA, generated upon gluing. ρ12 and ρ21
have the Wilson lines crossed in opposite senses.
To confirm this reasoning, let us compute carefully the second case, which con-
sists of two fundamental punctures in A. In this case, there are two states, shown in
Figure 1.17. The fusion rules tell us that the representations cut by the interface are
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the symmetric and antisymmetric rank two tensor product of fundamental represen-
tations. Let’s call them σˆ and ωˆ, respectively. Of course in SU(2), they are the same
as θˆ and 0. As before, we first glue along B and get four possible density matrices,
as shown in Figure 1.18. In both ρ11 and ρ22, we have two unlinked Wilson lines, so
when they appear in tr(ρA
n), they will not give rise to factors (as was the case for
ρ22 in the last example). Now, ρ12 and ρ21 have crossed Wilson lines with opposite
orientation. In this case we have to be careful with the framing of the link and assign
to each overcrossing a Dehn twist factor t = exp (2piihαˆ) (see Appendix B). So, if
a ρ12 appears together with ρ21, they would just give an unlinked pair of lines, and
thus the Dehn twists cancel each other. Thus only the difference in the number of
each matters. To get the full tr(ρA
n), we need to know the expectation value of a
general braid with j crossings; we call this Xj. We already know X0 = S00d2αˆ and
X1 = S00tdαˆ. If we denote by Li a pair of lines with i crossings, we have the Skein
relation αL+1 + βL0 + γL−1 = 0, and then
αXj + βXj−1 + γXj−2 = 0. (1.51)
If we define q = exp (−2pii/(N + k)), we have α/β = q−1/(2N)/(q1/2 − q−1/2) (in Eq.
(B.35)) and γ/β = −q1/(2N)/(q1/2 − q−1/2) (in Eq. (B.36)), thus
Xj + q
1
2
+ 1
2NXj−1 = q−
1
2
+ 1
2N (Xj−1 + q
1
2
+ 1
2NXj−2) = q(−
1
2
+ 1
2N
)(j−1)S00[tdαˆ + q 12+ 12N d2αˆ].
(1.52)
Using the notation [x] ≡ (qx/2 − q−x/2)/(q1/2 − q−1/2) (in which case dαˆ = [N ]) and
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t = q(1−N
2)/(2N), we solve the difference equation to get
Xj
S00
=
(
q
1−N
2N
)j [N + 1][N ]
[2]
+
(
−q 1+N2N
)j [N ][N − 1]
[2]
. (1.53)
This formula is valid for all integer j. Finally,
Zn
S00
=
∑
j,k,l
n!(aa∗)j(ab∗)k(a∗b)l(bb∗)n−j−k−l
j!k!l!(n− j − k − l)!
Xl−k
S00
=
[N ][N + 1]
[2]
∣∣∣a+ bq 1−N2N ∣∣∣2n + [N ][N − 1]
[2]
∣∣∣a− bq 1+N2N ∣∣∣2n . (1.54)
We recognize in these expressions the quantum dimensions
dσˆ =
[N ][N + 1]
[2]
, dωˆ =
[N ][N − 1]
[2]
. (1.55)
The entropy then takes the form
SA = lnS00 − dωˆλ1 lnλ1 − dσˆλ2 lnλ2, (1.56)
where
λ1 =
∣∣∣a− bq 1+N2N ∣∣∣2
dσˆ
∣∣∣a+ bq 1−N2N ∣∣∣2 + dωˆ ∣∣∣a− bq 1+N2N ∣∣∣2 ,
λ2 =
∣∣∣a+ bq 1−N2N ∣∣∣2
dσˆ
∣∣∣a+ bq 1−N2N ∣∣∣2 + dωˆ ∣∣∣a− bq 1+N2N ∣∣∣2 . (1.57)
λ1 and λ2 indicate an orthonormal basis, corresponding to the two conformal blocks.
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For the old basis, we have
〈φi|φj〉 = S00dαˆ
 dαˆ t
t∗ dαˆ
 . (1.58)
We can define a new basis as follows,
 |φ′1〉
|φ′2〉
 = 1
[2]
√
S00dσˆdωˆ
 √dσˆq− 12 −q− 12N√dσˆ√
dωˆq
1
2 q−
1
2N
√
dωˆ

 |φ1〉
|φ2〉
 . (1.59)
Again we can calculate the fusion matrix in this case. |φ′1〉 and |φ′2〉 are conformal
blocks in the horizontal channel, while one choice of the conformal blocks in the
vertical channel will be
1√
S00dαˆ
|φ1〉, q
−N/2√
S00dαˆ
√
d2αˆ − 1
(|φ1〉 − t∗dαˆ|φ2〉) .
Using their relation, we can calculate the fusion matrix for ŜU(N)k as
F
 α α∗
α α∗
 = 1
dαˆ
 √dωˆ √dσˆ√
dσˆ −
√
dωˆ
 . (1.60)
When N = 2 there is no difference between α and α∗, and it matches the result of
the previous subsection.
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The wave function in the new conformal block basis is a′
b′
 =

√
S00
√
dωˆ −q 12N + 12
√
S00
√
dωˆ√
S00
√
dσˆ q
1
2N
− 1
2
√
S00
√
dσˆ

 a
b
 . (1.61)
In terms of wave functions under the conformal block states,
λ1 =
1
dωˆ
|a′|2
|a′|2 + |b′|2 , λ2 =
1
dσˆ
|b′|2
|a′|2 + |b′|2 . (1.62)
giving the probability of finding a state in a given conformal block.
1.3.2 S2 with three quasiparticles
There are many other cases that we could consider; generically, they cannot be
represented by ordinary Wilson lines. The simplest such case is the three-punctured
sphere; in terms of Wilson lines attached to the punctures, this would look like a
“string junction”. However, the density matrix ρA can be thought of in terms of
Wilson lines. And of course given what we have learned in the previous section,
we know that the entanglement entropy can be computed directly in the conformal
block basis.
For example, let us put αˆ, αˆ∗ and θˆ on S2 as in Figure 1.19. Here the density
matrix has the same conformal block as one of the states we found in the last sec-
tion. Thus, up to a normalization factor, ρθˆA = −ρ1 + dαˆρ2. Following the same
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Figure 1.19: Sphere with three punctures, chosen as representations α, α∗, θ.
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Figure 1.20: The two matrix elements of ρA for the three-punctured sphere.
construction as in the last section, we will get
Zn
S00
= (−dαˆ + dαˆ)n + dnαˆdθˆ,
Zn
Zn1
= (S0θˆ)1−n, SA(αˆ,αˆ∗);θˆ = lnS0θˆ. (1.63)
Clearly, there is a single conformal block contributing here.
Similarly for αˆ, αˆ∗, 0ˆ insertions, we find
SA(αˆ,αˆ∗);0ˆ = lnS00. (1.64)
Given these examples and further thought about the general case, we can gener-
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alize the three quasiparticle sphere to
SA(ˆi,jˆ);kˆ = lnS00 + ln dkˆ. (1.65)
1.4 The general formula
In the previous discussion we have found that the entanglement entropy depends on
the quantum dimensions which are determined by the top row of the S-matrix. It
is natural to ask if in other computations the other matrix elements of S will also
enter. We will argue here that the answer is essentially negative. As an example, let
us consider a case in which one might have expected that the other matrix elements
matter, the case of a torus in a nontrivial state i (e.g. a state created by a Wilson
loop in representation Rˆi) with a puncture in representation Rˆj. One might antici-
pate that the entanglement entropy of the region represented in Figure 1.11 would
depend on Sij. In fact it does not. The reason is that when computing tr(ρAn), any
possible explicit dependence on Sij cancels out when properly normalizing ρA. As a
consequence the result depends on the S-matrix only implicitly through the fusion
numbers Nij
k. Given the structure of this result, it appears that this is a general
property.
Another issue is the state dependence; in particular, we may have a situation in
which the Hilbert spaces have dimensions greater than one, and hence there is at
least implicit dependence on Nij
k.§ A simple case of interest is four punctures on a
sphere; suppose i, j are in A while k, ` are in B and that both i× j and k× ` contain
§For ŜU(2)k, the Nij
k’s are either zero or one, and so this issue does not arise.
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a block m. If Nij
m and Nk`
m are larger than one,¶ then ρA is a matrix of rank
min(Nij
m, Nk`
m). Each eigenvalue pα of ρA contributes a factor −pα ln(pα/dm) to
the entanglement entropy (in the case of a single component interface). This would
be summed over the possible fusion channels m. In the case where there are multiple
interface components, we can organize the calculation into fusions A → {mj} and
B → {mj}, where j = 1, . . . , I label the interface components. In this case, the rank
of ρA is min(N
{mj}
A , N
{mj}
B ), with N
{mj}
A the fusion number of punctures in the A
region into the collection of blocks {mj}. Each eigenvalue pα of ρA then contributes
a factor −pα ln(pα/
∏
j dmj), which should be summed over α and the fusion channels.
In this sense, the entanglement entropy depends on the fusion rules, but in an implicit
way. This may be generalized to higher genus. In such a case, we also keep track
of the representation along each handle, and these can make a contribution to the
fusion numbers N ; apart from taking this into account, the entanglement entropy
is computed as we have described here. All of the examples considered explicitly in
this chapter (all of which had rank(ρA) = 1) may also be expressed in this language.
Let us be more clear and prove what we have said above. In the general case, there
are I interfaces between theA andB regions, each of them being a circle topologically.
There can some structures in A and B separately, but we will see they are not
important. A choice of orthogonal basis can be made by assigning the conformal
block labels. Let’s use {γˆa, γˆb, γˆc} for labels in A, B and those pass interfaces,
respectively. For any such state, if we focus on what is around the interfaces, there
are I S2’s each with two holes with γˆi passing through, one in A and one in B. The
¶The explicit examples considered above in Subsection 1.3.1 have Nijm ≤ 1.
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interface region is connected to the rest of A and B along these holes. γˆi is one of
the γˆc’s. When we glue the state with its complex conjugate and trace over B, any
such S2 is also glued to its conjugate through the B region, making another S2, and
the two holes now become a small S2 inside it. Through this small S2 the interface is
connected to the rest of the B, which is totally traced over. Since the Hilbert spaces
on these small S2’s are all one dimensional, we can do the factorization. Using ΨA+
and ΨB− as the states in A plus interface regions and B minus the interface regions,
after factorization we have
ρA =
〈ΨB−|ΨB−〉∏I
i=1 S0
γˆi
trB|ΨA+〉〈ΨA+|, (1.66)
here the trace over B on |ΨA+〉〈ΨA+| are along the B side half spheres on I S2’s. We
have used the result that the path integral in S3 with a γˆi flowing around is S0
γˆi .
When we glue n such pieces together and trace over A, the same story happens
with the holes in the A region. After we factorize, we are left with I S3’s and n A
pieces. Using the same notation, we have
Zn =
(
〈ΨA−|ΨA−〉〈ΨB−|ΨB−〉∏I
i=1(S0
γˆi)2
)n I∏
i=1
S0
γˆi , (1.67)
hence
Zn
Zn1
=
I∏
i=1
(S0
γˆi)1−n, (1.68)
and
SA =
I∑
i=1
lnS0
γˆi = I lnS0
0 +
I∑
i=1
ln dγi . (1.69)
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For a general state |Ψ〉 = ∑{γˆa,γˆb,γˆc} φ{γˆa,γˆb,γˆc}|{γˆa, γˆb, γˆc}〉,
ρA =
∑
{γˆa,γˆb,γˆc,γˆ′a}
φ{γˆa,γˆb,γˆc}φ
∗
{γˆ′a,γˆb,γˆc}
(
〈ΨB−|ΨB−〉∏I
i=1 S0
γˆi
)
{γˆb,γˆc}
(trB|ΨA+〉〈ΨA+|){γˆa,γˆc,γˆ′a} ,
(1.70)
here the subscripts show the label dependences. Tracing over the nth power we get
Zn =
∑
{{γˆaj ,γˆbj },γˆc}
(
I∏
i=1
S0
γˆi
)
{γˆc}
n∏
j=1
φ{γˆaj ,γˆbj ,γˆc}φ
∗
{γˆaj+1 ,γˆbj ,γˆc}
(〈ΨB−|ΨB−〉{γˆbj }〈ΨA−|ΨA−〉{γˆaj }∏I
i=1(S0
γˆi)2
)
{γˆc}
,(1.71)
and hence
Zn
Zn1
=
∑
{{γˆaj ,γˆbj },γˆc}
(∏I
i=1 S0
γˆi
)
{γˆc}[∑
{γˆa,γˆb,γˆc} φ{γˆa,γˆb,γˆc}φ
∗
{γˆa,γˆb,γˆc}
( 〈ΨB−|ΨB−〉{γˆb}〈ΨA−|ΨA−〉{γˆa}∏I
i=1 S0
γˆi
)
{γˆc}
]n
n∏
j=1
φ{γˆaj ,γˆbj ,γˆc}φ
∗
{γˆaj+1 γˆbj ,γˆc}
(〈ΨB−|ΨB−〉{γˆbj }〈ΨA−|ΨA−〉{γˆaj }∏I
i=1(S0
γˆi)2
)
{γˆc}
.(1.72)
If we pick the properly normalized basis |{γˆa, γˆb, γˆc}〉 such that their corresponding
〈{γˆa, γˆb, γˆc}|{γˆa, γˆb, γˆc}〉 = 〈ΨB−|ΨB−〉〈ΨA−|ΨA−〉∏I
i=1 S0
γˆi
= 1, (1.73)
we have
Zn
Zn1
=
∑
{γˆc}
(
I∏
i=1
S0
γˆi
)1−n
{γˆc}
∑
{{γˆaj ,γˆbj }}
n∏
j=1
φ{γˆaj ,γˆbj ,γˆc}φ
∗
{γˆaj+1 ,γˆbj ,γˆc}(∑
{γˆa,γˆb,γˆc} |φ{γˆa,γˆb,γˆc}|2
)n . (1.74)
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If we define a reduced density matrix from the wavefunction as
(ρ{γˆi}){γˆa,γˆa′} =
∑
{γˆb} φ{γˆa,γˆb,γˆc}φ
∗
{γˆa′ ,γˆb,γˆc}∑
{γˆa,γˆb,γˆc} |φ{γˆa,γˆb,γˆc}|2
, (1.75)
we have
Zn
Zn1
=
∑
{γˆc}
(
I∏
i=1
S0
γˆi
)1−n
tr(ρ{γˆi}
n). (1.76)
Eventually we get
SA = −I lnD −
∑
{γˆi}
I∏
i=1
dγˆitr
(
ρ{γˆi}∏I
i=1 dγˆi
ln
ρ{γˆi}∏I
i=1 dγˆi
)
. (1.77)
This formula looks simple: The first term is the vacuum contribution and the second
term is the usual wavefunction entanglement entropy. The nontrivial thing is that in
the ith interface there is a microscopic degeneracy of dγˆi . This makes sense since the
order of the representation γˆi is dγˆi times that of trivial representation, i.e. vacuum,
both of which being infinity. This formula shows that when we partition a surface
into two regions, there is a preferred set(s) of orthonormal basis, for which around
each interface, the basis state carries a definite representation γˆi of the underlying
WZW model. Depending on the representation it carries in the interface, from the
entanglement point of view, there are more than one microscopic channels the two
regions can interact. The number of channels is dγˆi . In other words, because of the
measurement, the Hilbert space of the whole system is decomposed into subspaces,
each labeled by the representations the interfaces carry. Generically the entanglement
entropy takes the form of −trρA ln ρA. But now ρA is block diagonal, or say in other
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words, the subspaces do not “talk” to each other, so we can sum over all the blocks
instead. But because of the interface representations have different dimensions, each
subspace, depending on the overall dimension, is separated into smaller spaces as well.
All of these smaller subspaces look the same from outside. Hence the wavefunction of
the ith Hilbert subspace ρAi is evenly distributed into these smaller subspaces. And
although the smaller subspaces look the same, they correspond to different states
around the intersections, hence they too, do not “talk” to each other. Summing over
the contributions from all the small subspaces we get the second term of (1.77). In
summary, in Chern-Simons theories, the entanglement entropy measurement
is essentially a process of decomposing the Hilbert space.
1.5 Topological entanglement entropy of
fractional quantum Hall states
The FQH states are topological fluids whose low energy effective field theory is a
Chern-Simons gauge theory. As we saw in the preceding sections the entanglement
properties of Chern-Simons gauge theories depend on the modular S-matrix, which
yield the quantum dimensions, and on the fusion rules of the excitations. We also
saw that the entanglement entropy depends on the topology of the surface and on
the regions that are being observed, and that when the states are degenerate the
entanglement properties naturally also depends on which state is considered.
In this section we apply the general results we derived in the preceding sections
for Chern-Simons gauge theories to the computation of the entanglement entropies
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for both Abelian and non-Abelian fractional quantum Hall states. The results we
will derive here apply only in the strict topological limit, that is for systems in
the thermodynamic limit and for observed regions of size L much larger than any
intrinsic length scale of the physical system. In doing so we can only obtain the uni-
versal topological entropies. It will suffice to identify which Chern-Simons describes
each case of interest and to use the results of the preceding section to compute the
entropies.
The entanglement entropy for the Abelian Laughlin FQH wavefunctions[55], as
well as for the non-Abelian FQH Pfaffian wavefunctions[64, 74], was calculated nu-
merically recently in several projects[41, 94] which attempted to extract the topo-
logical entropy γ for these states. This is in practice difficult to do numerically due
to the large non-topological area term which needs to be subtracted. Similarly, the
computation of the topological entropy in the conceptually much simpler Z2 topolog-
ical phase of the quantum dimer model on a triangular lattice, which has a small but
finite correlation length, presents similar difficulties[28]. The deconfined phases of
(2 + 1)-dimensional discrete gauge theories are actually the simplest models of topo-
logical phases[54, 70, 20]. For Kitaev’s toric code state[50], i.e. the ultra-deconfined
limit of a Z2 gauge theory, a state with a vanishing correlation length, it is simple
to compute the entropy[39, 56]. The non-topological effects of a finite correlation
length in a topological phase have been discussed in detail recently[67]. The scal-
ing behavior of the entanglement entropy across a Z2 confinement-deconfinement
phase transition was recently studied numerically[40], as well as the role of thermal
fluctuations on the behavior of the entropy in the Z2 topological state[14].
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To proceed we will need to identify the Chern-Simons theory appropriate for the
FQH state of interest. There is a well developed body of theory which does that and
it is reviewed in Appendix A. The identifications that we need are the following:
1. For the Abelian (Laughlin) FQH states, at filling factor ν = 1/m, with m an
odd integer, the effective field theory is an Abelian Chern-Simons gauge theory
Û(1)m (see Refs. [64, 86]). It is straightforward to extend these results to the
case of general Abelian FQH states.
2. The Chern-Simons theory describing generalizations of the px + ipy supercon-
ductors (see Refs. [73, 80, 21]) have a coset CFT
(
̂SU(2)/U(1)
)
k
.
3. The bosonic non-Abelian FQH states are described by a Chern-Simons gauge
theory for ŜU(2)k, whereas the fermionic non-Abelian FQH states are de-
scribed by Chern-Simons gauge theories whose CFTs are cosets of the form(
̂SU(2)/U(1)
)
2
× Û(1) (see Refs. [64, 25, 74, 24] and Appendix A).
4. The results presented here can be generalized to other non-Abelian FQH states
of interest, e.g. the unpolarized non-Abelian states of Ref. [6] (and references
therein) which involve more complicated systems such as ŜU(3)2 and others.
We will not discuss these cases here.
1.5.1 The Laughlin FQH states : Û(1)m Chern-Simons
theories
We will begin with a discussion of the ν = 1/m FQH Laughlin states which corre-
spond to a U(1) Chern-Simons theory at level m. For the fermionic states m is an
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odd integer, whereas for the bosonic states m is an even integer. This case, and its
connection with the modular S-matrix and quantum dimensions, was discussed in
great detail in Ref. [21]. For completeness, here we present only a summary of the
relevant results. The description of the edge states of the Laughlin states in terms
of a compactified CFT is due to Wen[83, 84].
The Û(1) theory consists of a compact free chiral boson of compactification radius
R. We will normalize‖ the field such that its correlator is 〈φ(z)φ(0)〉 ∼ − ln z. There
is a Û(1) current J0 ∼ i∂φ and operators OQ ∼ exp(iQφ/R) of conformal dimension
hQ = Q
2/(2R2). If Q ∈ Z, then OQ is single-valued. The characters of this model
are
χn,w(τ) =
q(n/R+wR/2)
2/2
η(τ)
, (1.78)
where q = exp (2piiτ). In a rational CFT, we have that the radius is given by
R =
√
2p′/p, where p, p′ are co-prime integers, in which case we can rewrite these
characters as
χr,`(τ) =
qpp
′(r+`/(2pp′))2
η(τ)
. (1.79)
In this expression, r ∈ Z and −pp′ < ` ≤ pp′. These can be organized into characters
of an extended algebra generated by J0 and operators J±, a set which closes under
the action of the modular group. Generally, we find
χ`(τ) =
∑
s∈Z
qpp
′(s+`/(2pp′))2
η(τ)
, (1.80)
‖In string theory conventions, this corresponds to units α′ = 2.
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where ` ∈ −pp′ + 1, ..., pp′[17]. The modular S-matrix for these characters is
S``′ = 1√
2pp′
eipi``
′/pp′ , (1.81)
as can be easily established through Poisson resummation. We will use these formulae
in later sections.
In the case where pp′ is even, this can be refined to that of a subsector of the
Hilbert space as follows
χ(n)(τ) ∼ χ`=2n + χ`=2n+pp′ =
∑
s∈Z
qm(s+n/m)
2/2
η(τ)
, (1.82)
where we have identified (when pp′ is even) m = pp′/2 and n is in the range
0, 1, ...,m − 1. This is the case that obtains for the Abelian Laughlin states∗∗, and
we will refer to this theory as Û(1)m. The set of primaries are in one-to-one corre-
spondence with the states of a bulk Chern-Simons theory at level m. The extended
current algebra is generated by J and J± ∼ exp(±i
√
mφ), the latter having di-
mension h± = m/2. J+ is the operator that shifts n by m, leaving the character
invariant and in the physical application, is interpreted as the electron. Requiring
that primaries have local operator products with J±, we find O2n/p = exp(inφ/
√
m),
of dimensions n2/(2m); these correspond to the fractionally charged quasiparticles.
Under a modular transformation, using Poisson resummation, it is easy to estab-
∗∗Specifically, we can take p = 2m, p′ = 1, which gives radius R = 1/
√
m. These values are of
course ambiguous up to T-duality, which acts as p↔ p′, R→ 2/R.
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lish that
χ(n′)(−1/τ) =
∑
`
1√
m
e2piinn
′/mχ(n)(τ). (1.83)
Thus, we read off the modular S-matrix
S(n′)(n) = 1√
m
e2piinn
′/m, (1.84)
and thus the total quantum dimensions
D = (S00)−1 = √∑
`
|d`|2 =
√
m. (1.85)
For the fermionic Laughlin states, m is an odd integer so that J± is a fermionic
operator, which usually identified with the electron. In the special case m = 3 the
electron has dimension 3/2 and the theory is equivalent to a superconformal field
theory. For the bosonic Laughlin states m is even, and J± is a bosonic operator. In
the special case m = 2, the theory is equivalent to ŜU(2)1.
1.5.2 px + ipy superconductors:
(
̂SU(2)/U(1)
)
k
Chern-Simons theories
Chern-Simons theory whose CFT is the coset
(
̂SU(2)/U(1)
)
2
describes the two-
dimensional time reversal breaking superconductors with symmetry px + ipy. In
some sense this is the simplest system with non-Abelian statistics. Here we will
consider the general case of the coset
(
̂SU(2)/U(1)
)
k
.
To construct this coset, we begin with the ŜU(2)k characters, which are labeled
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by ` = 2j = 0, 1, . . . , k, and decompose them with respect to
(
̂SU(2)/U(1)
)
k
×Û(1)k
χ
SU(2)
` (τ) =
k∑
r=−k+1
χcoset`,r (τ)χ
U(1)
r (τ), (1.86)
where χ
U(1)
r (τ) is given by Eq. (1.80), with k = pp′. Since we know the modular
transformations of both the ŜU(2) (Eq. (1.12)) and Û(1) characters (Eq. (1.81)),
we read off
χcoset`,r (−1/τ) = S(`,r)(`
′,r′)χcoset`′,r′ (τ), (1.87)
with
S(`,r)(`′,r′) = (SSU(2))``
′
(S†U(1))r
r′
=
√
1
k(k + 2)
sin
[
pi(`+ 1)(`′ + 1)
k + 2
]
e−ipirr
′/k.
(1.88)
This should be restricted to r + ` ≡ 0 (mod 2) (since there is such a correlation
between U(1) charges and SU(2) representations). Note though that in this formula,
equivalent characters appear twice, as χcoset`;r = χ
coset
k−`;r±k. Accounting for these caveats,
we find the independent characters, which lead to the final form of the S-matrix:
S(`,r)(`′,r′) =
√
4
k(k + 2)
sin
[
pi(`+ 1)(`′ + 1)
k + 2
]
e−ipirr
′/k. (1.89)
For the case of most physical interest, we have k = 2, and the coset primaries may
be taken to be (0; 0), (1; 1) and (0; 2). This is in fact just the chiral Ising model with
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(0; 0) ∼ I, (1; 1) ∼ σ and (0; 2) ∼ ψ. The S-matrix for
(
̂SU(2)/U(1)
)
2
is
Scosetk=2 =
1
2

1
√
2 1
√
2 0 −√2
1 −√2 1
 , (1.90)
which agrees with the results of Ref. [21].
1.5.3 Moore-Read and Read-Rezayi FQH states:(
̂SU(2)/U(1)
)
k
× Û(1) Chern-Simons theories
We now turn to the Moore-Read and Read-Rezayi non-Abelian FQH states, and
their generalization. The filling factor of these states is ν = k/(Mk + 2); M even
corresponds to bosonic states and M odd to fermionic states[74]. As discussed above
(and in Appendix A), these states are described by
(
̂SU(2)/U(1)
)
k
× Û(1) CFTs,
with a suitably defined level for the Û(1). Examples of these states are the well
known Moore-Read Pfaffian states. The the fermionic state with k = 2 and M = 1
has filling factor 1/2 (5/2 in the experiment), and the related bosonic state at filling
factor ν = 1 has k = 2 and M = 0. The states with k > 2 are the Read-Rezayi
parafermionic states.
We will discuss both the general fermionic and bosonic states with fixed k and M .
The RCFT of interest is in all cases embedded in
(
̂SU(2)/U(1)
)
k
× Û(1)k(Mk+2). We
will consider the cases of k even and k odd as their structure is somewhat different.
Here we only present details for the simpler cases. The details of the derivations for
49
the general case are given in Appendix C.
By reasoning similar to the above, the resulting S-matrix can be obtained by
multiplying coset and Û(1) characters. For the Pfaffian state k = 2, the coset is a
Z2 parafermion. The resulting S-matrix will, up to identifications, be given by
S(`,r;s)(`′,r′;s′) = (Scoset2 )(`,r)(`
′,r′)(SU(1)4M+4)ss
′
. (1.91)
Primaries of this theory will be given by products of the Z2 primaries {I, σ, ψ} with
Û(1)4M+4 primaries of the form O`/p. We seek a set of such operators that close under
operator products and are local with respect to a suitable extended current algebra,
which will be generated by J± ∼ ψ exp (±i
√
M + 1φ), where ψ is the Majorana
fermion of Z2. For simplicity, we will consider two cases here, M = 0 (take p = 2,
p′ = 1, radius R = 1) and M = 1 (take p = 4, p′ = 1, radius R =
√
1/2).
In the case of k = 2 and M = 0, we find the integer-weight J± ∼ ψ exp (±iφ)
as suitable extended currents. Requiring locality of operator products, we then find
that the primaries of this theory are given by
I, ψ, σeiφ/2. (1.92)
All others are related to these by action of J±. These in fact are just the primaries
of ŜU(2)2, as we should expect. This is the bosonic Pfaffian state. The associated
modular S-matrix was given in Eq. (1.12) and Appendix C.
In the case of k = 2 and M = 1, i.e., the fermionic Pfaffian states, we find
J± ∼ ψ exp (±i
√
2φ) as suitable extended currents. Requiring locality of operator
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products, we then find that the primaries of this theory are given by
I, ψ, σe±iφ/2
√
2, e±iφ/
√
2. (1.93)
This set closes under fusion (up to the action of J±). These operators have weights
(0, 0; 0), (0, 2; 0), (1, 1;±1) and (0, 0;±2) respectively. The notation (`, r; s) represent
the coset weights (`, r) and the U(1)-charge s. We can then read off the S-matrix:
S = 1
2
√
2

1 1
√
2
√
2 1 1
1 1 −√2 −√2 1 1
√
2 −√2 0 0 +i√2 −i√2
√
2 −√2 0 0 −i√2 +i√2
1 1 i
√
2 −i√2 −1 −1
1 1 −i√2 +i√2 −1 −1

, (1.94)
from which one can read-off the total quantum dimension is D = 2√2. This model
can also be viewed as (the NS sector of) an N = 2 superconformal current algebra, as
the current J+, having conformal weight 3/2, can be viewed as a supercharge. So the
operators listed in Eq. (1.93) are then viewed as superconformal primaries[74, 61].
We will now consider the interesting example of the parafermionic states at k = 3
and M = 1: the Read-Rezayi parafermionic state for fermions at filling factor 2+2/5.
The k = 3 coset has primaries at (`, r) = (0, 0), (1,±1), (2, 0), (3,±1), which we
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will refer to as I, σ±, , ψ± respectively. Explicitly, denoting sp ≡ sin(pip/5), we have
Scosetk=3 =
2√
15

s1 s2 s2 s2 s1 s1
s2 e
−ipi/3s1 e+ipi/3s1 −s1 −e−ipi/3s2 −e+ipi/3s2
s2 e
+ipi/3s1 e
−ipi/3s1 −s1 −e+ipi/3s2 −e−ipi/3s2
s2 −s1 −s1 −s1 s2 s2
s1 −e−ipi/3s2 −e+ipi/3s2 s2 −e−ipi/3s1 −e+ipi/3s1
s1 −e+ipi/3s2 −e−ipi/3s2 s2 −e+ipi/3s1 −e−ipi/3s1

. (1.95)
For this case there is an extended algebra generated by the h = 3/2 operator
Q+ = ψ+ exp (5iφ/
√
15), where φ is a free boson of the Û(1) theory that we are
attaching[61]. Representative primaries are
(`, r; s) = (0, 0; 0), (3,−1; 1), (3, 1; 2), (0, 0; 3), (3,−1; 4) (1.96)
and
(`, r; s) = (2, 0; 0), (1,−1; 1), (1, 1; 2), (2, 0; 3), (1,−1; 4). (1.97)
One can check that these have local OPE’s with Q+ and are closed under fusion.
As we will see, it is convenient to group them into groups of k + 2 = 5, as given.
The theory obtained this way is actually an N = 2 superconformal theory, with
supercharges Q± (Q− being ψ− exp (−5iφ/
√
15)). Q+ groups collections of conformal
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primaries together, i.e.,
{(0, 0; 0), (3, 1; 5), (3,−1; 10)}, {(3,−1; 1), (0, 0; 6), (3, 1; 11)},
{(3, 1; 2), (3,−1; 7), (0, 0; 12)}, {(0, 0; 3), (3, 1; 8), (3,−1; 13)},
{(3,−1; 4), (0, 0; 9), (3, 1; 14)}, {(2, 0; 0), (1, 1; 5), (1,−1; 10)},
{(1,−1; 1), (2, 0; 6), (1, 1; 11)}, {(1, 1; 2), (1,−1; 7), (2, 0; 12)},
{(2, 0; 3), (1, 1; 8), (1,−1; 13)}, {(1,−1; 4), (0, 0; 9), (1, 1; 14)}.
Each of these triplets represents a superconformal family. When we compute the
S-matrix with respect to the extended symmetry, we treat these groupings as one.
That is, computing the S-matrix element on the grouping gives a 3 × 3 identity
matrix times a factor. We collect those factors into the following S-matrix.
SFRRk=3 =
2
5
 sin(pi/5) sin(2pi/5)
sin(2pi/5) − sin(pi/5)
⊗

1 1 1 1 1
1 ω2 ω4 ω1 ω3
1 ω4 ω3 ω2 ω1
1 ω1 ω2 ω3 ω4
1 ω3 ω1 ω4 ω2

. (1.98)
where we have used the Û(1) S-matrix is Sss′ = exp(2piiss′/15)/
√
15. Above we
used the notation is ωp = exp (2piip/5). The coefficient out front is
2√
15
· 1√
15
· 15
5
, the
factors being the coefficients of the coset S-matrix, the Û(1) S-matrix and the order
of the automorphism (5 in 15), respectively. Note that it is easy to read off then the
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total quantum dimension
D = 1S00
=
5
2 sin(pi/5)
= D =
√
5 + 5(s2/s1)2, (1.99)
where we can verify s2/s1 = (
√
5 + 1)/2 is the Golden Ratio.
In Appendix C it is shown that for general k and M , the primaries are the highest
weight states of the form
ψ(`,`−2[ n
M
]) exp
(
i
`+ nk − (Mk + 2)[ n
M
]√
k(Mk + 2)
φ
)
, (1.100)
or
ψ(`,`−2[n−1
M
]) exp
(
i
`+ nk − (Mk + 2)[n−1
M
]√
k(Mk + 2)
φ
)
, (1.101)
where ψ(`,r) are Zk-parafermion primaries, n and ` are integers (with a suitable range,
see Appendix C), [x] is the closest integer to x. For general k the S-matrix is given
by
S{`;n}{`′;n′} = 2√
(k + 2)(Mk + 2)
sin
[
pi(`+ 1)(`′ + 1)
k + 2
]
e
pii(−M``′+2`n′+2`′n+2knn′)
Mk+2 .
(1.102)
One can read off from this the total quantum dimension D for all M and k, since
1
D = S0
0 =
2√
(k + 2)(Mk + 2)
sin
(
pi
k + 2
)
. (1.103)
In Appendix C we also show that for general odd k, the modular S-matrix may
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be put into the simpler form
S{`;n}{`′;n′} = 2√
(k + 2)(Mk + 2)
sin
[
pi(`+ 1)(`′ + 1)
k + 2
]
(−1)``′ e 2piiknn
′
Mk+2 , (1.104)
with ` = 0, . . . , k−1
2
and n = 0, . . . ,Mk+ 1. The result of the k = 3, M = 1 example
considered above matches with this.
1.6 Conclusions
In this chapter we computed the entanglement entropy for Chern-Simons gauge the-
ories with general gauge groups. We considered the specific cases of ŜU(N)k and
various cosets that are of interest in the theory of FQH states. We have done this
by direct computation in the (2 + 1)-dimensional gauge theory using surgery tech-
niques. We found that the entanglement entropy for these theories can be written
as a Chern-Simons path integral in a complicated 3-manifold whose details depend
upon the topology of the spatial surface and the way it is partitioned to compute the
entanglement. In all cases the entanglement entropy can be expressed in terms of
modular features of the dual two-dimensional conformal field theory. We found that
in general the entanglement entropy has two pieces: One is from the vacuum con-
tribution, which is proportional to the number of interfaces between the partitions.
The other one, on the other hand, effectively decomposes the Hilbert space into small
subspaces and collects contribution from each subspace. Each subspace has definite
representation piercing each interface, and has a degeneracy that is proportional
to the quantum dimension of each representation. While the details depend on the
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topology of the surface, the way the system is partitioned, the state one is measuring,
the general idea stays the same: Essentially the entanglement entropy measurement
is a process of decomposing the Hilbert space into degenerate subspaces. We already
know that while the Chern-Simons theories are 2+1-dimensional, the quantization of
them are associated to the 2-dimensional CFTs. We know see that the entanglement
entropy measurement relies on the dimension of Hilbert space on the 1-dimensional
loop space, what we call quantum dimension. It shows that the entanglement en-
tropy measurement is a “probe” to the 1-dimensional theory. Whether this general
idea also applies to other topological field theories remains a question for us.
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Chapter 2
Entanglement entropy of the
primary states in 2-d free boson
system
2.1 Introduction
In this short but rather technical chapter we will study the entanglement entropy of
some general states in two dimensional free boson system. Much of the introduction
to entanglement entropy has already been done in Section 1.1 so we shall not repeat
it here. As mentioned there, little is known about the behavior of the entanglement
entropy in quantum field theory, apart from some scaling properties called area law.
In 2-dimensional conformal quantum field theories the area law reduces to a uni-
versal ln (L/a) size dependence with a universal coefficient equal to c/3, where c is
the central charge of the conformal field theory[12, 11]. This result was calculated
assuming we are in the vacuum state.
This leads to a natural question: What will be the entanglement entropy of a
nontrivial state in a 2-d CFT? Or equivalently, what does the entanglement entropy
tell us about a state? In this chapter we will try to explore the answer starting from
the simplest 2-d CFT, the free boson. We will calculate the entanglement entropy of
primary states in the theory, since primary states are the building blocks of a CFT.
Another motivation to study this particular theory is that the 2-d free boson describes
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the bosonic part of the string states[68]. A closed string can be broken into two open
strings. Calculating the entanglement entropy between two open strings will help us
understand the process better. In practice, we will use the replica method again. To
set up the problem we will follow Cardy and Calabrese’s trick[11]. To calculate the
correlation functions that appear we will use a mathematical trick we invented.
The rest of this chapter is organized as follows. In Section 2.2 we review Cardy
and Calabrese’s trick and generalize it to primary states. Sections 2.3, 2.4 and 2.5
are devoted to different primary states, with the introduction of our trick in Section
2.4. We end up with a short conclusion with open questions.
2.2 The setup
Let us begin with the simplest case where the system is defined on a circle with
length 2pi, which is partitioned into two regions A and B. As in Chapter 1, given
a pure state |ψ〉, we take the density matrix ρ = |ψ〉〈ψ| and define ρA = trB|ψ〉〈ψ|.
The entanglement entropy is the von Neumann entropy of ρA on subsystem A. As
in Chapter 1, we will use the replica trick, calculating Zn = tr(ρA
n) first and then
using SA = − limn→1 ∂n ZnZn1 . Without loss of generality let us further assume all these
operations are done at t = 0.
For simplicity let us pick |ψ〉 as a primary state. It is then an energy eigenstate.
In terms of the path integral, |ψ〉 is prepared by starting with |ψ〉 at t = −∞ and
propagating to t = 0, i.e., by the path integral on the lower half of an infinitely
long cylinder. Similarly 〈ψ| is prepared by the path integral on the upper half of the
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cylinder.
Now suppose the A region is an arc with length θ, then ρA = trB|ψ〉〈ψ| means a
full cylinder with a cut of length θ at t = 0. Tracing out ρA
n gives n copies of the
same cylinder glued together one after another into a whole piece. We can take the
exponential map for each of the cylinder so that we get an n-sheeted Riemann surface
with branch points u and v = ueiθ (see Figure 2.1). Following Cardy et al.[11], we
will call the whole surface Rn and its complex coordinate (w, w¯). Since t = −∞ is
mapped to the origin of each complex plane, there is an operator Vψ corresponding
to state |ψ〉 at the origin of each complex plane and its dual operator Vψ∗ at each
∞, with an appropriate normalization factor. We will see later this factor does not
enter into the final calculation.
Now let us do the mapping z = (w−u
w−v )
1/n, similarly for the antiholomorphic side.
The branch points u 7→ 0 and v 7→ ∞. The positions of Vψ map to (u/v)1/n =
exp [i(2pip+ θ)/n] and Vψ∗ to exp (2ipip/n), with p = 0 . . . n− 1. Define
t = eiθ/n, q = e2pii/n, xi = tq
i, yi = q
i. (2.1)
In this new coordinate, V˜ψ(xi) and V˜ψ∗(yi) (hereafter we will use tilde to indicate
that the operator is in the complex z plane instead of Rn) should have the same
normalization, because they all live on the unit circle.
Now let us calculate the transformation of the stress tensor. T (w) = z′(w)2T˜ (z)+
c
12
{z;w} as a statement for local operator transformation is still valid, no matter what
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t=0
<ψ|
t=∞
t=-∞
|ψ>
<ψ|
t=0
t=∞
|ψ>
t=-∞
t=0 u    v
t=0
Vψ
Vψ*
u
v
Vψ*
Vψ
n=4
Figure 2.1: The conformal mappings. The leftmost is the path integral for ρ = |ψ〉〈ψ|,
with two separated halves of an infinitely long cylinder. The middle is the path
integral for ρA = trB|ψ〉〈ψ|, with the two halves glued along the B region. The
upper right is w plane and lower right z. Here we pick n = 4.
the background is. To be precise,
〈T (w) . . . 〉Rn
〈. . . 〉Rn
= z′(w)2
〈
T˜ (z) . . .
〉
Cz
〈. . . 〉Cz
+
c
12
{z;w}, (2.2)
where . . . means everything in the background. Here Cz means the complex plane in z
coordinate, and Cw will mean one copy of the complex plane in the w coordinate. The
trick introduced by Cardy and Calabrese[11] is that we can represent the Schwarzian
derivative term c
12
{z;w} by insertions of primary fields at two branch points u and
v. It goes as follows. Let us imagine two primary fields Φn and Φ−n with the same
weights
hn = h¯n =
c(n2 − 1)
24n2
, (2.3)
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and 〈Φn(u)Φ−n(v)〉Cw 6= 0, then we have
〈T (w)Φn(u)Φ−n(v)〉Cw
〈Φn(u)Φ−n(v)〉Cw
=
c(n2 − 1)
24n2
(u− v)2
(w − u)2(w − v)2 =
c
12
{z;w}. (2.4)
Now let us do an infinitesimal conformal transformation
w 7→ w + (w), z 7→ z + ˜(z),
where ˜(z) = z′(w)(w). Pick a contour C on Rn to encircle all operators such that
C will have n disconnected identical pieces on the n complex w planes. Let C˜ be its
image on the z plane. Regarding everything as a function of w, we have
∮
C
dw(w)
〈T (w) . . . 〉Rn
〈. . . 〉Rn
=
∮
C
dw(w)
z′(w)2
〈
T˜ (z(w)) . . .
〉
Cz
〈. . . 〉Cz
+
〈T (w)Φn(u)Φ−n(v)〉Cw
〈Φn(u)Φ−n(v)〉Cw
 . (2.5)
Since all the denominators do not depend on the point w, this is equivalent to
〈∮
C
dw(w)T (w) . . .
〉
Rn
〈. . . 〉Rn
=
〈∮
C˜
dz˜(z)T˜ (z) . . .
〉
Cz
〈. . . 〉Cz
+
〈∮
C
dw(w)T (w)Φn(u)Φ−n(v)
〉
Cw
〈Φn(u)Φ−n(v)〉Cw
.
(2.6)
Since the contour on Rn is n times the same contour on complex plane Cw, by Ward
identity Eq. (2.6) means that under this infinitesimal transformation
δ 〈. . . 〉Rn
〈. . . 〉Rn
=
δ 〈. . . 〉Cz
〈. . . 〉Cz
+
nδ 〈Φn(u)Φ−n(v)〉Cw
〈Φn(u)Φ−n(v)〉Cw
. (2.7)
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A similar relation applies when the transformation is on the antiholomorphic side.
When there are no insertions in the background, or in other words when we are
in the vacuum state, we have 〈
T˜ (z)
〉
Cz
= 0, (2.8)
hence
δ 〈1〉Rn
〈1〉Rn
=
nδ 〈Φn(u)Φ−n(v)〉Cw
〈Φn(u)Φ−n(v)〉Cw
(2.9)
under any infinitesimal conformal transformation. Since the only function on a com-
plex plane that is invariant under any conformal transformation is the constant
function, we then have
Zn = 〈1〉Rn = cn 〈Φn(u)Φ−n(v)〉nCw . (2.10)
Here we used 〈1〉 to denote the path integral without any insertions. By setting
n = 1 we can normalize c1 = 1.
Now let us move on to nontrivial primary states. One might want to push the
argument we had above one step further. If one takes (2.7) and puts the primary
operators in the background, one might conclude (incorrectly) that for any collection
of primary operators {Φi(wi)}
〈∏
i
Φi(wi, w¯i)
〉
Rn
= cn
〈∏
i
Φi(zi, z¯i)
〉
Cz
〈Φn(u)Φ−n(v)〉nCw . (2.11)
This does not make sense. One can see this by simply taking n = 1. The reason why
the last argument fails to apply here is that z and w are not the same plane.
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The correct way is as follows. For any collection of primary operators {Φi(wi)},
with weights {hi, h¯i}, we have the conformal transformation rule
∏
i
Φi(wi, w¯i) =
∏
i
[zi
′(wi)]
hi [z¯′i(w¯i)]
h¯i
∏
i
Φ˜i(zi, z¯i), (2.12)
which in terms of path integral means
〈∏i Φi(wi, w¯i)〉Rn
〈1〉Rn
=
∏
i
[zi
′(wi)]
hi [z¯′i(w¯i)]
h¯i
〈∏
i Φ˜i(zi, z¯i)
〉
Cz
〈1〉Cz
. (2.13)
So we have
Zn =
〈∏
i
Φi(wi, w¯i)
〉
Rn
= cn
∏
i
zi
′(wi)hi z¯′i(w¯i)
h¯i
〈∏
i
Φ˜i(zi, z¯i)
〉
Cz
∣∣∣∣2 sin θ2
∣∣∣∣−4nhn .
(2.14)
In the cases we are interested in here, all hi are the same, as well as all h¯i. At xp,
z′(xp) = (u− v)xp/(nuv) and at yp, z′(yp) = limw→∞(u− v)yp/(nw2), so the overall
factor
∏
i
zi
′(wi) = fn
n−1∏
p=0
(u− v)2
uv
n−2tq2p = fn(−1)2(n−1)
(
tn − 1
n
)2n
t−n(n−1), (2.15)
where f = limw→∞w−2. This factor comes from the fact that Vψ∗ is defined at ∞
of each complex w plane. Starting from Vψ with weights (h, h¯) at the origin, to
find its dual operator we do a w 7→ 1/w transformation. From this we get each
Vψ(0) 7→ fhf¯ h¯Vψ∗(∞).
This factor of f might seem disturbing. But as we mentioned before, overall
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factors do not matter. The reason is that if we factor Zn into
Zn = F1(n)F2(n) . . . Fm(n) (2.16)
for some integer m, with each Fi being certain function of n, then since we also have
to normalize Zn with Z
n
1 if Z1 6= 1,
Zn
Zn1
=
F1(n)
F1(1)n
F2(n)
F2(1)n
. . .
Fm(n)
Fm(1)n
, (2.17)
we get
SA = SA1 + SA2 + · · ·+ SAm, (2.18)
where
SAi = − lim
n→1
∂n
Fi(n)
Fi(1)n
. (2.19)
Now if for some i, Fi(n) = f
n
i for some n-independent fi, then SAi = 0. As a
consequence, when we calculate the entanglement entropy, we can ignore all the
factors with the form (. . . )n, as long as there is no n-dependence in (. . . ).
A related issue was ignored by us. The Zn we have in (2.14) is not the partition
function we have in the original cylinder system; it is defined on Rn. We should in
principle transform back to the cylindrical coordinate system and calculate Zn there.
After all, we do all the conformal transformations only to help us calculate. But the
difference between these two is simply a factor of bn for some number b, each factor
of b coming from the conformal transformation of each cylinder into a complex w
plane. For the same reason that fn does not enter SA, b
n can be ignored as well.
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Therefore we can safely use the Zn we have in (2.14) for our purpose.
Now we have to calculate the correlation function between n operators and their
duals in the complex plane Cz. Before we go on to specific examples, a brief expla-
nation of our notation will be beneficial∗. We will have our free boson X normalized
such that, 〈X(z, z¯)X(0)〉 = − ln(zz¯). The primary state corresponding to the op-
erator eikX will be denoted by |k〉. Let the creation modes in the current i∂X be
a−1, a−2, a−3, . . . , then a generic state can be generated by . . . a−3n3a−2n2a−1n1|k〉.
We will denote such state |k, {n1, n2, n3 . . . }〉. In this notation, |k〉 = |k, {0, 0, . . . }〉.
2.3 A simple example: |ψ〉 = |k, {0, 0, . . . }〉
Let us start with the free boson state |ψ〉 = |k, {0, 0, . . . }〉. Up to an overall factor,
Vψ(w, w¯) = e
ikX(w,w¯). It has weights h = h¯ = k2/2. The correlation function of all
the eikX(xp,x¯p) and e−ikX(yp,y¯p) can be directly written down as
∣∣∣∣∣∣
[ ∏
0≤i<n
1
yi − xi
∏
0≤i<j<n
(xi − xj)(yi − yj)
(xi − yj)(yi − xj)
]k2∣∣∣∣∣∣
2
. (2.20)
The product can be written as
∣∣∣∣∣∣
[ ∏
0≤i<j<n(xi − xj)(yi − yj)
(−1)n(n+1)2 ∏0≤i,j<n(xi − yj)
]k2∣∣∣∣∣∣
2
=
∣∣∣∣∣∣
[
t
n(n−1)
2 ∆({yi})2
(−1)n(n+1)2 ∏0≤i<n(tn − 1)
]k2∣∣∣∣∣∣
2
, (2.21)
∗We follow the conventions of Ref. [17].
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where ∆({yi}) is the Vandermonde determinant of {yi}. Since
[∆({yi})]2 =
[
det q(i−1)(j−1)
]2
= (−1)n(n−1)2
∏
i 6=j
(
qi−1 − qj−1) = (−1) (n−2)(n−1)2 nn,
(2.22)
the correlation function is then the following,
∣∣∣∣[(−1)1−2ntn(n−1)2 nn(tn − 1)−n]k2∣∣∣∣2 . (2.23)
This just cancels out the nontrivial part of
∏
i zi
′(wi)hi z¯′i(w¯i)
h¯i , which makes
Zn = cn|f |nk2
∣∣∣∣2 sin θ2
∣∣∣∣−4nhn . (2.24)
Hence the state |ψ〉 has the same entanglement entropy as the vacuum, which is
SA =
c
3
ln
∣∣∣∣2 sin θ2
∣∣∣∣+ c′1. (2.25)
Here c′1 is a non-universal term, which depends on the short distance behavior of
our theory. It cannot be determined without knowing more about the underlying
system. The universal term c
3
ln
∣∣2 sin θ
2
∣∣ includes all the θ-dependence, coming from
the long distance physics. It is an exact solution and can be trusted as long as θ is
not too small. In fact, if we start from the circle with radius R, and A region length
LA then
SA =
c
3
ln
∣∣∣∣2 sin LA2R
∣∣∣∣+ c′1. (2.26)
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Figure 2.2: The fusions of eikX .
When θ is small,
SA ≈ c
3
ln
LA
`
+
(
c′1 +
c
3
ln
`
R
)
, (2.27)
where ` is the ultraviolet cutoff of our system. The second term here is again a term
independent of the size of A region. The first term now is only valid when
LA > a. (2.28)
Hence the problem of the log divergence at θ → 0 does not occur.
We can understand the lack of k-dependence in SA from the fusion rule point
of view. Generically, Vψ and Vψ∗ fuse to more than one channel, one of which is
of course the identity. These n operators will again fuse, generating a collection of
conformal blocks. For eikX , eikX × e−ikX = 1, hence there is no nontrivial way for Vψ
and Vψ∗ to fuse in this case. Each cylinder has one pair of Vψ and Vψ∗ . If we view
the path integral of ρA as a sphere with three disks cut away, and call the closed
string Hilbert space H, then ρA path integral defines a map ϕ : H−∞ ×H∞ → H0.
Here the subscript denotes the time t of the circle that H resides. The fusion rule
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tells us ϕ(|k〉, | − k〉) = |0〉, no matter what k we pick. Instead of viewing ρA as an
open string density matrix, we can view it as a closed string state, which is now |0〉.
Therefore Zn, which is derived from ρA has no k-dependence either.
Using the same logic, we can immediately conclude that for a compactified bo-
son, its state |kL, kR〉 also has a trivial entanglement entropy, since its vertex op-
erator is also local. Indeed, if we check the holomorphic side of its vertex operator
eikLXL(xp), the 2n point correlation function calculation is exactly the same as we have
done above, except that there is no | |2. The same with the antiholomorphic side.
Therefore, the entanglement entropy cannot tell a state carrying only momentum
and winding number from the vacuum of a compactified boson either.
2.4 Another example: |ψ〉 = |0, {1, 0, . . . }〉
The next important primary state in 2-d free boson is |ψ〉 = |0, {1, 0, . . . }〉. Its
vertex operator is simply i∂X, the holomorphic current with zero momentum. It has
h = 1, h¯ = 0. Now let us consider 2n point function for i∂X. According to Wick’s
theorem, 〈
2n∏
i=1
i∂X(zi, z¯i)
〉
=
1
2nn!
∑
σ∈S2n
n∏
i=1
[
1
zσ(2i−1) − zσ(2i)
]2
. (2.29)
Here the summation is over all the possible pairings.
Here is the trick we found to calculate this sum. First we look at the Cauchy
determinant det 1
zi−z˜j , where zi 6= z˜i, ∀i, otherwise {z˜i} are arbitrary.
det
1
zi − z˜j =
∏
i
1
zi − z˜i
∏
i<j
(zi − zj)(z˜i − z˜j)
(zi − z˜j)(z˜i − zj) . (2.30)
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Let z˜i = zi + i, then
det
1
zi − z˜j =
2n∏
i=1
1
i
∏
i<j
1 +
i−j
zi−zj
(1− j
zi−zj )(1 +
i
zi−zj )
. (2.31)
If we do the polynomial expansion for {i}, we have
det
1
zi − z˜j =
2n∏
i=1
1
i
∏
i<j
[
1 +
ij
(zi − zj)2 +O(
2
i , 
2
j)
]
. (2.32)
The constant term in this expansion is simply what we want
1
2nn!
∑
σ∈S2n
n∏
i=1
[
1
zσ(2i−1) − zσ(2i)
]2
. (2.33)
On the other hand we have {zi} = {y0, y1, . . . , yn−1, x0, x1, . . . , xn−1}, hence
det
1
zi − z˜j = (−1)
n ∆({zi})∆({z˜i})∏
j(z˜
n
j − 1)(z˜nj − tn)
. (2.34)
Keeping only the terms relevant to the constant term, we have
det
1
zi − z˜j
≈
(−1)n∆({zi}) det
[
z2n−ij + (2n− i)z2n−1−ij j
]
1≤i,j≤2n∏n
j=1 n
j
zj
[1 + n−1
2
j
zj
](1− tn + n j
zj
)(tn − 1 + ntn n+j
zn+j
)ntn
n+j
zn+j
[1 + n−1
2
n+j
zn+j
]
≈ [(1− tn)2n2tn]−n∆({zi}) det
[
z2n−ij + (2n− i)z2n−1−ij j
]
1≤i,j≤2n
n∏
j=1
(
−n− 1
2
− n
1− tn +
zj
j
)(
−n− 1
2
− n
1− t−n +
zn+j
n+j
)
. (2.35)
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The constant term is simply
[
(1− tn)2n2tn]−n ∆({zi}) det [qjz2n−ij + (2n− i)z2n−ij ]1≤i,j≤2n , (2.36)
where qj = −(n−12 + n1−tn ) for 1 ≤ j ≤ n and qj = −(n−12 + n1−t−n ) for n+ 1 ≤ j ≤ 2n.
A straightforward calculation shows that
det
[
(qj + 2n− i)z2n−ij
]
1≤i,j≤2n
=
n∏
i=1
[(q1 + 2n− i)(qn+1 + n− i)− tn(qn+1 + 2n− i)(q1 + n− i)]
det(zn−ij )1≤i,j≤n det(z
n−i
n+j)1≤i,j≤n
=
(
n2tn
1− tn
)n
t
n(n−1)
2 (−1) (n−2)(n−1)2 nn
n∏
j=1
[
1− s2
(
n+ 1− 2j
n
)2]
, (2.37)
where s = (tn/2 − t−n/2)/(2i) = sin θ
2
. And since
∆({zi}) = det
(
z2n−ij
)
1≤i,j≤2n = (1− tn)nt
n(n−1)
2 (−1) (n−2)(n−1)2 nn, (2.38)
we have
〈
2n∏
i=1
i∂X(zi, z¯i)
〉
=
(
n
1− tn
)2n
tn(n−1)
n∏
j=1
[
1− s2
(
n+ 1− 2j
n
)2]
. (2.39)
We further recognize that
n∏
j=1
[
1− s2
(
n+ 1− 2j
n
)2]
=
[
n∏
j=1
(
1 +
n+ 1− 2j
n
s
)]2
=
(
2s
n
)2n [Γ (1+n
2
+ n
2s
)
Γ
(
1−n
2
+ n
2s
)]2 .
(2.40)
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Hence,
〈
2n∏
i=1
i∂X(wi, w¯i)
〉
Rn
= cnf
n |2s|−4nhn
(
2s
n
)2n [Γ (1+n
2
+ n
2s
)
Γ
(
1−n
2
+ n
2s
)]2 . (2.41)
After taking derivative with respect to n and setting n = 1 we get an extra piece
for entanglement entropy compared to that of the vacuum, which is
∆S = −2
(
ψ(
1
2s
) + ln(2s) + s
)
, (2.42)
where ψ is the digamma function. Notice that it is an exact function of θ and has
no non-universal terms. This result can be trusted even when θ = 0. As we can
see from Figure 2.3, ∆S goes to 0 when the length of cut goes to 0 or 2pi, and
becomes maximum when θ = pi. Also, ∆S(θ) = ∆S(2pi − θ) which is the same as
SA = SB. Intuitively it is not hard to understand that ∆S takes maximum value
at θ = pi: A and B are equally sized and so they have the maximum “chance” to
interact with each other. For θ = 0, SA = 0 means in the θ → 0 limit, the physics is
governed by the short distance behavior of the underlying theory. Since the state |ψ〉
here only determines the long distance wavefunction, it should not affect the overall
entanglement entropy when the size of A is very small.
2.5 A generalized example: |ψ〉 = |k, {1, 0, . . . }〉
Now we are ready for a more general state |ψ〉 = |k, {1, 0, . . . }〉, whose vertex operator
is i∂XeikX , with h = 1+k2/2 and h¯ = k2/2. This is not a primary state anymore. To
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Figure 2.3: The ∆S of i∂X vs. the length of A region θ.
get a primary state we have to consider the multicomponent boson. Multicomponent
boson is what appears in bosonic string as well. Let us study the vertex operator
iεµ∂X
µeik·X , where ε is the polarization vector, and we choose to normalize it such
that εµε
∗µ = 1. It has h = 1+kµkµ/2 and h¯ = kµkµ/2. For simplicity we assume the
spacetime is Euclidean with dimension d and then µ = 1 . . . d. Before we calculate
the multicomponent boson case, it is instructive to calculate the 2n point function
for i∂XeikX first. We use Wick’s theorem and get
〈
2n∏
i=1
i∂X(zi, z¯i)e
ikiX(zi,z¯i)
〉
=
n∑
p=0
∑
σ∈S2n
1
2pp!(2n− 2p)!
p∏
i=1
[
1
zσ(2i−1) − zσ(2i)
]2 2n∏
i=2p+1
(∑
j 6=i
kσ(j)
zσ(i) − zσ(j)
)〈
2n∏
i=1
eikiX(zi,z¯i)
〉
. (2.43)
Here the summation is over all the possible number of ∂X pairings, as well as all the
ways to pair them.
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Let us use the same trick we used in Section 2.4. This time we look at
∏
i 6=j
(
z˜i − zj
zi − zj
)kj
det
1
zi − z˜j . (2.44)
Let z˜i = zi + i, then
∏
i 6=j
(
z˜i − zj
zi − zj
)kj
det
1
zi − z˜j =
∏
i 6=j
(
1 +
i
zi − zj
)kj 2n∏
i=1
1
i
∏
i<j
1 +
i−j
zi−zj(
1− j
zi−zj
)(
1 + i
zi−zj
) .
(2.45)
If we do the polynomial expansion for {i}, we have
∏
i 6=j
(
z˜i − zj
zi − zj
)kj
det
1
zi − z˜j
=
∏
i<j
[
1 +
ij
(zi − zj)2 +O(
2
i , 
2
j)
] 2n∏
i=1
[
1
i
+
∑
j 6=i
kj
zi − zj +O(i)
]
. (2.46)
The constant term in this expansion is simply what we are looking for.
We have already studied det (zi − z˜j)−1. Using the fact that
∑n−1
i=1 (1 − qi)−1 =
(n− 1)/2 and ∑n−1i=0 (1− tqi)−1 = n/(1− tn) it is straightforward to show that
∏
i 6=j
(
z˜i − zj
zi − zj
)kj
det
1
zi − z˜j
≈ [(1− tn)2n2tn]−n ∆({zi}) det [z2n−ij + (2n− i)z2n−1−ij j]1≤i,j≤2n
n∏
j=1
[
(−k − 1)n− 1
2
+ (k − 1) n
1− tn +
zj
j
]
n∏
j=1
[
(k − 1)n− 1
2
+ (−k − 1) n
1− t−n +
zn+j
n+j
]
. (2.47)
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The constant term is simply
[
(1− tn)2n2tn]−n ∆({zi}) det [qjz2n−ij + (2n− i)z2n−ij ]1≤i,j≤2n , (2.48)
where qj = (−k−1)n−12 +(k−1) n1−tn for 1 ≤ j ≤ n and qj = (k−1)n−12 +(−k−1) n1−t−n
for n+ 1 ≤ j ≤ 2n. We have
det
[
(qj + 2n− i)z2n−ij
]
1≤i,j≤2n
=
n∏
i=1
[(q1 + 2n− i)(qn+1 + n− i)− tn(qn+1 + 2n− i)(q1 + n− i)]
det(zn−ij )1≤i,j≤n det(z
n−i
n+j)1≤i,j≤n
=
(
n3t
3n−1
2
1− tn
)n
(−1) (n−2)(n−1)2
n∏
j=1
[
1 +
k2s2
n2
−
(
s
n+ 1− 2j
n
+ ikc
)2]
,(2.49)
where c = cos θ
2
, and once again s = sin θ
2
.
Now let us get back to the multicomponent boson. Let us also define a =
(εµε
µ)1/2. The 2n point function for iεµ∂X
µeik·X is now
〈
2n∏
i=1
iεµ∂X
µ(zi, z¯i)e
ikiµX
µ(zi,z¯i)
〉
=
n∑
p=0
∑
σ∈S2n
1
2pp!(2n− 2p)!
p∏
i=1
εσ(2i−1)µεσ(2i)
µ[
zσ(2i−1) − zσ(2i)
]2 2n∏
i=2p+1
(∑
j 6=i
εσ(i)µk
µ
σ(j)
zσ(i) − zσ(j)
)〈
2n∏
i=1
eikiµX
µ(zi,z¯i)
〉
. (2.50)
where εi = ε
∗ if 1 ≤ i ≤ n and εi = ε if n + 1 ≤ i ≤ 2n. We will not worry about
the
〈∏2n
i=1 e
ikiµX
µ(zi,z¯i)
〉
part since it will only cancel the transformation factors. We
will discuss more about this later.
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To calculate the sum, guided by the single boson’s function, we look at
d∏
µ=1
2n∏
i=1
2n∏
j 6=i,j=1
(
z˜µi − zj
zi − zj
)kµj
|a|2n
2n∏
i=1
 1
zi − z˜i
di/nen∏
j=i+1
(zi − zj)(z˜i − z˜j)
(zi − z˜j)(z˜i − zj)
 n∏
i=1
2n∏
j=n+1
(zi − zj)(z′i − z′j)
(zi − z′j)(z′i − zj)
.(2.51)
Here we have introduced {z˜µi } and {z′i} which are for the moment independent of
our previous {zi} and {z˜i}. Let z˜i = zi + i. For the new ones, z′i = zi + i/a∗,
z˜µi = zi + ε
∗
µi/a
∗ if 1 ≤ i ≤ n and z′i = zi + i/a, z˜µi = zi + εµi/a if n+ 1 ≤ i ≤ 2n.
Then if we do the polynomial expansion for {i}, the constant term of (2.51) is what
we are looking for.
The calculation is similar as before. First we can rewrite (2.51) as
d∏
µ=1
2n∏
i=1
2n∏
j 6=i,j=1
(
z˜µi − zj
zi − zj
)kµj n∏
i=1
2n∏
j=n+1
z′i − z′j
z˜i − z˜j
|a|2n
2n∏
i=1
 1
zi − z˜i
di/nen∏
j=i+1
(zi − zj)(z˜i − z˜j)
(zi − z˜j)(z˜i − zj)
 n∏
i=1
2n∏
j=n+1
(zi − zj)(z˜i − z˜j)
(zi − z′j)(z′i − zj)
.(2.52)
Going through the similar calculation as before we get the constant related terms as
|a|2n[(1− tn)2n2tn]−n∆({zi}) det
[
z2n−ij + (2n− i)z2n−1−ij j
]
1≤i,j≤2n
n∏
j=1
[(
−ε
∗
µk
µ
a∗
− 1
)
n− 1
2
+
(
ε∗µk
µ
a∗
− 1
)
n
1− tn +
zj
j
]
n∏
j=1
[(
εµk
µ
a
− 1
)
n− 1
2
+
(
−εµk
µ
a
− 1
)
n
1− t−n +
zn+j
n+j
]
. (2.53)
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Now we get back to the primary state condition. A simple OPE tells us that
iεµ∂X
µeik·X is not primary unless εµkµ = 0. Therefore, the momentum effect totally
disappears. And we get
Zn = cnf
n |2s|−4nhn
(
2s
n
)2n [Γ (1+n
2
+ n
2s
)
Γ
(
1−n
2
+ n
2s
)]2 . (2.54)
After taking derivative with respect to n and setting n = 1, once again we get
the extra piece for entanglement entropy compared to that of the vacuum as
∆S = −2
(
ψ(
1
2s
) + ln(2s) + s
)
. (2.55)
It is the same as that of the single boson i∂X! Of course one could have got the
same result much faster by imposing the primary state condition εµk
µ = 0 directly
on (2.50). We went through a longer route to domenstrate our trick of calculating
2n point functions. It will be helpful for the future research, when we study the
entanglement entropy of the decendent states.
Now let us discuss a little about what happens to a general string state. A
generic primary vertex operator can be written as WeikX , where W is a primary
vertex operator with zero momentum. Since the holomorphic and antiholomorphic
decouple, we can just focus on one sector; the same result will apply to the other
one. Let us assume W is holomorphic, and the corresponding 2n point function can
be written as
〈
n∏
i=1
WeikX(xi,x¯i)W ∗e−ikX(yi,y¯i)
〉
= E(k, n, θ)
〈
n∏
i=1
eikX(xi,x¯i)e−ikX(yi,y¯i)
〉
, (2.56)
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for some function E. As we have seen in Section 2.3,
[∏
i
zi
′(wi)
]k2/2 [∏
i
z¯′i(w¯i)
]k2/2〈 n∏
i=1
eikX(xi,x¯i)e−ikX(yi,y¯i)
〉
= |f |nk2 , (2.57)
which does not enter the final expression of SA. For our W , its weights can be written
as h = k2/2 + he, h¯ = k
2/2, where he comes from the excitations of boson and other
sectors of string. It does not depend on k. Therefore, ∆S receives two contributions
∆S = − lim
n→1
∂n
E(k, n, θ)
[E(k, 1, θ)]n
+ ∆S0, (2.58)
where
∆S0 = − lim
n→1
∂n
(
(−1)2(n−1)n−2ne−i(n−1)θ)he = he(2 + iθ), (2.59)
coming from the contribution of [
∏
i zi
′(wi)]
he . The imaginary part will be canceled
eventually since ∆S is real by definition. The same result applies when kL 6= kR.
2.6 Conclusions
In this chapter we have calculated the entanglement entropy of some nontrivial pri-
mary states of 2-d free boson system. We have found a mathematical trick to help
us calculate the 2n point correlation functions, which is the crucial step in the cal-
culation. The result we have found for states corresponding to the primary states
eikX is the same as the vacuum. This can be understood from the fusion rule point
of view. It means the entanglement entropy cannot distinguish between the vacuum
state and a state carrying nonzero momentum. Similarly for a compactified boson,
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the winding number is not detected by the entanglement entropy either. On the
other hand, for a generic multicomponent boson state iεµ∂X
µeik·X with εµkµ = 0,
we have found a general formula for the entanglement entropy, which compared to
that of the vacuum, has an extra piece ∆S. ∆S shows no k-dependence either. It
has nontrivial dependence on the size of the system A. We found that ∆S = 0 when
θ = 0 and reaches at maximum when θ = pi, both of which are properties expected.
How to interpret our general formula physically remains an open question.
While our trick was found by accident, the success of it leads to another question.
That is, whether there is any deep connection between our primary state i∂X and
the function we chose to evaluate
det
1
zi − z˜j , (2.60)
as well as iεµ∂X
µeik·X and (2.51). If there is, then can we generalize this trick to
other states or, states in other 2-d CFTs, especially the free fermion and the bc,
βγ ghost systems? Is the no k-dependence for primary states general? And what
happens to the descendant states? Are the entanglement entropies for those states
determined by that of the primary state by conformal symmetry? We look forward
to studying more about it.
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Chapter 3
Holographic superconductors
3.1 Introduction
In the recent years, studies of AdS/CFT (Anti-de-Sitter/Conformal Field Theory)
correspondence [60, 92, 31] or gauge/gravity duality have received much attention.
The AdS/CFT correspondence has been extended to non-AdS, non-CFT and even
nonrelativistic theories[78, 8], and has helped us to understand the nature of QCD
and condensed matter systems from a different perspective. Although the original
AdS/CFT examples usually involve AdS spaces that are part of a full 10 or 11
dimensional solution to string theory or M theory, we will not be restricted to these
in phenomenological models which deal with low energy physics. Nevertheless, study
of these models in a string theory framework can be useful, e.g., some extension of
the model discussed in this chapter can be found in [34, 29].
One of the most popular applications of AdS/CFT correspondence to condensed
matter physics is the study of superconductivity. Superconductors were discovered
experimentally in early 20th century and have been studied widely by theorists and
experimentalists ever since. The standard microscopic picture to understand super-
conductivity is the BCS theory, in which interactions with phonons can cause a pair
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of elections with opposite spin to bind and form a charged boson called a Cooper
pair that can flow through the lattice without dissipation. Below a critical tem-
perature Tc, there is a second order phase transition and these bosons go through
a Bose-Einstein condensation and the electrical resistance of the material drops to
0. In a BCS superconductor, Tc is small, typically around 10K. In the late 20th
century, a new class of superconductors were found in experiments that undergo the
superconducting transition at high Tc and cannot be described by the weak coupling
BCS theory. Strongly coupled field theories are required to understand these ma-
terials and such theories are not well formulated in condensed matter physics yet.
AdS/CFT correspondence provides us a tool to study these theories, since it relates
strongly coupled field theories to weakly coupled gravitational theories. In partic-
ular, AdS/CFT correspondence will relate the quantum dynamics of any boundary
operator to the classical dynamics of a corresponding field in the bulk[31, 91]. By
holographic superconductors, we mean the gravity duals of the field theories describ-
ing superconductors.
A variety of holographic superconductor models displaying interesting properties
have been studied[5, 37, 45, 62, 32, 42, 43, 44]. One such model[37, 42, 43] is an
Abelian-Higgs model where a U(1) gauge field and a charged scalar field is added to
the (3+1)-dimensional Einstein-Hilbert action of gravity with negative cosmological
constant. From the 3-dimensional field theory point of view, the first signature of
superconductivity is that below a certain critical temperature Tc, some composite
charged operator develops a condensate, which persists until T = 0. On the dual
(3 + 1)-dimensional gravitational side, this phase transition translates into the phe-
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nomenon that an AdS black hole with Hawking temperature at a critical value is
unstable against perturbations by a complex charged scalar field[37]. As the black
hole drives along the direction where the scalar field grows, the Hawking temperature
also grows, which seems to be a contradiction. But the temperature that is measured
on the asymptotic boundary of AdS space is lowered. Studying the classical solution
of this hairy black hole will help us understand the dynamics of its dual field theory
on the boundary.
Hartnoll et al. [43] showed that the static, spherically symmetric solutions of
this model develop a phase transition at certain critical temperature Tc where the
scalar field starts to have a nonzero profile. They had also added a perpendicular
magnetic field B and obtain a superconducting droplet solution in the probe limit.
Accordingly they claim that the holographic superconductors are Type II, since the
droplet solutions only appears under a critical value Bc2 . However, the numerical
method they used is over-simplified and can only be trusted when the temperature is
large. In the low temperature regime, they have noticed some unusual behavior of the
phase diagrams but were not able to say anything definite. Due to the importance
of the low temperature physics of superconductors, it is crucial to complete the
whole phase diagram. Moreover, the superconducting droplets they found are not
superconducting vortices. Because of that, the argument they used to claim the
holographic superconductors are Type II is not very convincing. There has been
very few attempts[36] to approach zero temperature numerically with confidence.
In this chapter, we will extend their work. We will use a numerical method more
advanced than the previous ones, including that of [36]. Our method generates
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solutions at low temperature as well as around critical temperature, with large range
of qL, the product of complex scalar charge and the AdS length. For completeness
we will study both grand canonical and canonical ensembles. We shall confirm the
existence of phase transitions and critical temperatures, as well as the mean field
critical exponent of 0.5. For the critical temperatures, we will use another probe limit
method to reproduce our numerical results and extend to all values of qL. We find
that at large qL, for both ensembles the critical temperature tends to a constant. In
the limit of qL = 0, we find the critical temperatures in both ensembles are nonzero.
The reason behind this is that around the horizon there are two negative effective
mass terms, that lead to the instability. One of them was discussed before[32]. The
other one was ignored and plays a crucial role when the complex scalar is not charged.
For the critical exponent of 0.5, we also find a remarkably simple method to prove
it. This method can be used to help us in the future model searching.
From the completed phase diagrams we find the low temperature behavior of
our model does not resemble that of high Tc superconductors very well. We have
computed the free energy of our solutions, which are less than that of a Reissner-
Nordstrom-AdS black hole with the same temperature. From free energy we get
the specific heat. It has a T 2 scaling law in the low temperature limit rather than
exponential dependence as in superconductors. It means that there might be other
gapless modes that contribute to it. Both of the problems indicate that this holo-
graphic superconductor model needs to be improved. We also find that there are
other solutions, which we call higher branches. Our numerical results show that
they have higher free energy than the ones already found, as was guessed[37] but not
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shown explicitly there. Therefore these solutions are not thermodynamically favored.
Whether they correspond to a ladder of unstable or metastable states is not clear;
it needs a stability analysis. Finally, we will show that when the scalar hair gets
too big, the asymptotic AdS space no longer exists. Although not directly related to
holographic physics we are interested in, they are significant in their own right since
they form a new set of hairy black hole solutions. In these new solutions, there are
two singularities connected by a horizon, without any asymptotic regions.
No study of superconductors can be completed without that of superconducting
vortex. One of our goals is to search for such solution. The first step is to find
the single vortex solution. There have been some attempts in literature[63, 3, 2], all
of which are focused on some probe limit, where the black hole background is not
affected. We are interested in an exact vortex solution for the whole system, with
backreaction taken into account. We will first study the analytical properties of such
solutions. The topological winding number k is found and the Meissner effect is also
shown. The thermodynamics of such solutions is studied and the energy associated
to the vortex singularity is calculated, proportional to k. We will then set up an
algorithm for finding such solutions, with every key step solved, including finding
an appropriate partial differential equation solver. To use this algorithm and find a
real vortex solution is demanding in computer power. It is beyond the scope of this
chapter.
We must emphasize that in solving gravitational equations, numerical methods
are as important as analytical ones. They are more practical and widely used. One
can get the solutions of complicated differential equations within a reasonable amount
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of time. On the other hand, coarse methods might lead to inaccurate, hence mis-
leading solutions. Therefore it is desirable to have a powerful numerical method.
This side of the story has been, in our opinion, largely ignored by the community.
One of our goals here is to provide a more accurate numerical method for problems
like the one we are studying. This effort has been quite successful; not only have we
confirmed existing results obtained by other authors, we have also found new and
unexpected results (see, for example Figure 3.4) in parameter regime that has not
been properly investigated so far.
One question that deserves mentioning is that in AdS/CFT correspondence,
gauge symmetries in the bulk correspond to global symmetries in the dual field the-
ory. Therefore the theories we are considering do not have a dynamical photon; the
U(1) symmetry that is spontaneously broken in the superconducting phase is a global
symmetry. It is perhaps more accurately described as a charged superfluid[45, 4, 9].
However, it has been shown that it still describes superconductors[43]. In BCS the-
ory all the dynamics of electrons and phonons can be carried out in ignorance of
the gauge interactions; but once the condensate Cooper pairs are formed, one can
go back and note that it breaks the Abelian gauge symmetry. Likewise the way it
works here is that one can weakly gauge the global U(1) symmetry, and then the
symmetry-breaking in the boundary theory can be described as superconductivity.
In other words, the superconductivity is described as a charged boson superfluid,
with the constituent structure of Cooper pairs completely ignored. It describes the
superconductor in the Ginzburg-Landau theory.
This is a rapidly growing field. The static solutions to the holographic super-
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conductor model we concentrate on here only corresponds to equilibrium states in
the dual field theory. One can also study the linear responses of our model, such as
electrical and thermal conductivities. Much has been done in the literature[43, 47,
45, 4, 19, 18] in that direction.
This rest of this chapter is organized as follows. In Section 3.2 we give a brief
introduction to the AdS/CFT correspondence. In Section 3.3 we write down the
action and its equations of motion. Section 3.4 is devoted to investigating the spher-
ically symmetric solutions. In Section 3.5 we discuss the static solutions describing a
vortex. The analytical properties are discussed using indicial equations. We conclude
with a short summary and some open questions. In Appendix D we explain the key
idea of our numerical method. Appendix E gives a description of the new hairy black
hole solutions. In Appendix F we give a brief review on indicial equations.
3.2 AdS/CFT correspondence
AdS/CFT correspondence has many rich aspects. In this short introduction, how-
ever, it is impossible to give a full introduction and list all the supporting evidences.
We shall content ourselves with only a lightening review of the barest elements of
the subject that are most relevant to our project. Due to the limited space in the
introduction we will skip all the calculations and only quote the results. Some of
them will be done explicitly later in this chapter.
Starting from the field theory side, apart from the D-dimensional spacetime where
this field theory lives, we have an energy scale that controls the renormalization
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group flow. AdS/CFT correspondence geometrises this energy scale in a (D + 1)-
dimensional gravitational theory.
CFT is a field theory that is scale invariant quantum mechanically. It usually
occurs at a quantum critical point. For a generic CFT in d + 1 dimensions, it has
symmetry group SO(2, d+ 1). If the theory has a gravity dual, then this symmetry
should be realized in some way too. In fact, if we take a (d + 2)-dimensional AdS
space where the metric is
ds2 = L2(−r2dt2 + r2dxidxi + dr
2
r2
), (3.1)
one can show that it has an isometry group of SO(2, d + 1). The claim of the
AdS/CFT correspondence is that the physics of a strongly coupled scale invariant
theory is captured in the large N limit by classical dynamics in the AdS space. At
finite N , the field theory is dual to the complete quantum gravity, i.e. string theory.
In this chapter we shall stay in the large N limit. The energy scale is dual to the
r coordinate. r → ∞ is the UV limit of the field theory, while when r reduces it
approaches the IR regime. We say that the field theory lives on the “boundary” and
the gravity “bulk”.
A priori, we have no other information about what the dual gravity for a given
field theory is, other than the AdS background, which is a solution of Einstein-Hilbert
action with negative cosmological constant
S =
1
2κ2
∫
dd+2x
√−g
(
R +
d(d+ 1)
L2
)
. (3.2)
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To be more precise, the duality means the partition function of the bulk theory,
together with asymptotically AdS boundary conditions, is equivalent to the partition
function of the large N field theory. The former is nothing but
Z = e−SE(g∗), (3.3)
where SE(g∗) is the Euclidean (i.e., by Wick rotating the time direction) action
evaluated at the saddle point. The action (3.2) needs to be regulated. Two standard
terms are to be included: the Gibbs-Hawking term and the boundary cosmological
constant term.
SE = − 1
2κ2
∫
dd+2x
√
g
(
R +
d(d+ 1)
L2
)
+
1
2κ2
∫
r→∞
dd+1x
√
h
(
−2K + 2d
L
)
, (3.4)
where h is the induced metric on the boundary r → ∞ and K is the trace of
the extrinsic curvature. Other terms might be added, depending on the boundary
conditions.
In real life, we often deal with systems with scales, introduced by temperature
or chemical potential, etc.. On the gravity side, it means the spacetime is not AdS
anymore; it is now asymptotically AdS, which corresponds to the UV fixed point.
An example of this is the Schwarzschild-AdS black hole solution of (3.2),
ds2 = L2
(
−f(r)r2dt2 + r2dxidx2 + dr
2
f(r)r2
)
, (3.5)
where f(r) = 1− (r+/r)d+1 for some r+ > 0. The appearance of r+ suggests that the
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IR physics corresponds to placing the scale invariant theory at a finite temperature.
The reason is that when we do the Wick rotation t = iτ , to avoid conical singularity
we have the periodicity of τ as 4pir+/(d+1), the temperature is then (d+1)/(4pir+).
At r →∞, if we only keep the leading order of the metric
gµν =
L2
r2
g(0)µν + . . . , (3.6)
then g(0)µν is the metric of the spacetime the dual field theory lives on. Here µ, ν
do not include the r direction. Hence in this example, the dual field theory has the
same temperature. In some examples, T can be red-shifted. With the temperature
and partition function, we can calculate other thermodynical quantities like entropy.
The next question is what happens to the global symmetries of the field theory.
AdS/CFT correspondence tells us that they are dual to the gauge symmetries in
the bulk. For example, to describe the physics of the global U(1) symmetry we
should add a Maxwell field to our bulk spacetime. The minimal bulk action is the
Einstein-Maxwell theory
S =
∫
dd+2x
√−g
[
1
2κ2
(
R +
d(d+ 1)
L2
)
− 1
4g2
F 2
]
, (3.7)
where F = dA. Of course instead of −F 2/(4g2) we can choose or add other terms
that are gauge invariant, like Chern-Simons terms.
We can again expand the connection A at r →∞. The leading term
Aµ = A(0)µ + . . . (3.8)
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provides the background field for this U(1) symmetry in the boundary field theory.
Likewise for other global symmetries. In particular, A(0)t is the chemical potential
and F(0)ij is interpreted as the background magnetic field B. Here again µ index
runs on (d+ 1) dimensions, excluding r.
A solution to (3.7) with nonzero temperature and chemical potential is the
Reissner-Nordstrom-AdS black hole, whose metric has the same form as in (3.5),
with
f(r) = 1−
(
1 +
µ2
γ2r2+
)(r+
r
)d+1
+
µ2
γ2r2+
(r+
r
)2d
, (3.9)
where
γ2 =
dg2L2
(d− 1)κ2 . (3.10)
And
At = µ
[
1−
(r+
r
)d−1]
. (3.11)
Other backgrounds can be generated by different solutions or different actions. But
the idea is the same.
The next question is what happens to the operators in the field theory. Recall
that in field theory we have the energy momentum tensor defined as
T µν =
δS
δgµν
. (3.12)
Suppose we perturb the bulk metric so that its boundary value g(0)µν is shifted by
δg(0)µν . Requiring that the bulk and boundary partition functions remain the same
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as the background metric is shifted we have
Zbulk[g(0) + δg(0)]− Zbulk[g(0)] =
〈
exp
(
i
∫
dd+1x
√−g(0)δg(0)µνT µν)〉
bdry
. (3.13)
Here we have used the fact that in the saddle point the partition function of bulk is
totally determined by the boundary values of its field, since the fields in the saddle
point satisfy the classical equations of motion.
Similarly the U(1) symmetry current
Zbulk[A(0) + δA(0)]− Zbulk[A(0)] =
〈
exp
(
i
∫
dd+1x
√−g(0)δA(0)µJµ)〉
bdry
. (3.14)
Analogously, for any operator O on the boundary, there is a corresponding dy-
namical field φ in the bulk, satisfying
Zbulk[φ(0) + δφ(0)]− Zbulk[φ(0)] =
〈
exp
(
i
∫
dd+1x
√−g(0)δφ(0)O)〉
bdry
. (3.15)
We have to be careful about what we mean by φ(0). The best way to explain it is
through an example. Consider the case when φ is a scalar and action is
S =
∫
dd+2x
√−g
[
1
2κ2
(
R +
d(d+ 1)
L2
)
− 1
2
∇φ2 − 1
2
m2φ2
]
. (3.16)
The equation of motion for φ shows that at infinity φ reads
φ =
(
1
Lr
)d+1−∆
φ(0) + . . . , (3.17)
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where ∆ is the solution of
∆(∆− d− 1) = (Lm)2. (3.18)
The dimension of O can be shown to take the value ∆. There is a CFT unitarity
bound that constraints ∆ ≥ (d−1)/2, otherwise ∆ can be either of the two solutions
of (3.18). If O is marginal or relevant then d + 1 ≥ ∆. Therefore the bulk field φ
goes to a finite value or zero when r → ∞. In other words, relevant operators can
be turned on in the theory without destroying the asymptotically AdS region of the
metric.
In the large N limit it turns out (3.15) implies
〈O〉 = δS[φ(0)]
δφ(0)
. (3.19)
The right hand side can be directly calculated in the bulk theory. For φ in the
example, if we expand it at infinity as
φ =
(
1
Lr
)d+1−∆
φ(0) +
(
1
Lr
)∆
φ(1) + . . . , (3.20)
we get
〈O〉 = 2∆− d− 1
L
φ(1). (3.21)
The result can be applied to other fields such as components of the Maxwell field. It
is necessary to first make sure that the kinetic term is written in the same form as
that of the scalar field in (3.15). The only change is that for a component of rank p
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tensor, ∆ satisfies
(∆ + p)(∆ + p− d− 1) = (Lm)2. (3.22)
In summary, the expectation value of an operator can be read from the fall off of its
dual bulk dynamical field. In later sections we will use (3.21) to obtain expectation
values for currents and scalar condensates. In our case we will see (3.18) has two
equally good solutions, and we can view either as the falloff as the expectation value
of certain operator, and these two choices are dual to each other, in the sense that
there are two relevant operators in the field theory and they serve as the background
field (current) for each other.
3.3 The action
In this chapter we are interested in realizing the properties of a superconductor in
two spatial dimensions in a holographic way. In the continuum limit, the field theory
which describes a superconductor has a stress tensor, a global U(1) current and
some composite charged operator which condenses at low temperature. From the
dictionary of AdS/CFT (see Section 3.2), the bulk theory is a gravity theory with
some U(1) gauge field and a charged complex field. A minimal Lagrangian density
with these fields is[43]∗
L = R− 2Λ− 1
4
F 2 − |DµΨ|2 −m2|Ψ|2 + V (|Ψ|), (3.23)
∗We have omitted the 2κ2 factor here, since it does not affect any of the following discussions
other than the normalization of correlators.
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where Dµ = ∇µ − iqAµ. The AdS length L and Λ are related as Λ = −3/L2. Λ
has to be negative to admit an asymptotically AdS spacetime. In this chapter we
choose m2 = −2/L2 and V (|Ψ|) = 0. This particular value of mass is the conformal
mass term for a scalar in AdS4 and is above the Breitenlohner-Freedman bound for
stability[10, 52]. It will generate two operators with dimension one and two in the
dual theory (from (3.18)). Other values of m2 have been studied as well[48]. The
consequence of some nontrivial V (|Ψ|) has also been discussed[35]. Our main goal
here is to study the static solutions of this Lagrangian numerically, which correspond
to the equilibrium phases of the dual theory. As we will see, they capture some of
the key properties of the superconductors.
3.4 Spherically symmetric solutions
The starting point of any theory is trying to find solutions that enjoy the largest
amount of symmetry. In our case it should be a static, spherically symmetric space-
time.
If we write Ψ = ψeiθ and Ωµ = Aµ−iq∂µθ, the Lagrangian density (3.23) becomes
L = R− 2Λ− 1
4
F 2 − (∇ψ)2 − Ω2ψ2 −m2ψ2, (3.24)
There is one scaling symmetry in the theory that allows us to fix the charge of
the scalar field q = 1. We can always get a nontrivial q-dependence by multiplying
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our quantities with appropriate powers of q as follows,
g′µν = q
−2g′µν , A
′
µ = q
−1Aµ, Ψ′ = Ψ, (3.25)
with L′ = L/q. Hence our parameter L is reall qL in a general theory. Similarly,
instead of picking q = 1, we could have chosen to fix L = 1, with the following fields,
g′′µν = L
−2g′µν , A
′′
µ = L
−1A′µ, Ψ
′′ = Ψ′, (3.26)
and q now playing the role of qL.
3.4.1 The ansatz
We first write down the static, spherically symmetric ansatz
ds2 = −f(r)dt2 + dr
2
s(r)
+ r2(dx2 + dy2) = −f(r)dt2 + dr
2
s(r)
+ r2(du2 + u2dφ2),
and
Ω = Φ(r)dt, ψ = ψ(r).
This ansatz is motivated as follows. First of all we are looking for some space-
time with asymptotically AdS space, which justifies the r2 factor in front of the two
spatial directions. Also, we expect f(r) and s(r) to go as r2 when r → ∞. In the
AdS/CFT correspondence, the fluid-like phases of the dual theory at nonzero tem-
perature are described by the black hole solutions of the bulk gravitational action,
with some nonzero Hawking temperature[92]. Hence the system should be an AdS
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black hole. Moreover, the dual theory has a physical scale, which should be intro-
duced by the nonzero value of Φ(r) at infinity (not Ψ(r) because Ψ(r) can be zero
and it is also the condensate that we are trying to measure compared to the physical
scale). And finally, since ψ measures the amount of symmetry-breaking, we expect
it to be nonzero below certain temperature.
The general equations of motion for this action are
Rµν − 1
2
FµαFν
α − ∂µψ∂νψ − ΩµΩνψ2
−1
2
gµν
[
R− 2Λ− 1
4
F 2 − (∇ψ)2 − Ω2ψ2 −m2ψ2
]
= 0. (3.27)
∇µF µν − 2Ωνψ2 = 0. (3.28)
∇2ψ − Ω2ψ −m2ψ = 0. (3.29)
Using our ansatz they reduce to four independent ones
f ′s− s′f − r(fsψ′2 + Φ2ψ2) = 0, (3.30)
f ′s+ s′f +
2
r
fs− rf
L2
(6 + 2ψ2) +
rs
2
Φ′2 = 0, (3.31)
fsΦ′′ +
[
2
r
fs− 1
2
(f ′s− s′f)
]
Φ′ − 2fψ2Φ = 0, (3.32)
fsψ′′ +
[
2
r
fs+
1
2
(f ′s+ s′f)
]
ψ′ +
(
Φ2 +
2f
L2
)
ψ = 0. (3.33)
There are two global scalings associated with the r and t directions that will not
affect the physics. In the following, we will fix them by taking the outer horizon of
the black hole r+ = 1 and limr→r+ f(r)/s(r) = L
4. We can always restore the r+
dependence by simple dimensional analysis.
95
An immediate study of this nonlinear system shows that there is a conserved
quantity
r2
√
s(r)
f(r)
[
f ′(r)− 2f(r)
r
− Φ(r)Φ′(r)
]
, (3.34)
that is r independent. We will use this quantity later to derive the thermodynamical
relation.
From the definition of horizon, we have
f(r+) = 0, s(r+) = 0, Φ(r+) = 0.
Φ must go to zero at the horizon in order for the gauge connection to be regular.
We can get the temperature of the black hole from a simple calculation, rather
than going through a rigorous derivation from surface gravity. Around the horizon
r = r+ let us expand to the first order f(r) ≈ L4w(r − r+), s(r) ≈ w(r − r+), and
do a Wick rotation t = iτ . Define σ as r − r+ = σ2 then in the (τ, σ) plane,
ds2 ≈ L4wσ2dτ 2 + 4dσ
2
w
.
Hence to avoid a conical singularity the periodicity of τ direction β should satisfy
L2βw/2 = 2pi, therefore the temperature T = 1/β = L2w/(4pi). Our conserved
quantity (3.34) takes value
r2
√
s(r)
f(r)
[
f ′(r)− 2f(r)
r
− Φ(r)Φ′(r)
]
= L2w. (3.35)
By checking the Laurent expansions around r = r+ of the original equations and
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requiring all the terms to be zero order by order we will find the consistent initial
conditions† are
Φ′(r+) = 2Lq0, ψ(r+) = ψ0, ψ′(r+) = ψ0
(
1− 2
w1
)
,
with
q20 = 3− w1 + ψ20. (3.36)
Here w1 and our previous w are related by w1 = wL
2 = 4piT . We will use w1 and q0
as two independent parameters with the range
w1 > 0, q
2
0 ≥ 0, q20 + w1 ≥ 3.
Since the original action is symmetric under both Ω ↔ −Ω and Ψ ↔ −Ψ, without
loss of generality we only have to consider non-negative q0 and ψ0.
In the rest of the section, all the numerical results we show are based on our
Matlab coding. The main technical part of how to deal with different kinds of initial
conditions using Matlab ODE solvers is given in the Appendix D.
Surprisingly, in the whole open region of allowed initial conditions, only a small
portion gives us asymptotically AdS space, where the physics of interest lives. In the
Figure 3.1 there are some examples for various values of L. The initial conditions
leading to AdS regions are between the colored lines and the blue line. The blue
lines correspond to black holes with either no hair or no charge. The bigger L is,
the “less AdS” we have. We will come back to what happens above the colored lines
†Initial in the sense that it is the start point of the integration, not timewise.
97
0 20 40 60 80 100 120 140
0
5
10
15
20
w1
q 02
 
 
0 0.5 1 1.5 2 2.5 3 3.5 4
0
1
2
3
w1
q 02
 
 
L=100
L=25
L=5
lower bound
L=2
L=1
L=2/3
lower bound
Figure 3.1: The upper bound of q20 for various Ls.
later in Appendix E.
3.4.2 Phase diagrams
If we do series expansion for the r →∞ limit of the original equations and requiring
them to be zero order by order, we will find asymptotically the fields behave like
f(r) = r2L2f0
(
1− 2M
r3
+ . . .
)
, s(r) =
r2
L2
(
1 +
ψ21
2r2
− 2M
r3
+
4ψ1ψ2
3r3
+ . . .
)
,
(3.37)
and
Φ(r) =
√
f0
(
µ− ρ
r
+ . . .
)
, ψ =
ψ1
r
+
ψ2
r2
+ . . . . (3.38)
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All these quantities can be read off from the large r behaviors of our fields. The
integration of Eqs. (3.30) to (3.33) will generate a map from the initial data to the
asymptotic quantities
(w1, q0) 7→ (ψ1, ψ2, µ, ρ, f0,M).
A nontrivial value of f0 is just a consequence of the scaling of t we have chosen.
We can always make it one if we rescale t by a factor of
√
f0. M is related to the
mass of the black hole, which is also related to the free energy of the dual field
theory, as we will see later in Subsection 3.4.3. µ and ρ are the chemical potential
and charge density of the dual theory. One might want to set the charge density of
our superconductor to zero, since superconductors are electrically neutral. But in
this case since we have translational symmetry, there is no lattice in sight. So our
theory describes the electrons, without the atomic lattice. Finally, ψ1 and ψ2 are
the two operators dual to each other. We can choose to observe either of them, then
the other one will serve as the current that is coupled to the operator[52]. Hence
we will be interested in solutions where one of the ψis is 0, as the current should
be. Because of this condition, we are effectively left with one parameter to tune.
Depending on whether or not ψ(r) = 0, we will be in the superconducting or normal
phases, respectively, from the dual theory point of view.
Before we plot the phase diagrams, it is instructive to study the physical dimen-
sions of the quantities we are interested in. As explained before, from Φ(r), ρ or
µ provide the physical dimension for the dual theory, depending on whether we are
interested in the canonical or grand canonical ensemble. We will deal with both of
them in the following. ρ has dimension one and µ has dimension two, the tempera-
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ture (after rescaling to make f0 be 1) has one, and ψ1 and ψ2 have dimensions one
and two, respectively. We should compare the physical quantities when they are
measured in the appropriate scale.
From now on, we will call the solutions where ψ1 = 0 belong to theory one, and
those with ψ2 = 0 theory two. It turns out that ψ(r) might oscillate about zero before
hitting asymptotic infinity. Presumably no matter how fast the solutions oscillate, all
of them are equally good ones as long as they satisfy the desired boundary condition
at infinity. With the same value of w1, the larger initial value of scalar hair around
the horizon is, the more ψ(r) oscillates. We will call the solutions that oscillates once
(twice and so on) the branch one (branch two and so on).
After scanning over the parameter space for various values of L, we get the phase
diagrams as in Figures 3.2 to 3.5 for branch one. In order to align plots of different
L in one figure we have multiplied the axes of the temperature and the observed
quantity with appropriate powers of L. Other branches display qualitatively similar
behaviors so we shall not repeat here.
An immediate observation is that both theories develop condensates below certain
critical temperature. Around the critical temperature the condensates behave as
∝ √Tc − T . As the temperature goes to zero the condensates go up, until they
finally reach their maximum values at zero temperature. All of these are consistent
with the results from [43]. Contrary to common belief that theory one and two
should be dual to each other hence exhibit similar behavior, here theory one exhibits
more typical behavior of holographic superconductors, while theory two develops
certain jumps in condensates when temperature gets low enough if L is large. It is
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Figure 3.2: The grand canonical ensemble of theory one.
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Figure 3.3: The canonical ensemble of theory one.
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not hard to accept though, that away from the background where ψ(r) is just some
perturbation, things can be counter-intuitive. It is certainly desirable to understand
the nature of these two theories, especially theory two, in the low temperature limit.
This unexpected behavior of theory two is also related to the limitation of the
probe limit approximation used in Ref. [42]. To see this, let us interprete our results
in terms of fields defined in (3.26). For these fields, L = 1 is fixed and q is nontrivial,
and in fact, the value of q is the same as the value of L we are using now. From
the definitions we know Ψ′′ = Ψ and A′′ = A/q. If one takes the large q limit, and
fixes the value of qΨ′′ and qA′′ finite, then the matter plus the gauge field part of
the Lagrangian has an overall factor of q−2. From this one might guess that the
matter plus the gauge field part has infinitesimal effect on the back ground metric,
which is a Schwarzschild AdS black hole with L = 1. Indeed, in the plots we have in
Figures 3.2 and 3.3, we see that in the large q (which is our L) limit of theory one,
qΨ′′ (which is our LΨ) and qA′′ (which is our A) are finite. But the low temperature
jumps in Figures 3.4 and 3.5 lead to the fact that in the q (which is our L) limit of
theory two, qΨ′′ (which is our LΨ) is not finite. It diverges. This nonlinear effect
shows the limitation of probe approximation. It cannot be predicted from a simple
inspection of the Lagrangian.
Another observation from the Figures 3.2 to 3.5 is that, in the large L limit for
both theories, Tc/µ and Tc/
√
ρ tend to be a constant (we have added an extra factor
of L in the plots just to separate the curves). Moreover for theory one in the large
L limit the whole condensate is self-similar as long as we choose to study ψ2L, while
for theory two, because of the mysterious jumps we mentioned above, only part of
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Figure 3.6: The correlation of Tc and L for theory one.
the condensate curve is self-similar. To see this more clearly we have plotted the
critical temperatures and the maximum condensates versus L in Figures 3.6 to 3.9.
Luckily, some of the observations can be confirmed by a simple method. The
Eqs. (3.30) to (3.33) admit a simple solution, the so-called Reissner-Nordstrom-AdS
black hole, where
f(r)
L4
= s(r) =
r4 − r − q20(r − 1)
r2
, Φ(r) = 2q0L
(
1− 1
r
)
, ψ(r) = 0, (3.39)
with 3 − q20 = 4piT . If we study the perturbations on top of this background with
infinitesimal but nonzero ψ(r), then the Eq. (3.33) becomes linear. The phase tran-
sition occurs when this equation gives a solution with desired boundary condition,
i.e., either ψ1 or ψ2 equals zero. This is done by adjusting the value of q0. Figures
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3.10 and 3.11 are the results from the linearization. The solutions in this probe limit
confirm the observation is that in the large L limit, for a particular branch, Tc/µ
and Tc/
√
ρ go to constant. Equally speaking, when L→∞, q0 → 0 with q0L being
a fixed value. Assuming this is correct, and let z = r−1 so it remains finite, in the
large L limit we can simplify the Eq. (3.33) to
− d
dz
[(1− z3)χ′(z)] + zχ(z) = λ 4(1− z)
1 + z + z2
χ(z), (3.40)
where χ(z) = r(z)ψ(r(z)) and λ = limL→∞ q20L
2. It is a singular Sturm-Liouville
equation and hard to deal with analytically. Numerically results show that solutions
corresponding to different branches do exist and their eigenvalues are shown in Tables
3.1 and 3.2. We can see that the results match pretty well with our previous nonlinear
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branch 1 2 3 4
(q0L)
2 4.128 21.10 51.53 95.43
4piTc/µ 0.7382 0.3265 0.2090 0.1535
4piTc/
√
ρ 1.488 0.9897 0.7918 0.6787
Table 3.1: Large L limit of theory one.
analysis of branch one. For other branches we can do a similar thing and they match
too. This shows that our assumption of q0L being fixed as L→∞ is correct.
The linear behavior ceases to exist in the L → 0 limit. When L = 0, the Eq.
(3.33) simplifies to
− d
dz
[
(1− z3)χ′(z)]+ zχ(z) = q20 {− ddz [z3(1− z)χ′(z)]+ z(2z − 1)χ(z)
}
. (3.41)
This is even harder to solve than the previous Sturm-Liouville equation. Nevertheless
we can use a numerical method. The results show that for theory one q20 = 2.9960
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branch 1 2 3 4
(q0L)
2 0.3138 10.54 34.22 71.38
4piTc/µ 2.678 0.4620 0.2564 0.1775
4piTc/
√
ρ 2.834 1.177 0.8770 0.7298
Table 3.2: Large L limit of theory two.
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which makes 4piLTc/µ = 0.0012 and 4pi
√
LTc/
√
ρ = 0.0022. For theory two q20 = 2.50
which makes 4piLTc/µ = 0.16 and 4pi
√
LTc/
√
ρ = 0.28. All of them are nonzero.
Some qualitative discussion of this can be found in [43].
This is certainly not expected, since as we said, our L here is in fact qL. We could
have fixed L = 1 and let q vary. This means when the scalar field is totally neutral,
the condensate still persists, and hence the instability we were talking about was
not totally from the fact that the complex scalar field is charged under U(1). The
mechanism of the instability induced by the charged complex scalar field is that its
coupling with the U(1) field generates an effective negative mass term, which drives
the scalar field tachyonic. Now this simply is not the case.
To understand this better let us look at the whole Eq. (3.33), whose differential
operator is
− d
dz
[
(1 + z + z2 − q20z3)(1− z)
d
dz
]
+ z − q20
[
z(2z − 1) + 4L
2(1− z)
1 + z + z2 − q20z3
]
.
(3.42)
The minus sign in front of the L2 term is the negative mass induced by U(1) coupling
we mentioned before. Within our range of q20 the sign of 1− z3− q20z3(1− z) will not
change. We notice that −q20z(2z − 1)χ(z) term also provides an effective negative
mass around horizon (of course the factor of (1 + z + z2 − q20z3) helps as well), and
this comes essentially from the metric dependence on q20. This effective mass term
becomes positive when we move away from the horizon so the whole effect is hard to
tell without solving the equation, which we have already done numerically above.
All this Tc versus L discussion has taught us two things. First, the instability of
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vacuum against condensate has two sources, one from the charge of complex scalar,
the other the metric. Second, in the large L limit the charge of complex scalar
dominates, while in the small L limit the metric effect wins. In between neither of
the effects is negligible.
Finally the mean field critical exponent 0.5 can also be explained. Suppose for
certain L at a particular value of q0 it reaches the phase transition point for a certain
branch. Around that point the observable ψi should be proportional to its initial
value at horizon, which is
√
q˜20 + w˜1 − 3, since Eq. (3.33) is linear. To first order
q˜0 = q0 + dq0 and w˜0 = 3 − q20 + dw1, where dq0 and dw1 are certain functions of
q0 and  is an infinitesimal parameter. For the grand canonical ensemble the critical
temperature measured in an appropriate scale is ∝ w1/µ, hence T/µ can be also
expanded as ∝ (T/µ)c + dT for some dT . Therefore, the condensate away from
the critical point is ∝ √ ∝ √|(T/µ)− (T/µ)c|. The same argument works for the
canonical ensemble. This simple method will help us in future model searching, since
we can decide the critical exponent(s) without going into great detail.
3.4.3 The free energy
Now let us go back to the questions of the different branches. We have focused our
attention on the first branch mainly, and in this subsection we will show why. As we
pointed out before, there might be be more than one solution (state in the sense of the
dual theory) for each theory, and we have to decide which one is thermodynamically
favored.
First let us take a look at the conserved quantity (3.34) again. Using the expan-
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sions (3.37) and (3.38) we have
4piT =
√
f0
L2
(6ML2 − µρ). (3.43)
This thermodynamics relation tells us that
6ML2 = + P, (3.44)
where  is the energy density, and P pressure.
For our particular theory, we have an additional relation that comes from the
tracelessness of the stress-tensor, which says
− 2P = 0. (3.45)
Hence
P = 2ML2. (3.46)
For the grand canonical ensemble, the free energy
Ω = E − TS − µQ = −PV = −2ML2A2, (3.47)
where A2 is the area of the transverse directions (u, φ), while for canonical ensemble
F = E − TS = −2ML2A2 + µQ, (3.48)
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Figure 3.12: The free energy of theory one in the grand canonical ensemble when
L = 10.
where Q is the total charge.
In Figures 3.12 to 3.15 we have plotted the free energy densities of different
branches relative to that of the Reissner-Nordstrom-AdS black hole with the same
temperature at L = 10. Different values of L give similar results. As we can see, the
branch one is always thermodynamically favored. The free energy increases as we
climbed to the higher branches. Nevertheless each branch, except the lowest one, still
corresponds to a state of the system. Whether it is metastable or unstable is still not
clear. It will be interesting to do the stability analysis and find the corresponding
ladder of states in the dual theory.
Moreover, in Figure 3.16 we have plotted the specific heat of branch one for both
theories in both ensembles. We see that when temperature goes to zero, the specific
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Figure 3.13: The free energy of theory one in the canonical ensemble when L = 10.
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Figure 3.14: The free energy of theory two in the grand canonical ensemble when
L = 10.
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Figure 3.15: The free energy of theory two in the canonical ensemble when L = 10.
heat goes as ∝ T 2. In superconductors, due to the energy gap, the specific heat is
suppressed strongly (in fact exponentially) at low temperatures. Power-law decay
suggests the existence of other gapless modes. But what is surprising to us is that all
four of them are in fact the same function of rescaled T . Since we have seen before
that the symmetry-breaking patterns for theory one and two are quite different in
the low temperature limit, we would expect the specific heat to be different as well.
Not only they still decay in the same way, but they are also identical. Curve fitting
tells us that they all have cs ≈ 24(4piT )2/µ2 or cs ≈ 24(4piT )2/ρ. This is another
mystery that deserves attention.
On the other hand, let us take a look at the on-shell action, as we will do later
in Subsection 3.5.4 for a more general solution. In general, the on-shell action of the
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Figure 3.16: The specific heat of the symmetry-breaking phase when L = 10.
theory
SE = −
∫
d4x
√−gLos = −
∫
d4x
√−g
(
2Λ− 1
4
F 2 +m2ψ2
)
(3.49)
satisfies
−√−gLos = d
dr
[
2r
√
f(r)s(r)
]
. (3.50)
Hence without adding any counterterms
SE = β
∫
ududφ lim
r→∞
2r
√
f(r)s(r). (3.51)
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This is certainly divergent. First we need to add a standard Gibbons-Hawking term,
−2
∫
∂
d3x
√−hK, (3.52)
where h is determinant of the induced metric at r = ∞ and K is the trace of
the extrinsic curvature. The first counterterm we need is a boundary cosmological
constant[77],
4
∫
∂
d3x
√−hL. (3.53)
Because of the scalar hair we need an extra counterterm
∫
∂
d3x
√−h |Ψ|
2
L
. (3.54)
Adding all these terms together we get
T S˜E = L
2A2
(
−2M − 2ψ1ψ2
3
)
, (3.55)
which when one of the ψis vanishes becomes
T S˜E = Ω. (3.56)
This is not a coincidence since the variation of our original action produces a
boundary term ∫
∂
d3x
√−hnµδAνF µν (3.57)
which fixes the value of µ. Hence the on-shell action we dealt with above belongs to
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the grand canonical ensemble. To fix the value of ρ, we have to add another term to
the action
−
∫
∂
d3x
√−hnµAνF µν , (3.58)
which when evaluated using our solution becomes
βA2µρ. (3.59)
Therefore in the canonical case the relation between the on-shell action and the free
energy still applies,
T S˜E = F. (3.60)
This leads to another related issue. We have to check what terms we need to add
to make the action suitable for theory one and two. For now we have the variation
of Ψ at the boundary as
ΨδΨ∗ + Ψ∗δΨ
L
+ nµ (δΨ∇µΨ∗ + δΨ∗∇µΨ) = −2ψ2δψ1
L2
. (3.61)
Hence this is the theory one. To make it theory two, we only have to add an extra
term as follows,
−
∫
∂
d3x
√−h
[
2|Ψ|2
L
+ nµ (Ψ∇µΨ∗ + Ψ∗∇µΨ)
]
. (3.62)
This has more theoretical meaning than a practical one, since this term vanishes
at infinity when ψ1 or ψ2 equals 0. We put it here to complete the whole story of
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counterterms. This term becomes important when one wants to go beyond the static
solution and study the transport properties.
3.5 Vortex solutions
In this section we search for solutions of our action that are static, axially symmetric.
In particular, we will study the properties of superconducting vortex solutions. In
addition, we will set up a plausible routine to find such solution, and have all the
steps in the routine solved.
There have been many attempts to add magnetic field B in holographic su-
perconductors, based on linearized equations in the perturbative limit. Some of
them applied a B field first and study the linearized equation of the complex scalar
field[1, 59, 66, 33]. In this section, we will show that the vortex solutions cannot be
dealt with in that way. Others[63, 3, 2] used better methods, in which they perturb
the system with both B and Ψ. While the probe limit is useful, and usually is the
first step one takes to solve the equations in general relativity, it is not the whole
story. It captures only the features in the limit where there is no backreaction. What
is more crucial is that, in the probe limit, one can be blind to some important con-
straints. One example is our initial condition (3.36) in Section 3.4. Had we used the
probe limit approximation without checking the equations of motion for metric, this
condition would not have been found. And we have seen that it plays an important
role in the spherical symmetric solutions. Because of these, it is very important to
stay away from the probe limit and study the full set of equations of motion in detail.
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3.5.1 One probe limit solution
First we can generalize the droplet solutions of Ref. [43] to rings. Our starting point
is the dyonic Reissner-Nordstrom AdS black hole, which has the background
ds2 = −f(r)dt2 + dr
2
s(r)
+ r2(du2 + u2dφ2),
and
Ω = Φ(r)dt+ Θ(r)dφ,
where
f(r)
L4
= s(r) =
r4 − r − (q20 +B2)(r − 1)
r2
, (3.63)
and
Φ(r) = 2q0L
(
1− 1
r
)
, Θ(r) = k +
Bu2
L
, (3.64)
for some integer k. By symmetry we can assume k is non-negative.
We study the probe limit where this back ground is perturbed by an infinitesimal
Ψ. The equation of motion (3.29) now indicates that we can separate the variables
by writing
ψ(r, u) = U(u)ψ˜(r).
The equations for each of them are
L2
u
d
du
[uU ′(u)]− (kL+Bu
2)2
u2
U(u) = λU(u) (3.65)
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and
1
L2
d
dr
[
r2f(r)ψ˜′(r)
]
+
[
4(r − 1)2q20
f(r)
+ 2r2
]
ψ˜(r) = −λψ˜(r), (3.66)
with some eigenvalue λ. The simplest solution is U(u) = uk exp (−|B|u2/(2L)), with
λ = 2|B|L(1 + 2k). When k is zero, this solution describes the droplet of supercon-
ducting state found in [43]. When k is not zero, it becomes a ring of superconducting
matter. This is not a superconducting vortex, in which the center should be normal
phase, while asymptotic superconducting.
In Figure 3.17 we have plotted the values for |B| and temperature for which the
solution ψ˜(r) satisfies the boundary condition ψ˜2 = 0. A similar plot can be done
for ψ˜1 = 0 but we will not repeat here. If we fix the temperature to be some value
lower than the critical temperature, then there is a value of |B|, at which the ring
solution start to condensate. The term “branch” still means the same as before. As
we can see, at some values of |B| and T , there can be more than one way to start
getting condensates. Which way to go depends on the free energy and the topological
constraints, i.e., the winding number k, about which we will go into more detail later
in Subsection 3.5.3 .
120
0 0.5 1 1.5 2 2.5
0
0.05
0.1
0.15
0.2
0.25
4piTµ−1
|B|
µ−
1
 
 
branch 1 k=0
branch 1 k=1
branch 1 k=2
branch 1 k=3
branch 2 k=0
branch 2 k=1
Figure 3.17: The onset of different condensate rings of theory two when L = 10.
3.5.2 The general ansatz
From now on let us define
EOMg = Rµν − FµαFν
α
2
− ∂µψ∂νψ − ΩµΩνψ2 + gµν
(
−Λ + F
2
8
− m
2ψ2
2
)
,
EOMOmega = ∇µF µν − 2Ωνψ2,
EOMpsi = ∇2ψ − Ω2ψ −m2ψ.
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For a solution that is static and axially symmetric, we can write an ansatz as
g = gtt(r, u) dt
2 + grr(r, u) dr
2 + guu(r, u) du
2 + gφφ(r, u) dφ
2,
Ω = Φ(r, u) dt+ Θ(r, u) dφ,
ψ = ψ(r, u).
Under this ansatz there are 8 nonzero equations of motion, with five from Eq. (3.27),
two from (3.28) and one from (3.29). For easy reference let us also define
eq1,2 = 2
√−g
(
EOMgtt
gtt
∓ EOMgφφ
gφφ
)
,
eq3,4 = 2
√−g
(
EOMgrr
grr
∓ EOMguu
guu
)
,
eq5 = 4
√−g EOMgru,
eq6,7 = EOMOmegat,φ,
eq8 = EOMpsi.
They are not totally independent. In fact, we can show that the following two
quantities are identically 0.
(
∂rgφφ
2gφφ
− ∂rgtt
2gtt
)
eq1−√grrguu∂r eq2√
grrguu
+
√
grr
guu
∂r
(√
guu
grr
eq3
)
+
(
∂rgφφ
2gφφ
+
∂rgtt
2gtt
)
eq4 + ∂u
eq5
guu
+ 2∂rΦ eq6 + 2∂rΘ eq7 + 4∂rψ eq8 (3.67)
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and
(
∂ugφφ
2gφφ
− ∂ugtt
2gtt
)
eq1−√grrguu∂u eq2√
grrguu
−
√
guu
grr
∂u
(√
grr
guu
eq3
)
+
(
∂ugφφ
2gφφ
+
∂ugtt
2gtt
)
eq4 + ∂r
eq5
grr
+ 2∂uΦ eq6 + 2∂uΘ eq7 + 4∂uψ eq8.(3.68)
This means we have six physical degrees of freedom and apparently seven unknowns
in the ansatz. We will choose coordinates such that gttgφφ is a known function of
(r, u)[76] in the following.
Another useful relation we discovered is that
eq1− Φ eq6 + Θ eq7 = ∂r(−E1 + E2) + ∂u(−P1 + P2), (3.69)
where
E1 =
√−g
grr
∂rgtt + Φ∂rΦ
gtt
, (3.70)
E2 =
√−g
grr
∂rgφφ + Θ∂rΘ
gφφ
, (3.71)
P1 =
√−g
guu
∂ugtt + Φ∂uΦ
gtt
, (3.72)
P2 =
√−g
guu
∂ugφφ + Θ∂uΘ
gφφ
. (3.73)
These turn out to be useful in the discussion of thermodynamics and the calculation
of free energy.
Now let us study what a general solution for a superconducting vortex should
look like. The solution we are looking for should have some axial symmetry, and it
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Figure 3.18: A cartoon of the vortex solution.
is still static. The most general ansatz we can write down is (once again we have
rescaled r such that r+ = 1)
ds2 = d(r)r2a(r, u)2dt2 +
dr2
d(r)r2b(r, u)2
+ r2c(r, u)2du2 +
r2u2
a(r, u)2
dφ2, (3.74)
and
Ω = Φ(r, u)dt+ Θ(r, u)dφ, ψ = ψ(r, u), (3.75)
where d(r) = 1 − r−3, and ψ is again real. The presence of d(r) is only for our
calculational convenience. The metric is written in this way, so that a(r, u), b(r, u)
and c(r, u) stay finite everywhere of the AdS black hole. We will also use coordinates
v = u−1, z = r−1 and s = 1− r−1 in the following.
To help understand the picture, we have drawn a cartoon of the vortex solution
we are looking for in Figure 3.18.
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3.5.3 Analytical properties
The main tool we use in this subsection is the theory of indicial equations, which we
review in the Appendix F. Indicial equations are used to determine the local behavior
of differential equations. Here we will apply it to our system at the center of vortex,
far away from vortex, around horizon and at asymptotic infinity. This procedure
is important for us to know what we are aiming for; the boundary conditions for
differential equations are always important. Moreover, we will get some physical
properties of the solutions before solving them. Another practical reason for this
analytical analysis is, as we have discussed in Appendix D, when solving differential
equations numerically, it is very crucial to find a proper set of functions that do not
introduce too much error when approaching the integration boundary. The choice of
the set of functions depends on their behavior around the integration boundary.
Around u = 0
First we look at the neighborhood of the center of vortex. We will study this in
detail, to show how the indicial equations work. Keeping only the terms relevant to
the indicial equations, the equations of motion around u = 0 are then
u2
√
− gttguu
grrgφφ
eq6 : u∂uΦ + u
2∂2uΦ (3.76)
u2
√
−gφφguu
grrgφφ
eq7 : −u∂uΘ + u2∂2uΘ (3.77)
u2
√
− guu
gttgrrgφφ
eq8 : −(acΘ)2ψ + u∂uψ + u2∂2uψ (3.78)
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hence the indicial equations for Φ, Θ and ψ are
Φ : λΦ + λΦ(λΦ − 1) = 0,⇒ λΦ = 0
Θ : −λΘ + λΘ(λΘ − 1) = 0,⇒ λΘ = 0, 2
ψ : −(acΘ)2 + λψ + λψ(λψ − 1) = 0,⇒ λψ = |acΘ|u=0
which lead to finite solutions
Φ(r, u) = Φ0(r) +
∞∑
i=1
Φi(r)u
i,
ψ(r, u) = uk
[
ψ0(r) +
∞∑
i=1
ψi(r)u
i
]
,
where k = |acΘ|u=0. We have dropped the divergent modes, i.e., lnu for Φ and u−k
for ψ. For Θ, we need to be more careful since in general
Θ(r, u) = Θ0(r) + Θ1(r)u+
∞∑
i=2
[
Θi(r) + Θ˜i(r) lnu
]
ui.
We will show that the lnu terms are 0.
Since
u2
√
− guu
gttgrrgφφ
eq8 = −[a(r, 0)c(r, 0)Θ0(r)]2ψ0(r)uk +O(uk+1),
an immediate consequence is that Θ0(r)ψ0(r) = 0, or in other words, the scalar field
can be nonzero only when the Θ = 0 at u = 0, and vice versa.
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Also because
u
√
− gttguu
grrgφφ
eq6 = Φ1(r) +O(u),
and
u
√
−gφφguu
grrgφφ
eq7 = Θ1(r) +O(u),
we can solve Φ1(r) = 0 and Θ1(r) = 0.
If we look at the other equations, the leading terms of eq2-4 are
u2guu√−g
eq2
2
: −(acψΘ)2 + u
(
∂ub
b
+
∂uc
c
)
(3.79)
u2guu√−g
eq3
2
:
(a∂uΘ)
2 − d(abcr2∂rΘ)2
2r2
+ u
(
∂ub
b
− ∂uc
c
− 2∂ua
a
)
(3.80)
u3guu√−g
eq4
2
: u
(
∂ub
b
+
∂uc
c
+
2∂ua
a
)
+ 2u2
∂2ub
b
(3.81)
We already have ψΘ = ∂uΘ = 0 at u = 0, so the finiteness of a, b, c requires that
∂rΘ = 0 at u = 0. Once this is satisfied, the indicial equations for a, b, c are
det

0 λb λc
−2λa λb −λc
2λa λb + 2λb(λb − 1) λc
 = −4λaλ2bλc = 0
which has three solutions, λa,b,c = 0 and no positive ones. Hence they all have only
one finite mode, which means in the expansion
a(r, u) = a0(r) +
∞∑
i=1
ai(r)u
i (3.82)
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only a0(r) are unfixed. The same for b(r, u) and c(r, u).
Starting from the a0(r), b0(r), c0(r),Φ0(r),Θ0,Θ2(r) and ψ0(r), we can in principle
solve all the higher order coefficients by requiring all the higher orders of eq2-4 and
eq6-8 be 0, hence these are the independent “initial” conditions at u = 0.
This is not the end of the story yet. From (3.67) and (3.68) we know that if
eq2-4, eq6-8 are 0 at all orders, eq1 and eq5 satisfy
(
∂rgφφ
2gφφ
− ∂ugtt
2gtt
)
eq1 + ∂u
eq5
guu
=
(
∂ugφφ
2gφφ
− ∂ugtt
2gtt
)
eq1 + ∂r
eq5
grr
= 0.
Imagine eq1 and g−1uu eq5 are two unknown functions we need to solve from these two
first order equations,
(
∂rgφφ
2gφφ
− ∂ugtt
2gtt
)
X(r, u)+∂uY (r, u) =
(
∂ugφφ
2gφφ
− ∂ugtt
2gtt
)
X(r, u)+∂r
[
guu
grr
Y (r, u)
]
= 0,
and eliminate X(r, u) we have
(
∂ugφφ
2gφφ
− ∂ugtt
2gtt
)
∂uY (r, u)−
(
∂rgφφ
2gφφ
− ∂ugtt
2gtt
)[
guu
grr
∂rY (r, u) + Y (r, u)∂r
guu
grr
]
= 0.
This is a regular first order differential equation for Y (r, u), so
Y (r, u) = Y0(r) +
∞∑
i=1
Yi(r)u
i,
where Y0(r) is unfixed. All the other Yi’s are determined by Y0(r). Y (r, u) = 0 only
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when Y0(r) = 0. So we need to check the zeroth order of g
−1
uu eq5. This term is simply
4
b0(r)c0(r)
[
a′0(r)
a0(r)
+
c′0(r)
c0(r)
]
.
This tells us ∂r[a(r, 0)c(r, 0)] = 0. Along with the fact that ∂rΘ(r, 0) = 0, it
follows that k is also a constant. Physically it means the winding number is a really
a topological quantity.
Furthermore, we can rescale φ globally, such that a(r, 0)c(r, 0) = 1. This is fine
since we have not said anything about the period of φ yet. In fact, to avoid a conical
singularity, we have to have φ ≡ φ+ 2pi after we set a(r, 0)c(r, 0) = 1, so that (u, φ)
becomes ordinary polar coordinate. This is the convenient choice. By symmetry we
can set Θ0 ≥ 0 and we have
Θ = k +
∞∑
i=2
[
Θi(r) + Θ˜i(r)
]
ui.
Now let us study k more closely. Instead of writing the complex scalar field
Ψ = ψeiθ, we could have used Ψ and Ψ∗ as two independent fields. Similarly we
could have used complex coordinate w = ueiφ on the (u, φ) plane. The Taylor
expansion
ψ(r, u) = ψ0(r)u
k +O(uk+1)
should correspond to
Ψ(w, w¯) = ψ(r, u)eiθ = ψ0(r)w
k +O(wk+1),
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which means
θ = kφ.
By definition Θ = Ωφ = Aφ − i∂φθ, which confirms the k piece in Θ. k has to be
integer.
Now let us show there is no lnu terms in Θ(r, u). To do this, we can set Θ2(r) = 0
since this is arbitrary. Then we assume Θ˜2(r) = 0, if the equations for other a2(r),
b2(r), c2(r), Φ2(r), ψ2(r) have solutions, then Θ˜2(r) has to be 0. By expanding the
equations to first order we find
a1(r) = b1(r) = c1(r) = Φ1(r) = ψ1(r) = 0.
The second order of the equations, except eq7, have the form

4 0 0 0 0
0 4(1 + k) −2k2ψ0(r)
a0(r)
−2kψ0(r)
a0(r)
−2k(1 + k)a0(r)ψ0(r)
0 0 0 2
b0(r)
2a0(r)
0 0 − 4
a0(r)
2
b0(r)
−2a0(r)
0 0 4
a0(r)
6
b0(r)
2a0(r)


a2(r)
b2(r)
c2(r)
Φ2(r)
ψ2(r)

= . . . ,
The determinant of the matrix above is −1024(1 + k)/b0(r), which is nonzero as
expected, so the solution exists. Hence, Θ˜2(r) = 0, as well as all the higher order
Θ˜is.
Finally, the action of the theory have two Z2 symmetry defined as u ↔ −u and
Ψ↔ −Ψ, and since the “initial” condition enjoys the first Z2(k even) or the diagonal
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subgroup of Z2×Z2(k odd), the whole exact solution will continue to have the same
Z2 symmetry. This means a, b, c and Φ,Θ and u
−kψ are all even function of u.
In summary, in the neighborhood of the center of vortex, there are five indepen-
dent functions
a(r, 0), b(r, 0),Φ(r, 0),Θ2(r), ψ(r, 0),
and one winding number k.
Around u =∞
Now let us move far away from the vortex. For convenience we use v = u−1 instead
of u. If the magnetic field has finite strength, we can define Θ = v−2∆, where ∆ is
finite at v = 0.
The first few terms of eq8 are then
eq8 = −a
2c∆2
bv5
ψ +
1
v3
[
∂r(bcdr
4∂rψ) +
c
b
(
Φ2
a2f
+
2r2
L2
)
ψ
]
+O(v−2).
No matter what is the leading power of ψ at v → 0, as long as ψ is not identically
0, the leading term is always proportional to −a2c∆2/b, which means ∆ has to be
0 at v → 0. From Subsection 3.5.3 we know that Θ is an even function of v, so we
reach the conclusion that the leading term of ∆ is always proportional to v2, and so
Θ is finite. Mathematically this is rather surprising in the sense that no matter how
small the scalar hair is, the backreaction is always big enough to compensate all the
magnetic field strength. It is an extremely nonlinear effect, and it means that no
linear approximation will be valid. Notice that we did not use the winding number
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k of the vortex. The non-vortex axially symmetric solution is just k = 0, which is
automatically included in our general discussion. So the magnetic field always decays
at most as u−2 when u→∞ in all the static axially symmetric (of course also finite)
solutions with scalar hair.
On the other hand, it is physically reasonable, since it provides us with the
Meissner effect; as long as ψ(r, u) has some nonzero value at u → ∞, there is no
magnetic field and vice versa.
The only way for nonzero ψ(r, u) to coexist with the asymptotic magnetic field is
when it decays faster than any power law, for example exp (−ξu2) for some positive
ξ, as in the condensate ring solution discussed before.
Now let us look at the leading order of eq5,
v4eq5 : −4r
2
ab
∂r(ac).
An immediate consequence is that ac is again a constant along r. To observers at
u = ∞, ac 6= 1 and φ ≡ φ + 2pi looks that there is a conical singularity at u = 0
(but there is not, since ac smoothly goes to 1.). The quantity ac|u=∞−1 should play
some role physically. It is not clear what role it has at this point.
Assuming there is no magnetic field at v = 0, we can check that the lowest terms
of eq6, eq8, and eq1-2 are just the equations of motion we got for a uniform solution.
This is physically reasonable, since it is infinitely far away from the center of the
vortex.
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Around the horizon
Now we will study the behaviors of our fields around the horizon. Using s = 1− r−1
instead of r, following the same logic as before, with the leading terms of eq1-3
and eq6-8 and their consequent indicial equations, we find λa,b,c = λΘ = λψ = 0
and λΦ = 0, 1. The zeroth order of Φ has to be 0 at the horizon. All the other
independent modes are then the zeroth order coefficients of the fields.
Now that
∂u
eq5
guu
+
(
∂sgφφ
2gφφ
+
∂sgtt
2gtt
)
eq4 = ∂s
eq5
gss
+
(
∂ugφφ
2gφφ
+
∂ugtt
2gtt
)
eq4 = 0,
the zeroth order of g−1ss eq5 is still not fixed, so we have to impose it by hand, which
is
− 6c(1, u)
ua(1, u)
∂u[a(1, u)b(1, u)].
Hence ab is a constant along the horizon. This is reasonable since we can show that
T =
3a(1, u)b(1, u)
4pi
.
At asymptotic infinity
When r →∞, let us use z = r−1 instead of r.
For completeness we will not replace m2 and Λ with their values at first. For
indicial equation, we can use eq1, eq3, eq6, eq7, eq2-eq4 and 4Λeq8−m2ψeq2. The
indicial equation generated by these equations lead to solutions λa,c = 0, 3, λb = 0,
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λΦ = λΘ = 0, 1 and
λψ =
3
2
±
√
9
4
− 3m
2
Λ
. (3.83)
We are very familiar with this formula. Specialized to our case m2/Λ = 2/3, then
λψ = 1, 2.
If we look at eq2 alone,
z2
√
− gzz
gttguugφφ
eq2
4
: −3− Λ
b2d
+ z
(
∂zb
b
+
∂zc
c
)
.
The vanishing of its lowest order leads to
b(z = 0, u) =
√
−Λ
3
=
1
L
.
The modes of z3 are associated to the energy density. But it seems there are
two of these, for a and b. This problem is again solved by studying the zeroth order
of g−1zz eq5, which gives us a relation between these two modes, so there is only one
energy mode. We will not go into detail here, since we are going to solve everything
explicitly in Subsection 3.5.4.
One last comment is that although we used the word “modes”, these by no means
stand for the independent solutions of the whole system. Instead, they are counting
the number of initial conditions needed to integrate out a system locally, in a small
neighborhood. As we have seen, this number varies if we move to a different point of
expansion, whereas the number of solutions should not change, and should depend
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on all the boundary conditions. The number of modes at asymptotic is bigger than
that of the horizon, which essentially gives the holographic model predictive power.
In summary, in the z coordinate, we can do the expansion
a(1/z, u) = a0(u) + a1(u)z + a2(u)z
2 + a3(u)z
3 +O(z4),
b(1/z, u) =
1
L
[
1 + b1(u)z + b2(u)z
2 + b3(u)z
3 +O(z4)] ,
c(1/z, u) = c0(u) + c1(u)z + c2(u)z
2 + c3(u)z
3 +O(z4),
Φ(1/z, u) = φ0(u) + φ1(u)z +O(z2),
Θ(1/z, u) = θ0(u) + θ1(u)z +O(z2),
ψ(1/z, u) = ψ1(u)z + ψ2(u)z
2 +O(z3). (3.84)
and nine of them are independent,
a0(u), c0(u), b3(u), φ1(u), φ2(u), θ0(u), θ1(u), ψ1(u), ψ2(u).
3.5.4 The on-shell action and thermodynamics
The free energy of any solution is crucial to decide whether or not it is thermodynam-
ically favored. In this subsection will calculate that and study the thermodynamics
as well. In AdS/CFT, the free energy is the value of on-shell Euclidean action of the
theory. In our case,
SE = −
∫
d4x
√−gLos = −
∫
d4x
√−g
(
2Λ− 1
4
F 2 +m2ψ2
)
. (3.85)
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It can be shown that
−√−gLos − eq2 + eq1
2
+ Φ eq6 = ∂rE1 + ∂uP1, (3.86)
and
−√−gLos − eq2− eq1
2
+ Θ eq7 = ∂rE2 + ∂uP2. (3.87)
E1,2 and P1,2 are defined in the Eqs. (3.70) to (3.73). The on-shell action is a total
derivative. We can pick either one to calculate it. We will use (3.86).
A straightforward calculation shows that
P1(r, 0) = 0, (3.88)
P1(r,∞) = 0, (3.89)
and
E1(1, u) = 3ub(1, u)c(1, u). (3.90)
For E1(1, u), it can be written as 4pi√gφφguuT , which is the proportional to TS. Since
E1 is divergent at r =∞, we have to add some counterterms.
Apart from the terms we mentioned in Subsection 3.4.3 we need one more coun-
terterm in this case[77],
−L
∫
d3x
√−hR3. (3.91)
Here R3 is the curvature of the induced metric along the transverse directions.
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Before we do the full calculation, let us do the Fefferman-Graham expansion,
whose radial coordinate we call z˜. Since
ds2 =
L2dz2
z2(1− z3) [1 + b2z2 + b3z3 +O(z4)]2
+ . . . ,
our z coordinate and the Fefferman-Graham coordinate z˜ are related by
z = z˜
[
1 +
b2
2
z˜2 +
2b3 − 1
6
z˜3 +O(z˜4)
]
.
Therefore from
ds2 =
L2
z˜2
[
dz˜2 + g
(0)
ij dx
idxj + z˜2g
(2)
ij dx
idxj + z˜3g
(3)
ij dx
idxj +O(z˜4)
]
,
we can read off
g
(0)
ij dx
idxj = − a
2
0
L2
dt2 +
c20
L2
du2 +
u2
a20L
2
dφ2,
g
(2)
ij dx
idxj = − a
2
0
L2
(
2a2
a0
− b2
)
dt2 +
c20
L2
(
2c2
c0
− b2
)
du2 +
u2
a20L
2
(
−2a2
a0
− b2
)
dφ2,
and
g
(3)
ij dx
idxj = − a
2
0
L2
(
2a3
a0
− 2b3 + 2
3
)
dt2
+
c20
L2
(
2c3
c0
− 2b3 − 1
3
)
du2 +
u2
a20L
2
(
−2a3
a0
− 2b3 − 1
3
)
dφ2. (3.92)
It can be verified that
g(0)
ij
g
(3)
ij =
2c3
c0
− 2b3. (3.93)
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By repeatedly using eq1-3 and the zeroth order of g−1zz eq5, we can solve
a1 = 0, b1 = 0, c1 = 0, (3.94)
b2 =
ψ21
4
− L
2a′0 (a0 − ua′0)
2ua20c
2
0
, (3.95)
a2
a0
=
L2
4ua20c
2
0
[(
2a′0 +
a0c
′
0
c0
)
(a0 − ua′0) + 2ua0a′′0
]
, (3.96)
c2
c0
= − L
2
4ua20c
2
0
[
4a′0 (a0 − ua′0) +
a20c
′
0
c0
]
, (3.97)
and
a3
a0
= −b3 + 2
3
ψ1ψ2 +
a20θ1θ
′
0
6u
− 2ub
′
3
3
+
a0
6(−a0 + 2ua′0)
[
ua′0
a0
(12b3 + 8ub
′
3 + 3)
+
uφ1φ
′
0
a20
− 2a0a′0θ1θ′0 −
8ua′0ψ1ψ2
a0
− 4uψ′1ψ2 − 2uψ1ψ′2
]
, (3.98)
c3
c0
= b3 − 2
3
ψ1ψ2. (3.99)
From this, we can confirm that
g
(2)
ij = −R(0)ij +
1
4
(
R(0) − ψ21
)
g
(0)
ij , (3.100)
as it should be. Here R
(0)
ij and R
(0) are the Ricci tensor and Ricci scalar of g
(0)
ij .
For a stable system, Ti
j = Pδi
j for spatial i, j, hence we require
−2a3
a0
− 2b3 − 1
3
=
2c3
c0
− 2b3 − 1
3
,
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which means
a3
a0
= −b3 + 2
3
ψ1ψ2. (3.101)
In the theory of interest, ψ1 = 0 or ψ2 = 0. Hence the stress tensor of the dual
theory is traceless,
g(0)
ij
g
(3)
ij = 0. (3.102)
After plugging these solutions into the regularized on-shell action and patiently
going through a tedious calculation, we will then find that it satisfies
T S˜E = −TS + 2piL2
∫
du
√
g(0)
[
−2ψ1ψ2 + φ0φ1
a20
+ 2− 6a3
a0
+ 2b3
]
, (3.103)
which is the same as (when ψ1ψ2 = 0)
−TS − µQ− 6piL2
∫
du
√
g(0)g(0)
tt
g(3)tt. (3.104)
This is the free energy of grand canonical ensemble, hence we can read off
E = −6piL2
∫
du
√
g(0)g(0)
tt
g(3)tt. (3.105)
or the energy density
 = −3L2g(0)ttg(3)tt. (3.106)
Therefore,
P = 3L2g(0)
φφ
g(3)φφ. (3.107)
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The relation between the thermodynamical quantities of the black hole is obtained
from Eq. (3.69). Integrating over r we get
E1(∞, u)−E2(∞, u)−E1(1, u)+E2(1, u)+∂u
∫ ∞
1
dr [P1(r, u)− P2(r, u)] = 0. (3.108)
Before we calculate all the terms, notice that
lim
r→∞
[E1(r, u)− E2(r, u)]
= lim
r→∞
[√−g
grr
(
∂rgtt
gtt
− ∂rgφφ
gφφ
)
+
√−g
grr
(
Φ∂rΦ
gtt
− Θ∂rΘ
gφφ
)]
(3.109)
should not depend on the counterterms we choose.
Calculation shows that
√−g
grr
(
∂rgtt
gtt
− ∂rgφφ
gφφ
)
=
2L
z
d
du
(
a0 − 2ua′0
a0c0
)
− 3c0u(4a3 − a0)
La0
. (3.110)
The first term is a total derivative and the second term we identify as
3L2
√
g(0)
(
−g(0)ttg(3)tt + g(0)
φφ
g(3)φφ
)
=
√
g(0)(+ P ). (3.111)
And for the piece
lim
r→∞
√−g
grr
(
Φ∂rΦ
gtt
− Θ∂rΘ
gφφ
)
=
c0u
L3
(
L2φ0φ1
a20
+
L2a20θ0θ1
u2
)
, (3.112)
we see that the first term contributes −
√
g(0)µρ. To understand the second term,
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let us define a quantity Y satisfying
dY
du
=
a20c0θ1
Lu
, (3.113)
then the second term becomes
d(θ0Y )
du
− dθ0
du
Y =
d(θ0Y )
du
− c0uBY
a0L2
. (3.114)
Let M satisfy
dM
du
=
c0uY
a0L2
, M(0) = 0, (3.115)
then this term is simply
d(θ0Y )−BdM. (3.116)
Collect these pieces together (3.108) becomes
dE + PdV − µdQ− TdS −BdM
+d lim
r∞→∞
{
θ0Y + 2Lr∞
(
a0 − 2ua′0
a0c0
)
+
∫ r∞
1
dr [P1(r, u)− P2(r, u)]
}
= 0.(3.117)
The extra contribution is a total derivative. It is simply the energy associated with
the boundary, i.e., at the center of the vortex and at infinity. If we define Y such
that
θ0(∞)Y (∞)−
∫ ∞
1
dr
√−g
guu
Θ∂uΘ
gφφ
∣∣∣∣
u=∞
= 0,
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then after using the expression for P1 and P2, we find
E + Es1 + Es2 +
∫
PdV − µQ− TS −
∫
BdM = 0, (3.118)
where
Es1 = k
(
−Y (0) +
∫ ∞
1
dr
2Θ2(r)
r2b(r, 0)c(r, 0)3
)
(3.119)
and
Es2 =
2
b(1,∞)c(1,∞)−
2
b(1, 0)c(1, 0)
+
∫ ∞
1
dr r∂r
(
2
b(r,∞)c(r,∞) −
2
b(r, 0)c(r, 0)
)
.
(3.120)
Written in a covariant way
Es1 = k
(
−Y (0) +
∫ ∞
1
dr
√−g
guu
∂uΘ
gφφ
∣∣∣∣
u=0
)
, (3.121)
Es2 =
2
√−g
uguu
∣∣∣∣
r=1,u=∞
− 2
√−g
uguu
∣∣∣∣
r=1,u=0
+
∫ ∞
r=1
dr r∂r
(
2
√−g
uguu
∣∣∣∣
u=∞
− 2
√−g
uguu
∣∣∣∣
u=0
)
.
(3.122)
Es1 can be interpreted as the energy associated with the vortex singularity, and Es2
is the energy from spacetime distortion.
For a superconducting vortex, which has vanishing B at the boundary, by a simple
power counting we can see that
√−g
guu
Θ∂uΘ
gφφ
∣∣∣∣
u=∞
= 0,
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hence we can set Y (∞) = 0. In this case
Es1 = k
(
−
∫ ∞
0
du
√−g
grr
∂rΘ
gφφ
∣∣∣∣
r=∞
+
∫ ∞
1
dr
√−g
guu
∂uΘ
gφφ
∣∣∣∣
u=0
)
. (3.123)
3.5.5 Numerical setup
Now we are almost ready to embark on our journey for a vortex solution. We have
six unknowns and need six equations. A good choice of equations of motion are eq2,
eq3, and eq5-8. It is straightforward to check that there are ten total differential
orders in the r direction: For functions a,Θ,Φ, ψ the equations are second order
while for b, c they are first order. To make the integration region finite in practice we
will choose coordinates x = tanhu and y =
√
s =
√
1− r−1 instead of u, r. Our first
choice of boundary conditions come from the fact that the dual field theory is not a
theory of gravity. As a consequence the spacetime the dual theory lives on should
be flat even in the presence of a vortex. This condition leads to
a′0(u) = 0, c
′
0(u) = 0. (3.124)
We also want the chemical potential to be constant, otherwise there would be diffu-
sion,
φ′0(u) = 0. (3.125)
Of course we are interested in
ψ1,2(u) = 0. (3.126)
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From the definition of y, we get four conditions for free. For a we have
∂ya(r(y), u(x))|y=0 = 0. (3.127)
The same is true for Θ, ϕ, ψ as well. Here ϕ is defined as Φ(r, u) = (1− r−1)ϕ(r, u).
The routine for finding a solution of theory one goes as follows:
1. Pick ψ1(u) = 0. Pick any uniform solution of branch one we found in Section
3.4, and set it to u =∞ or equivalently x = 1. This solution is determined by
only one parameter, T .
2. From the uniform solution, we get a0(u) = a0(∞), c0(u) = c0(∞), φ0(u) =
φ0(∞).
3. Pick two functions b3(u) and θ0(u) such that b3(∞) is the value given by the
uniform solution. Set them to be the boundary value of the solutions we are
looking for. Together with the eight boundary conditions we mentioned above,
they make ten boundary conditions, we can find a vortex solution.
4. One other condition we have to impose is from Eq. (3.101), which when com-
bined with boundary conditions we already have, becomes
b′3(u)−
a20θ1(u)θ
′
0(u)
4u2
= 0. (3.128)
For any given θ0(u), we adjust b3(u) such that (3.128) is satisfied.
At the end of the routine, we can get a solution from some θ0(u) and T . Finally
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for any fixed T , we calculate the free energy (3.105), which now becomes a functional
of θ0(u). The minimization of the free energy with B(0) = B and θ0(0) = k fixed
gives us a equation for θ0(u), or equivalently B(u) for the dual theory. The finiteness
of θ0(u) already implies that B(∞) = 0.
To see if the vortex is thermodynamically favored, we have to compute the dif-
ference of this minimal free energy and that of a dyonic black hole. For certain T , if
there is a critical value of B(0), below which the vortex has lower free energy, then
it matches with the property of the type II superconductors.
For theory two, the only thing we have to change is set ψ2(u) = 0.
All being said, there is one part of our algorithm here that remains highly hypo-
thetical, the step 3. In general nonlinear PDE solving is a hard problem, but luckily
in our case, after trying numerous different methods, we do find one that at least
partially works. We will mention the key ideas here.
First of all, the choice of the functions. The previous analytical analysis suggests
that the following choice of {fi(x, y)} is good.
f1(x, y) = a(r, u)
2,
f2(x, y) = r
3
[
L2b(r, u)2 +
ψ(r, u)2
2
− L
2∂ua(r, u) (a(r, u)− u∂ua(r, u))
ur2a(r, u)2c(r, u)2
]
,
f3(x, y) =
a(r, u)2c(r, u)2 − 1
x2
,
f4(x, y) = y
−2Φ(r, u),
f5(x, y) =
Θ(r, u)− k
x2
,
f6(x, y) = x
−krψ(r, u).
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The advantage of this set of {fi(x, y)} is that, their values are not constrained to
each other’s and are all finite on our integration boundaries.
The ordinary finite difference methods of writing differentials are not realistic
here, because of the stability problem. We found in practice that the pseudospec-
tral collocation method[71] of choosing mesh points and writing differential matrices
works pretty well. In particular, we use the Chebyshev polynomials for pseudospec-
tral collocation method purpose.
In the next step we use a globally convergent method for nonlinear systems of
equations, a so-called Broydens Method[71]. It is a relaxation method, in the sense
that we need to provide a trial solution, and it will try to approach a real solution
nearby step by step. Like every other nonlinear PDE method, success is not guar-
anteed. In some of the cases we did try to find some stable solutions, an example
of which is shown in Figures 3.19 and 3.20, where we have plotted f6 = x
−kχ and
f5 = x
−2(Θ− k) as a function of (x, y). Here k = 1.
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Figure 3.19: PDE solver sample result
for x−kχ. The x and y axes are the
mesh points we choose in these direc-
tions.
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Figure 3.20: PDE solver sample result
for x−2(Θ− k). x and y are the mesh
points.
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With the PDE solver at hand, the things left for us to do are first to find an
approximate solution with given boundary conditions, to scan through all the possible
b3(u) to satisfy (3.128) and then to vary θ0(u) to minimize the energy. These steps
are very demanding in terms of computer power. To finish these is beyond the scope
of the current chapter. We expect more computer resource and time investment to
finish the rest.
3.6 Conclusions
In this chapter we went through great technical detail for a minimal holographic
superconductor model. We have presented both its successes and limitation. We
have also clarified a few confusions. It will be interesting to modify this model so
that it fits better with superconductors, especially at low temperature.
• The successes
We have shown that for any value of qL, which we call L after rescaling all
the quantities to set q = 1, there is a critical temperature Tc, where a phase
transition occurs. For T < Tc, we have nonzero VEV for the charged composite
operators. Around Tc the mean field critical exponent is 0.5, as shown in [43]
too. We have also used a probe limit method to reproduce these results. We
have also shown that in the vortex solution, there is a topological winding
number k, which should be identified with that of vortex in the dual theory.
The Meissner effect was also derived from simple analytical analysis.
• The limitation
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The fact that under low temperature the specific heat goes T 2 power law means
that there are low lying gapless modes which contribute to the specific heat.
The condensate of our theory two has some unusual jumps at low temperature.
Both of them do not match the behavior of superconductors at low temperature.
• The byproducts
We have shown in Appendix E that as the scalar hair around the horizon gets
bigger, the inner horizon will move to zero and eventually disappear. If the hair
gets even bigger, the black hole will lose its asymptotic infinity and become
a compact spacetime, where two singularities are connected by one horizon.
These results provide a clear idea of how the scalar hair changes the black
hole.
• The mysteries
We have seen there is a ladder of solutions in our model. It is still a question
whether they are metastable or unstable. A stability analysis is needed and
the corresponding ladder of states in the field theory is still left to be found.
There are two effective negative scalar mass terms through which the black
hole is unstable. At large qL one of them wins while when qL = 0 the other
one dominates. Also, the specific heat in different theories, even when using
different ensembles are exactly the same in the condensate states. There is
much to be understood theoretically about some unexpected features from our
analysis.
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As mentioned in the last subsection, we have set up the routine for finding a vortex
solution, with all the key steps solved. So far there are two suggestive attempts to
find the vortex solution in the probe limit[63, 3, 2], where the background black hole
metric is fixed. These solutions are helpful for us the understand the physics around
the critical temperature, and only that. Furthermore, in Ref. [63] the numerical
calculation is only done on a disk with a large radius R and the magnetic field B
is fixed as a constant on that disk. This can cause problem because on one hand,
we need R to be sufficiently big compared to other scales of the system, so that
the disk can be treated as the whole plane. On the other hand, we know from our
analytical analysis that B vanishes far away from the center of the vortex. There
might be certain region for R that these problems do not arise and the solution is
still trustable, but it is hard to tell. Refs. [3, 2] are more careful dealing with the
probe limit solutions. Nevertheless it is necessary to find a vortex solution away from
the probe limit. A possible future research direction will be to follow our routine
and try to find a vortex solution to the whole action.
Solving the static solutions is only the first step. Much more can be done after
that, for example, studying the transport phenomena and adding fermions to the
theory.
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Appendix A
Chern-Simons gauge theories and
fractional quantum Hall states
In this appendix we review the connection between FQH states and Chern-Simons
theories for Chapter 1. The FQH states are incompressible electron fluids which, due
to the presence of the large magnetic field, have an explicitly broken time reversal
invariance. These topological fluids have a ground state degeneracy which depends
only on the topology of the surface on which the fluids reside[87]. In their low en-
ergy and long distance (hydrodynamic) regime, the FQH fluids behave as topological
fluids. The excitations of these fluid states (“quasiparticles”) are vortices which, in
general carry fractional charge and fractional (braid) statistics[7]. In other words,
the long-distance correlations in this topological fluid are encoded in the fractional
charge of its vortices and, more significantly, in the non-local effects of fractional
statistics. However, since these topological fluids are condensates of electrons, these
quasiparticle states are local with respect to states representing an electron. This
condition, and the quantization of the electron charge e play a key role in the prop-
erties of the effective theories of these fluids[64]. This structure is also responsible for
the extended symmetries in the corresponding CFTs that we described in Chapter
1.
In the hydrodynamic regime i.e., at energies low compared to the quasiparticle
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excitation energies and on length scales long compared with the magnetic length, the
physical properties of these FQH fluids have been shown [93, 72, 57, 26, 86, 88, 25, 24]
to be described by an effective topological quantum field theory, the Chern-Simons
gauge theory in 2 + 1 dimensions[89, 16].
A.1 The Abelian quantum Hall states
We will consider first the Laughlin states, whose wave functions for a system of N
particles at filling factor ν = 1/m are[55]
Ψm(z1, . . . , zN) =
∏
i<j
(zi − zj)m exp
(
−
N∑
i=1
|zi|2
4`2
)
, (A.1)
where {zi} are the complex coordinates of N particles, and ` is the magnetic length.
Following Ref. [86], we write the effective field theory of the Laughlin FQH states,
which have filling fraction ν = 1/m, with m an odd integer for fermions and an even
integer for bosons, as Û(1)m Chern-Simons theory, whose Lagrangian density is
L = m
4pi
µνλAµ∂νAλ (A.2)
up to irrelevant operators whose effects are negligible in this extreme infrared regime.
The field strength of the gauge fieldAµ is essentially the hydrodynamic charge current
of the topological fluid Jµ
Jµ = − e
2pi
µνλ∂νAλ (A.3)
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where e is the electric charge. The infinitely massive quasiparticle bulk excitations,
the vortices of the topological fluid, are represented in this limit by temporal Wilson
loops, i.e., the world lines of these quasiparticles. On a manifold of genus g, the
ground states of the FQH fluids are degenerate[87]. In the Chern-Simons description,
the degeneracy is mg, where m is the quantized level of the Chern-Simons theory.
This hydrodynamic description generalizes to describe all other Abelian FQH
states[38, 49]. The corresponding effective field theory is a Chern-Simons gauge the-
ory of a tensor product of U(1) gauge groups at various levels, as well as non-Abelian
groups at level 1, which only have Abelian representations of the braid group[88, 58].
Here we will consider only the simpler Laughlin states as the generalizations of our
results to the other Abelian fluids is straightforward.
A direct consequence of the topological nature of the FQH fluids is that, for a
physical system with a boundary, their excitations are gapless. These edge states are
described by a chiral conformal field theory (CFT)[84, 83, 85]. In particular, there
exists a one-to-one correspondence between the gapped bulk quasiparticles and the
primary fields of the edge chiral CFT. At the edge, the effective CFT for a Laughlin
state is a Û(1)m chiral boson φ in 1 + 1 dimensions.
The physical requirement that the quasiparticle edge states are local with re-
spect to the electron operator leads to the compactification of this CFT, which now
becomes a chiral rational conformal field theory (RCFT)[64, 86]. Thus, the only op-
erators allowed in the edge chiral RCFT must obey the condition of being invariant
under the compactification condition φ→ φ+ 2piR, where R is the compactification
radius (see Section 1.5). The compactification condition leads to a truncation of the
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spectrum which has m distinct sectors, the same as the ground state degeneracy on
the torus. Since in the Abelian states all the states are one-dimensional representa-
tions of the braid group, it follows that all the quantum dimensions of these states
are equal to unity, di = 1, where here i = 1, . . . ,m.
A.2 The non-Abelian quantum Hall states
The non-Abelian FQH states are more interesting and have a more intricate structure.
Although no simple unified effective field theory of all the non-Abelian states yet
exists, in all the cases that have so far been studied the effective field theory contains
at least a Û(1)m gauge group at some level m, for the charge sector, and a non-
Abelian gauge group such as SU(2)k at some level k. For instance, for the Moore-
Read pfaffian FQH states[64]
Ψq(z1, . . . , zN) = Pf
(
1
zi − zj
) ∏
i<j
(zi − zj)m exp
(
−
N∑
i=1
|zi|2
4`2
)
(A.4)
where Pf stands for Pfaffian. It has long been known[64] that this wave function
can be regarded as a correlator in a Euclidean two-dimensional CFT. Indeed, the
Laughlin factor is simply the expectation value of a product of vertex operators of a
chiral Euclidean boson V√m = ei
√
mφ in a neutralizing background and a correlator
of Majorana fermions ψ in an Ising chiral Euclidean CFT. The theory of the edge
states of the Moore-Read states is a chiral CFT described in Section 1.5.
It turns out that for the bosonic state at m = 1, the effective field theory in
the bulk is simply an ŜU(2)2 Chern-Simons gauge theory [25, 24], without any U(1)
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factors. The excitation spectrum of this state consists of a particle with non-Abelian
braid statistics, the Moore-Read “non-Abelian”, created by the Ising primary field
σ, whose quantum dimension is dσ =
√
2, a Majorana fermion ψ with quantum
dimension dψ = 1, and the identity field I with quantum dimension d0 = 1.
The two-dimensional time-reversal breaking superconducting state with symme-
try px + ipy, apparently observed in Sr2RuO4, is also closely related to paired-Hall
Pfaffian states[30]. It is also a non-Abelian state and it is also, up to a U(1) factor,
an ŜU(2)2 state. Indeed, Fendley, Fisher and Nayak[21] have computed the effective
quantum dimension for this case as well and found that it is also equal to
√
4.
The fermionic Pfaffian state at m = 2 is the natural state to explain the observed
plateau in the quantum Hall conductance at filling factor ν = 5/2 = 2 + 1/2. As
can be seen from the structure of the Moore-Read states, c.f. Eq. (A.4), the bosonic
state at m = 1 and the fermionic state at m = 2 differ only by the Laughlin factor.
Hence, one expects the fermionic state also to be connected to SU(2)2 which, up
to some caveats [25], is essentially correct. The SU(2) symmetry of the bosonic
case is dynamical and it is broken in the fermionic case due to the change in the
compactification radius of the boson (see Refs. [25, 24, 22]). Thus, one expects the
the quantum dimensions of SU(2)2 should play a role here too. However, the presence
of the additional U(1) factors, associated with the charge sector, and the breaking of
the SU(2) symmetry changes the dimensions. Fendley, Fisher and Nayak [21] have
analyzed this case in detail. The upshot of their analysis is that the fermionic Pfaffian
state has a total of six primary fields: the identity I, two conjugate non-Abelian
primaries σe±iφ/(2
√
2), the Majorana fermion ψ, and the Laughlin quasiparticle and
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quasihole e±iφ/
√
2. The quantum dimensions of these states are, respectively, dI = 1,
dσ =
√
2, dψ = 1, and 1 for the Laughlin vortices.
More interesting from the point of view of topological quantum computing, but
not yet clearly seen in quantum Hall experiments, are the Read-Rezayi parafermionic
states[74]. The Read-Rezayi states are constructed in a manner analogous to that
of the Moore-Read states. The main and important difference is that the Pfaffian
factor, which as we saw is equivalent to a correlator of Majorana fermions in a
chiral Ising CFT, is replaced by a parafermion correlator of a parafermionic chiral
CFT. In particular, the simplest bosonic parafermionic state can be represented in
terms of the Chern-Simons theory SU(2)3[24]. The fermionic counterpart can also
be understood in similar ways. The interest in this state stems from its non-Abelian
vortex. As a consequence of their fusion rules, the topological degeneracies of these
vortex states follow the Fibonacci sequence, and the quantum dimension of this
non-Abelian vortex is the Golden Ratio[15].
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Appendix B
ŜU(N)k modular S-matrix and
framing factors
In this appendix we calculate the S-matrix elements and the framing factors for
ŜU(N)k WZW models used in Chapter 1.
B.1 The S-matrix elements
We use (14.247) in [17]
Sδˆ λˆ
Sδˆ0
= γ
(δˆ)
λˆ
= χλ
[−2pii(δ + ρ)
k + g
]
(B.1)
to compute the S-matrix elements. The notations used in this Appendix are also
adopted from [17] and differ somewhat from the notations we used in the main body
of the thesis.
For ŜU(N)k, there is a natural orthonormal basis for the root lattice to compute
the characters. It is constructed as follows. Pick N dimensional unit lattice with
unit vectors {i}, i = 1, . . . , N , then the simple roots of SU(N) can be written as
αi = i − i+1, i = 1, . . . , N − 1, (B.2)
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i.e. the root space sits in the N − 1 dimensional subspace with ∑Ni=1 ni = 0 for any
element
∑N
i=1 nii. Any integral representation λ =
∑N−1
i=1 λiωi, if expressed in the
orthonormal basis, becomes
λ =
N∑
i=1
(li − κ)i, (B.3)
where li =
∑N−1
j=i λj is the partition of the associate Young tableau, and κ =
1
N
∑N−1
j=1 jλj. In particular, the Weyl vector becomes
ρ =
N−1∑
i=1
ωi =
N∑
i=1
(
N − i− N − 1
2
)
i. (B.4)
Since
χλ
[−2pii(δ + ρ)
k + g
]
=
Dλ+ρ
(
−2pii(δ+ρ)
k+g
)
Dρ
(
−2pii(δ+ρ)
k+g
) = ∑w∈W (w)e(w(λ+ρ),−2pii(δ+ρ)k+g )∑
w∈W (w)e
(wρ,−2pii(δ+ρ)k+g )
, (B.5)
where Weyl group W is simply the symmetric group of {i}, if we define q = e
−2pii
k+g ,
we will have
Sδˆ λˆ
Sδˆ0
=
∑
s∈SN (s)
∏N
i=1 q
(lλsi+N−si−κλ−κρ)(lδi+N−i−κδ−κρ)∑
s∈SN (s)
∏N
i=1 q
(N−si−κρ)(lδi+N−i−κδ−κρ)
=
det[q(lλi+N−i−κλ−κρ)(lδj+N−j−κδ−κρ)]
det[q(N−i−κρ)(lδj+N−j−κδ−κρ)]
=
det[q(lλi+N−i)(lδj+N−j−κδ−κρ)]
det[q(N−i)(lδj+N−j−κδ−κρ)]
= q−N(κδ+κρ)κλSλ({qlδj+N−j}), (B.6)
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where in the last step we have used the Schur function
Sλ({xj}) ≡
det
(
x
lλi+N−i
j
)
det
(
xN−ij
) . (B.7)
To calculate the Schur function specialized at {qlδj+N−j}, we can use one of the
Giambelli’s Formula (see Appendix A.1 around (A.5) of [27] for a detailed discussion),
Sλ({xj}) = det
(
EλT i+j−i
)
, (B.8)
where λT is the transposed partition of λ, and Ek are the elementary symmetric
polynomials generated by
E(t) =
N∏
i=1
(1 + xit) =
∞∑
m=0
Emt
m, (B.9)
and Ej = 0 for j < 0.
Now in our case
E(t) =
N∏
i=1
(
1 + qlδj+N−jt
)
, (B.10)
and in principle by expanding E(t) we can read off all the Em’s and calculate
Sλ({qlδj+N−j}). From (14.217) of [17] we can see that Sδˆ0 = S0δˆ, thus
Sδˆ λˆ = S00
Sδˆ λˆ
Sδˆ0
S0δˆ
S00
. (B.11)
To calculate S00, we need to use (14.217) of [17]. For SU(N)k, |∆+| = N(N−1)2 ,
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|P/Qˇ | = N , g = N , r = N − 1, thus
S00 = i
N(N−1)
2
√
1
N(k +N)N−1
det
[
q(N−i−κρ)(N−j−κρ)
]
= i
N(N−1)
2
√
1
N(k +N)N−1
q−N(κρ)
2
det
[
q(N−i)(N−j)
]
= i
N(N−1)
2
√
1
N(k +N)N−1
q−N(
N−1
2
)2
∏
1≤i<j≤N
(
qN−i − qN−j)
=
√
1
N(k +N)N−1
∏
1≤i<j≤N
2 sin
pi(j − i)
k +N
. (B.12)
(B.13)
The quantum dimensions are as follows,
dλˆ =
S0λˆ
S00
= q−NκρκλSλ({qN−j}). (B.14)
First we calculate the generating function,
E(t) =
N∏
i=1
(1 + qN−it) = 1 +
N∑
m=1
tm
m∏
r=1
qN − qr−1
qr − 1 , (B.15)
and then plug into
Sλ({qN−j}) = det
(
EλT i+j−i
)
. (B.16)
For example, for the fundamental representation α of SU(N), αT = {1, 0, 0, . . . , 0},
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and
Sα({qN−j}) = det

E1 E2 · · · · · · EN
0 E0 E1 · · ·
0 0 E0 · · ·
. . . . . . . . . . . . . . . . . . . . .
· · · · · · 0 E0

= E1 =
qN − 1
q − 1 . (B.17)
Thus
dαˆ = q
−N N−1
2
1
N
qN − 1
q − 1 =
qN/2 − q−N/2
q1/2 − q−1/2 = [N ]. (B.18)
Here we have used the q-number notation, defined as
[x] =
qx/2 − q−x/2
q1/2 − q−1/2 . (B.19)
Using this, we can write Em as
Em =
m∏
r=1
qN − qr−1
qr − 1 =
m∏
r=1
q
N−1
2
[N + 1− r]
[r]
= q
(N−1)m
2
m∏
r=1
[N + 1− r]
[r]
. (B.20)
We also want to check dαˆ∗, for which α∗T = {N − 1, 0, 0, . . . , 0, 0}, and
Sα∗({qN−j}) = det

EN−1 EN 0 · · · 0
0 E0 E1 · · ·
0 0 E0 · · ·
. . . . . . . . . . . . . . . . . . . . . . . .
· · · · · · 0 E0

= EN−1 = q
(N−1)2
2 [N ]. (B.21)
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Thus
dαˆ∗ = q
−N N−1
2
N−1
N
+
(N−1)2
2 [N ] = [N ] = dαˆ. (B.22)
For symmetric and antisymmetric rank two representations σˆ and ωˆ we have
σT = {1, 1, 0, . . . , 0, 0} and ωT = {2, 0, 0, . . . , 0, 0}, thus
Sσ({qN−j}) = det

E1 E2 · · · · · · EN
E0 E1 E2 · · ·
0 0 E0 · · ·
. . . . . . . . . . . . . . . . . . . . .
· · · · · · 0 E0

= E21 − E2 = qN−1
[N ][N + 1]
[2]
,
(B.23)
and
Sω({qN−j}) = det

E2 E3 · · · · · · EN
0 E0 E1 · · ·
0 0 E0 · · ·
. . . . . . . . . . . . . . . . . . . . .
· · · · · · 0 E0

= E2 = q
N−1 [N ][N − 1]
[2]
. (B.24)
Thus
dσˆ = q
−N N−1
2
2
N
+(N−1) [N ][N + 1]
[2]
=
[N ][N + 1]
[2]
, (B.25)
and
dωˆ = q
−N N−1
2
2
N
+(N−1) [N ][N − 1]
[2]
=
[N ][N − 1]
[2]
. (B.26)
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In the weak coupling limit when k → ∞, [x] → x, the quantum dimensions we just
calculated match their classical values.
Finally, we want to calculate is Sαˆαˆ. Following the procedure described before,
the partitions α = αT = {1, 0, 0, . . . , 0}, so
Sα({qlαj+N−j}) = E1({qlαj+N−j}), (B.27)
where
E1({qlαj+N−j}) =
N∑
j=1
qlαj+N−j = qN +
qN−1 − 1
q − 1 = q
N + q
N−2
2 [N − 1]. (B.28)
Thus
Sαˆαˆ
S00
=
Sαˆαˆ
Sαˆ0
S0αˆ
S00
= q−(
1
N
+N−1
2 )
(
qN + q
N−2
2 [N − 1]
)
[N ] = q−
1
N
− 1
2
(
q
N+2
2 + [N − 1]
)
[N ].
(B.29)
We have introduced the idea and calculated a few examples that we used in
Chapter 1. Other elements can be generated in the same way.
B.2 The framing factors and the Skein relation
For any representation λˆ, the unit of Dehn twist factor is t = e2piihλˆ , where
hλˆ =
(λ, λ+ 2ρ)
2(k + g)
. (B.30)
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For the fundamental representation αˆ of ŜU(N)k,
hαˆ =
(ω1, ω1 + 2
∑
i ωi)
2(k + g)
=
F11 + 2
∑
i F1i
2(k +N)
=
N2 − 1
2N(k +N)
, (B.31)
where F here is the quadratic form matrix of SU(N), which is the inverse of the
Cartan matrix. and
t = q
1−N2
2N . (B.32)
In order to solve αL+1 + βL0 + γL−1 = 0, we complete the path integral in two
different ways and get
α
β
tdαˆ + (dαˆ)
2 +
γ
β
t∗dαˆ = 0, (B.33)
and
α
β
(dαˆ)
2 + t∗dαˆ +
γ
β
Sαˆαˆ
S00
= 0. (B.34)
Notice unlike in [89], we keep the framing factor explicitly here.
α
β
= t∗
1− t2 SαˆαˆS00
t2 Sαˆ
αˆ
Sαˆ0 − dαˆ
= t∗
1− [N ]2 + q−N2 [N − 1][N + 1][N ](q1/2 − q−1/2)
−q−N2 [N − 1][N + 1](q1/2 − q−1/2)
=
q−
1
2N
q1/2 − q−1/2 ,
(B.35)
and
γ
β
= t
(dαˆ)
2 − 1
t2 Sαˆ
αˆ
Sαˆ0 − dαˆ
= t
[N ]2 − 1
−q−N2 [N − 1][N + 1](q1/2 − q−1/2)
= − q
1
2N
q1/2 − q−1/2 =
(
α
β
)∗
.
(B.36)
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Appendix C
S-matrix of the(
̂SU(2)/U(1)
)
k
× Û(1)k(Mk+2) RCFT
In this appendix we will calculate the primary fields and S-matrices of the WZW
models
(
̂SU(2)/U(1)
)
k
× Û(1)k(Mk+2) used in Chapter 1. For simplicity we will
assume k is odd for the moment, and discuss the case of even k later on. The fields
in the Zk-parafermion CFT, i.e., the coset
(
̂SU(2)/U(1)
)
k
, are labelled by the SU(2)
charge ` and its U(1) subgroup charge r, where we take them as twice the traditional
values, so that they both are integers. For SU(2)k, ` = 0, . . . , k and `−r ≡ 0 mod 2.
We also have the identifications
(`, r) ≡ (k − `, r ± k) ≡ (`, r ± 2k) . . . . (C.1)
Using this identification we can always map (`, r) for ` ≥ k+1
2
to (k− `, r±k). So we
can restrict ourselves to 0 ≤ ` ≤ k−1
2
. We will use ψ(`,r) for the corresponding fields
and χ(`,r) their characters in the coset theory.
With these properties, one can see that the states form Zk-loops generated by
ψ or ψ†, where ψ and ψ† are the parafermion fields that appeared in the original
ŜU(2)k currents J+ ∼ ψeiφ
√
2/k and J− ∼ ψ†e−iφ
√
2/k. We can identify ψ ∼ ψ(0,2)
and ψ† ∼ ψ(0,−2) for which hψ = hψ† = 1 − 1/k. One example of the Zk-loop will
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be states {(0, 2r)|0 ≤ r ≤ k − 1}. Let us call the states {(`, ` + 2r)|0 ≤ r ≤ k − 1}
the `th loop. It is easy to verify that from the 0th loop to the k−1
2
th loop we have
included all the states.
Go back to the original ŜU(2)k. It has a generic state ψ(`,r)e
irφ/
√
2k carrying U(1)
charge r. The whole ` multiplet under the ŜU(2)k current algebra has character
1
η(τ)
∞∑
t=−∞
χ(`,`−2t)q(`−2t)
2/4k =
1
η(τ)
k−1∑
t=0
χ(`,`−2t)
∞∑
p=−∞
q(`−2t+2pk)
2/4k. (C.2)
We have used χ(`,r) = χ(`,r−2k). Also, the fields ψ(`,r)ei(r+k)φ/
√
2k satisfy the same
locality condition as ψ(`,r)e
irφ/
√
2k, thus they are in the ŜU(2)k theory as well. In
fact, they are the k − ` multiplet with character
1
η(τ)
k−1∑
t=0
χ(`,`−2t)
∞∑
p=−∞
q(`−2t+k+2pk)
2/4k
=
1
η(τ)
k−1∑
t=0
χ(k−`,`−k+2t)
∞∑
p=−∞
q(`−k+2t+2pk)
2/4k
=
1
η(τ)
k−1∑
t=0
χ(k−`,k−`+2t)
∞∑
p=−∞
q(k−`+2t+2pk)
2/4k. (C.3)
We have used χ(`,r) = χ(k−`,r−k).
The highest weight state in ψ(`,r) lives within range r = −`, . . . , ` for each ` =
0, . . . , k, and has h = `(`+2)
4(k+2)
− r2
4k
. This means for any integer p the highest weight
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state in ψ(`,`+2pk−2t) has weight
h(`,`+2pk−2t) =

`(`+2)
4(k+2)
− (`−2t)2
4k
if t = 0, . . . , `
(k−`)(k−`+2)
4(k+2)
− (`−2t+k)2
4k
if t = `+ 1, . . . , k − 1
(C.4)
One minor comment is when t = ` either of the choices works in fact, since they are
equal.
From the modular transformation property of ŜU(2)k and Û(1) we can also get
that of the parafermions as follows (see Eq. (1.89) and its above)
S(`,r)(`′,r′) = 2√
k(k + 2)
sin
pi(`+ 1)(`′ + 1)
k + 2
e−ipirr
′/k. (C.5)
Now, instead of J±, let’s use J1+M/2+ ∼ ψei
√
2/k+Mφ, and J1+M/2− ∼ ψ†e−i
√
2/k+Mφ.
The subscript indicates the weight of the currents. The same locality condition tells
us that ψ(`,r) has to be multiplied by exp
[
i 1√
k(kM+2)
(kn+ r)φ
]
for any integer n.
Together with the J0 ∼ i∂φ and other fields with ` = 0, the new currents form an
extended chiral algebra. The character under this symmetry is now
1
η(τ)
k−1∑
t=0
χ(`,`−2t)
∞∑
p=−∞
q
[`−(Mk+2)t+kn+pk(Mk+2)]2
2k(Mk+2) . (C.6)
The independent multiplets correspond to ` = 0, . . . , k−1
2
and n = 0, . . . ,Mk + 1.
When M = 0, we get the original ŜU(2)k theory, as above. When M 6= 0, a little
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calculation shows that if 0 ≤ n ≤M`, the highest weight state in the multiplet is
ψ(`,`−2[ n
M
])e
i
`+nk−(Mk+2)[ n
M
]√
k(Mk+2)
φ
, (C.7)
while if M`+ 1 ≤ n ≤Mk + 1, the highest weight state in the multiplet is
ψ(`,`−2[n−1
M
])e
i
`+nk−(Mk+2)[n−1
M
]√
k(Mk+2)
φ
, (C.8)
where [x] denotes the closest integer to x. The way to show this is simply by adding
the weights of parafermion and the Û(1) part and finding the largest one in the
family. The weights of parafermions are calculated in (C.4).
We will call this character χ[`,r(`,n);s(`,n)], where
r(`, n) =
 `− 2[
n
M
] if 0 ≤ n ≤M`
`− 2[n−1
M
] if M`+ 1 ≤ n ≤Mk + 1
(C.9)
and
s(`, n) =
 `+ nk − (Mk + 2)[
n
M
] if 0 ≤ n ≤M`
`+ nk − (Mk + 2)[n−1
M
] if M`+ 1 ≤ n ≤Mk + 1
(C.10)
are the corresponding U(1) charges of the primary fields.
Under modular S transformation, the standard Poisson resummation result tells
us that
1
η(τ)
∞∑
p=−∞
q
(r+pN)2
2N →
N−1∑
s=0
1√
N
e
2piirs
N
1
η(τ)
∞∑
p=−∞
q
(s+pN)2
2N , (C.11)
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which gives the S transformation property of the combined theory as follows,
χ[`,r(`,n);s(`,n)](−1/τ)
=
k−1∑
t=0
k+1
2∑
`′=0
k−1∑
t′=0
2
k
√
(k + 2)(Mk + 2)
sin
pi(`+ 1)(`′ + 1)
k + 2
k(Mk+2)−1∑
s=0
e
2pii(`−2t−Mkt+kn)s
k(Mk+2)
−pii(`−2t)(`′−2t′)
k
χ(`′,`′−2t′)(τ)
η(τ)
∞∑
p=−∞
q
[s+pk(Mk+2)]2
2k(Mk+2)
=
2√
(k + 2)(Mk + 2)
k+1
2∑
l′=0
k(Mk+2)−1∑
s=0
sin
pi(`+ 1)(`′ + 1)
k + 2
k−1∑
t′=0
e
2pii(`+kn)s
k(Mk+2)
−piil(`′−2t′)
k
∞∑
n′=−∞
δs,l′−2t′+n′k
χ(`′,l′−2t′)
η(τ)
∞∑
p=−∞
q
[s+pk(Mk+2)]2
2k(Mk+2)
=
2√
(k + 2)(Mk + 2)
k+1
2∑
`′=0
Mk+1∑
n′=0
sin
pi(`+ 1)(`′ + 1)
k + 2
k−1∑
t′=0
e
2pii(`+kn)(`′−2t′+n′k)
k(Mk+2)
−pii`(`′−2t′)
k
χ(`′,`′−2t′)
η(τ)
∞∑
p=−∞
q
[`′−2t′+n′k+pk(Mk+2)]2
2k(Mk+2)
=
2√
(k + 2)(Mk + 2)
k+1
2∑
l′=0
sin
pi(`+ 1)(`′ + 1)
k + 2
k−1∑
t′=0
nt′+Mk+1∑
n′=nt′
e
2pii(`+kn)(`′+n′k)
k(Mk+2)
−piill′
k
χ(`′,l′−2t′)
η(τ)
∞∑
p=−∞
q
[l′−2t′−nt′k+n′k+pk(Mk+2)]2
2k(Mk+2)
=
k+1
2∑
`′=0
Mk+1∑
n′=0
S(`;n)(`′;n′)χ[`′,r(`′,n′);s(`′,n′)](τ) (C.12)
with
S(`;n)(`′;n′) = 2√
(k + 2)(Mk + 2)
sin
pi(`+ 1)(`′ + 1)
k + 2
e
pii(−M``′+2`n′+2`′n+2knn′)
Mk+2 . (C.13)
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We have repeated used the periodicity of χ(`, r). To make the formula simpler,
let’s define σ` =
1−(−1)`
2
, thus since k is odd, ` + σ`k is always even. Define n →
n− σ` − (`+σ`k)M2 , then we can show that
S(`;n)(`′;n′) = 2√
(k + 2)(Mk + 2)
sin
pi(`+ 1)(`′ + 1)
k + 2
(−1)``′e 2piiknn
′
Mk+2 . (C.14)
From the periodicity, we can still have n = 0, . . . ,Mk + 1. Notice if we use the new
parameter, the function of U(1) charges of highest weight states in terms of n has
to be modified. The S-matrix is now factorized into ` and n parts. For k = 3 and
M = 1 for example, this result reproduces what is given in the text, Eq. (1.98).
When k is even, the loop with ` = k/2 has only k/2 elements. Using our previous
notation, the k
2
th loop is simply {(k/2, k/2 + 2r)|0 ≤ r ≤ k/2 − 1}. The loop
is truncated because (k/2, k/2 + 2r) ≡ (k/2, k/2 + 2r + k). The character of the
multiplet in which the state ψ(k/2,k/2)e
i 1√
k(Mk+2)
(kn+k/2)φ
lives is
1
η(τ)
k
2
−1∑
t=0
χ( k
2
, k
2
−2t)
∞∑
p=−∞
q
[ k2−(Mk+2)t+kn+p
k(Mk+2)
2 ]
2
2k(Mk+2)
=
1
η(τ)
k−1∑
t=0
χ( k
2
, k
2
−2t)
∞∑
p=−∞
q
[ k2−(Mk+2)t+kn+pk(Mk+2)]
2
2k(Mk+2) . (C.15)
for n = 0, . . . ,Mk/2. Apart from the range difference, the character looks just the
same as the case when k is odd. So the calculation of the modular-S transformation
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matrix is almost the same as that.
χ[`;r(`,n);s(`,n)](−1/τ)
=
k
2
−1∑
l′=0
Mk+1∑
n′=0
S(`;n)(`′;n′)χ[`′,r(`′,n′);s(`′,n′)](τ) +
2√
(k + 2)(Mk + 2)
 Mk2∑
n′=0
+
Mk+1∑
n′=Mk
2
+1
 sin pi(`+ 1)(k2 + 1)
k + 2
e
pii(−M`k2 +2`n
′+kn+2knn′)
Mk+2
k
2
−1∑
t′=0
χ( k
2
, k
2
−2t′)(τ)
η(τ)
∞∑
p=−∞
q
[ k2−2t
′−Mkt′+n′k+pk(Mk+2)]2
2k(Mk+2)
=
k
2
−1∑
l′=0
Mk+1∑
n′=0
S(`;n)(`′;n′)χ[`′,r(`′,n′);s(`′,n′)](τ) +
2√
(k + 2)(Mk + 2)
Mk
2∑
n′=0
1 + (−1)`
2
e
pii(−M`k2 +2`n
′+kn+2knn′)
Mk+2
 k2−1∑
t′=0
+(−1)`+kn
k−1∑
t′= k
2
 χ( k2 , k2−2t′)(τ)
η(τ)
∞∑
p=−∞
q
[ k2−2t
′−Mkt′+n′k+pk(Mk+2)]2
2k(Mk+2)
=
k
2
−1∑
`′=0
Mk+1∑
n′=0
S(`;n)(`′;n′)χ[`′,r(`′,n′);s(`′,n′)](τ) +
Mk
2∑
n′=0
S(`;n)( k2 ;n′)χ[ k
2
,r( k
2
,n′);s( k
2
,n′)](τ)(C.16)
We saw that the S-matrix is the same as k odd case. The only difference is that
when k is even, the ` blocks are not of the same size. To simplify, the best we can
do is to make the redefinition n→ n− `M/2, then
S(`;n)(`′;n′) = 2√
(k + 2)(Mk + 2)
sin
pi(`+ 1)(`′ + 1)
k + 2
iM``
′
(−1)n`′+`n′e 2piiknn
′
Mk+2 . (C.17)
To summarize, the Zk-parafermions coupled with one Û(1), with symmetry gen-
170
erators J0 ∼ i∂φ, J+1+M/2 ∼ ψei
√
M+ 2
k
φ, and J−1+M/2 ∼ ψ†e−i
√
M+ 2
k
φ, will have
(k+1)(Mk+2)
2
multiplets. We can use the (`;n) to label them, with ` the parafermion
loop the state sits and together with n determines the Û(1) charge assignment. The
range of ` goes ` = 0, . . . , bk
2
c. And n = 0, . . . ,Mk + 1 except when ` = k
2
, in which
case n = 0, . . . , Mk
2
. One thing that we want to mention is that, although the process
requires that M 6= 0, the result we get for S-matrix can be generalized to the case
when M = 0.
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Appendix D
Key points in the Matlab coding
for ODE
To produce all the numerical results in Chapter 3 we used Matlab as our main
program. For ODE it has already built in some powerful solvers, so we do not have
to write them by ourselves. Almost all the ODE solvers in Matlab solve equations
in the format as the following
y′1 = f1({yi})
y′2 = f2({yi})
· · · · · · · · ·
y′n = fn({yi})
where fi’s are functions of {yi} without any derivatives.
The choice of functions depends on the following considerations:
1. The values of functions at any point should be finite.
2. Make sure there is no 0
0
anywhere in the process. Although it is sometimes
finite if we use L’Hospital’s rule, Matlab will not know. In fact, it will return
a NAN (not a number), which makes everything after that NAN.
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3. This criterion is not independent from the second one. To get rid of the poles at
r →∞, we need to put all the independent quantities to the leading positions
of our functions, in the limit of r →∞ (or wherever the integration ends).
As an example of the first consideration, it is not a good idea to choose f(r), s(r)
as two of our five independent functions, since f and s go as ∝ r2 when r →∞.
As an example of the second consideration, it is not a good idea to choose f(r),
s(r), Φ(r), ψ(r), ψ′(r) as our five independent functions, since
ψ′′ = − 1
fs
{[
2
r
fs+
1
2
(f ′s+ s′f)
]
ψ′ +
(
Φ2 +
2f
L2
)
ψ
}
has 0 in the denominator around r = r+.
To see how this is consistent with the third consideration, we can check the general
behavior of those fields when r →∞ as in (3.37) and (3.38).
f(r) = r2L2f0
(
1− 2M
r3
+ . . .
)
, s(r) =
r2
L2
(
1 +
ψ21
2r2
− 2M
r3
+
4ψ1ψ2
3r3
+ . . .
)
,
(D.1)
and
Φ(r) =
√
f0
(
µ− ρ
r
+ . . .
)
, ψ =
ψ1
r
+
ψ2
r2
+ . . . . (D.2)
The coefficients of the higher terms are totally determined by the parameters ap-
pearing here. We notice that when r → ∞, the effect of M is 0, so we cannot tell
what is the value of M if we only read the final value f(∞), or s(∞). And if we only
integrate to some big r in order to read off M , then we have the problem of having
to take the whole power series into account. We can only truncate at certain power,
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therefore we will not have any idea how big the error is. Because of this, the best
way is to define a function, with M in the leading term.
D.1 The general case
Taking into account of all three considerations, we find the following choice of func-
tions {yi} is a nice one, and works perfectly well when the scalar hair is not too
big.
√
f
s
= y1,
s =
r2
L2
[(
1 +
ψ2
2
)(
1 +
1
r
)
+
1
r2
+
y2
r3
](
1− 1
r
)
,
Φ = y3
(
1− 1
r
)
,
ψ =
y5
r
.
To make the integration region finite, we can take
x = 1− 1
r
as our integration variable, and take the last function as
y4 =
dy5
dx
.
We will not write down the equations here, since after changing the functions
they become very long. They can be found in our Matlab codes.
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Another important issue is although we are able to get rid of the poles in the
r → ∞ limit by a clever choice of functions to feed to Matlab, we cannot do this
at r = r+, since there are no 6 independent initial conditions around the horizon.
This is an essential property of the equations and cannot be cured by the choice of
functions. Fortunately, most of the time Matlab works very well for the following
method we used. We feed the equations “piecewisely” into the solver by breaking
the x region into x = 0 and x 6= 0. For x 6= 0 we plug in the ODE and for x = 0, we
solve all the {y′i(r+)} by hand. By doing this we do not introduce any extra error
(compared to what people usually do by taking the piecewise regions to be x <  and
x >= , with certain small number ). The only error is now from the ODE solver
of Matlab.
D.2 When q0 = 0
When q0 = 0, Φ(r) = 0 all the time. This case is only a special one of the general
equations we set up above, but it becomes very helpful for some of the cases where
the general equations do not work so well.
Φ(r) = 0 means we can further reduce the order of equations from 5 to 3 (not
just 4, since the y′3 = 0 gives a relation among the rest 4 functions). It turns out the
equations do not depend on L at all. So we are left with only parameter w1. We
choose to keep y1, y4 and y5, and it works well when w1 is not too big. For bigger
w1, we use different functions. No matter what w1 is, the solution always exists.
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D.3 When 0 < q0  1
Sometimes if q0 is too small, the general equations do not work well, since around
x = 0 it cannot tell the effect of nonzero Φ on the other functions from their already
big values. This error will introduce poles at x = 0. Fortunately in this case, since Φ
is very small, we can always do a linearization, as long as we keep control of the size
of perturbation. The way the solvers work in Matlab makes it possible to do that.
There is an option called “event” to keep an eye on certain quantity, in the way that
if it hits certain value, the integration will pause and wait for further instructions.
Here is how we introduce the perturbation for the functions in the q0 = 0 case,
√
f
s
= y1
(
1 + y3
2y6
)
,
s =
r2
L2
d
(
1− 1
r
)
+ y3
2 r
2
L2
[
y8y5
r2
(
1 +
1
r
)
+
y2
r3
](
1− 1
r
)
,
Φ = y3
(
1− 1
r
)
,
ψ =
y5 + y3
2y8
r
.
where y1, y4, y5 are the solutions solved at q0 = 0, and d is a known function of
y1, y4, y5 and x, which can be solved by using Φ
′ = 0. It is not hard to prove that
y3 is always increasing. At some point the perturbation will get big. The “event”
function will detect that and we can continue with functions and equations from
Section D.1.
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D.4 Around certain singular point
If the scalar hair is small, then f and s function are always increasing. But if we
keep increasing the hair, at some point, s function will begin to decrease. The bigger
ψ0 is, the smaller the s function hits. The natural question is whether it will ever
hit 0 if the hair is big enough. And if so, what does that mean? To answer the first
question, we cannot use the equations from Section D.1 anymore, because before s
hits 0, all the y′i will either return INF(infinity) or the value increases so fast that the
solver has to add too many mesh points, which tends to make the integration last
forever. In a word, we cannot have finite
0
in the equations. So we need to change the
equations again, to accommodate this s→ 0 problem. As an ODE problem it seems
hopeless. But if we go back to physics and recall the definition of s, it becomes much
clearer.
In general, we can always write a static, spherically symmetric metric as follows
ds2 = −h(`)dt2 + d`2 + r(`)2(dx2 + dy2).
We can do a coordinate transformation
r = r(`), f(r) = h(`),
and the metric now becomes
ds2 = −f(r)dt2 + dr
2
r′2
+ r2(dx2 + dy2).
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This is the ansatz we started with, with
s(r) =
(
dr(`)
d`
)2
.
There is one thing we should always remember when doing the coordinate transfor-
mation, that is the Jacobian has to be nonzero. Here it means r′(`) 6= 0. Hence, if
we use our original ansatz and find that s tends to be zero, that does not mean s will
become negative afterwards, or there is some mysterious signature changing process.
It simply means our choice of r coordinate is no longer a legitimate one, since the
Jacobian becomes 0. When s = 0, for any finite field y we have
dy
dr
=
dy
d`
d`
dr
→∞,
even when dy/d` is finite. So around that point, we do need to change to another
good coordinate system. The choice we made is to define a local radial coordinate z
such that
d`
dz
= r.
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The functions we picked are simply
y1 =
√
f,
y2 =
dr
d`
,
y3 = Φ,
y5 = ψ,
y4 =
dψ
d`
=
dψ
dr
y2.
It is easy to check all of these functions and their derivatives with respect to z are
finite around the singular point, since d`/dz 6= 0.
D.5 After the singular point
Passing the point of dr/d` = 0, r monotonically decays, until it hits zero. It means
either the spacetime is closed at the end of the integration, or there is a singularity.
After solving the equations tentatively, we find that the leading orders of these
functions are
f ∼ r−2, s ∼ r−2, Φ ∼ r−1, ψ ∼ r0.
And also using the power series expansion of the original equations we have
lim
r→0
r2f =
1
4
lim
r→0
rΦ.
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Therefore it is reasonable to use the following functions
r2f =
(
ry1 + y3
2
)2
,
r
dr
d`
= y2,
rΦ = y3,
ψ = y5,
dψ
dr
= y4.
In summary, due to the nonlinear and highly singular nature of our equations, it
is naive to solve the original functions in the original equations directly. To decide
what functions to use, we have to study the behavior of each function under different
situations. For nonlinear partial differential equations, there is no simple way that
can solve everything.
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Appendix E
Beyond AdS
In this appendix we will study what happens to the static, spherically symmetric
black hole solutions in Chapter 3 when the scalar hair around the horizon gets too
big. As we have mentioned in Section 3.3, the numerical results show that only certain
kind of initial conditions will lead to asymptotically AdS spacetime, that is, when
ψ0 or equivalently q0 is reasonably small. In Figure E.1 we have plotted the initial
conditions for various branches and the upper bound where AdS ceases to exist for
L = 10. With the abuse of language, we can say that the upper bound corresponds
to the branch infinity. According to Figures 3.12 to 3.15 of free energy, the states on
this “branch infinity” have temperature zero and the same energy as the extremal
black hole, so we can think of them as extremal hairy black holes, in the sense that
the temperature measured at infinity is zero and the free energy of the system is
the same as the extremal Reissner-Nordstrom-AdS black hole. The disappearance
of asymptotically AdS spacetime implies the the collapse of spacetime for the field
theory. From the dual theory point of view, however, this problem does not exist,
since one cannot go through a ladder of infinity number of unstable/metastable
states; the collapse of the world will never be seen by any observer. But the gravity
knows more. When the scalar hair is big, the radius r starts from r+, reaches some
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Figure E.1: The initial values of ψ20 and w1 for different branches when L = 10.
maximum value rmax and goes back to 0. Numerical results show that around r = 0
the metric looks like
ds2 ≈ −dt
2
r2
+ r2dr2 + r2(dx2 + dy2), (E.1)
after some global rescaling of the coordinates. Generically it is an essential singularity
since the Ricci scalar also diverges as r−2.
One might think that the reason why the spacetime now becomes compact is that
the large scalar hair wins the negative cosmological constant, and makes the final
Ricci curvature positive. But this is not the reason. In another model we studied,
where the m2 in front of |Ψ|2 is replaced by R/6, we got qualitatively the same
behavior. In that model we can show that R = −12/L2 no matter what solutions we
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take. So the closeness of the spacetime is not directly related the sign of the Ricci
scalar.
To get an idea what these solutions look like, we have plotted ψ(r) for some of
them in Figures E.2 to E.4. As the initial condition move away from the “branch
infinity”, ψ(r) oscillates less and less. Although no direct physical meaning at this
moment, we have also plotted in Figure E.5 initial conditions for ψ(r) to across zero
a couple of times until it hits zero at r = 0. Singular branch one (two and so on) in
Figure E.5 means ψ(r) hit 0 once (twice and so on) from r = r+ to r = 0. There is
certainly some pattern in it.
In fact, if we take a close look at (E.1), it looks just like the essential singularity
inside the black hole. What is really happening here is that above that line, we
thought we were solving equations of motion outwards and were expecting r to reach
183
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
r/(r+1)
ψ*
(r+
1)
Figure E.3: The dependence of ψ on r when w1 = 1.5, q
2
0 = 1.6.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
r/(r+1)
ψ*
(r+
1)
Figure E.4: The dependence of ψ on r when w1 = 1.5, q
2
0 = 2.
184
0 0.5 1 1.5 2 2.5 3 3.5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
 
w1
ψ 02
theory 1 branch 1
theory 1 branch 2
theory 1 branch 3
theory 1 branch 4
theory 2 branch 1
theory 2 branch 2
theory 2 branch 3
theory 2 branch 4
upper bound
singular branch 1
singular branch 2
singular branch 3
singular branch 4
Figure E.5: The initial values of ψ20 and w1 for more branches when L = 10.
infinity eventually, we were really solving them inwards. What made us believe that
it was outwards was simply the fact that we started from some initial r what we
called r+ and tried to solve the equations for r > r+. But that is not what we
mean by outside the black hole; an asymptotic region is what that really means.
Since the solutions ended up hitting a singularity with r = 0, our “r+” is really
r−. r increases around the horizon but eventually decreases. This leads to another
question, do we have other solutions for outside the black hole that were ignored due
to our misunderstanding of r+ and r−? To pursue even further, do we always have
two horizons other than the extremal case? What will happen if we start from our
solution inside the horizon, and try to solve it towards the other direction?
To answer these questions, let us expand our initial condition to w1 ≤ 0. If there
is no scalar hair, all the w1 < 0 lead to the solutions inside the black hole. The point
185
w1 = 0 corresponds to the extremal black hole, where the two horizons coincide. One
might think that with the introduction of scalar hair, there are still two horizons and
they meet when w1 = 0, since that means f(r) and s(r) have double pole at r = r+
which means r+ = r−. But as we can see from ψ′(r) = ψ0(1 − 2/w1) → ∞ along
with all the same problem of the higher derivatives of other fields, the coordinate r
is no longer a good one anymore when w1 = 0, if ψ0 6= 0. When w1 < 0, numerical
results show that starting from singularity, r monotonically increases. It will hit
r−, and then r+, and finally infinity. When w1 > 0 but with scalar hair above
the “branch infinity”, numerical results show that r increases first then decreases
to r−, and after passing r−, r monotonically decreases to 0 without meeting any
second horizon. Hence in this case, two singularities are connected by one horizon,
without any asymptotic region. w1 = 0 is then transition line of these two scenarios,
where the second horizon r+ is infinitely away. If one cross the “branch infinity”,
and complete the solution for the whole black by solve the equations of motion in
the opposite direction, one will find there is a critical value of ψ0c where r− goes
to 0. Above that value there is only one horizon. In summary, when w1 < 0 or
w1 > 0 with ψ0 < ψ0c there are two horizons. Each inside black hole solution with
w1 < 0 is connected to a outside black hole solution with w1 > 0 and ψ0 < ψ0c by
the spacetime between r− and r+. At w1 = 0 and ψ0 = 0 two horizons exist and
coincide. Solutions with w1 ≥ 0 and ψ0 ≥ ψ0c have only one horizon. Solutions with
w1 ≥ 0 and above the “branch infinity” do not have asymptotic region.
The bottom line is what we have solved before below “branch infinity” do cover
all the solutions outside the black hole, hence enough for the AdS/CFT purpose.
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Appendix F
Indicial equations
The analytical analysis we performed in Section 3.5 are based on the theory of
indicial equations in differential equations. An indicial equation[65], also called a
characteristic equation, is a recurrence equation obtained during application of the
Frobenius method of solving a differential equation. For simplicity we will review
the ODE version; the PDE version can be easily generalized. We will also focus on
the second order ODE’s; the higher order ones are similar.
For any second order ODE Y (x, f, f ′, f ′′) = 0, around any point x0 (assuming it
is 0) we can arrange all the terms with respect to the x powers
Y = xβ[A(f, f ′, f ′′) + xB(f, f ′, f ′′) + x2C(f, f ′, f ′′) +O(x3)],
with A(f, f ′, f ′′) 6= 0.
Alternatively we can also arrange as follows
Y = xα[P (f) + xQ(f, f ′) + x2W (f, f ′, f ′′) +O(x3)],
with at least one of P,Q,W nonzero. A simplest example will be Y = f ′′ = 0. It
has α = −2, P = Q = 0 and W = f ′′.
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Imagine we solve the ODE order by order. We will do a power series expansion for
Y =
∑
i Yix
i, each term Yi being a function of the power series expansion coefficients
of f =
∑
i fix
i. All {Yi} should vanish. For any power xλ in f , it first appears in the
xα+λ term of Y through f in P (f), f ′ in Q(f, f ′) and f ′′ in W (f, f ′, f ′′). Generically
we have Yα+λ = Uλfλ +Vλ, where Uλ and Vλ are functions of {fβ|β ≤ λ}. It is linear
in terms of fλ since this is the first time it appears (for the lowest order coefficient,
it might be nonlinear for a nonlinear ODE, but this exception does not cause a lot of
trouble in the analysis of the model we have in Chapter 3). By requiring Yα+λ = 0
we can solve a new coefficient fλ in terms of lower ones, or in other words, we do not
have any freedom to pick the value of fλ. On the other hand, if Uλ happens to be
zero, fλ can be anything (of course Vλ has to be 0 too). So locally, the number of
independent solutions of ODE is the same as number of solutions to Uλ = 0, usually
called indicial equation. It is obvious that Uλ only depends on P,Q,W , no higher
order is needed.
We are only dealing with second order differential equations here, so for any
Uλ = 0 there are always two solutions λ1,2. We have three different situations.
1. λ1 = λ2
The leading powers are xλ1 and xλ1 lnx,
f(x) = xλ1 [f0 + h0 lnx+ f1x+ h1x lnx . . . ].
Here f0 and h0 are free choices. All the other coefficients are determined by
these two.
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2. λ1 − λ2 6=integer
There are two independent leading powers xλ1,2 .
f(x) = xλ1 [f0 + f1x+ . . . ] + x
λ2 [d0 + d1x+ . . . ].
Here f0 and d0 are free choices.
3. λ1 − λ2 =integer6= 0
This case is a little more complicated (this appears in the renormalized action
of AdS/CFT in (d+ 1) spacetime dimensions with d even). Suppose λ1−λ2 =
n > 0, we definitely have a leading power xλ1 . If we do expansion
f(x) = xλ2 [f0+f1x+. . . fn−1xn−1+fnxn+hnxn lnx+fn+1xn+1+hn+1xn+1 lnx+. . . ]
f0 and fn are free. hn is determined by f0, if hn = 0, then all the hi = 0.
For PDE, the indicial equation becomes the determinant of a certain matrix, as
we see in Section 3.5.
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