Abstract : A general family of estimators for estimating the population mean of the variable under study, which make use of known value of certain population parameter(s), is proposed.
Introduction
Let y and x be the real valued functions defined on a finite population ( ) replacement from population U. In order to have a survey estimate of the population mean Y of the study character y, assuming the knowledge of population mean X of the auxiliary character x, the well-known ratio estimator is x X y t = 1 (1.1) Product method of estimation is well-known technique for estimating the populations mean of a study character when population mean of an auxiliary character is known and it is negatively correlated with study character. The conventional product estimator for Y is defined as Several authors have used prior value of certain population parameters (s) to find more precise estimates. Searls (1964) used Coefficient of Variation (CV) of study character at estimation stage. In practice this CV is seldom known. Motivated by Searls (1964) work, Sisodiya and Dwivedi (1981) used the known CV of the auxiliary character for estimating population mean of a study character in ratio method of estimation. The use of prior value of Coefficient of Kurtosis in estimating the population variance of study character y was first made by Singh et.al.(1973) . Later, used by Sen (1978) , Upadhyaya and Singh (1984) and Searls and Interpanich (1990) in the estimation of population mean of study character. Recently Singh and Tailor (2003) proposed a modified ratio estimator by using the known value of correlation coefficient.
In this paper, under SRSWOR, we have suggested a general family of estimators for estimating the population mean Y . The expressions of bias and MSE, up to the first order of approximation, have been obtained, which will enable us to obtain the said expressions for any member of this family. Some well known estimators have been shown as particular member of this family.
The suggested family of estimators-
Following Walsh (1970) , Reddy (1973) and Srivastava (1967) , we define a family of estimators
where a(≠0), b are either real numbers or the functions of the known parameters of the auxiliary variable x such as standard deviation ( x σ ), Coefficients of Variation (C X ), Skewness ( ( )
) and correlation coefficient (ρ).
To obtain the bias and MSE of t, we write Expressing t in terms of e's, we have Expanding the right hand side of (2.2) and retaining terms up to the second powers of e's, we
Taking expectation of both sides in (2.4) and then subtracting Y from both sides, we get the bias of the estimator t, up to the first order of approximation, as
From (2.4), we have
Squaring both sides of (2.6) and then taking expectations, we get the MSE of the estimator t, up to the first order of approximation, as
[ ]
Minimization of (2.7) with respect to α yields its optimum value as
Substitution of (2.8) in (2.7) yields the minimum value of MSE (t) as
The min. MSE (t) at (2.9) MSE (t) is same as that of the approximate variance of the usual linear regression estimator.
Some members of the proposed family of the estimators' t
The following scheme presents some of the important known estimators of the population ( )
In addition to these estimators a large number of estimators can also be generated from the proposed family of estimators t at (2.1) just by putting values of α ,g, a, and b.
It is observed that the expression of the first order approximation of bias and MSE/Variance of the given member of the family can be obtained by mere substituting the values of α ,g, a and b in (2.5) and (2.7) respectively.
Efficiency Comparisons
Up to the first order of approximation, the variance/MSE expressions of various estimators are: [ ]
where To compare the efficiency of the proposed estimator t with the existing estimators t 0 -t 13 , using (2.9) and (4.1)-(4.14), we can, after some algebra, obtain
Thus from (4.15) to (4.28), it follows that the proposed family of estimators 't' is more efficient than other existing estimators t 0 to t 13 . Hence, we conclude that the proposed family of estimators 't' is the best (in the sense of having minimum MSE).
Numerical illustrations
We consider the data used by Pandey and Dubey (1988) 
