We consider the problem of model selection type aggregation in the context of density estimation. We first show that empirical risk minimization is sub-optimal for this problem and it shares this property with all selectors. Using a penalty inspired by recent works on the Q-aggregation procedure, we derive a sharp oracle inequality in deviation under a simple boundedness assumption and we show that the rate is optimal in a minimax sense. Unlike the procedures based on exponential weights, this estimator is fully adaptive under the uniform prior. In particular, its construction does not rely on the sup-norm of the unknown density. By providing lower bounds with exponential tails, we show that the deviation term appearing in the sharp oracle inequalities cannot be improved.
Introduction
We study the problem of estimation of an unknown density from observations. Let (X , µ) be a measurable space. We are interested in estimating an unknown density f with respect to the measure µ given n independent observations X 1 , . . . , X n drawn from f . We measure the quality of estimation of f by the L 2 squared distance
where δ n,M is a small quantity and d n,M (·) is a function of ε that we call the deviation term. We are only interested in sharp oracle inequalities, i.e., oracle inequalities where the leading constant is C = 1, since it is essential to derive minimax optimality results. We consider only deterministic functions for f 1 , . . . , f M . They cannot depend on the data X 1 , . . . , X n . A standard application of this setting was introduced in Wegkamp [17] : given m + n i.i.d. observations drawn from f , use the first m observations to build M estimatorsf 1 , . . . ,f M , and in a second step use the remaining n observations to select the best among the preliminary estimatorsf 1 , . . . ,f M . A related problem is selecting the best estimator from a familyf 1 , . . . ,f M where these estimators are built using the same data used for model selection or aggregation. Such problems were recently considered in Dalalyan and Salmon [3] and Dai et al. [1] for the regression model with fixed design.
We are also interested in deriving sharp oracle inequalities with prior weights on the model {f 1 , . . . , f M }. To be more precise, for some prior probability distribution π 1 , . . . , π M over the finite set {f 1 , . . . , f M } and any ǫ > 0, our estimatorf n should satisfy with probability greater than 1 − ε
for some positive constant β and some deviation term d n,M (·). The Mirror Averaging algorithm [5, 4] is known to achieve a similar oracle inequality in expectation. The analysis of Juditsky et al. [5] shows that the constant β scales linearly with the sup-norm of the unknown density, which is also the case for the results presented here. Model selection techniques with prior weights were used in order to derive sparsity oracle inequalities using sparsity pattern aggregation [14, 11, 4] .
Another related learning problem is that of model selection when the model is finite dimensional with a specific shape, for example a linear span of M functions or the convex hull of M functions. This is the aggregation framework and it has received a lot of attention in the last decade to construct adaptive estimators that achieve the minimax optimal rates, especially for the regression problem [15, 10, 14, 8, 11] but also for density estimation [18, 7, 12] .
The contributions of the present paper are the following:
• We derive a sharp oracle inequality in deviation for the empirical risk minimizer over the discrete set {f 1 , . . . , f M }. The result is given in Theorem 2.2.
• Using a penalty inspired by recent works on the Q-aggregation procedure [9, 2] , we derive a sharp oracle inequality in deviation for penalized empirical risk minimization with the penalty (3.3). The result is given in Theorem 3.1. Corollary 3.1 shows that the procedure is fully adaptive under the uniform prior, i.e., it does not need any prior knowledge about the unknown density f . This is an improvement over previous methods [5, 4] based on exponential weights as they satisfy the sharp oracle inequality only in expectation and they are not fully adaptive for the uniform prior.
• We provide lower bounds which show that the optimal rate and the deviation term appearing in the sharp oracle inequalities of Theorem 2.2 and Corollary 3.1 cannot be improved.
The paper is organized as follows. In Section 2 we show that empirical risk minimization achieves a sharp oracle inequality with slow rate, but this rate cannot be improved among selectors. In Section 3, we define a penalized procedure that achieves the optimal rate log M n in deviation, and we provide a lower bound that shows that neither the rate nor the deviation term can be improved. Section 4 proposes a definition of minimax optimality in deviation and shows that it is satisfied by the procedures given in Sections 2 and 3. Section 5 is devoted to the proofs.
Sub-optimality of selectors
Define a selector as a function of the form fĴ whereĴ is measurable with respect to X 1 , . . . , X n with values in {1, . . . , M }. It was shown in the regression framework [5, 11] that selectors are suboptimal and cannot achieve a better rate that σ log M n where σ 2 is the variance of the regression noise. The following theorem extends this lower bound for selectors to density estimation. The underlying measure µ is the Lebesgue measure on 
where P f denotes the probability with respect to n i.i.d. observations with density f and the infimum is taken over all selectorsŜ n .
The proof of Theorem 2.1 is given in Section 5. It can be extended to other measures as soon as the underlying measurable space allows the construction of an orthogonal system such as the one described in Proposition 5.5 below.
For any g ∈ L 2 (µ), define the empirical risk
The empirical risk (2.1) is an unbiased estimator of the risk (1.2). In order to explain the idea behind the proof of our main result described in Theorem 3.1, it is useful the prove the following oracle inequality for the empirical risk minimizer over the discrete set {f 1 , . . . , f M }.
Theorem 2.2. Suppose that the functions
. . , M , with no assumption on the unknown density f . Definê
Then for any x > 0, with probability greater than 1 − exp(−x),
Together with Theorem 2.1, Theorem 2.2 shows that empirical risk minimization is optimal among selectors. Unlike the oracle inequality of Theorem 3.1 below, this result applies for any density f , with possibly f ∞ = ∞. Its proof relies on the concentration result given in Proposition 5.2 which is close to Bennett's inequality. Concentration arises naturally to prove oracle inequalities for empirical risk minimizers, since for some fixed function g, the quantity R n (g) − R(g) is concentrated around 0.
Proof of Theorem 2.2. We will use the following notation that is common in the literature on empirical processes. For any g ∈ L 2 (µ), define
2)
With this notation, the difference between the real risk (1.2) and the empirical risk (2.1) can be rewritten
We can control the right hand side of the last display using the concentration inequality (5.2) with a union bound over j = 1, . . . , M . For any t > 0, with probability greater than 1 − M exp(−t),
. Setting x = t − log M yields the desired oracle inequality.
By inspecting the short proof above, we see that the slow rate term x+log M n comes from the variance term in the concentration inequality (5.2).
We can draw two conclusions from Theorems 2.1 and 2.2.
• In order to achieve faster rates than log M n , we need to look for estimators taking values beyond the discrete set {f 1 , . . . , f M }. In the following section, we will consider estimators taking values in the convex hull of this discrete set.
• The proof of Theorem 2.2 suggests that a possible way to derive an oracle inequality with fast rates is to cancel the variance term in the concentration inequality (5.2). In order to do this, we need some positive gain on the empirical risk of our estimator. Namely, for some oracle J * we would like our estimatorf n to satisfy R n (f n ) ≤ R n (f J * ) minus some positive value. This value is given by the strong convexity of the empirical objective in Proposition 3.1.
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Define the simplex in R M :
Given a finite set or dictionary {f 1 , .
In particular, f j = f e j where e 1 , . . . , e M are the vectors of the canonical basis in R M .
3 Optimal exponential bounds for a penalized procedure
From strong convexity to a sharp oracle inequality
In this section we derive a sharp oracle inequality for the estimator fθ whereθ is defined in (3.2). Define the empirical objective H n and the estimatorθ by
for some positive constant β and
is a complexity penalty that assigns different weights to the functions f j according to their importance, in order to achieve an oracle inequality such as (1.3). The penalty (3.3) as well as the present procedure are inspired by recent works on Qaggregation in regression models [13, 2, 9] . The choice of the coefficient 3) can be seen as the variance of such a random variable whose distribution is given by θ. More precisely, let η be a random variable with P (η = j) = θ j for all j = 1, . . . , M . Denote by E θ the expectation with respect to the random variable η.
which is the variance of the random point f η . The penalty (3.3) vanishes at the extreme points:
and pen(θ) increases as θ moves away from an extreme point e j . Thus we convexify the optimization problem over the discrete set {f 1 , . . . , f M } by considering the convex set
} which is exactly the convex hull of {f 1 , . . . , f M }, and we penalize by the variance of the random point f η . We propose an estimator fθ based on penalized empirical risk minimization over the simplex, withθ defined in (3.2) . This estimator satisfies the following oracle inequality.
. , M , and assume that the unknown density
The following proposition specifies the property of strong convexity of the objective function H n (·) defined in (3.1), which is key to prove Theorem 3.1.
Proposition 3.1 (Strong convexity of the empirical objective). Let H n andθ be defined by (3.1) and (3.2), respectively. Then for any
For any θ ∈ Λ M , empirical risk minimization only grants the simple inequality
but with Proposition 3.1 we gain the extra term
To prove Theorem 3.1, we will use this extra term to compensate the variance term of the concentration inequality given in Proposition 5.3. The proof of Proposition 3.1 is given in Section 5.3. We now give the proof of our main result, which is close to the proof of Theorem 2.2 except that we leverage the strong convexity of the empirical objective H n .
Proof of Theorem 3.1. Note that pen(e j ) = 0 for j = 1, . . . , M and let
Using (3.5) of Proposition 3.1
where we used Proposition 5.1 with g = f J * for the last display. Using (2.3), we get
and the notation P and P n is defined in (2.2) and (2.3). The quantity Z n is affine in θ and an affine function over the simplex is maximized at a vertex, so almost surely,
To complete the proof, we use a union bound on k = 1, . . . , M together with M j=1 π j = 1 and (3.6): 
The oracle inequality (3.4) is best when β is small. Thus the choice ν = The estimatorθ of Theorem 3.1 is not adaptive since its construction relies on L, an upper bound of the sup-norm of the unknown density. However, in the case of the uniform prior π j = 1/M for all j = 1, . . . , M , Corollary 3.1 below provides an estimator which is fully adaptive: its construction depends only on the functions f 1 , . . . , f M and the data X 1 , . . . , X n . A similar adaptivity property was observed in [9] in the regression setting.
Corollary 3.1 (Adaptive estimator). Assume that the functions
f 1 , . . . f M satisfy f j ∞ ≤ L 0 for all j = 1, . .
. , M , and assume that the unknown density
Proof of Corollary 3.1. With the uniform prior, π j = 1/M for all j = 1, . . . , M , the quan-
is also a minimizer of the empirical objective (3.1) used in Theorem 3.1. Thus, the estimator fθ satisfies (3.4) which completes the proof.
Corollary 3.1 is in contrast to methods related to exponential weights such as the mirror averaging algorithm from [5] as these methods rely on the knowledge of the sup-norm of the unknown density. The method presented here is an improvement in two aspects. First, the estimator of Corollary 3.1 is fully data-driven. Second, the sharp oracle inequality is satisfied not only in expectation, but also in deviation.
However, the method of Theorem 3.1 loses this adaptivity property when a non-uniform prior is used, and we do not know if it is possible to build an optimal and fully adaptive estimator for non-uniform priors.
A lower bound with exponential tails
The following lower bound shows that the sharp oracle inequality of Corollary 3.1 cannot be improved both in the rate and in the tail of the deviation. 
Let L > 0 and d ≥ 1. Let F be the class of densities f with respect to the Lebesgue measure on
where the infimum is taken over all estimatorsT n and P f denotes the probability with respect to n i.i.d. observations with density f .
Notice that the restriction log(M )+x n < 3 is natural since the estimatorT * n ≡ 0 achieves a constant error term and is optimal in the region log(M )+x n > c for some absolute constant c. Indeed, as the unknown density satisfies f ∞ ≤ L, we have with probability 1:
Thus it is impossible to get the lower bound of Theorem 3.2 for arbitrarily large x+log M n .
Minimax optimality in deviation
The goal of this section is to state a minimax optimality result based on the lower bound of Theorem 3.2 and the sharp oracle inequality of Corollary 3.1. In this section, the underlying measure µ is the Lebesgue measure on R d for some integer d ≥ 1.
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Minimax optimality in model selection type aggregation is usually defined in expectation [15] , by studying the quantity
where the infimum is taken over all estimatorsT n , F is a class of possible functions for the dictionary and F d is the class of all densities satisfying some general constraints.
Let µ be the Lebesgue measure on R d and for some L > 0, let F = {g ∈ L 2 (µ), g ∞ ≤ L} and F d be the set of all densities f with respect to µ satisfying f ∞ ≤ L. Then, by an integration argument, Corollary 3.1 and Theorem 3.2 provide the following bounds for some absolute constant c, C > 0 and any M ≥ 2, n ≥ 1:
This shows that
is the optimal rate of convergence in expectation for model selection type aggregation under the boundedness assumption.
But our results are stronger that the above optimality in expectation since the deviation term in the sharp oracle inequality of Corollary 3.1 and in the lower bound of Theorem 3.2 are the same up to a numerical constant.
The central quantity when dealing with optimality in deviation is, for t > 0,
The results of Section 3 provide upper and lower bounds for this quantity.
We propose the following definition of minimax optimality in deviation.
Definition 4.1 (Minimax optimality in deviation)
. Let F be a subset of L 2 (µ) and F d be a set of densities with respect to the measure µ. Let E n be a set of estimators. Denote by P
where c, c ′ > 0 are constants independent of n, M and t.
The following proposition is a direct consequence of Corollary 3.1 and Theorem 3.2. 
where 1 A denotes the indicator function of the set A. Then for all t > 0,
Proof. The regime t > L corresponds to the trivial case where (3.8) holds andT * n = 0 is an optimal estimator. In this regime p n,M (t) = 0.
For t ≤ L, by setting t = β
log(M )+x n in Corollary 3.1 , we get
while Theorem 3.2 implies that
Similarly, the results of Section 2 imply the following proposition. 
Thus, q n,M (·) is an optimal tail distribution over (S n , F, F d ) according to Definition 4.1.
Proof. The regime t > L can be treated similarly as in the proof of Proposition 4.1.
For this definition of t and
and Theorem 2.1 implies
Proofs

Bias-variance decomposition
As discussed in Section 3, the penalty can be viewed as the variance of a random element of the discrete set {f 1 , . . . , f M } and it satisfies the following bias-variance decomposition.
where pen(·) is the penalty defined in (3.3) .
Proof. Let η be a random variable with P (η = j) = θ j for all j = 1, . . . , M . Denote by E θ the expectation with respect to the random variable η. Then E θ [f η ] = f θ and the bias-variance decomposition yields
which is exactly the desired result. 
Concentration inequalities
It is known that Bennett's inequality is stronger than Bernstein inequality. Proposition 5.2 is an intermediary result: it is a consequence of Bennett's inequality and it is stronger than Bernstein inequality. Indeed, Bernstein inequality yields
.
, we can reverse this expression, which yields x = t 2 /2 v+bt/3 . We get that Bernstein inequality is equivalent to
Because of the extra term
9 , Proposition 5.2 is stronger than Bernstein inequality. We could not find a proof of Proposition 5.2 in the literature, so we give a short proof below for the sake of completeness.
Proof of Proposition 5.2. Bennett's inequality yields
It is enough to prove that for any t ≥ 0, φ(t) ≥ 0 where φ(t) = h( √ 2t + t 2 /3) − t 2 . The inequality φ(t) ≥ 0 can be shown by studying the monotonicity of the first derivatives of φ: φ(0) = φ ′ (0) = φ ′′ (0) = 0 and for all t > 0,
The following one-sided concentration inequality is a direct consequence of Proposition 5.2 and the inequality 2 √ uv ≤ 
where the notation P and P n is defined in (2.2) . Then for all x > 0,
Proof of Proposition 5.4. As the unknown density f is bounded by L,
Thus almost surely , we get that for any t > 0 with x = t + log 1 π ,
Strong convexity
Proof of Proposition 3.1. We will first prove that for any θ, θ ′ ,
Using the bias-variance decomposition of (5.1) with g = 0, we get
Thus H n can be rewritten as
where L is affine in θ. If we can prove
3) holds. By simple properties of the norm,
where G is the Gram matrix with elements
The function H n is convex and differentiable. Ifθ minimizes H n over the simplex, then for any θ ∈ Λ M , ∇H n (θ), θ −θ ≥ 0 which proves (3.5). 
Tools for lower bounds
The normalizing constant 
The following comparison holds
Furthermore, if n ≥ 1 and P ⊗n denotes the n-product of measures P with the convention
The proof of (5. 
Proof of Corollary 5.1. For any estimatorT n , for any j = 0, . . . , m define the events
These events are disjoint because of the triangle inequality and (5.6). Applying Lemma 5.1 completes the proof. 
Lower bound theorems
and for j ≥ 2
Since log M +x n < 3, these functions are densities and satisfy f j ∞ < L. For any j = k,
and (5.7) is true with equality when j = 1. If P ⊗n k denotes the probability with respect to n i.i.d. random variables with density f j , the properties given in Proposition 5.6 give that for any k ≥ 2,
Applying 
for some γ ∈ (0, 1 2 ) that will be specified later. Due to the properties of the (ǫ j ), the following holds for any j = k
Thus ifŜ n is any selector taking values in the discrete set {f 1 , . . . , f M }:
Let P ⊗n k be the product measure associated with n i.i.d. random variables drawn from the density d k . Equation (5.8) ensures that with probability P ⊗n j (Ŝ n = f j ), the excess risk is 2Lγ.
The Kullback-Leibler divergence of two measures can be bounded using Proposition 5.6 where the Kullback and the χ 2 divergences are defined. Indeed, for any k = 1, 
