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ABSTRACT 
An analysis is presented for the convergence of an iterative technique for 
computing the dominant left eigenvector of a nearly uncoupled (nearly completely 
decomposable) stochastic matrix. The technique combines the power method and 
Rayleigh-Ritz refinement to force rapid convergence to the stationary probability 
vector of the associated Markov Chain. 
1. INTRODUCTION 
A nearly uncoupled matrix, or nearly completely decomposable matrix, is 
one which by a symmetric permutation of its rows and columns can be 
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brought to the form 
A= 
/All El2 ... El, 
E 21 42 ... E2I 
i * 
E,, Ei2 . . . A,, 
\ 
04 
I 
where the diagonal blocks Aii are square and have components large com- 
pared with those of the off-diagonal blocks Eij. In this paper we shall be 
concerned with nearly uncoupled, stochastic matrices. These matrices arise in 
the modeling of systems whose components can be grouped into aggregates 
that are loosely connected to one another (for a survey of applications in the 
computer sciences see [l]). 
Because A is stochastic, 
Al=l, 
where l=(l,l,..., l)r, and one is a dominant eigenvalue of A with right 
eigenvector 1. It will prove convenient later to write 
x=1. 
If A is further assumed to be irreducible,’ then the eigenvalue one is simple 
and there is a unique positive left eigenvector y satisfying 
yTA = yT, yTx = 1. 
If the chain is ergodic, then A is primitive, and there are no other eigenvalues 
of A with absolute value one; for any z > 0 with zTx = 1, the vectors nTAk, 
k=l,2,..., converge to y; i.e., y is the steady-state vector of the system 
modeled by A. The chief object of this paper is to analyze a method for 
improving an approximation to y. 
To motivate the method, it will be necessary to describe the structure of 
the eigensystem of the nearly uncoupled matrix A, a structure which was first 
noted by Simon and Ando [3]. Typically (in a sense to be made precise in 
Section 3) A will have the spectral decomposition 
A = xyT + X2 A2Y; + X, A,Y,T, (1.3) 
‘We shall use the terminology in [6]. 
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where 
1 z-1 n-z 
(x9 x,, x,)-‘=(;,z?21,n$T. (l-4 
The columns of the matrices Xi ( Yi) span right (left) invariant subspaces of A, 
and the Ai are the representations of A on the column spaces 9(Xi) with 
respect to the columns of Xi. If we set E equal to the spectral norm of the 
off-diagonal blocks of A, i.e.,’ 
&=/IA-diag(A,,, A,,,...,A~~)II, (1.5) 
then typically the eigenvalues of A, will be 1 - O(E), while the eigenvalues of 
A, will be uniformly bounded away from one. 
Now let z > 0 with zrx = 1. Then from (1.4) 
where 
g,=X;z (i=2,3). 
From (1.3), (1.4), and (1.6) 
nTAk = yT + g;Yz’A”z + g;YsTAk,. 0.7) 
Since for small E the eigenvalues of A, have modulus less than those of A,, the 
matrix A: approaches zero faster than Ak,, at least asymptotically. Thus the 
approach of zTAk to yT proceeds in two stages: a fast transient, during which 
gTY,TAk, becomes negligible, and a slow transient, during which gzY,TAk, 
becomes negligible. 
The presence of the slow transient makes the computation of y difficult 
when A is so large that one must resort to very simple algorithms, such as the 
power method or some form of relaxation. These methods reduce the compo- 
nent of .z along Y, satisfactorily, but they reduce the component along Ys only 
slowly. We propose to supplement these methods by the periodic application 
‘Here and in the sequel, II.11 denotes the spectral norm. 
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of a technique that reduces the component along Ys. To describe this 
technique we must first introduce some notation. 
Suppose that Aii is of order ni. Set 
where 0, and I, denote the zero and identity matrices of order n. Thus if 
zT =(& z;,..., zT> is partitioned conformally with A, then .z’P, = 
CO,..., 0, z;, 0,. . . ,O). For any vector z > 0 set 
where II * II1 denotes the l-norm. Let 
and recalling that x = 1, let 
s= (PIX, P2x )..., P,x). 
Then it is easily verified that 
vz = sTx, (1.8) 
z = T,v, , (1.9) 
and 
T,TS = 1. (1.10) 
The matrix TV, formed from the parts of the eigenvector y, plays an 
important role in the theory of nearly uncoupled Markov chains. Specifically, 
we shall show that under suitable assumptions there are matrices V, and F, 
such that 
(y,Y,)=T,(v,,V,)+(O,F,) (1.11) 
where (1 Fzll = O(E). Equation (1.11) says that not only does y he in 9( T,), but 
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so, up to terms of order E, does kZ(Y2). Thus, the slow transient is made up of 
the same pieces, approximately, as the steady state. 
This observation has important computational consequences. In (1.7) set 
Yi = llgill (i = 1,2), (1.12) 
and assume for the moment that ya = 0, i.e., that the fast transient has been 
purged from z. From (1.6) and (1.11) it follows that 
Hence 
wipiY 
pi’= ,lpiyl, + piF2g2* 
If as E, yz - 0, we have 
wi- l= O(l), 
then 
T, = TV + 0(&y2). 
Hence from (1.9) 
(1.13) 
(1.14) 
(1.15) 
and the error in Tzu, is less by a factor of E than the error in z. 
The foregoing suggests that when ya is small, there will exist an improved 
approximation to y in S’(T,). To extract it we must be able to compute an 
approximation to oV [cf. (1.15)]. A method for doing this may be motivated as 
follows. 
Let 
B, = TY’AS. (1.16) 
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By (1.8), (1.9), and (1.16) 
v*B = v*T*AS 
Y Y Y Y 
= y*AS 
= y*s 
=V y’* (1.17) 
Thus vy is a left eigenvector of By corresponding to the eigenvalue one. Now if 
we define in analogy with (1.16) 
then 
B, = T,*AS, 
B,l = T,*ASl 
= T,TAl 
= T,*l 
= 1. (1.18) 
Hence B, is stochastic. From the irreducibility of A, it follows that B, is 
irreducible. Hence B, has a unique left eigenvector f& > 0 corresponding to 
one with 11 iJ 11  = 1. Since from (1.14) B, approximates By, we shall take 3Z as 
an approximation to vy , and hope that .Z = T,i& is a better approximation to y 
than z. Thus our algorithm for computing an improved approximation Z to yi 
goes as follows: 
ALGORITHM 1.1. 
1. B, = T,*AS; 
2. compute the eigenvector iJ ( /lCZ1ll = 1) corresponding to the eigenvahre 
one of B,; 
3. iY = T-i&. 
In this form, our algorithm is seen to be a Rayleigh-Ritz technique for 
obtaining an approximate eigenvector 2 from an approximate invariant sub 
space .G%‘(T,). Unfortunately, in this particular case the method is far from easy 
to analyze. The reason is that in typical applications we shall have By = I + 
O(E), and the eigenvalues of By will be separated from one by at most 
quantities of order E. Now (1.14) would suggest that B, is an 0( ey2) 
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approximation of Bv, in which case the poor separation of the eigenvalues of 
BY would make fiZ no better than an O(ys) approximation to Up, which is no 
improvement at all. However, a deeper analysis of the structure of the 
eigensystem will enable us to show that, when ys = 0, BY = B_ + O(&), 
from which we can conclude that Q = q, + 0( .syi ). 
This paper is organized as follows. The next section is devoted to two 
preliminary lemmas. Section 3 begins with a precise statement of what is 
meant by the word “typical,” which has been used without definition 
throughout this section. Then, under assumptions of “typicality,” we establish 
a theorem describing the spectral structure of nearly uncoupled stochastic 
matrices. In Section 4 the Rayleigh-Ritz method is analyzed. Section 5 is 
devoted to practical considerations and a numerical example. 
2. PRELIMINARY LEMMAS 
In this section we establish two results that we shall need later. The first 
result concerns the construction of pairs of inverse matrices. 
LEMMA 2.1. Let x and y satisfy yTx = 1. Then there are matrices J and K 
such that 
(XJ-‘= YT 
i 1 KT ’ (2.1) 
Mmovfl, Ml = 1 ad ll4l = II41 Ilvll. 
Proof. Let X = x/]]x]] and Ij = y/]]y]]. Let the columns of K (j) form an 
orthonormal basis for the space orthogonal to X (ij). Then (3F, K), (5, j), and 
are orthogonal matrices. By a theorem on partitioned orthogonal matrices [5], 
there are orthogonal matrices U and V such that 
8 D. F. MCALLISTER ET AL. 
If we now set J = .iU and 
K=KV ;-I ; ) ( i 
then J and K satisfy (2.1). Moreover, since KV has orthonormal columns and 
I G 1141 IIVIL 
Il~ll = Y-l = (f’v>- l = llxll Ilvll. n 
In our applications we shall always have x = 1 and y > 0. This implies that 
I I K I I 6 6. Thus in this case, the condition number 
KKL ])I = II(x9 IMY~ K)ll 
G (Il4l+ IlJll)(llvll+ lFll> 
< (1+dq2 
is bounded by a number that is independent of x and y. We shall need this 
fact later. 
The next result concerns the diagonalization of a nearly block diagonal 
matrix. 
LEMMA 2.2. In the matrix 
let 
Zf 
(2.3) 
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there are matrices P and Q satisfying 
(-; p’)(E 3(; -:l’)[(Z+~J-l (Z+&l 
=B 0 
i I 0 C’ 
Moreover, 
and 
B = (I + QTP)(B + ZZP)(Z + QTZy 
such that 
(2.5) 
W-3) 
c=(Z+PQT)(C-GQT)(Z+PQT)-‘. (2.7) 
(2.4) 
Proof It is shown in [4] that (2.3) is sufficient for the existence of 
matrices P and Q satisfying (2.4) such that 
C-P I)(: F)(i)=0 
and 
(1 QT,( z a)( -,y’)=O. 
(2.8) 
(2.9) 
It is easily seen that (2.8) and (2.9) are sufficient for the diagonality of the 
product (2.5). 
To establish (2.6), note that from (2.5) 
= [B+HP+Q~(G+C~)~(Z+QTP)-~. (2.10) 
10 
But from (2.8) 
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G+CP=P(B+HP), (2.11) 
and (2.6) follows on combining (2.10) and (2.11). 
Equation (2.7) is established similarly from (2.5) and (2.9). n 
This lemma will be used repeatedly to obtain error bounds for eigenvec- 
tors and invariant subspaces. The number 6(B, C) defined by (2.2) satisfies 
a(& C) < min{ IA(B)--A(C)/}, 
where h(B) [h(C)] is the set of eigenvalues of B [Cl. Thus 6( B, C) is a lower 
bound on the distance between the spectra of B and-C. However, the number 
6( B, C) has an advantage not shared by the spectral separation: it is a 
Lipschitz continuous function of B and C in the sense that 
3. THE STRUCTURE OF NEARLY UNCOUPLED 
STOCHASTIC MATRICES 
In this section we shall show how the spectrum of a typical nearly 
uncoupled stochastic matrix behaves as its off-diagonal blocks approach zero. 
Since we are not interested in specific error bounds, we shall cast our results 
in terms of order symbols involving E, as defined by (1.5). 
The first step is to define what we mean by typical. Essentially, we shall 
require that the spectrum of A, in (1.3) be bounded away from one as E + 0 
and that the spectrum of A, approach one no faster than E + 0. However, the 
precise conditions will be stated in terms of the function 6 introduced in the 
last section. Let llyll i = 1, and write 
,. 1 Yl 0 . . . O\ 
0 ij2 ... 0 
T,= . . . . . . 
(j ;, . . . & 
Letxj=1E~n’(i=1,2,..., Z), so that @ri = 1. Hence by Lemma 2.1 there 
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are matrices Ji and Ki such that 
Set 
J= 
(xi> Ii)-’ = (Qi7 Ki)T* 
i J1 0 J2 0 ... 0 
. . 
. . . . 
\ 0 0 ... J[ 
Then it is easily verified that 
\ 
> K= 
, 
0 K2 * . . . 
6 6 
Write 
. . . 0 
. . . 0 
. . . 
i, 
(3.1) 
1 
I 
(3.2) 
(3.3) 
where BY is the same as in (1.16). Set 
S,=6(B,,A,). 
Then our first typicality requirement is that 6, be uniformly bounded below 
by zero, i.e., 
E/B= = O(E). (3.4) 
To state the second requirement, let u = 1 E 9%“‘. Then (1.18) implies that 
u is a right eigenvector of BY corresponding to the eigenvalue one. The 
vector vY, which by (1.17) is a left eigenvector of BY, satisfies vzu = 1. Hence 
by Lemma 2.1, there are matrices Us and V, such that 
Now VzTByu=VzTu =0 and vtB,,U2 = v,'Q = 0. Hence we may write 
(3*5) 
12 
defining A,. Let 
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a,, = 6(1, A,). 
Then we require that 
E/&s = O(1). (3.6) 
Finally we require an assumption that will ensure that (1.13) holds, so that 
9(Tz) contains an improved approximation to y. The requirement that 
works is 
IIPiyII;‘I(l~~~)~l=o(l) (i=1,2 )...) I). (3.7) 
In other words, we require that no part of the partitioned eigenvector y go to 
zero as E + 0. 
Note that counterexamples to one or more of the above conditions are 
easy to find. In particular, the matrix 
‘l-s2 E2 0 0 
A= E2 ~-E-E’ E 
0 E2 l-2E2 Et 
\ 0 0 E2 I- E2 
approaches I as E + 0 and therefore cannot satisfy (3.4) under any nontrivial 
partitioning. Moreover, yT = (2 + 2~) - ‘(E, e, 1, l)T, so that A does not satisfy 
(3.7) when it is partitioned into 2 X2 blocks. What is at work here is an 
asymptotic reducibility in the diagonal blocks coupled with a nonuniform 
approach of the off-diagonal blocks to zero. However, in spite of this and 
similar examples, our experience is that the nearly uncoupled matrices arising 
in practice behave pretty much as the conditions (3.4), (3.6), and (3.7) would 
suggest, and that is why we tentatively call this behavior typical. 
Actually, the basic result on the structure of a nearly uncoupled stochastic 
matrix requires only that we assume (3.4) and (3.7). In stating the theorem 
below we make free use of notation introduced earlier. 
THEOREM 3.1. Let the matrix A satisfy (3.4) and (3.7). Then there are 
matrices P and Q satisfying 
IlPlL IIQII = O(E) (3.6) 
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such that A has a spectral decomposition of the fm (1.3) with 
x=su, 
y=Tv 
Y Y’ 
x2 = su2 + JP + o( E2)) 
Y2 = Tyv, + KQ, 
X, = J- SU,QT+ O(e2), 
Y, = K - TyV2P, 
A, = A, + 0( e2), 
A, = A, + O(E~). 
lf we define E, and F2 by 
X, = SC%. + E,, Y, = TyvZ + F, 
[so that E, = IP + O(c2) and F2 = KQ], then 
F,Tpi( x, X2) = 0( E’) and (Y,Y,)~P~E, = 0(e2). 
Moreover, 
Y,‘pi(x, X2) = O(E) and (Y,Y,)~P,X, = O(E). 
13 
(3.9.1) 
(3.9.2) 
(3.9.3) 
(3.9.4) 
(3.9.5) 
(3.9.6) 
(3.9.7) 
(3.9.8) 
(3.10) 
(3.11) 
(3.12) 
Proof. Let U = (u, U,) and V = (v,,V,). From (3.3) and (3.5) it follows 
that 
We claim that g = h = 0. To see this write 
g = KTASu = KTAx = KTx = KTSu = 0, 
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since by (3.1) and (3.2) KTS = 0. A similar argument establishes that h = 0. 
We next claim that 
IIGIL Ifill = w. (3.14) 
Since by the observation following Lemma 2.1 K(U) is bounded by a quantity 
that is independent of E, Equation (3.14) will follow if we can show that 
IIGIL II4 = O(E), 
where G and H are defined by 
Now H has the form 
Again by the observation following Lemma 2.1, the matrices .lj have bounds 
independent of E; hence the off-diagonal blocks in (3.15) are O(E). To treat 
the diagonal blocks in (3.15), note that since yTA = yT, we have 
IIf’jGII1y~Ajj + C IIP,Yll,!VEij = IIpjYlllti~. 
i#j 
Since iji’Ji = 0, it follows that 
IOTAjjJi) G Il’jYll -’ C IlPi~ll IltI~ll IIEijll* 
i#j 
Hence by (3.7), ijFAjjJ. = O(E). It follows that llHll= O(E). The equality 
I I G I\ = O(E) is establishe cc. similarly. 
We now wish to show that 
SC&&? A,) = O(E). 
From the definition (2.2) it is easily shown that 
(3.16) 
(3.17) 
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Moreover, it is shown in [4] that 
15 
s[diag(l, AZ), A31 = G(VrB,U, Aa) > 
w$? &I 
K(U) . (3.18) 
Since K(U) is uniformly bounded, (3.16) follows from (3.4) (3.17) and (3.18). 
In view of (3.14) and (3.16), the condition (2.3) of Lemma 2.2 must be 
satisfied for all sufficiently small E for the matrix 
Hence there are matrices P and Q satisfying (3.8) such that 
(_; p*)($ Q; -p’)[‘” y’ (z+;QT)-l 
4 0 = 
i i 0 A,’ 
Equations (3.13) and (3.19) may be combined to give 
(Y,Y,,Y,)*A(~, X2, X3> =diag(l, A,, As), 
where x, X,, X,, y, Y,, and Y, satisfy (1.4) and (3.9.1-6). Equations (3.9.7-8) 
follow from (2.6) and (2.7). 
As far as (3.11) and (3.12) are concerned, we shah establish only the 
relation FTP,( x , X,) = 0( e’), its proof being representative of the others. We 
use the fact that PF = PI to write 
F,Tp,x = QTKTPIP1x 
‘K1’ 0 ... 
=Q* ; 0 “. 
b (j . . . 
(3.20) 
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the last equality following from (3.1). Moreover, 
F,TP,X, = QTKTPi [ P,SU, + P,JP + 0( e2)] 
= QTKTP1PlSU2 + 0(c2) 
bY (3.941 
bY cwl 
IK,T 0 ... o\ ‘Lx 0 ... 0’ 
=QT ; p ‘.. p y p ‘.. p +0(&e) 
t, ;, . . . ;, ;, ;, . . . (j 
= O(E2). (3.21) 
The relation follows on combining (3.20) and (3.21). n 
Theorem 3.1 says that the invariant subspaces of A are constructed out of 
a few building blocks. By definition, y is constructed from the yi. However, 
(3.9.4) shows that the zero-order term of Y, is also constructed from the yi, 
while the remainder is constructed from the Ki. For Ys the situation is 
reversed, with the zero-order term coming from the Kj and the first-order 
term from the yi. Similar statements are true of the right invariant subspaces. 
The O(e2) terms in (3.9.3, 5) do not affect this structure; in fact, X2 can be 
written exactly in the form 
from which it is seen that X2 is constructed from the xi and the 4. 
The lumpy texture of the invariant subspaces of A is responsible for the 
remarkable equations (3.11) and (3.12), which will prove critical in our 
analysis of the Rayleigh-Ritz refinement. The first equation in (3.12) is a 
generalization of the orthogonality relation Y:(x) X2) = 0 between the right 
invariant subspace .% [( x, X2)] and its complementary left invariant subspace 
.%?(Ys). Ordinarily this orthogonality would not be preserved when these 
subspaces are projected onto the space spanned by a group of coordinate 
axes. For typical nearly uncoupled matrices, however, the orthogonality is 
preserved up to order E, provided the coordinate axes correspond to the 
partitioning of the matrix. 
4. ANALYSIS OF THE RAYLEIGH-RITZ METHOD 
We now turn to the Rayleigh-Ritz method. In analyzing it, we shall be 
concerned not only with the influence of E but also with the influence of y2 
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and y3, which measure the contributions of Yz and Y, to z [cf. (1.6) and 
(1.12)]. 
The first step in the analysis is to describe precisely how T, approximates 
T,. 
LEMMA 4.1. Let A satisfy (3.4) and (3.7), and let z be decomposed as in 
(1.6). Then 
T,=(T,+L+M)(I+D), (4.1) 
where 
v4l = 0(&Y& (4.2) 
IlMll = O(Y,), (4.3) 
and D is a diagonal matrix satisfying 
Moreover, 
and 
Proof. From (1.6), (3.9), and (3.10) 
= Tp + F,g, + Y,g,, 
(4.4) 
(4.5) 
(4*6) 
where w = u,, + V,g,. Hence 
P,.z = PiT,w + PiF2g2 + PiY,g,. 
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Since x = 1 and P,z > 0, we have 
wi L llPiZlll = XTP,Z = wi + xTP&.g, + XTPiY,g, 
= wi + o(E2Y2)+o(EY,3), 
where the order estimates follow from (3.11) and (3.12). By (3.7) the 
components of w = Ok + V,g, are positive and bounded below as E and y2 
approach zero. Hence if we define ai by ai = wi/Wi - 1, then 
6i=o(E2Y2)+o(EY3) (4.7) 
and 
P.X 
t = &li + wi_‘P,F,g, + w;rpiYag,)(l+ Si). 
IIP,zlll 
Consequently, if we set 
L=(w, ‘P&gz, wz lP,F,g,,...,wl plPF,g,), 
M=(w, lP1y,g, 3 f-4% ‘P,Y&,, ’ * * , wl %&), 
and 
then Tz has the form (4.1). The estimates (4.2) and (4.3) follow upon 
observing that wiP ’ and Ys are uniformly bounded. The estimate (4.4) follows 
from (4.7). Finally the estimates (4.5) and (4.6) follow from (3.11) and (3.12). 
n 
We are now in a position to state and prove our main result about the 
Rayleigh-Ritz method. 
THEOREM 4.2. Let A satisfy (3.4), (3.6), and (3.7), and let z be decom- 
posed as in (1.6). Let L be the vector obtained jkm Algorithm 1.1, and set 
yi = Ilx;zII (i = 2,3). 
Then 
?i = O(&YZ)+ O(YC3) (i = 2,3). (44 
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Proof. The first step is to exhibit B, as a perturbation of BY and obtain 
estimates of the size of the perturbation. From (4.1) 
B, = T;AS = By + DBY + (I + D)( LT + MT)AS. (4-g) 
From (4.4) 
DB,=O(E~~~)+O(~Y~). (4.10) 
By (3.9) and (3.10), (x, X,) = SU+ (0, E,); hence 
S=(x,X,)V-(O,E,)V 
and 
AS = (x, X,)diag(l, A,)V- A(0, E,)V. 
By (4.5) and the boundedness of V, 
L~(x, X,)diag(l, A,)V= 0(c2y2). 
By (4.2) and the fact that llEzll = O(E), 
Hence 
BY (4.6) 
and by (4.3) 
Hence 
LTA(O, E,)V = 0( c2yz). 
LTAS = 0( &). 
MT(x, X,)aag(l, A,)V= 0(w3) 
MTA(O, E,)V= 0(cy3). 
MTAS = 0(cy3). 
(4.11) 
(4.12) 
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Combining (4.9), (4.10), (4.11), and (4.12), we get 
B,=B,+O(E2Yz)+O(EY3). (4.13) 
The next step is to use (4.13) to obtain bounds on vy - zl,. From (3.5) and 
(4.13), 
where 8, g, hT, and N are 0(s2y,)+O(~ys), Since 6(1-t 7, A, + N)+ 
6(1, A,) = I?,,, and 6,, satisfies (3.6), 
Ml llhll 
6(1+?j,Az+N)2 
= [O(EYz)+ O(Y3>12. 
Hence for E, y2, and ys sufficiently small, (2.3) is satisfied and there is a left 
eigenvector (1, 9T) of VTBzU, where 
Thus we have 
and e satisfies 
e = 0(sy2)+O(y3). 
It then follows from (4.1) and (4.14) that 
(4.14) 
We must now estimate yi = IlXTZll, Since XTY = 0 (i = 2,3), 
Xj%=X~(L+M)vz+X~Tye+O(~2y2)+O(~y3). (4.15) 
Now take i = 2. By (4.5) and (4.6), Xl((L + M)v, = 0(.s2y2)+ O(~ya). By 
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(4.14), XlT,e = O(eys)+ O(y,). Thus the term XITye in (4.15) dominates to 
give (4.8) for i = 2. 
Now take i = 3. Then from (4.2) and (4.3), XT(L + M)v, = O(.sys)+ O(y,). 
From (4.14), X:T,e = 0( eys)+ 0( ys) [actually it is 0( .?ys)+ 0( sya)], which 
establishes (4.8) for i = 3. n 
Theorem 4.2 suggests that when ys is less than ~ya, the Rayleigh-Ritz 
refinement will improve z by a factor of E. On the other hand, the step also 
has the effect of increasing ys until it is about the same size as ys. This is to be 
expected on a priori grounds. For if ys were to remain small, a second 
application of Rayleigh-Ritz refinement would reduce yZ further. But it is easy 
to see that Tz = Ti, which implies that a second application produces exactly 
the same vector. 
5. PRACTICALITIES 
Our analysis suggests that the Rayleigh-Ritz refinement should be used in 
tandem with a ya-reducer that decreases the component of z along Y,. 
Numerical experiments in [2] indicate that the most powerful ya-reducer is a 
block Gauss-Seidel iteration, the blocks coming from the partition (1.1). 
However, this technique has not yet been analyzed. Therefore, we shall 
restrict our attention to the power method, which is also effective and has 
been thoroughly analyzed. We hope to treat the Gauss-Seidel iteration in a 
subsequent paper. 
In the power method we start with a positive vector z(O), normalized so 
that its components sum to unity, and iterate according to the formula 
#+l) = AT@). (5.1) 
It is easily verified that positivity and normalization are preserved by the 
iteration. 
From (5.1) it is seen that z ck)r= zcO)rAk. Hence if we set gik) = X,?Z(~’ 
and yik)= ]]g$“)]], it follows from (1.7) that gik’r = g$‘)rAt and 
yik’< IIA;IIy,!“’ (i = 2,3). 
Thus we see that the fast transient makes the power method a good 
ys-reducer, while the slow transient makes it a poor y,-reducer. 
Except for the computation of 4, the Rayleigh-Ritz step requires little 
more work than a power step. If we partition .zr= ( z:, z:, . . . ,zr) conformally 
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with A, then for i f j the (i, j)-element of B, is given by 
Thus b,, can be computed by forming z$?Zij, summing its components, and 
dividing by IIzilll. The bulk of the work is in the computation of zTEij, 
something that must be done, at least implicitly, to form zTA. 
Theorem 4.2 has something to say about the proportion in which power 
and Rayleigh-Ritz steps should be mixed. According to (4.8), there is no point 
in performing a Rayleigh-Ritz step before ys < sys, since the presence of a 
component ys > &ys will prevent the Rayleigh-Ritz step from achieving a full 
s-reduction in ys. On the other hand, the power method should not be carried 
beyond the point where ys = sys, since the Rayleigh-Ritz step wilI cause ys to 
increase to ~ys. 
We will illustrate these points with a simple example. Let 
A= 
0.4340 0.5480 1 0.0100 0.0000 1 0.0060 0.0020 
0.3400 0.6450 ; o.oooo 0.0050 1 0.0100 0.0000 ------------ 
0.0040 0.0050 :-~2i~~-0,76501-0oo7o--0.-~ 
0.0020 0.0000 I 0.2130 0.7850 ; 0.0000 0.0000 ------------ 
- - 0.0080 0.0020 : -&%C%- o.oooo~- 0:6%% -0.3230 
0.0050 0.0010 ; 0.0000 0.0100 I 0.7250 0.2590 
where the dashed lines indicate the partitioning in (1.1). The eigenvalues of A 
are 
A, = 1.0000, 
A, = 0.9906, 
A, = 0.9764, 
A, = 0.0951, 
x, = -0.0622, 
A, = 0.0091, 
TABLE 1 
ALTERNATE RITZ AND POWER STEPS 
Yl Y2 
2.6 x 10 - ’ 1.6 x 10 1 
1.4 x 10 - 1 
1.4 x 10 - 1 
7.3x10-3 
7.3x10-3 
4.3x10-4 
4.2 x 10 - 4 
&6x10-” 
8.5x10-6 
2.6~10~~ 
2.6 x 10 6 
3.7x10 -8 
3.7x10-8 
1.7x10-8 
1.7 x 10 8 
7.7x10-10 
7.6 x 10 lo 
1.7x10 -1 
7.4 x 10 - 3 
6.3 x 10 - 3 
4.7 x 10 4 
4.6 x 10 - 4 
3.9x10 -5 
3.9 x 10 - 5 
3.5 x 10 - 6 
3.5 x 10 - 6 
3.2x10-’ 
3.3 x 10 - ’ 
3.0 x 10 - 8 
3.1 x 10 * 
2.8x10-9 
2.9x10-g 
2.8 x 10 lo 
Ritz 
Power 
Ritz 
Power 
Ritz 
Power 
Ritz 
Power 
Ritz 
Power 
Ritz 
Power 
Ritz 
Power 
Ritz 
Power 
TABLE 2 
Two POWER STEPS PER RITZ STEP 
YI YZ 
2.6x10-l 1.6x10 m1 
1.4x10-l 1.7x10-l 
Ritz 
1.4 x 10 - 1 7.4 x 3 
10 
Power 
1.4XlO~’ 5.7 x - 4 
10 
Power 
9.4 x 10 - 5 5.2~10-~ Ritz 
9.3x10 -5 3.1x1o-4 
Power 
9.2 x 10 - 5 2.3 x - 6 
10 
Power 
2.4 x 10 - 6 2.1x10m6 Ritz 
2.3~10-~ 1.7x10-7 
Power 
2.3 x 10 - 6 1.5x10~8 Power 
1.5x10-8 1.7x10-* 
Ritz 
1.5XlO~S 1.6 x -g 
10 
Power 
1.4x10~8 1.5x10 -HI Power 
9.5x10-11 1.8 x - lo Ritz 
10 
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and the left eigenvector corresponding to one is 
Y= 
The numbers E, a,,, and 6,, are 
0.0961\ 
0.1511 
0.1074 
0.3892 * 
0.1783 
0.0780, 
E = 0.0161, 
a,, = 0.0094, 
6, = 0.8810, 
from which it is seen that we have a “typical” problem. 
TABLE 3 
THREE POWER STEPS PER RITZ STEP 
Yl Yz 
2.6 x 10 ’ 1.6 x 10 - ’ 
1.4 x 10 - 1 1.7 x 10 - 1 
1.4 x 10 - I 7.4 x 10 - 3 
1.4 x 10 - 1 5.7 x 10 4 
1.4 x 10 - 1 4.8 x 10 - 5 
3.4 x 10 4 3.0 x 10 - 4 
3.4 x 10 - 4 1.7 x 10 - 5 
3.3 x 10 - 4 1.5x10p” 
3.3 x 10 - 4 1.5x10p7 
7.0 x 10 - 7 9.0 x 10 7 
6.9 x 10 - 7 7.1 x 10 p8 
6.9 x 10 - 7 6.6 x 10 g 
6.8 x 10 7 6.2 x 10 - lo 
1.8 x 10 ~’ 2.2 x 10 - g 
1.8 x 10 - ’ 1.9 x 10 lo 
1.7 x 10 -g 1.8x10p” 
1.7x10-9 1.7 x 10 l2 
4.3 x 10 l2 - 5.7 x 10 l2 
Ritz 
Power 
Power 
Power 
Ritz 
Power 
Power 
Power 
Ritz 
Power 
Power 
Power 
Ritz 
Power 
Power 
Ritz 
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Table 1 exhibits the behavior of alternate Rayleigh-Ritz steps and power 
steps. The starting vector is z co) = 1. The iteration is terminated when ys and 
ya are both less than 10 - ‘. 
The power method behaves much as we would expect from the size of h,: 
each iteration reduces ys by a factor of ten. Since h, = 0.9906 is very near 
one, the reduction of yZ is negligible. On the other hand, the Rayleigh-Ritz 
step does not achieve its potential to reduce ys by a factor of one hundred 
(E = 0.0161), since after a power step ys is only an order of magnitude less 
than ys. 
Table 2 exhibits the results of doubling the number of power steps. Now 
the two methods are in balance, and the iteration converges more quickly. 
Finally, Table 3 exhibits the results of taking three power steps between 
Rayleigh-Ritz steps. Here the effects of the third power step are obviated by 
the Rayleigh-Ritz step, which increases ys to .sys, as is predicted by our 
theory. 
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