Abstract.-Markov chain Monte Carlo (MCMC) is a methodology that is gaining widespread use in the phylogenetics community and is central to phylogenetic software packages such as MrBayes. An important issue for users of MCMC methods is how to select appropriate values for adjustable parameters such as the length of the Markov chain or chains, the sampling density, the proposal mechanism, and, if Metropolis-coupled MCMC is being used, the number of heated chains and their temperatures. Although some parameter settings have been examined in detail in the literature, others are frequently chosen with more regard to computational time or personal experience with other data sets. Such choices may lead to inadequate sampling of tree space or an inefficient use of computational resources. We performed a detailed study of convergence and mixing for 70 randomly selected, putatively orthologous protein sets with different sizes and taxonomic compositions. Replicated runs from multiple random starting points permit a more rigorous assessment of convergence, and we developed two novel statistics, 8 and e, for this purpose. Although likelihood values invariably stabilized quickly, adequate sampling of the posterior distribution of tree topologies took considerably longer. Our results suggest that multimodality is common for data sets with 30 or more taxa and that this results in slow convergence and mixing. However, we also found that the pragmatic approach of combining data from several short, replicated runs into a "metachain" to estimate bipartition posterior probabilities provided good approximations, and that such estimates were no worse in approximating a reference posterior distribution than those obtained using a single long run of the same length as the metachain. Precision appears to be best when heated Markov chains have low temperatures, whereas chains with high temperatures appear to sample trees with high posterior probabilities only rarely. [Bayesian phylogenetic inference; heating parameter; Markov chain Monte Carlo; replicated chains.] Bayesian phylogenetic analysis implemented via Markov chain Monte Carlo (MCMC) is gaining widespread use in the phylogenetics and systematics communities (Huelsenbeck et al
Bayesian phylogenetic analysis implemented via Markov chain Monte Carlo (MCMC) is gaining widespread use in the phylogenetics and systematics communities Larget and Simon, 1999; Li et al., 2000; Mau et al., 1999; Rannala and Yang, 1996; Yang and Rannala, 1997) . The core of Bayesian methodology, as it applies to a broad range of applications including phylogenetic inference, can be summarized in the following steps (see also text by Gelman et al., 2004 ):
• construction of a sampling distribution, p(D\9), which defines the putative distribution of possible observations D given unknown parameters 9, • construction of a prior distribution, p(9), which expresses what is known or believed about the parameters 6 prior to observing the data, • analytic determination of the posterior distribution, p(0|D), using Bayes' rule and given actual observations D, • sampling of the posterior distribution (possibly using MCMC) and estimation of certain desired probabilities (such as bipartition probabilities in phylogenetics) based on this sample. This step is known as Monte Carlo estimation and it is performed only if analytic determination of the required probability is difficult or impossible.
The sampling distribution and the prior distribution together constitute a Bayesian model. In fact, the above methodology can be generalized to allow for several different models, by conditioning on the model M in the sampling and prior distributions, p(D|0, M) and p(#|M), and by assigning prior probabilities p(M) to the various models (Green, 1995) . However, a tree topology can equally well be regarded as a model or a parameter, and hence Bayesian phylogenetics can be implemented using conventional Metropolis-Hastings algorithms (Metropolis et al., 1953; Hastings, 1970) .
Often the major practical issue in implementing Bayesian methodology is to ensure adequate sampling of the posterior distribution. This can be hindered by poor convergence and mixing properties of the MCMC algorithm used for sampling. In theory, properly constructed MCMC methods are ergodic; they must eventually converge to the intended distribution (Roberts, 1996; Roberts and Rosenthal, 1996; Tierney, 1994 Tierney, ,1996 . (The term "convergence" is used here in the distributional sense appropriate when discussing Markov chains. A sequence of values generated by MCMC does not converge to a point, but rather the distribution of potential values converges to a limiting distribution.) In practice, however, MCMC methods can spend many iterations trapped in the vicinity of a single mode of a multimodal distribution or in a limited region of the space. Slow mixing may necessitate a very long sampling phase to obtain low variance Monte Carlo estimates (Mossel and Vigoda, 2005) . Multimodality, and consequent problems with convergence and mixing, is known to occur in phylogenetic applications (Chor et al., 2000; Hillis et al., 2005; Maddison, 1991; Salter and Pearl, 2001; Steel, 1994) . Indeed, evidence we present in this paper suggests that multimodality is typical when the number of taxa is large (>30).
An important factor influencing the efficiency of Metropolis-Hastings samplers is the choice of proposal mechanism (Al-Awadhi et al., 2004; Brooks et al., 2003b; 554 SYSTEMATIC BIOLOGY VOL. 55 and such proposals are the subject of current research (see, for example, Chauveau and Vanderkhove, 2002; Tjelmeland and Hegstad, 2001) . The question of tuning proposal mechanisms for phylogenetic MCMC deserves explicit treatment in the literature, but is beyond the scope of this paper.
An alternative method of facilitating transitions between alternate modes, employed by the MrBayes program Altekar et al., 2004 ) is Metropolis-coupled MCMC (Geyer, 1991; Geyer and Thompson, 1996; Gilks and Roberts, 1996) , in which several Markov chains are run simultaneously. One chain, called the "cold" chain, is designed to have the required posterior distribution as its limiting distribution, whereas the other chains, referred to as "heated" chains, have distributions proportional to the posterior distribution raised to a power less than one as their limiting distribution. Heated chains thus converge to a distribution that is closer to uniform than the posterior distribution, and so are less likely to generate long sequences of values in the neighborhood of a single mode. These heated chains are allowed to swap elements with the cold chain (or with other heated chains), thus enabling the cold chain to converge and mix more rapidly. Users of MrBayes are required to select the number of chains and the "heating parameter," which determines the "temperatures" (inverses of the exponents) of the heated chains. Only the cold chain is used to generate samples.
Another important practical issue in MCMC is determining at what point the burn-in period should be terminated; that is, at what point convergence can be said to have occurred. If the starting point for an MCMC analysis is a random point in the sampled space, there will typically be a steady increase in the likelihood score of elements generated by the chain. At some point, however, likelihood scores will stabilize (they do not converge, but decreases become more frequent until they balance increases). Such stabilization is typically assessed through graphical inspection of serial log-likelihood values and may be regarded as a necessary but not sufficient criterion for convergence of the Markov chain. Methods for assessing MCMC convergence are reviewed by Cowles and Carlin (1996) and Brooks and Roberts (1998) , but there are currently no fail-safe methods: in practice, convergence can be easy to reject but impossible to accept, unless the chains are long enough to sample from every point in parameter space. In this paper, we propose a simple and pragmatic criterion for assessing convergence.
MCMC practitioners are divided over whether it is more efficient to base inferences and convergence diagnostics on one long chain or on two or more replicate runs started from independent, over-dispersed starting points (Gelman and Rubin, 1992; Geyer, 1992; Huelsenbeck et al., 2002) . Geyer (1992) made a strong case for the use of a single long chain, arguing that some statistical distributions (such as the "witch's hat") can show similar results across many chains that had not yet converged. Another disadvantage of replicate chains is that each chain has its own burn-in phase, which must be discarded. When convergence is slow, a substantial amount of computational effort is thus expended in generating samples that must be discarded. claim that "It is now generally agreed that running many short chains, motivated by a desire to obtain independent samples from [the target distribution], is misguided unless there is some special reason for needing independent samples." However, in the multiple-chain approach, the precision of estimated posterior probabilities across replicates can be used to support the accuracy of the mean of these estimates. Many MCMC convergence diagnostics used in the statistical community (Brooks and Gelman, 1998; Brooks and Giudici, 2000; Brooks et al., 2003a; Brooks and Roberts, 1998; Cowles and Carlin, 1996; Gelman, 1996; Gelman and Rubin, 1992; Li et al., 2000) rely on stable posterior probability estimates from multiple replicated chains. It is generally recognized that when multiple processors are available, it is worthwhile to run multiple chains simultaneously . This strategy has been implemented in version 3.1.1 of MrBayes, with convergence diagnostics based on the sampling frequencies of various topological features. Here we present empirical results that show the practical value of working with multiple short chains.
As with other phylogenetic methods, most studies incorporating MCMC and based on biological sequences have used nucleotide characters for phylogenetic reconstruction. Amino acid characters have been examined in a minority of cases, such as Ragan et al. (2003) and Xiong and Bauer (2002) . Analyses performed mainly to test the properties of Bayesian MCMC have also tended to focus on nucleotide rather than amino acid characters (Erixon et al., 2003; Suzuki et al., 2002) , with a few recent exceptions (Douady et al., 2003; Mar et al., 2005) . Although some of the properties derived from these analyses are likely to be consistent across different types of characters, it is worth investigating amino acids as well, due to the different number of character states, rates of evolution, and substitution matrices that need to be considered. Amino acid characters are also most appropriate to analyse the deep relationships among prokaryotic data sets used below, many of which cover multiple phyla or domains.
We present here a replication-based study of the stability of MCMC runs performed on microbial protein sequence data sets with 5 to 140 members. Because we dealt with empirical (as opposed to simulated) protein data, we do not know the phylogenetic history of these sequences and cannot assume that all sets of genes from a given set of taxa will have the same history, due to the potential influence of factors such as lateral genetic transfer which contradict the classic organismal phylogeny suggested by trees of 16S ribosomal DNA (Brown, 2003; Gogarten et al., 2002; Raymond et al., 2002) . Thus, in this study we were not concerned with assigning high posterior probabilities to the "true" phylogenetic relationships of each data set whatever they may be, but rather with getting statistically equivalent estimates of bipartition probabilities from many replicated runs of the same data set. 
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METHODS
Data Sets
Annotated proteins from 144 sequenced microbial genomes were clustered according to Harlow et al. (2004) to yield 22,437 sets of putatively orthologous protein data sets, each containing between 4 and 144 sequences. Each of these data sets was then aligned using the default settings of T-COFFEE (Notredame et al., 2000) . Thirty small (5 taxa), 10 medium (10 taxa), 10 large (30 taxa), and 20 very large (40 to 144 taxa) aligned data sets were drawn from this set, with two conditions: each locus had to contain at least one protein that was not annotated as "putative" or "hypothetical," and each could not have a trivial phylogenetic resolution (which would occur if fewer than four nonidentical sequences were present in a given data set). The result was 70 data sets with different taxonomic distributions and levels of sequence divergence (Appendix 1; available at http://systematicbiology.org). These sets represent a cross section of the orthologous sets used to assess lateral genetic transfer among microbial genomes (Beiko et al., 2005) , the results of which needed to be interpreted in light of possible violations of substitution matrix models and of sampling instability. Prior to phylogenetic analysis, the least reliable regions of each alignment were removed using GBLOCKS (Castresana, 2000) . Conservative settings (described in Beiko et al., 2005) were used such that most of each alignment was retained, with the elimination of only the "ragged" ends and other regions with large numbers of alignment gaps. All 70 alignments can be accessed via the Systematic Biology website at http://systematicbiology.org.
Protein Analysis with MrBayes
The first phase of the analysis consisted of replicated MCMC runs (with Metropolis coupling) using MrBayes 3.04 beta (Altekar et al., 2004; Ronquist and Huelsenbeck, 2003) . The main purpose of this phase was to investigate whether estimates of bipartition posterior probabilities, which are more stable than posterior probabilities of entire trees (see Evaluation of Likelihood Stabilization and Chain Convergence below), differed among replicated runs that had apparently converged, inasmuch as their likelihoods appeared to have stabilized. Each of the 70 data sets was analyzed, with among-site rate variation modelled using a fourcategory discrete approximation to the gamma distribution (Yang, 1994) . Instead of choosing a single amino acid substitution matrix, the command "prset aamodelprmixed (0,0.25,0,0.25,0,0.25 / 0,0,0.25,0) " was used, allowing the Markov chain to move among four empirically derived matrices: JTT (Jones et al., 1992) , mtREV (Adachi and Hasegawa, 1996) , VT (Muller and Vingron, 2000) , and WAG (Whelan and Goldman, 2001 ). These empirical matrices all have the same number of free parameters, so higher likelihood values associated with one substitution matrix must be due to better model fit, and not to the addition of potentially superfluous parameters.
Ten replicate runs, each consisting of a single MCMC analysis with a randomly chosen starting tree, were performed for each data set. The total Markov chain length was 500,000 generations for the 5-and 10-taxon data sets, 1 million generations for the 30-taxon data sets, and 2 million generations for the 20 largest data sets. All MrBayes runs in this analysis consisted of four Markov chains (one cold and three heated), with a uniform prior between 0.1 and 50 for the gamma-shape parameter, and an exponential prior with an expectation of 0.1 (brlensprUnconstrained:Exp(10.0) in MrBayes) for the distribution of branch lengths. We retained the default proposal mechanism in MrBayes 3.04 beta, which defines the relative probabilities of changing a particular parameter of the model: at each iteration of the MCMC sampler, there was a probability of 0.5769 associated with a nearestneighbor interchange to the current tree topology; of 0.1154 to a tree bisection and reconnection (TBR) move; of 0.2308 to a change in the length of a branch in the tree; and 0.0385 each to changes in the gamma-shape parameter or the choice of empirical amino acid substitution matrix. Although the choice of proposal mechanism can have a substantial impact on the sampling effectiveness of a Markov chain, we kept these default ratios constant within this work to focus on the issue of short versus long chains. Except for variation in chain length and temperature as described below, all of the MrBayes settings used in phases 2 and 3 were identical to those used in phase 1.
In the second phase, five 30-taxon data sets (30-2, 30-3, 30-6, 30-8, and 30-9) were selected at random and five replicates of each were run for 101 million generations. The burn-in phase was identified and discarded using the method described in the following section, and the first 100 million generations after the end of burn-in summarized to yield "reference" estimates of bipartition posterior probability. The posterior probability estimates from these runs were treated as benchmarks for comparison with estimates based on shorter runs if all five reference runs yielded essentially the same mean bipartition posterior probability estimates (based on values of the s statistic; see following section for further details). Shorter replicated runs (between 10,000 and 1 million generations) were combined and compared to single runs of equivalent length to assess both the precision of the bipartition posterior probability estimates across replicates of the same length, and the similarity of both estimates to the corresponding reference runs.
The effect of chain temperature (as determined by the heating parameter, T) on apparent convergence and parameter mixing was examined in the third phase of the analysis. Three data sets (30-8, VL-4, and VL-19) that had produced particularly variable bipartition posterior probability estimates (given their size) in the second phase of analysis were subjected to 10 replicated runs of556 SYSTEMATIC BIOLOGY VOL. 55
Evaluation of Likelihood Stabilization and Chain Convergence
Because all MCMC runs in this analysis began with random tree topologies, the first portion of each run contained a set of low-probability trees that preceded sampling of a stationary distribution. A common way to assess convergence is through visual examination of a plot of likelihood versus generation: if stabilization of likelihood values is observed, then the samples that precede this stable condition are discarded. We implemented an automatic assessment of this effect that is more conservative than visual inspection. For each run, we searched for the end of the burn-in phase by comparing successive log-likelihood values along the Markov chain and marked as the end the first tree in the chain that had a log-likelihood value greater than the mean of the last 100,000 generations in the entire run. A very early point thus identified would signify a quick rise to stationarity, while a point near the end of the run (especially within the last 100,000 generations) could indicate that stationarity was never reached. In phase 1, the largest burn-in value obtained for each protein data set was rounded up to the next multiple of 50,000 generations, and this number of generations was discarded from the analysis. Because no burn-in value exceeded 500,000 generations in phase 2, this number of generations was discarded from the beginning of each run prior to analysis of results.
To assess whether apparent likelihood stabilization (as defined above) is a reliable indicator of convergence with respect to topology, we compared summary statistics for the replicated runs. Overall estimates of the posterior probability of trees were not used as a comparative criterion for practical reasons: in the 5-taxon cases, support levels of the 15 possible unrooted trees could easily be compared based on their posteriors, but in the 30-taxon cases, in which 30,000 trees (3 million generations/100 generations per sample) were sampled, there were often more than 25,000 distinct trees, with few or no trees appearing in more than 1% of samples. Because the maximum a posteriori (MAP) tree (Huelsenbeck et al., 2002; Rannala, 2002; Yang and Rannala, 1997) is not strongly supported, we chose to examine bipartition posteriors summarized across the entire MCMC run. The number of distinct bipartitions sampled in these cases was much lower than the number of distinct trees, and bipartition posteriors from different runs (or within different fragments of a single run) could easily be compared. These summaries were generated by running the "sumt" command in MrBayes on the generated tree files. Perl scripts (available on request) were used to summarize the bipartition data.
We define two quantities that are useful in comparing the posterior probabilities of multiple Markov chains, which monitor the convergence of bipartition or clade probabilities as proposed by Huelsenbeck et al. (2002) . The quantity 8 is the aggregated difference between estimated posterior probabilities for a set of bipartitions sampled from a pair of MCMC runs. For a data set with n sequences, a strictly bifurcating tree will have a total of (n -3) bipartitions, so 8 will be bounded by zero (all sampled bipartitions have equal posterior probabilities in both runs) and 2(n -3) (all bipartitions sampled in one chain are completely absent from the other). This absolute aggregated difference is useful in describing the sampling variability between a pair of experiments, each of which could be a single MCMC run or a summary of multiple runs that reports the mean estimated posterior probability for each bipartition. The quantity e is used to summarize the variability within a set of replicated MCMC runs. The replicated MCMC runs from each set of experiments were summarized by computing the mean estimated posterior probability and standard deviation of each observed bipartition across the set of replicates. Nodes with unstable support across replicates could thus be easily identified, and the sum of all bipartition standard deviations was computed to produce e, an overall picture of the stability across replicates.
RESULTS
First Phase: Convergence of Small and Large Data Sets
The burn-in values, calculated in the manner described above for each replicate of the 70 data sets examined in phase 1, are shown in Figure 1 . The burn-in phase is apparently very short for the small data sets: the maximum burn-in value of the 300 runs performed on the 5-taxon data sets was only 1900 generations. Calculated burn-in values > 50,000 generations are rarely observed for data sets with fewer than 80 sequences, but a rapid rise in the number of required generations is seen above this level. Most data sets with >80 sequences had at least one calculated burn-in value > 100,000 generations: data set VL-16 (102 proteins) was an extreme case, requiring in one case over 400,000 generations in the burn-in phase.
Perhaps not coincidentally, this data set was by far the shortest (only 67 amino acids) after being trimmed with GBLOCKS.
The estimated posterior probabilities associated with each of the four substitution matrices considered are shown in Figure 2 . In a majority of cases (60 out of 70), one of the four permitted amino acid substitution matrices had an estimated posterior probability greater than 0.99. Although the WAG matrix was preferred in all size categories, larger data sets showed the strongest preference for WAG, with 9 out of ten 30-sequence data sets and 20 out of 20 very large data sets assigning a PP > 0.99 to this matrix. The mtREV matrix was a considerably worse fit to the data than the other matrices, and never had an estimated posterior probability >0.01 in any of the 50 data sets. Because a mitochondrial substitution regime was not expected in the microbial data sets, a non-negligible posterior probability for the mtREV matrix in any of the data sets would have most likely suggested a poor fit of the data to any substitution matrix, rather than a specific preference for mtREV.
The log-likelihood appeared to stabilize in all 700 runs. This is consistent with convergence, but does not guarantee it. We examined more powerful ways of rejecting convergence by comparing the average loglikelihoods and the bipartition posterior probabilities among the ten replicated runs of each protein data set. Significant differences in these values would suggest either that post-convergence sampling was inadequate or that convergence had not occurred. The results are summarized in Table 1 . The number of generations summarized depends on the size of the protein data set: 250,000 generations after apparent burn-in for the 5-taxon data sets, 300,000 for the 10-taxon data sets, 500,000 for the 30-taxon data sets, and 1.5 million for the data sets of sizes 40 to 140.
The standard deviations of the mean log-likelihoods across 10 replicate runs are shown in Table 1 for each protein data set. The values appear at first glance to be small. Although the range of log-likelihood scores was frequently greater than 30 within the sampling phase of most replicates, the standard deviation of replicate means was typically less than 1.0, with the exception of the seven largest data sets. The deterioration of apparent convergence is illustrated in Figure 3 : though some bipartitions in both sets appear to mix well, the ranges of bipartition posterior probabilities are much larger in data set VL-19 than in set VL-4. TABLE 1 . Markov chain Monte Carlo sampling stability across replicates for thirty 5-taxon protein data sets, ten 10-taxon protein data sets, ten 30-taxon protein data sets, and 20 data sets of sizes 40 to 140. For each data set, the mean log-likelihood of all sampled trees is shown, followed by the standard deviation of this mean, computed from the mean value of each replicated run (n = 10). The last three columns summarize the support of bipartitions sampled during the MCMC run. The first of these columns shows the number of bipartitions with a mean posterior probability greater than 0.01 from the set of 10 replicated runs. The second bipartition column indicates the maximum difference in posterior observed for any single bipartition between a pair of replicates, which is bounded by 0 (posterior probabilities are identical across all replicates) and 1 (at least one bipartition has a posterior of 1.0 in one replicate, and 0.0 in another). The last column is the mean of all standard deviations of bipartition posterior probabilities for the set of replicates. This increased difference between replicate Markov chains is also evident when the number and frequency of sampled bipartitions are considered. Within the smallest protein data sets, the extreme and average differences between estimated bipartition posterior probabilities are small (Table 1 ). The largest difference in estimated bipartition posterior probability between any pair of 5-taxon replicates is 0.043, seen in data sets 5 to 23. This difference results from an estimated posterior probability of 0.686 in replicate 9 for a certain bipartition, with a corresponding figure of 0.643 in replicate 1. The average of all standard deviations of bipartition posterior probability within each protein data set was always less than 0.01, again showing very stable estimates. The maximum difference between bipartitions increased with larger protein data sets, with a difference of 0.076 in data set 10-1, and 0.458 in data set 30-1. The largest differences were seen in the largest protein data sets: the data sets of size 89,102,105, 112, and 140 all exhibited bipartitions that had a posterior probability of 1.0 in one or more out of 10 replicates, but were completely absent (posterior = 0.0) in others. Thus, taxonomic groupings with the highest possible level of support within one Markov chain were completely absent from another. For instance, one of a pair of incompatible bipartitions is favored in 9 out of 10 replicate runs of data set VL-12, but is completely absent from the tenth. Both bipartitions are present to some extent in four of the replicates, so it is possible (though rare) for the Markov chain to move from one configuration to the other. The switch from one bipartition to the other occurs in both directions in some replicate runs, so it appears that both are significant components of the stationary distribution.
It is clear from these observations that either convergence had not occurred or individual chains had not been run long enough after convergence to generate an adequate sample. The former possibility is usually assumed when parallel runs differ significantly, but the latter explanation is also plausible. Even after convergence, slow-mixing chains may move only infrequently between modes or distant regions, so that small samples from individual chains may have significant differences even if collectively they represent an adequate sample.
Second Phase: Accuracy of Single Long Versus Several Short Runs
If the variation in estimated bipartition posterior probabilities seen in the larger data sets is due to inadequate sampling rather than lack of convergence, then there are two possible ways to obtain less variable estimates. One is to use longer MCMC runs. However, MCMC is computationally expensive, and the sharp rise in bipartition instability observed in the largest protein data sets suggests that runs of 10 million generations or greater may be required (unless improved mixing can be achieved by other means, such as changes to the proposal mechanism of the sampler). An alternative strategy that may be preferable when multiple processors are available is to run a large number of chains in parallel from different starting points and pool the samples. However, if the variation is due to a lack of convergence, only the former strategy (running longer chains) is appropriate.
To test whether multiple short runs could be used to estimate bipartition probabilities, we examined five 30-taxon data sets in detail. Five replicate runs of each of these data sets were performed from different random starting points to yield a more reliable estimate of the bipartition posterior probabilities, against which shorter runs of the same data sets could be judged. MCMC runs of 101 million generations were performed, with the first 100 million generations after burn-in used to compute bipartition posterior probabilities. When the five long replicates of each data set were compared, the largest standard deviation of posterior probability for any bipartition was 0.004, and 98.4% of all bipartitions had associated standard deviations less than or equal to 0.001 (Table 2) .
For comparative purposes, the short, replicated runs were combined into a single metachain and summarized to yield a set of mean bipartition posterior probabilities. Figure 4 shows that for 13 out of 25 combinations of run length and data set, the metachain summaries 560 SYSTEMATIC BIOLOGY VOL. 55 TABLE 2. Markov chain Monte Carlo sampling stability across replicates for 5 30-taxon protein data sets. For each data set, the mean loglikelihood of all sampled trees is shown, followed by the standard deviation of this mean, computed from the mean value of each replicated run (n = 5). The last three columns summarize the support of bipartitions sampled during the MCMC run. The first of these columns shows the number of bipartitions with a mean posterior probability greater than 0.01 from the set of ten replicated runs. The second bipartition column indicates the maximum difference in posterior observed for any single bipartition between a pair of replicates, which is bounded by 0 (posterior probabilities are identical across all replicates) and 1 (at least one bipartition has a posterior of 1.0 in one replicate, and 0.0 in another). The last column is the mean of all standard deviations of bipartition posterior probabilities for the set of replicates. were more similar to the target posterior probability than summaries of a single Markov chain of the same length, whereas in the remaining 12 cases the single Markov chain was more similar to the reference. The ratio of metachain 8 value to single run 8 value varied between 0.42 (30-3,10,000 generations) and 1.51 (30-2,50,000 generations). Nonconvergence as expressed by 8 values was also influenced by the data set under consideration, and there was a strong trend of increasing accuracy with increasing length of the Markov chain. The accuracy of individual MCMC runs may be data set and start pointspecific, but these results give no clear advantage to either single long or multiple short chains in terms of accurately estimating the reference distribution of posterior probabilities. This observation is consistent with the possibility that variation among parallel chains is due to slow mixing rather than lack of convergence. There was a weak tendency for metachain and long chain <5 values to become more similar to one another as runs increased in length. For each run length, we pooled the ratio of the larger 8 value to the smaller across all five data sets to obtain a mean ratio for that run length. The largest such ratio was 1.54, obtained from the pooled samples corresponding to the shortest run length, and the smallest was 1.16, obtained from pooled 8 ratios of the longest runs. Although there is some instability in these estimates due to small sample sizes, it appears that the ratio of single long chain 8 to metachains 8 will approach 1.0 as run length increases, which would be expected where run length is infinite. For the metachains considered here, there was also a strong relationship between the metachain/reference chain 8 value and the computed s value for the metachain {R 2 = 0.753, df = 23, P = 1.16
Third Phase: Mixing and the Effect of Heating on Convergence
If a Markov chain is mixing well, then it should provide an adequate sample of the posterior distribution in a relatively small number of generations. Mixing is affected by the complexity of the model under consideration, 
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Data set / replicate run length FIGURE 4. Comparison of bipartition summaries for 10 replicate short runs of data sets 30-2, 30-3, 30-6, 30-8, and 30-9 versus a single long run. The height of each bar is equal to the 8 value between the reference runs (of length 5 x 100 million generations) and either a metachain of the length indicated on the x-axis assembled from 10 short runs (filled bars), or a single run of length equal to the corresponding metachain (empty bars). Larger values of 8 indicate a greater difference between the bipartition posterior probabilities estimated in a given run and the corresponding reference posterior estimate, implying a less accurate estimate of bipartition posterior probabilities from that run. the operations used to change the model parameters at each generation, and (in Metropolis-coupled MCMC) the number and temperatures of the heated Markov chains. The temperature of a heated chain affects the probability that it will accept a proposed move that yields a drop in posterior probability. Temperature settings that are too low may produce heated chains that have difficulty escaping local regions of high posterior probability, while temperature settings that are too high will produce chains that accept many proposed moves and sample almost randomly from tree space. The convergence and mixing properties for three data sets (30-8, VL-4, and VL-19) of different sizes were assessed by comparing the bipartition posterior probabilities across replicates for 13 different values of the heating parameter T, by investigating the frequency of chain swaps.
The purpose of Metropolis-coupled MCMC is to improve the mixing properties of the cold chain and thus to decrease the variance of Monte Carlo estimates such as the bipartition probability estimates. The quantity e, which is based on the standard deviation of bipartition probability estimates across replicated runs, thus provides a measure of the success of the Metropolis-coupled strategy and a means of identifying the optimal heating parameter T for a given data set. Figure 5 summarizes the relationship between e and T for the above-mentioned data sets. Uncorrected values of s varied widely between the sets, with values for 30-8 in the range 0.25 to 0.5, values for VL-4 between 1.5 and 6.0, and values for VL-19 between 28 and 61. To allow comparisons across sets, values of s computed for each of the three data sets were divided by the maximum s obtained from that data set. All three data sets showed a similar pattern of normalized E variation versus T, with lower s for T values between 0.01 and 0.2, followed by an increase across T of 0.5, 0.75 and 1.0, then little variation up to 100. Thus it appears that for these data sets, lower T values yield more stable estimates of bipartition posterior probabilities. This increased precision does not necessarily imply better accuracy: it is possible that very low temperature values prevent effective sampling, such that the Markov chain is unlikely to escape regions of high likelihood that are locally good but globally suboptimal. To assess whether the chains from runs with low T values did in fact converge on the target distribution, we computed the mean posterior probability across ten replicates for each T setting of data set 30-8, and computed the 8 value between each of these and the mean posterior probability of the five sets of reference runs from the previous experiment. Regression analysis showed no relationship (R 2 < 1.0 x 10~5) between the T value of each set of 10 replicated runs and the corresponding 8 value, suggesting that low values of T did not lead to poor convergence relative to higher T values. Instead, it appears that low T values yielded the estimators with the lowest variance, indicated by low e values across replicates.
It is clear that the Metropolis-coupled strategy is not working here; heated chains are apparently not producing good proposals for swaps. To test whether this is the case, we examined the frequency with which proposed chain swaps occur. Because they do not contribute directly to the posterior distribution of model parameters, heated chains are useful only when they are sampling regions of high posterior probability. High-temperature chains have a greater probability of accepting moves that yield a decrease in posterior probability, and therefore have a higher capacity to sample widely through parameter space. However, if this wider sampling never produces models that are as good as those that are being sampled by the cold chain, then swaps between the two chains will be rare. Figure 6 shows the relationship between T value and chain swap acceptance for data sets VL-4 and VL-19: in both data sets, there was a monotonic decrease of chain-swap acceptance with increasing temperature. T values of 1 or greater had an acceptance proportion that was invariably less than 0.01, implying essentially no benefit from the use of heated chains. Conversely, relatively low T values led to a high frequency of chain-swap acceptance.
DISCUSSION
Data Set Size and Replication
The first phase of our analysis showed the deterioration of sampling stability that tends to occur with increasing data set size. Though the largest protein data sets were run for more generations and generally had burnin phases that were shorter than 200,000 generations according to our criteria, wide variation in posterior support was seen for some bipartitions in the data sets containing more than 30 sequences. The worst possible case was observed for some bipartitions in protein data sets of size 89 or larger, with bipartitions universally present in some replicate runs (posterior probability = 1.00) and absent from others (posterior probability = 0.00). Thus, as has been suggested previously (e.g., ), likelihood stabilization is not analogous to topological convergence: if a large number of trees must be sampled to obtain an accurate estimate of the posterior distribution of bipartitions, then even several million generations after burn-in may not be sufficient to capture this distribution.
Why do these large differences in bipartition posterior probability occur? They are not universal within a protein data set, as even the largest protein data set had some bipartitions that were sampled with equal frequency across all 10 replicates. Nor were they seen in all of the large data sets: none of the data sets of size 91 or 92 showed this effect among their replicated runs. These partitions do not appear to come from disjoint regions of non-zero posterior probability within tree space, because some replicates were able to switch from one state to another, yielding a bipartition posterior greater than 0 and less than 1 that is probably still a poor estimate of the posterior probability. One possible explanation for the behavior of these bipartitions is that they are plausible only in combination with other specific bipartitions, and that topological switching between two plausible alternatives can occur only if other nodes within the tree are suitably arranged. If the conditions for switching of certain bipartitions are rarely met, and the tree is so large that the appropriate change is rarely proposed, then the switch may never occur within the lifetime of any reasonable Markov chain, and which alternative bipartition is completely favored will depend on the sampling path during the burn-in phase. By performing replicated runs, we were able to identify these instabilities, which show that for the poorly mixing feature at least, much longer runs (of potentially one or two orders of magnitude greater) will be necessary to obtain an accurate posterior probability estimate of these poorly mixing bipartitions. If a sufficient number of iterations is run, then the Markov chain will sample every point in tree space in proportion to its posterior probability. Not surprisingly, we found that 5-taxon data sets, which can produce only 15 tree topologies, required very few iterations prior to convergence on a stable topology distribution. An advantage of small data sets is that the topology space can be traversed in a small number of iterations: for 5-taxon data sets, no more than two TBR operations are necessary to convert one possible tree into another. In contrast, larger trees from larger data sets can be separated by many interconversion steps. The complexity of this problem creates the potential for regions of high posterior probability that can trap a chain of finite length, leading to outcomes that depend on the (typically random) choice of starting tree topology. This dependency is the primary motivation for replicated runs.
Our investigation of single long versus several short runs of 30-taxon data sets in phase 2 showed that several short replicates merged into a metachain yielded estimates of the reference posterior probability distribution that were not consistently better or worse than those estimated from single runs of length equal to the metachain. Metachains can be treated in the same way as a single, long chain, but the key advantage of metachains is that they contain discontinuities in sampling space at the breakpoints between the replicated chains. These discontinuities increase the overall independence of samples within the chain, thus yielding the same spread of samples as a single, highly autocorrelated chain of a greater length and reducing the variance of Monte Carlo estimates. Though we quantified this difference in detail only for data sets containing 30 proteins each, it is likely that the sampling advantages inherent in replicated runs increase as data set size increases.
Effect of Temperature on Sampling Efficiency
The results of the third phase of our analysis suggest that changing the heating parameter T of an MCMC run has an effect on the precision of the estimate of the posterior distribution, and on the mixing of the Markov chain. T settings below 0.5 yielded s values that were 30% to 60% smaller than the £ values obtained from runs with T settings greater than 1.0. Our results suggest that low heating parameter values, and consequently heated chains of lower temperatures, improve the precision of posterior probability estimates, without a loss of accuracy.
At first glance, this conclusion (that lower temperatures yield more precise estimates of posterior probability) might appear counterintuitive: chains with higher temperatures can sample more widely from tree space, theoretically increasing the chance that the algorithm can move between disjoint regions of tree space that all have high posterior probabilities. However, a potential problem with heated chains is that they can spend much of their time sampling trees with low posterior probability, rarely (if ever) swapping with the cold chain, and ultimately making little or no contribution to the final set of samples. Thus the heating parameter (for a fixed number of chains) must strike a balance between reducing the number of chain swaps and enhancing exploration of the space. In the examples under consideration, it appears that the optimal balance is achieved with a heating parameter of zero or close to zero. In other words, tree space is best explored by parallel cold chains, with or without Metropolis coupling. If this is generally true, then it will be more efficient to run individual cold chains without Metropolis coupling and pool the results, because then all chains can be sampled instead of just the cold chain.
Suggestions for Phylogenetic MCMC
An important practical recommendation resulting from this study is to use multiple parallel chains for phylogenetic MCMC. The reasons for this are several. Firstly, large samples can be generated efficiently by running independent chains on parallel computers, although multiple burn-ins have to be discarded, decreasing gross computational efficiency. This is not possible for a single long chain. Secondly, several mainstream techniques for assessing MCMC convergence can be applied only if there are multiple chains. Thirdly, experimental results presented in this paper demonstrate that bipartition probabilities estimated by pooling the results of replicate runs were no worse on average than those estimated using a single run of equivalent length. Although not examined here, replicate chains that are significantly different may also show this pattern if the differences between chains are due to slow mixing. Slow-mixing chains initialized from an overdispersed distribution of starting points may converge in a distributional sense even if post-burn-in samples from individual short runs are restricted to single modes or limited regions. This claim may seem counterintuitive, but is easily defended by noting that even after convergence a slow-mixing chain may move only infrequently between modes or distant regions, so that samples from individual chains may have significant differences even though collectively they represent an adequate sample. Nevertheless, we do not advocate pooling results from significantly different chains, because in such cases one does not have evidence that convergence has in fact occurred. If one could devise a test for convergence that allows for the possibility of significant differences between small samples due to slow mixing, then such a test would enable estimates based on smaller sample sizes. One possibility is to subdivide the parallel chains into groups containing equal numbers of chains, then look for significant differences between groups, rather than between individual chains.
Whether single long or several short chains are used to estimate the posterior distribution of trees, convergence of a Markov chain should not be assumed without performing a series of tests. The metachain approach did not yield worse estimates of the reference posterior distribution than did single, long chains, and the multiple random starts allowed the use of comparative test statistics to assess convergence. We offer 8 and s, which are similar to statistics proposed by useful tools to estimate convergence either within a run (by comparing adjacent and non-adjacent fragments) or among a set of runs. The emergence of parallel processing as a cheap and accessible alternative to shared memory multiprocessor machines produces another advantage for multiple short chains: because Markov chains are obligately serial, long runs cannot currently be spread out across large numbers of processors. Replicated short runs are inherently parallel, and make better use of cluster computing resources. Although a small number of Markov chains appears to be sufficient for runs involving small data sets, large data sets may benefit from the increased parallelism of more chains, or more interaction between chains (Liang and Wong, 2001; Liu et al., 2000) . If our hypotheses about the effects of temperature are correct, then an ideal combination of temperature and number of chains may not exist for all data sets but would instead depend on the topography of the likelihood surface (Altekar et al., 2004) . Little is known about how to choose the number of Metropoliscoupled chains and their temperatures, although a general observation is that the number of chains needs to increase as the dimension or size of the search space if rapid mixing is to be maintained (Geyer, 1991; Marinari, 1998; Madras 2003; Zheng, 2003) . Geyer and Thompson (1995) suggest setting the number of chains and heating parameter to achieve an acceptance rate of 20% to 40% in the context of the closely related simulated tempering algorithm. Our results indicate that using heated chains may not be beneficial in some cases. It may be more efficient to run nonheated, noninteracting chains in parallel, so that subsamples can be drawn from all chains instead of only the cold chain. Finally, future studies should compare the sampling efficiency of the strategy implemented in MrBayes with those of other algorithms such as the generalized Gibbs sampler (Keith et al., 2005) , and examine the convergence properties under different proposal mechanisms, with particular emphasis on different types of moves through tree space (in addition to TBR and NNI). One move type that has been found to improve efficiency when multiple chains are implemented in parallel is to allow recombination between elements in different chains. This technique is known as evolutionary Monte Carlo Wong, 2000, 2001 ). In the current context, two trees that share a common bipartition could be recombined to produce two new trees by exchanging the subtrees attached to the edges separating the two parts of the bipartition.
