Steel production is a complex process and finding coherent schedules for the wide variety of production steps in a dynamic environment where disturbances frequently occur is a challenging task. Steel production involves a range of processes: continuous caster, hot strip mill, furnaces. The scheduling systems of the caster and the hot strip mill have very different objectives and constraints. It is important that the schedules for these two processes are able to react to the presence of real time information concerning production failures and customer requests. In this paper we propose a multi-agent architecture for integrated dynamic scheduling of the Hot Strip Mill and the Caster. Each process in the steel production environment is assigned to an agent which performs, independently, its dynamic scheduling at a local level by using a Tabu search meta-heuristic optimisation method. In this architecture, we have elaborated the dynamic scheduling of the Hot Strip Mill Agent. The other agents in the architectures simulate the production of the coil orders and the real-time events concerning the non-availability of coils. The dynamic scheduling of the Hot Strip Mill agent takes into account local objectives, real time information and information received from other agents. To address the problem of dynamic scheduling of the Hot Strip Mill, schedule repair and complete rescheduling strategies are presented and their performance is assessed with respect to measures of utility, stability and robustness. We report experiments which have been carried out to evaluate the performance of these strategies.
Introduction
For decades, the steel industry has been a powerful symbol of an increasingly global market economy, providing the most important material for many other industries. In recent years, global competitiveness and changing customer requirements have further underlined the importance of effective planning, scheduling and control systems. Competitive pressures are moving manufacturers to respond to emerging trends including high quality, low-cost, just in-time (JIT) delivery, smaller order size for a more precisely defined product, as well as the reduction of product life cycles [Tan 00b][Tan 01]. Steel production needs to handle the dynamic nature of demands. From an emphasis on the scheduling optimality for simplified models of steel production, the focus has moved to scheduling flexibility using complex models.
Steel production is a multi-stage process involving a variety of processes [Cow 01b ] [Cow 00a ]: continuous casters, furnaces, hot strip mill, slabyard. The scheduling process for Casters and the Hot Strip Mill have very different objectives and constraints and are both subject to real time events. Most of the literature dealing with steel production scheduling is dominated by static scheduling concerned by the search for techniques to achieve optimal schedules using simplified models solved by operational research techniques such as branch and bound [ Steel manufacturing involves several stages of production and it is an interconnected and interdependent system where both information and decision-making are logically and geographically distributed. Multi-agent systems appear to be well suited to complex steel production applications. Using a multi-agent system, the steel manufacturing shop floor becomes populated by the number of integrated heterogeneous intelligent agents with diverse goals, constraints and capabilities. These agents perform scheduling tasks in a dynamically adaptive fashion and have the ability to adapt themselves to the changes within the steel manufacturing shop floor. This paper presents a new architecture for dynamic robust scheduling of Steel production. Section 2 briefly presents the steel production environment. Section 3 describes our architecture for the dynamic scheduling of Steel Hot Rolling Production. Section 4 will introduce the measures of utility, stability, and robustness used to evaluate a schedule in a dynamic environment. Section 5 presents results for our simulation prototype. Finally, conclusions are presented in section 6.
Steel production environment
Each customer order requires the production of a number of coils with the required properties and each coil corresponds to one slab. A coil is described by its delivery due date and its physical proprieties such as: hardness, width and thickness. Steel production involves a range of processes ( Fig. 1) Raw materials are first melted together in a blast furnace (BF) to produce pig iron. The molten iron is transported to the steel-making shop. The principal stages of steelmaking take place in basic oxygen furnace (BOF) ladle treatment (LT), continuous casters (CC) and hot strip mill (HSM). In the basic oxygen furnace, oxygen is passed through the molten iron to reduce the carbon content. The resulting steel is then processed further in the ladle treatment facility to make steel of a certain chemical grade. The molten steel is transported to one or more continuous casters to form solid slabs with different dimensions. The slabs produced are stored in the slabyard (SY). Before the slabs are rolled to coils in the hot strip mill, they need to be reheated in the reheat furnaces (RF). The HSM has two sections: the roughing mill and the finishing mill. The roughing mill consists of one stand that reduces the thickness of a slab. The resulting strip is sent to the finishing mills, where there are several rolling 
Multi-agent architecture proposed for dynamic scheduling of Steel Hot Rolling
In this paper, we consider only the CC(s), the HSM and the SY whose schedule integration poses one of the greatest challenges. The Multi-agent architecture proposed is organised as a population of heterogeneous agents having a set of special skills: it implements the local scheduling model of the resource assigned to it, performs optimisation of its own objective function, reacts to realtime events and communicates and cooperates with other agents for global scheduling/rescheduling. We use a predictive-reactive methodology to handle real-time events based on the construction of a predictive schedule, which is modified through the dynamic interaction and cooperation of the agents. The architecture involves the following agents ( Cooperation among the agents for generating and maintaining dynamically production schedules is realised by the exchange of asynchronous messages between the agents. Each agent has a message box where all incoming messages are stored. HSMA receives a request from the UA to produce the coils. After receiving the message, it uses a tabu search heuristic to find a good schedule and delegates to the SYA the task of producing the coils of the turn. SYA agent sends an announcement message to the CCA to provide a production schedule for the slabs. When certain coils from the original schedule can no longer be produced from the CCA due to production failures (raw material fails to arrive on time, slabs manufactured fail to meet right specifications, etc.), real-time events on the non-available coils are sent from the SYA to the HSMA in order to react to these events. Section 4 details the predictive-reactive scheduling of the HSMA in response to these real-time events.
Hot Strip Mill Agent (HSMA)
The HSMA is responsible for creating an initial predictive schedule and the dynamic scheduling of the HSM in the presence of any unexpected event. The HSM scheduling problem is subject to various constraints [Cow 01b Rolling is then organised into shifts, where each shift is a set of turns. The second main constraint is set on smooth jumps in coil thickness and coil width. Smooth jumps in width and thickness, as well as wear on the rollers caused by coil edges require scheduling the coils of each turn in a coffin shape with respect to coil width (Fig. 3) . The scheduling problem is then:
Where X ij and Yi values are chosen so as to give rise to a path in G.
To solve this complex optimisation problem, we used a Tabu search meta-heuristic [Glo 97 ]. The search process starts from Greedy solution. The first coil of the sequence is the widest of all the coils. If more than one coil is found to be the widest, then the coil with the highest score is selected. The next coil is the one that yields the highest objective value in conjunction with the current coil. The process is repeated until the turn is constructed. Given the Greedy initial sequence, the solution is improved by using three moves: swaps of two coils, insertion of a coil and reversal of a sequence of coils. These moves are applied on the scheduled and unscheduled coils until the stopping criterion is reached. The stopping criterion we used is a fixed number of iterations, set at 50. In this way we simulate the need to very quickly regenerate schedules following real-time events. To avoid cycling, moves which would give the same solution as a recently examined one, are added to a short-term memory known as the tabu-list and forbidden or declared tabu for a certain number of iterations. In addition, an aspiration criterion accepts a tabu move if it leads to a sequence which has a better objective function value than the best found so far.
Continuous Caster Agent (CCA)
The caster agent provides dynamic scheduling and rescheduling of the continuous caster. The main constraints imposed on the schedule of orders are chemical and width compatibility constraints. Slabs to be casted must be grouped in heat lots with each heat cast into several slabs. A casting sequence is a sequence of heats with smooth jumps in width and chemical grade.
User agent (UA)
The user agent provides the user interface to the system. It manages and announces the orders to produce, and deals with dynamic changes of order conditions (rush orders, changes in the deadline of orders, etc.).
Slabyard agent (SYA)
This agent is responsible for the management of the slabs produced by the CCA(s). The SYA is the mediator agent between the CCA(s) and the HSMA. It allows negotiation between the CCA(s) and the HSMA to provide a globally good schedule.
Robustness, stability and utility measures for dynamic rescheduling of the HSM
In the present architecture, we are concerned with creating predictive-reactive schedules to react to the real-time events, which affect the HSM. The real -time events considered are non-availability of coils. In the presence of unforeseen events, it is desirable to generate schedules that are robust [Cow 01a ][Sha 99][Wu 93]. We first construct a predictive schedule and then modify the schedule in response to real-time events so as to minimise deviation between the performance measure values of the realised and predictive schedules In order to make a decision whether to do as little as possible locally repair the schedule or reschedule from scratch (complete reschedule), we use three measures: robustness, utility and stability.
Robustness, utility and stability measures
Utility measures the improvement of the original schedule objective due to schedule revision. The utility is the difference between the value of the objective function (F dynamic ) of the new schedule (S dynamic ) after taking into account the real time information (E) and the objective function (F static ) of the initial schedule (S static ) before taking into account real time information. It is expressed by: 
Utility( S static, S dynamic, E, t) = F dynamic -F static
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Rescheduling strategies
In order to take into account real-time events, we defined eight strategies. On the occurrence of a disruption, the preoptimised schedule becomes invalid and a new schedule is needed for the set of the remaining coils. Then given the sequence of the remaining coils and a value of R, we reoptimise so as to maximise the robustness. For each strategy the utility, stability and robustness measures are evaluated. We apply the strategy which maximises robustness. The strategies are the following:
• Do-nothing (NOT) ignores the real-time event.
• Simple Replacement (SR) removes the non-available coils from the sequence, and tries to replace them with the best unscheduled coils. The replacement is based on a one-for-one swap of non-available coils with unscheduled coils. For each non-available coil this strategy finds the best swap with the unscheduled coils, which maximises robustness.
• Closed Schedule Repair (CSR) removes the nonavailable coils and re-optimise the resulting sequence without referring to the unscheduled coils using Tabu search.
• Open Schedule Repair (OSR) removes the nonavailable coils and re-optimise the sequence considering the unscheduled coils using Tabu search.
• Hybrid Closed Schedule Repair (HCSR) is a combination of SR and CSR strategies. Tabu search starts from the sequence found with SR and tries to reoptimise this sequence without referring to the unscheduled coils.
• Hybrid Open Schedule Repair (HOSR) is a combination of SR and OSR strategies. Tabu search starts from the sequence found with SR and tries to reoptimise this sequence considering the unscheduled coils.
• Partial Reschedule (PR) reschedules from the first coil non-available. Rather than re-optimising the sequence of the remaining coils, we reschedule the sequence starting from the first non-available coil using Tabu search.
• Complete Reschedule (CR) regenerates a new feasible schedule from scratch.
Rescheduling for non-availability of coils
When the HSMA receives the announcement of nonavailability of coils from the SYA, it selects and applies the best strategy according to the robustness measure. If new coils have been introduced by the selected strategy, the HSMA sends an announcement message to the SYA to produce the emergent coils. Then, the SYA on its turn sends a message to the CCA to schedule the emergent coils. If the strategy chosen is reschedule, the HSMA has to send a message to the SYA to cancel the production of coils not considered in the new schedule and announces the emergent production of the new ones to the CCA.
Prototype system and simulation results
The current prototype has been developed in Microsoft Visual C++/MFC. The proposed architecture consists of four agents, implemented as objects: UA, HSMA, SYA, and CCA. The UA is responsible for introducing the coil orders. The HSMA performs the dynamic scheduling/ rescheduling of the coils. The SYA generates real-time events and passes them to the HSMA to simulate nonavailable coils. The CCA simulates the production of slabs requested from the SYA. The cooperation between the agents is done with the exchange of asynchronous messages formatted using XML (Extensible Mark-up Language). A set of simulation runs was performed to evaluate the behaviour of the HSMA in response to realtime events concerning the non-availability of coils. We carried out 5 runs, each consisting of 5 events with an initial population of 148 coils provided by a steel manufacturer. The SYA generates the first event at 10% of the scheduled turn, and the next events every 20% thereafter. Up to 5 non-available coils were generated randomly for each event. For each simulation run, we considered the strategies proposed for different values of R (0, 0.01, 0.25, 0.50, 0.75, 0.95, 1). For each event, the HSMA evaluates the best strategy for different values of R using the robustness function discussed above. Figure 4 summarises our results on the performance of the average values of the utility, stability, and robustness measures. These results demonstrate clearly that in an environment where an efficient stability should be maintained, the schedule repair strategies give better performance. More Figure 5 shows the average frequency of each strategy applied, in response to real-time events, over the five simulation runs. The results demonstrate that regardless of the importance given to the stability or the utility, the Open Schedule Repair and Closed Schedule Repair strategies give better performance compared to Complete Reschedule. However, we remarked that the Complete Reschedule strategy is often selected when a large number of real-time events disturb the schedule. Figure 6 shows the average values of utility, stability and robustness measures when we always apply the same schedule repair or reschedule strategy to respond to the real-time events. The experimental results show that regardless the value of R, schedule repair strategies have a consistent behaviour and maintain a better performance in both utility and stability measures compared to Complete Reschedule.
Conclusion
This paper has presented a multi-agent architecture for dynamic scheduling in steel production and in particular the dynamic scheduling of the Hot Strip Mill. Two key properties of the architecture developed are: the integration of scheduling activities of the CC and the HSM, and self-adaptation to real-time events. The proposed architecture consists of 4 dedicated agents: the User Agent, the Hot Strip Mill Agent, the SlabYard Agent and the Continuous Caster Agent. In the simulation prototype, the agents were implemented as C++ objects and their cooperation was carried out with the exchange of asynchronous messages formatted using XML. The scheduling problem for the HSM is modelled using the Prize Collecting Travelling Salesman Problem model and solved using a Tabu search meta-heuristic. To address the problem of real-time events, the HSMA generates predictive-reactive schedules based on three measures (utility, stability, robustness), and a number of schedule repair and complete reschedule strategies which use Tabu search meta-heuristics for the search of the best predictive-reactive schedules. The experimental results showed that the schedule repair strategies give better performance for both stability and utility measures. Even in an environment where we tolerate significant changes in stability and require improvements in utility, schedule repair strategies are competitive. Complete Reschedule is, however, often the best strategy after a large number of real-time events have occurred. When we apply the same strategy to react to real-time events, we found that schedule repair strategies have a consistent behaviour and give better performance in both utility and stability measures compared to Complete Reschedule. Future work will continue the investigation of the dynamic scheduling within the CCA and the cooperation mechanisms, as well as extending the scale of our work to problems having a much larger number of coils.
