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Introduction. We shall deal with the numerical solution of the system of n ordinary differential equations d d U(t)=f(t, U(t) (t to)
under an initial condition U( to) = uo. Here to = , uo E KWn and f: R x K ->K n is a given continuous function. To cope simultaneously with real and with complex differential equations, the set K will stand consistently for either DR or C. Further, (, ) is an arbitrary inner product on K,n and 161 = (e, p1/2 (for f e( Kn).
In order to introduce the problem treated in this article we assume (1.2) Re (f(t, 6)-f(t, 6), -X _ O (for all t eD R and , EK6).
This condition implies (cf. e.g. [9] ) that for any two solutions U, U to (1.1) the norm U(t)-U(t)1 does not increase when t increases. Let h >0 denote a stepsize and tk = tk-l + h (k = 1, 2, 3, ). Using an implicit Runge-Kutta method, approximations Uk Here m ? 1 and aij, bj are real parameters, ci = ail + ai2 +' * + aim. We define the m x m matrices A = (aij), B = diag (bl, b2, , bm) and the vector b = (bl, b2, * * * , bm)T E During these last years algebraically stable Runge-Kutta methods have gained much interest. These methods can be characterized by the property that B is positive definite while (BA+ATB -bbT) is positive semidefinite. In [1] , [4] this property was shown to imply the important contractivity relation lUklj11Uk _ l- (k' 1), for any two sequences {Uk}, {Uk} computed from (1.3) with the same arbitrary stepsize h >0. However, algebraic stability does not guarantee that the system of algebraic equations (1.3b) has a solution for arbitrary h > 0 (see [5] ). It was proved by Crouzeix (cf. [6] , [5] , [10] ) that, whenever (1.2) is fulfilled and (1.4) there is a positive definite diagonal matrix D such that DA + ATD is positive definite, then the system (1.3b) does have a unique solution (for arbitrary h > 0). Some wellknown algebraically stable methods satisfy (1.4) (the Gauss methods, the Radau IA and IIA methods, the 2-stage Lobatto IIIC method-see [13] ). But, e.g., the 3-stage Lobatto IIIC method is known to violate (1.4) (see [13] , [10] , [11] , [12] ). The theory in the present paper provides a simple condition on A which is less restrictive than (1.4) and which still implies the existence of a unique solution to (1.3b) (for arbitrary h > 0). The 3-stage Lobatto IIIC method fulfills this new condition.
In [2] , [8] , [3] contractivity (and stability) relations were derived under assumptions on f that are more general than assumption (1.2). Our main theorem on the existence of solutions to (1 3b) will also cope with f satisfying such generalized assumptions.
An important tool in obtaining our existence and unicity results consists in a study of the sensitivity of the solution of the algebraic equations with respect to (so-called internal) perturbations. As a by-product we thus shall obtain generalizations of results on this sensitivity already given in [13] , [10] , [12] .
In ? 2 we shall state and discuss our main result (Theorem 2.1) on the existence and uniqueness of solutions to (1.3b). In ? 3 we derive the material that is basic for the proof of Theorem 2.1. We also apply this material in a study of the sensitivity of Uk (see (1.3)) with respect to internal perturbations. The final ? 4 contains the proof of Theorem 2. We note that the index sets occurring in condition (2.3) are allowed to be empty. Condition (2.1) onf is a generalization of the well-known one-sided Lipschitz condition (where a = 0, see e.g. [1] , [7] , [13] ) and of the circle condition in [9] (where ,3 = 0). It was also used in [17] , [8] .
If a ' 0, then there exist functions f satisfying (2.1) with arbitrarily large Lipschitz constants. It follows that initial value problems (1.1) are covered that can be arbitrarily stiff.
We conclude this section with a lemma which gives some more insight into condition (2.1) and which simplifies the application of the main Theorem 2.1. For given a, ,3 e DR we denote the class of functions f satisfying (2.1) by W(a, /3). Hence there is a yo> 0 (only depending on a and /3) such that Iw12 yolV12. Take a, < a such that (,31 We note that if a = K = 0 the content of the above corollary reduces to a theorem formulated in [15, Thm. 4 
The n x n identity matrix is denoted by I(n) and the Kronecker product by 0. We define
Here b, A are as in ? 1, and aT denotes the ith row of the matrix A (for 1 _ i m). We define the mappings (from K nm to K nm) Fj =IjF, Hj = IJH, Aj = IjA (forj = 1, 2).
Remark that, with I = 1+ I2 denoting the nm x nm identity mapping, we have If any numerical procedure is applied to solve the equation Hz = 0, we obtain, in general, only an approximation, say z, to the true z. Denoting the corresponding numerical approximation to Uk by Uk we thus have (3.9a) Uk = Uk1+bT(F1+I2)z (3.9b) Hi = r with a residual vector re: Knm, r 0. We note that the relations (3.9) with (./M,= {1, 2, , m}) and a different interpretation of the vector r also occur in the interesting investigations of B-consistency by Frank, Schneid and Ueberhuber (cf. [13] , [14] ). We call the components ri E 1K1 of r = [ri]E K nm internal perturbations in the Runge-Kutta step (3.8).
A question of great practical and theoretical importance is whether IIi-zI and uk -Ukl are small (uniformly for all f satisfying (2.1)) whenever 11r 1 is small (cf. (3.8), (3.9)). The results of ? 3.3 are relevant to this question for IIZ-z I, and those of ? 3.4 for l| Ukl- In practice one usually computes Uk from (3.6) or from (3.7). These cases are covered by our considerations since (3.8), (3.9) reduce to (3.6), (3.16) when A,= {1,2,.*. , m}, while (3.8), (3.9) reduce to (3.7), (3.17) when J/t2 = {1, 2, , m}.
3.3. Internal stability. We shall investigate, for arbitrary z, z E K(nm, the sensitivity of z -z with respect to Hi -Hz, where the latter difference can be interpreted as the difference between two (different) internal perturbations (cf. (3.9b) ). The results we obtain are basic for the proof in ? 4 of Theorem 2.1. with a constant yi only depending on the parameters 8i, o-j, ri, Cv, 3.
The proof is completed by applying (2.3) and substituting afTu = vi (for i e 2; see (3.11)) into (3.13). 0
Using the above lemma we shall prove the following theorem, which is the main result of this section. (iii) || -z | _5(z; || Hz-Hz ||) (for all z, zEI(n,m). Moreover, if Xt2 =0, then (i), (ii) and (iii) hold with 4)(z, p) yp where y is a constant only depending on A, h-'a, hf3 (and not on z, f or the dimension n).
Proof. 3.4. External stability. We deal with the effect of the internal perturbation r on the difference uk -uk where Uk, uk satisfy (3.8), (3.9). The following theorem provides a condition under which a bound for Ilk -ukl in terms of II rII holds uniformly for all f satisfying (2.1). This condition can be fulfilled in cases where no analogous uniform bound holds for IIz-zII. One easily verifies that, with these definitions, bT =dTI1+dTA2.
From (3.8), (3.9) it follows that
Defining x, -y, -by (3.10) we have
An application of Lemma 3.2 completes the proof. a
In order to formulate some interesting corollaries to the above theorem, we define for any index set Jvcz {1, 2, * , m} the m x m matrix A(A) by
where 8ij denotes the Kronecker delta. In practical applications the use of (3.18) thus seems to have an advantage over the use of (1.3). A small residual vector in the process (3.18) has generally a substantially smaller effect on the approximation to U(tk) than in the process (1.3).
Example 3.8. Consider an arbitrary method satisfying condition (1.4) (e.g. Gauss, Radau IA or IIA-see [13] Then there is a unique z* E E with Gz* = 0.
Proof. G is a continuous one-to-one mapping defined on E. The domain-invariance theorem (cf. [18] ) thus implies that G(E) is open.
