Effective equations for matter-wave gap solitons in higher-order
  transversal states by Mateo, A. Muñoz & Delgado, V.
Phys. Rev. E 88, 042916 (2013)
Effective equations for matter-wave gap solitons in higher-order transversal states
A. Mun˜oz Mateo∗ and V. Delgado†
Departamento de Fı´sica Fundamental II, Facultad de Fı´sica,
Universidad de La Laguna, E-38206 La Laguna, Tenerife, Spain
(Dated: 8 June 2013)
We demonstrate that an important class of nonlinear stationary solutions of the three-dimensional (3D)
Gross-Pitaevskii equation (GPE) exhibiting nontrivial transversal configurations can be found and char-
acterized in terms of an effective one-dimensional (1D) model. Using a variational approach we derive
effective equations of lower dimensionality for BECs in (m,nr) transversal states (states featuring a cen-
tral vortex of chargem as well as nr concentric zero-density rings at every z plane) which provides us with
a good approximate solution of the original 3D problem. Since the specifics of the transversal dynamics
can be absorbed in the renormalization of a couple of parameters, the functional form of the equations
obtained is universal. The model proposed finds its principal application in the study of the existence and
classification of 3D gap solitons supported by 1D optical lattices, where in addition to providing a good
estimate for the 3D wave functions it is able to make very good predictions for the µ(N) curves charac-
terizing the different fundamental families. We have corroborated the validity of our model by comparing
its predictions with those from the exact numerical solution of the full 3D GPE.
PACS numbers: 05.45.Yv, 03.75.Lm
I. INTRODUCTION
Matter-wave solitons are an important class of nonlin-
ear excitations in Bose-Einstein condensates (BECs) [1, 2].
They are coherent, spatially localized solutions of the
Gross-Pitaevskii equation (GPE) resulting from a balance
between linear dispersion and nonlinearity. Moreover, they
are the atomic analogs of the optical solitons of nonlin-
ear optics, with which they share many similarities [3–5].
This analogy has proved to be very fruitful and has stimu-
lated much theoretical and experimental work in the field
of Bose-Einstein condensation. A particular example of the
interplay between the two fields which have attracted con-
siderable attention in recent years is that of matter-wave
gap solitons [6, 7]. These solitons, first observed exper-
imentally in Ref. [8], are localized nonlinear structures
which can be realized in BECs loaded in one-dimensional
(1D) optical lattices, and are characterized by a chemical
potential lying in the forbidden band gaps of the underly-
ing lineal problem.
Most theoretical treatments of matter-wave gap solitons
in 1D optical lattices have been carried out in a 1D set-
ting [9–13]. This approximation is justified when the con-
densate is subject to a transversal confinement so strong
that its radial dynamics is frozen to the zero-point quantum
fluctuations of the corresponding ground state. Under such
circumstances, the axial dynamics can be accurately de-
scribed in terms of the 1D GPE. However, as the transversal
confinement decreases or the condensate density increases,
the contribution from higher-order radial modes becomes
more and more important so that transversal excitations
can no longer be neglected [14]. This situation occurs fre-
quently in practice.
In general, the study and characterization of matter-wave
dark or gap solitons proceeds in different and well sepa-
rated stages [15]. The first step consists in establishing
the existence of such nonlinear solutions which, for soli-
tons with a nontrivial radial configuration, requires solving
the nonlinear eigenvalue problem associated with the three-
dimensional (3D) GPE. This is a complex problem which
is commonly addressed numerically by using a Newton
continuation method in terms of the chemical potential of
the condensate. In a subsequent step one usually is inter-
ested in the stability properties of the nonlinear states pre-
viously found. Such properties can be determined from a
linear stability analysis based on the numerical solution of
the Bogoliubov–de Gennes equations or by monitoring the
long-time behavior of the condensate after a sudden small
perturbation, which in turn requires the numerical integra-
tion of the equations of motion. In a final stage, one may
be interested in the stabilization of certain unstable solu-
tions, for instance, by changing the system configuration,
the number of particles, or by introducing convenient pin-
ning potentials or even a second component with repulsive
interspecies interactions. In general, the different stages of
the analysis have to be tackled separately by using different
specific computational techniques. In what follows we will
focus on the first stage. More specifically, we will be inter-
ested in the search for axially localized nonlinear stationary
solutions of the 3D GPE exhibiting a higher-order radial
configuration. While, in principle, this is a 3D problem
where both axial and radial degrees of freedom can play
an equally relevant role [16], we will show in this work
that, rather unexpectedly, it can be addressed in terms of an
equivalent effective problem of lower dimensionality. Such
dimensionality reduction is particularly interesting because
the computational complexity of a Newton continuation
method increases rapidly as one passes from 1D to 3D.
Effective equations of reduced dimensionality have
proven to be a valuable tool in the description of BECs
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2in highly anisotropic geometries. This class of systems,
which can be realized by applying a strong confinement po-
tential in one or two spatial directions, has received consid-
erable attention in recent years [17–23]. In particular, they
are especially relevant for applications of trapped Bose
condensates in matter-wave interferometry [24–26] or in
generation and manipulation of matter-wave dark [27, 28]
and gap solitons [8]. Since highly anisotropic potentials
induce two very different time scales in the condensate dy-
namics, in these systems the computational effort of a fully
3D treatment can become prohibitively high [29, 30]. This
is so due to the fact that in order to guarantee the conver-
gence of the numerical procedure one has to accurately re-
solve the fast degrees of freedom even though very often
only the slow ones are relevant. Fortunately, the dynamics
of dilute quantum gases tightly confined in the radial or the
axial direction becomes effectively one dimensional or two
dimensional, respectively, which allows for a description of
the condensate dynamics in terms of effective equations of
lower dimensionality. A number of such low-dimensional
equations have been proposed [31–40]. Especially relevant
because of their simplicity and practical usefulness in real-
istic situations are those derived in Refs. [35] and [39]. It
has been shown that they can also be obtained from a varia-
tional approach based, respectively, on the appropriate en-
ergy and chemical-potential functionals [39]. Several vari-
ants and extensions of the above two latter equations has
also been proposed [41–50]. For highly elongated conden-
sates, it has been shown that, within their range of applica-
bility, the effective equations derived in Refs. [35] and [39]
can accurately reproduce the experimental results [48, 51–
53]. In fact, unlike what happens with the standard 1D
GPE (which is a nonlinear Schro¨dinger equation with a cu-
bic nonlinearity), the above mentioned effective equations
can account properly for the contribution of transversal ex-
citations on the axial dynamics of the condensate through
a nonpolynomial nonlinear term. For this reason, they are
particularly well suited for modeling trapped condensates
in the dimensional crossover regime between 1D and 3D, a
regime which is especially relevant in the study of matter-
wave nonlinear structures such as dark and gap solitons.
Interestingly, the effective equations derived in this work
are a natural generalization of the effective equations of
Refs. [35] and [39] to the case where the condensate ex-
hibits a nontrivial higher-order transversal configuration.
While stationary ringlike transversal excitations have been
studied previously (both theoretically and experimentally)
[54–59] in BECs axially confined by a harmonic trapping
potential (where the axial degrees of freedom play no rel-
evant role), here we are mainly concerned with a quite
different situation, where, in addition to a nontrivial ra-
dial configuration, the condensates feature a localized self-
trapped nonlinear structure along the axial direction (such
as occurs, for instance, in the case of matter-wave gap soli-
tons in the weak-radial-confinement regime [16]). In such
circumstances, the axial degrees of freedom play as impor-
tant role as the radial ones and thus must be explicitly in-
corporated in the physical description. As we will demon-
strate, the effective equations derived in this work permit
one to solve such an essentially 3D problem in terms of an
equivalent 1D problem whose computational cost is similar
to that corresponding to solving the standard 1D GPE.
II. EFFECTIVE 1D MODEL
In the mean-field regime, the physics of dilute Bose-
Einstein condensates at zero temperature, in a confining
potential V (r), is completely characterized by a macro-
scopic wave function ψ(r, t) that satisfies the Gross-
Pitaevskii equation [60]
i~
∂ψ
∂t
=
(
− ~
2
2M
∇2 + V (r) + gN |ψ|2
)
ψ, (1)
where N is the number of atoms, and g = 4pi~2a/M is
the interaction strength determined by the s-wave scatter-
ing length a.
Equation (1) has been proven to accurately reproduce the
dynamics of mean-field BECs under realistic experimental
conditions [29, 30]. Our aim here is to look for a sim-
pler effective equation of lower dimensionality which, un-
der certain conditions, permit us to find good approximate
solutions of the equation above. To this end, we start by as-
suming the adiabatic approximation to be applicable. More
specifically, we shall assume that the axial degrees of free-
dom evolve so slowly in time in comparison with the trans-
verse degrees of freedom that, at every instant t, the latter
ones can relax almost instantaneously to a stationary state
compatible with the axial configuration. Under these cir-
cumstances, correlations between axial and radial motions
are negligible and the wave function can be factorized in
the form [32]
ψ(r, t) = ϕ(r⊥;n1)φ(z, t), (2)
where r⊥ = (x, y) and n1 is the axial linear density,
n1(z, t) ≡ N
∫
d2r⊥|ψ(r⊥, z, t)|2 = N |φ(z, t)|2. (3)
In the above equations, both ψ and ϕ have been normalized
to unity.
Assuming, as is commonly the case, a separable confin-
ing potential V (r) = V⊥(r⊥) + Vz(z), after substituting
Eq. (2) into the GPE and averaging over the fast degrees
of freedom one finally arrives at the following effective 1D
equation governing the slow axial dynamics of the conden-
sate [39]:
i~
∂φ
∂t
= − ~
2
2M
∂2φ
∂z2
+ Vz(z)φ+ µ⊥(n1)φ, (4)
where µ⊥(n1) is the local chemical potential satisfying the
stationary transverse GPE(
− ~
2
2M
∇2⊥ + V⊥(r⊥) + gn1 |ϕ|2
)
ϕ = µ⊥(n1)ϕ.
(5)
3In what follows, we shall restrict ourselves to condensates
confined in cylindrically symmetric traps which are har-
monic in the radial direction,
V (r) =
1
2
Mω2⊥r
2
⊥ + Vz(z). (6)
Under these circumstances, in the ideal-gas linear regime
(an1 → 0), the stationary transverse equation (5) can be
exactly solved in terms of generalized Laguerre polynomi-
als, L(|m|)nr (ρ
2), and its solutions take the form
ϕ(m)nr (ρ, θ) = N
(m)
nr
eimθρ|m|e−ρ
2/2L(|m|)nr (ρ
2), (7)
where N (m)nr is the normalization constant,
N (m)nr ≡
√
nr!
pia2⊥(nr + |m|)!
; (8)
θ is the azimuthal angle; and ρ ≡ r⊥/a⊥ is the di-
mensionless radial coordinate, with a⊥ =
√
~/Mω⊥ be-
ing the harmonic-oscillator length. In the equation above,
nr = 0, 1, 2, . . . is the radial quantum number, and m =
0,±1,±2, . . . is the axial angular momentum quantum
number, which accounts for the presence of an axisymmet-
ric vortex of charge m (with m = 0 corresponding to the
absence of vortices). Using the following explicit expres-
sion for the generalized Laguerre polynomials [61]:
L(m)nr (x) =
nr∑
k=0
(−1)k
(
nr +m
nr − k
)
xk
k!
, (9)
Eq. (7) can be rewritten in the form
ϕ(m)nr (ρ, θ)=N
(m)
nr
eimθe−ρ
2/2
nr∑
k=0
(−1)k
k!
(
nr + |m|
nr − k
)
ρ2k+|m|
(10)
These wave functions, which are stationary states of the
underlying linear problem with energies
E = (2nr + |m|+ 1)~ω⊥, (11)
will be our starting point in the search for solutions of Eq.
(5) in the nonlinear regime.
In principle, solving Eq. (5) is equivalent to finding the
stationary points of the energy functional
E[ϕ]
N
≡
∫
d2r⊥
(
~2
2M
|∇⊥ϕ|2 + V⊥ |ϕ|2 + 1
2
gn1 |ϕ|4
)
,
(12)
with n1 = N/L being the condensate linear density. How-
ever, as was demonstrated in Ref. [39], for repulsive inter-
atomic interactions (a > 0), when the search for the sta-
tionary points of E[ϕ] is restricted to a subspace of trial
functions (as is usually the case) a variational approach
based on the chemical-potential functional
µ⊥[ϕ]≡
∫
d2r⊥ϕ
∗
(
− ~
2
2M
∇2⊥ + V⊥(r⊥) + gn1 |ϕ|2
)
ϕ,
(13)
can produce more simple and yet more accurate results than
the usual variational approach based on the energy func-
tional. For this reason, in what follows we will look for
variational solutions of Eq. (5) in terms of both function-
als.
It is natural to choose as trial functions those given in
Eq. (10) with the substitution a⊥ → Γa⊥, where Γ is a
variational parameter characterizing the condensate width.
Solutions of this kind are analytic continuations of the lin-
ear eigenfunctions that bifurcate from the different linear
energy levels as one enters the nonlinear regime. Thus, as-
sociated with every set of quantum numbers (m,nr) there
exists a one-parameter family of nonlinear stationary solu-
tions that reduce to the stationary states of the underlying
linear problem, Eq. (10), in the limit an1 → 0. This en-
ables us to categorize the solutions of Eq. (5) into families,
and associate a given family with a pair (m,nr). Note that
the existence of such solutions implies the conservation in
the nonlinear regime of the topology that the condensates
exhibit in the ideal-gas linear regime. In fact, in passing
from linear to nonlinear stationary states of a given family
not only is the vortex charge m conserved (which is a di-
rect consequence of the underlying rotational symmetry),
but so is the number (nr) of concentric zero-density rings
(radial nodes). And this occurs despite the fact that the
nonlinear solutions are, in general, superpositions of many
linear modes with different nr quantum numbers.
Substituting the trial functions into the energy functional
(12), after a rather cumbersome calculation, one obtains
E(n1; Γ)
N
=
~ω⊥
2Γ2
(
α+ αΓ4 + 2ηan1
)
, (14)
where the parameters α and η, which contain all the depen-
dence on the quantum numbers (|m|, nr), are given by
α ≡
nr∑
i,j=0
CiCj (1 + i+ j + |m|)! , (15)
η ≡
nr∑
i,j,k,l=0
CiCjCkCl 2
−(i+j+k+l+2|m|)(i+j+k+l+2|m|)! ,
(16)
with
Ci =
(−1)i√nr!(nr + |m|)!
i!(nr − i)!(i+ |m|)! . (17)
At this point, it is most convenient to introduce a new pa-
rameter γ, defined as
γ ≡ η/α, (18)
and to rewrite Eq. (14) in terms of α and γ. Minimiza-
tion of this latter equation with respect to the variational
parameter then leads to the following z-dependent conden-
sate width:
Γ = (1 + 2γan1)
1/4
. (19)
4TABLE I: Parameters α, η, and γ for the first few radial modes (|m|, nr) as follow from Eqs. (15)–(18).
(|m|, nr) : (0,0) (1,0) (2,0) (0,1) (1,1) (2,1) (0,2) (1,2) (2,2)
α : 1 2 3 3 4 5 5 6 7
η : 1 1/2 3/8 1/2 5/16 1/4 11/32 15/64 199/1024
γ : 1 1/4 1/8 1/6 5/64 1/20 11/160 15/384 199/7168
Substituting back in Eq. (14) and using that µ⊥(n1) =
∂E/∂N , one finds the following transverse local chemical
potential:
µ⊥(n1) = ~ω⊥α
1 + 3γan1√
1 + 2γan1
. (20)
After inserting the above expression into the axial equation
(4), one finally arrives at
i~
∂φ
∂t
= − ~
2
2M
∂2φ
∂z2
+Vz(z)φ+~ω⊥α
1 + 3γaN |φ|2√
1 + 2γaN |φ|2
φ.
(21)
This is an effective 1D equation that governs the axial
dynamics of elongated BECs whose transversal state is a
nonlinear mode belonging to the (m,nr) family. Such
transversal states, which exhibit an axisymmetric vortex of
chargem and nr concentric zero-density rings, at every in-
stant t and z plane are indistinguishable from a (stationary)
axially homogeneous condensate satisfying Eq. (5) with a
linear density n1(z, t) = N |φ(z, t)|2 and quantum num-
bers (m,nr).
Equation (21) is generally applicable to condensates
with both attractive (a < 0) and repulsive (a > 0) in-
teratomic interactions. In the latter case, as already said,
a somewhat simpler equation can be derived by using di-
rectly the chemical-potential functional instead of the usual
energy functional. Indeed, after substituting the above trial
functions into Eq. (13), one obtains
µ⊥(n1; Γ) =
~ω⊥
2Γ2
α
(
1 + Γ4 + 4γan1
)
, (22)
where the parameters α and γ are those defined previously
in Eqs. (15)–(18). Minimizing µ⊥ with respect to the vari-
ational parameter Γ, one now finds the z-dependent con-
densate width
Γ = (1 + 4γan1)
1/4
, (23)
and, after substituting back in Eq. (22), one obtains the
following local chemical potential:
µ⊥(n1) = ~ω⊥α
√
1 + 4γan1. (24)
Inserting this expression into Eq. (4), we find
i~
∂φ
∂t
= − ~
2
2M
∂2φ
∂z2
+Vz(z)φ+~ω⊥α
√
1 + 4γaN |φ|2φ.
(25)
This equation, like Eq. (21), is an effective 1D equa-
tion governing the axial dynamics of elongated BECs with
a > 0 in a (m,nr) transversal state. Equations (21) and
(25), as well as their time-independent counterparts, are the
central results of this work. It is interesting to note that
these effective equations exhibit the same functional form
irrespective of the (m,nr) transversal state involved. In
fact, the details of the transversal dynamics enter the above
equations only through the numerical values of the param-
eters α and γ, which account for the dilution effect that the
different transversal configurations induce in the radially
averaged condensate density. The numerical values of α
and γ for the first few (|m|, nr) pairs, obtained from Eqs.
(15)–(18), are given in Table I. Note, in particular, that the
parameter α can be conveniently rewritten as
α = (2nr + |m|+ 1). (26)
This formula is a direct consequence of the fact that the
local chemical potential (24) must reduce to the (linear)
energy (11) in the an1 → 0 limit.
In the particular case nr = 0, which corresponds to con-
densates whose transversal state contains only an axisym-
metric vortex of charge m, expressions (15) and (16) be-
come
α = (1 + |m|), (27)
η = (1 + |m|)γ = (2|m|)!
22|m|(|m|!)2 ≡ β
−1
m , (28)
so that the equations of motion (21) and (25) reduce, re-
spectively, to the effective equations first derived in Refs.
[43] and [39]. It is thus clear that the equations derived in
this work are natural generalizations of the effective equa-
tions obtained previously and reduce to them in the proper
limit.
Simple closed expressions for the parameter γ can also
be obtained in other particular cases. For instance, setting
nr = 1 in Eq. (16) yields
γ = η/α =
(2 + 3|m|)
4(1 + |m|)(3 + |m|)β
−1
m ; (29)
while, for nr = 2, after a rather lengthy calculation, one
finds
γ =
44 + (95 + 41|m|)|m|
64(1 + |m|)(2 + |m|)(5 + |m|)β
−1
m . (30)
The validity of the effective equations derived above re-
lies on both the applicability of the adiabatic approxima-
tion and the robustness of the (m,nr) transversal state in-
volved. For general dynamical problems with nr > 0, such
5conditions may represent a rather severe limitation. There
are, however, physical situations where one is primarily
concerned with the existence and classification of station-
ary nonlinear excited states. This occurs, for instance, in
the search for localized nonlinear structures such as matter-
wave dark and gap solitons. While the study of this kind
of system has commonly been performed in a 1D setting in
which the radial state plays no relevant role, one may also
be interested in nonlinear excited modes corresponding to
higher-order transversal states. In principle, such analysis
would require solving numerically the stationary 3D GPE,
which is a computationally expensive task. Moreover, the
numerical solution of the corresponding nonlinear eigen-
value problem—based, in most cases, on a continuation
method—depends critically on the possibility of starting
the iterative procedure with a sufficiently good initial esti-
mation for both the axial and the radial parts of the wave
function, which are not known a priori. As we shall see,
the time-independent counterparts of the effective 1D equa-
tions (21) and (25) prove to be valuable tools that permit
one to overcome the above difficulties. Since for a station-
ary problem the radial degrees of freedom can always fol-
low adiabatically the (static) axial configuration, it is clear
that, in such cases, the validity of the adiabatic approxi-
mation is guaranteed. In fact, the stationary versions of the
above effective 1D equations have a broader range of appli-
cability than initially expected, as demonstrated by the fact
that they are even able to reproduce rather accurately the
physical properties of disk-shaped gap solitons in higher-
order transversal states.
III. MATTER-WAVE SOLITONS IN HIGHER-ORDER
TRANSVERSAL STATES
While small differences between results from the effec-
tive equations (21) and (25) do exist (see Ref. [39]), in
practice, however, they are not very important, so that,
from a quantitative point of view, the choice of which one
to use is a matter of personal preference. For condensates
with repulsive interatomic interactions (a > 0) it may be
advantageous to use Eq. (25) because it is somewhat sim-
pler and, furthermore, permits one to obtain fully analytical
expressions for a number of important stationary physical
magnitudes [39]. For a < 0, however, one necessarily has
to resort to Eq. (21) which has the additional advantage
that it is also valid for a > 0. In what follows we shall
consider condensates with a > 0 and shall restrict our-
selves to Eq. (25). To demonstrate its utility in the search
for matter-wave dark and gap solitons in a 3D regime, next
we shall compare, for a number of representative exam-
ples, the predictions from this equation with those from
the exact numerical solution of the full 3D GPE with no
approximations. To this end, throughout this work we con-
sider a zero-temperature 87Rb condensate (s-wave scatter-
ing length a = 5.29 nm) in a harmonic radial trap, subject
to different axial potentials Vz(z), and look for stationary
solutions of Eq. (25) of the form
φ(z, t) = φ0(z) exp(−iµt/~), (31)
where µ is the condensate chemical potential and its cor-
responding density amplitude φ0(z) satisfies the stationary
equation(
− ~
2
2M
∂2
∂z2
+Vz(z)+~ω⊥α
√
1 + 4γaN |φ0|2
)
φ0 =µφ0.
(32)
Starting from a convenient initial guess and using µ as a
continuation parameter, excited solutions of a nonlinear
differential equation such as this one can be found numer-
ically by means of a Newton continuation method. As we
shall see below, by solving the above effective 1D prob-
lem one can find good approximate solutions of the corre-
sponding 3D problem. Indeed, not only does the solution
of Eq. (32) accurately provide the chemical potential µ of
the 3D condensate as a function of its particle content N
(a functional dependence that is of primary interest in the
characterization and classification of matter-wave gap soli-
tons into different families), but also gives, via Eqs. (2) and
(31), an estimate for the corresponding 3D wave function:
ψ(m)nr (r, t) = ϕ
(m)
nr
(r⊥;n1)φ0(z) exp(−iµt/~), (33)
where ϕ(m)nr is given by Eqs. (7) and (8) with the substitu-
tion a⊥ → Γa⊥ and, as follows from Eqs. (3) and (23),
the z-dependent dimensionless condensate width Γ takes
the form
Γ =
(
1 + 4γaN |φ0(z)|2
)1/4
. (34)
Stationary solutions of the full 3D GPE (1) have been ob-
tained numerically in a similar manner. As already said,
however, in this case it is essential to start from an initial
guess which is sufficiently good in both the axial and the
radial directions. In this regard, a good strategy is to use the
above 1D estimate (for a relatively small value of µ), Eq.
(33), as the starting point for the 3D problem. We have im-
plemented the numerical continuation method in terms of a
Laguerre-Fourier spectral basis and have carefully checked
the convergence and accuracy of our results by using dif-
ferent basis sets.
Figure 1 shows a stationary axial dark soliton in a (0, 0)
transversal state generated in a 87Rb condensate containing
2×105 atoms confined in a harmonic trap with axial and ra-
dial frequencies ωz = 2pi×15 Hz and ω⊥ = 2pi×450 Hz,
respectively. Lengths in this figure are given in terms of the
corresponding axial oscillator length az =
√
~/Mωz =
2.78 µm. Figure 1(a) depicts the dimensionless axial den-
sity an1 = aN |φ0(z)|2 as follows from the effective 1D
equation (32) (solid red line) along with the corresponding
3D results (open circles) obtained from the full 3D GPE
as prescribed by Eq. (3). Substituting the density ampli-
tude φ0(z) obtained from the solution of Eq. (32) into Eqs.
(33) and (34), we have generated an effective 3D wave
6FIG. 1: (Color online) 3D morphology of a stationary axial dark
soliton in a (0, 0) transversal state generated in a 87Rb condensate
with 2× 105 atoms confined in a harmonic trap with frequencies
ωz = 2pi × 15 Hz and ω⊥ = 2pi × 450 Hz. (a) Dimensionless
axial density an1 as follows from the effective 1D equation (32)
(solid red line) along with the corresponding 3D results (open cir-
cles) obtained from the full 3D GPE. The two upper panels show
phase-colored density isosurfaces (taken at 5% of the respective
maxima) representing the 3D wave functions as obtained from (b)
the effective 1D model and (c) the full 3D GPE. Panels (b) and (c)
have been radially magnified by a factor of 5. The color maps in
these panels show that in both cases the condensate phase takes
the constant value −pi/2 to the left of the central density notch
and +pi/2 to the right. Lengths are given in terms of the axial
oscillator length az = 2.78 µm.
function which is shown in Fig. 1(b) as an isosurface of
the atom density (taken at 5% of its maximum) where the
value of the phase of the wave function at each point is
represented as a color map. Figure 1(c) displays the 3D
wave function obtained from the numerical solution of the
stationary version of the full 3D GPE (1) with no approxi-
mations. According to this latter equation, the condensate
chemical potential takes the value µ = 8.19 ~ω⊥, while
the effective 1D equation (32) predicts µ = 8.16 ~ω⊥
(which implies an error of only 0.35%). Even though in
this case the transversal state is topologically trivial, it is
nevertheless a linear superposition of many harmonic oscil-
lator modes as reflects the fact that the chemical potential
µ is much greater than the radial quantum ~ω⊥. In these
circumstances, the standard 1D GPE is not applicable. In
fact, this condensate clearly lies in the 3D regime, far away
from the quasi-1D regime which would require an1  1,
a condition that is not met as is evident from Fig. 1(a).
FIG. 2: (Color online) Same as Fig. 1 but for a stationary axial
dark soliton in a (1, 0) transversal state containing 105 atoms.
The color maps in panels (b) and (c) show that in both cases the
condensate phase varies continuously from −pi to +pi around the
vortex axis, while along the axial direction, for each azimuthal
angle it exhibits a pi-phase slip across the notch of zero density.
Along the axial direction, however, both the density and the
phase profiles exhibit the peculiar nontrivial structure of a
dark soliton. Indeed, from Figs. 1(b) or 1(c) (which have
been magnified along the radial direction by a factor of 5 to
facilitate the visualization) the characteristic pi-phase slip
across the notch of zero density is evident.
For the same confinement potential, Fig. 2 shows an
axial dark soliton in a (1, 0) transversal state containing
105 atoms. This corresponds to a stationary state of the
GPE featuring a vortex of unit charge in the transversal
direction in addition to a dark soliton in the axial direc-
tion. Figure 2(a) compares the prediction for the axial den-
sity an1 (solid red line) obtained from Eq. (32) (which
yields µ = 6.56 ~ω⊥) with the exact numerical result
(open circles) obtained from the 3D GPE (which yields
µ = 6.61 ~ω⊥). The phase-colored density isosurfaces
shown in Figs. 2(b) and 2(c) represent, respectively, the
corresponding 3D wave functions as obtained from the ef-
fective 1D model and the full 3D GPE. From these fig-
ures one can appreciate the complex phase structure of this
nonlinear stationary state, which exhibits an azimuthal 2pi-
phase slip in every z plane besides a pi-phase slip along the
axial direction for each value of the azimuthal angle θ.
Figure 3 corresponds to a stationary state of the GPE
with 2× 104 atoms in a (1, 1) transversal state with no ax-
ial nodes. In this case, at every z plane the atom density
7FIG. 3: (Color online) Same as Fig. 1 but for a stationary state
of the GPE with 2 × 104 atoms in a (1, 1) transversal state with
no axial nodes. In this case panels (b) and (c) have been radially
magnified by a factor of 4. The color maps in these panels show
that in both cases the condensate phase varies continuously from
−pi to +pi around the vortex axis while it exhibits a pi shift across
the radial node for each azimuthal angle.
features a central unit-charge vortex as well as a concen-
tric zero-density ring, while the phase displays a 2pi shift
around the vortex singularity and a pi shift across the radial
node (for each azimuthal angle) [see Figs. 3(b) and 3(c)].
As occurs with the previous cases, it is apparent that the
effective 1D model (32) provides accurate predictions for
both the axial density an1 [Fig. 3(a)] and the chemical po-
tential µ (in this case, it predicts µ = 5.58 ~ω⊥ with an
error less than 0.1%) and also gives a good estimate for the
3D wave function [Figs. 3(b) and 3(c)].
In what follows we shall assume the 87Rb condensates to
be loaded into a 1D optical lattice and look for gap solitons
in higher-order transversal states. Specifically, we consider
BECs confined in the radial direction by a harmonic poten-
tial of frequency ω⊥ = 2pi × 240 Hz and subject in the
axial direction to a periodic potential of the form
Vz(z) = sER sin
2 (piz/d) , (35)
with d = 1.55 µm being the lattice period and s =
15 being the lattice depth in units of the recoil energy
ER ≡ ~2pi2/2Md2 [which, in turn, sets the typical energy
scale of the underlying (noninteracting) linear problem].
These parameters correspond to a weak-radial-confinement
regime characterized by a recoil energy ER of the same
order as the quantum ~ω⊥ (ER/~ω⊥ = 1). In such a
regime, the energy of gap solitons is always sufficiently
large to excite higher modes of the radial confinement po-
tential and thus 3D contributions are always relevant. 3D
matter-wave gap solitons supported by 3D optical lattices
have been studied in Ref. [62]. Here, however, we are in-
terested in 3D gap solitons supported by 1D lattices, a topic
that has remained largely unexplored [16]. While matter-
wave gap solitons in 1D lattices have received consider-
able attention, most studies have focused on an essentially
1D regime [63]. However, the 3D weak-radial-confinement
regime is of particular interest for a number of reasons [16]:
(i) Gap solitons in this regime exhibit a rich radial struc-
ture reminiscent of that of the underlying linear problem.
(ii) As a consequence of rotational symmetry, they can ex-
ist even inside the linear energy bands (embedded solitons
[64]). (iii) As occurs in the quasi-1D regime [13], associ-
ated with each 3D linear spectral band there exists a family
of fundamental gap solitons (stationary states highly local-
ized in a single lattice site) that share common radial topo-
logical properties with the Bloch waves of the correspond-
ing linear band; and finally, (iv) contrary to what would be
commonly expected, the weak-radial-confinement regime
supports long-lived gap solitons.
As is well known, in the noninteracting limit (N → 0),
the stationary states of a BEC in the presence of a 1D lat-
tice are (delocalized) Bloch waves with energies lying in
the allowed bands of the lattice band-gap spectrum. Be-
cause of the separability of axial and radial contributions in
the linear Hamiltonian, the 3D spectrum follows from the
1D band-gap spectrum of the corresponding axial problem
by simply adding the different allowed energies Em,nr of
the radial harmonic oscillator, Eq. (11). As a result, the
3D band-gap spectrum exhibits a series of replicas of the
different 1D energy bands, shifted up in energy by integer
multiples of ~ω⊥, with the different shifted bands reflect-
ing the contribution of the different excited radial modes
[16]. Different energy bands are characterized by the quan-
tum numbers (n,m, nr) where n = 1, 2, 3, . . . is the band
index of the corresponding 1D axial problem and (m,nr)
characterizes the radial state. Based on this fact, we intro-
duced in Ref. [16] a nomenclature for gap solitons in the
weak-radial-confinement regime. Indeed, adiabatic contin-
uation of the chemical potential (or equivalently, the num-
ber of atomsN ) permits connecting the different states of a
given family and thus defines a trajectory in the µ-N plane
that approaches a certain linear energy band as N → 0.
This enables us to categorize fundamental gap solitons into
families and associate a given family with a linear band
(n,m, nr). Since gap solitons of type (n,m, nr) can only
appear for chemical potentials higher than that of the corre-
sponding spectral band, it is clear that there exists a thresh-
old chemical potential for each family. As N increases or
decreases, gap solitons in a family increase or decrease in
size sharing, however, common topological properties.
Figure 4 shows the trajectory in the µ̂-N plane charac-
terizing the family of (1, 1, 0) gap solitons, where µ̂ stands
for the dimensionless chemical potential µ/~ω⊥. The solid
8FIG. 4: (Color online) Distinctive µ̂(N) curve characterizing the
family of (1, 1, 0) gap solitons, where µ̂ stands for µ/~ω⊥. The
solid red line is the result obtained from the effective 1D model
(32), while open circles have been obtained from the numerical
solution of the full 3D GPE. Horizontal gray strips represent the
spectral bands of the underlying linear problem. The insets dis-
play an example of a soliton of this family with N = 500 par-
ticles. The soliton wave function as obtained from the effective
1D model (32) is shown in panels (a) in terms of an isosurface of
the atom density taken at 5% of its maximum (right panel) and
a color map of the local phase (left panel). Panels (b) show the
corresponding results as obtained from the 3D GPE. The field of
view in each panel is 6.1 µm× 6.1 µm. The color maps in panels
(a) and (b) show that in both cases the condensate phase varies
continuously from −pi to +pi around the vortex singularity.
red line is the result obtained from the effective 1D model
(32) while open circles have been obtained from the nu-
merical solution of the full 3D GPE. Both results agree to
within 1.5%. In this and the following figures the horizon-
tal gray strips represent the spectral bands of the underlying
linear problem. The first seven (narrow) strips are different
3D replicas corresponding to the axial band index n = 1
[only the quantum numbers (m,nr) are represented in the
figures]. The uppermost (wide) strip is the (2, 0, 0) spec-
tral band. In the insets we present an example of a soliton
of this family with N = 500 particles. The soliton wave
function as obtained from the effective 1D model (32) is
shown in panels (a) in terms of an isosurface of the atom
density taken at 5% of its maximum (right panel) and a
color map of the local phase (left panel). Panels (b) show
the corresponding results as obtained from the 3D GPE.
The field of view in each panel is 6.1 µm × 6.1 µm. Gap
solitons in this family are stationary disk-shaped conden-
sates located at a single lattice site and featuring a central
vortex of unit charge. While condensates with a similar
FIG. 5: (Color online) Same as Fig. 4 but for the family of
(1, 0, 1) gap solitons. The color maps in panels (a) and (b) show
that in both cases the condensate phase takes the constant value
−pi/2 inside the zero-density ring and +pi/2 outside.
look have been extensively studied in systems confined in
the axial direction by a strong harmonic potential, it is im-
portant to note that gap solitons are completely different in
nature. They are self-trapped nonlinear waves (bright soli-
tons) resulting from an interplay between nonlinearity and
periodicity which bifurcate from the linear Bloch bands
and thus reside in the band gaps of the lattice spectrum.
In particular, (1, 1, 0) gap solitons are stationary states of
the GPE featuring a vortex of unit charge in the transversal
direction in addition to a (bright) gap soliton in the axial
direction.
Figure 5 displays the distinctive µ̂(N) curve of
the (1, 0, 1) family. Even though in this case the prediction
from the effective 1D model (32) (solid red line) is some-
what less accurate than before, it still agrees with the 3D
results (open circles) to within 3%. As can be seen in the
insets, the transversal profile of gap solitons in this family
exhibit a concentric ring of zero density associated with a
pi-phase shift along the radial direction.
Finally, predictions for the (1, 1, 1) and (1, 0, 2) funda-
mental families are presented in Figs. 6 and 7, respec-
tively. Gap solitons of type (1, 1, 1) are self-trapped sta-
tionary states of the GPE featuring a central unit-charge
vortex in addition to a concentric zero-density ring, while
those of the (1, 0, 2) family exhibit two concentric rings of
zero density. As the figures reflect, the threshold chemical
potentials for these families are greater than the previous
ones. It is also apparent that the predicted µ̂(N) curves
(solid red lines) are in excellent agreement with the ex-
act numerical 3D results (open circles), being the error in-
9FIG. 6: (Color online) Same as Fig. 4 but for the family of
(1, 1, 1) gap solitons. The color maps in panels (a) and (b) show
that in both cases the condensate phase varies continuously from
−pi to +pi around the vortex singularity, while it exhibits a pi shift
across the concentric ring of zero density.
volved less than 1% in both cases. Figures 4–7 also show
that the effective 1D model (32) is able to provide a rather
good estimate for the corresponding 3D wave functions.
IV. SUMMARY AND CONCLUSIONS
In this work we have demonstrated that an important
class of nonlinear stationary solutions of the 3D GPE in the
weak-radial-confinement regime can be found and char-
acterized in terms of an effective 1D model. This model
provides us with a good approximate solution of the orig-
inal 3D problem involving, however, a technical complex-
ity and computational effort similar to that corresponding
to the standard 1D GPE.
In the weak-radial-confinement regime the system en-
ergy is always large enough so that the 3D GPE ad-
mits stationary solutions exhibiting nontrivial higher-order
transversal configurations. In order to address this problem
in terms of an equivalent problem of lower dimensionality
we have followed a variational approach based on both the
energy and the chemical-potential functionals and have de-
rived effective 1D equations that govern the axial dynamics
of BECs in (m,nr) transversal states, with m and nr be-
ing, respectively, the axial angular momentum and the ra-
dial quantum numbers. Such states feature a central vortex
of charge m as well as nr concentric zero-density rings at
every z plane.
Interestingly, even though the equations derived in this
FIG. 7: (Color online) Same as Fig. 4 but for the family of
(1, 0, 2) gap solitons. The color maps in panels (a) and (b) show
that in both cases the condensate phase takes the constant value
−pi/2 in the innermost and outermost regions and +pi/2 in be-
tween.
work generalize previous proposals to the more compli-
cated case of condensates exhibiting nontrivial 3D config-
urations, their functional forms are universal, which is a
consequence of the fact that the specifics of the transver-
sal dynamics can be absorbed in the renormalization of a
couple of parameters (α and γ). This permits the study of
systems of increasing complexity with the same computa-
tional effort.
The model proposed finds its principal application in
those situations where one is primarily concerned with the
existence and classification of axially localized nonlinear
stationary states in a weak-radial-confinement regime. In
these cases the numerical solution of the effective 1D prob-
lem provides an accurate prediction for the axial density
profile and the chemical potential of the 3D condensate and
gives a good estimate for the corresponding 3D wave func-
tion as well. In particular, the model proves to be a valu-
able tool in the study of the existence and classification of
3D gap solitons supported by 1D optical lattices, where it is
able to make very good predictions for the important µ̂(N)
curves, which are essential for characterizing the different
fundamental families.
Matter-wave gap solitons in higher-order transversal
states are of particular interest because they are a source for
embedded gap solitons and, more importantly, they either
are stable or are expected to be easily stabilized. In fact, it
has been shown that (1, 0, 0) gap solitons are stable even
in the weak-radial-confinement regime [16]. The same oc-
curs with the family (1, 1, 0) [16]. Gap solitons of type
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(1,m, 0) with m > 1 can be stabilized by simply chang-
ing their particle content [16]. On the other hand, it has
been shown that BECs with a transversal profile similar to
that of the family (1, 0, 1), confined in a pancake trap, can
be stabilized by adding a second component [58]. Since
the instability of the (1, 0, 1) family is purely transversal
in nature, the same is expected to occur in the case of gap
solitons. This strategy could also be used to stabilize gap
solitons of type (1,m, nr). Alternatively, specifically en-
gineered pinning potentials might also be used to this pur-
pose [65].
While a detailed stability analysis of these nonlinear
structures is of great interest, it requires a separate study
with specific computational techniques, distinct from those
required for their generation and characterization. Such an
analysis, which is beyond the scope of this work, will be
the subject of a future publication.
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