In this paper, the di erential calculus for the operator norms · p ; p ∈ {1; 2; ∞}, of the fundamental matrix or evolution (t) = e At ; t ¿ 0, of a complex n × n matrix A, introduced by the author in a former paper, is extended to m times continuously di erentiable matrix functions (t); t ¿ 0, and developed further for other p-norms | · | p ; 1 ¡ p ¡ ∞. Results similar to those for (t) are obtained. In addition, for this function (t), formulae for the ÿrst two logarithmic derivatives D 1 + | (0)| p and D 2 + | (0)| p ; 1 ¡ p ¡ ∞, are obtained as special cases. Also, upper bounds on the discrete evolution (t); t ¿ 0 (that is, a matrix power function) and on the di erence (or remainder) R(t) = (t) − (t); t ¿ 0, are derived. The discrete evolution occurs when a step-by-step method is employed to approximate the exact solution of the initial-value probleṁ x(t) = A x(t); x(0) = x 0 , which here models a vibration problem. The results are applied to the computation of the optimal upper bounds on R(t) ∞ ; R(t) 2 , and |R(t)| 2 .
Introduction
The solution of the initial-value problemẋ(t) = A x(t); x(0) = x 0 , is given by x(t) = (t) x 0 where (t)=e A t is the fundamental matrix or evolution of the n×n matrix A. One classical upper bound on (t) is known as (t) 6 M e ( (A)+ ) t ; t ¿ 0, where (A) means the spectral abscissa of matrix A. Here, however, the constant M obtained by classical methods is not optimal. The minimal M can be computed by the di erential calculus for norms developed by the author in [12] for operator norms · p with p ∈ {1; 2; ∞}.
The aim of this paper is twofold, namely:
(a1) to extend the di erential calculus for the operator p-norms · p ; p ∈ {1; 2; ∞}, from (t) to general matrix functions (t), and (a2) to develop further a corresponding di erential calculus for other p-norms | · | p ; 1 ¡ p ¡ ∞.
One is led to the ÿrst aim (a1) by considering two additional matrix functions, namely 1. the discrete evolution (t); t ¿ 0 (which appears when the above initial-value problem is discretized, e.g., by a ÿnite-di erence method), and 2. the di erence (or remainder) R(t) := (t) − (t); t ¿ 0.
For both matrix functions, upper bounds on their norms are derived. To compute the corresponding minimal constants M , the di erential calculus for the norms · p ; p ∈ {1; 2; ∞}, has to be carried over from the matrix function (t) to the functions (t) and R(t). In order to be more general, the di erential calculus is extended here to matrix functions (t) that are su ciently di erentiable. For p ∈ {1; ∞}, this extension is straightforward; for p = 2, more e ort is necessary because we have to consider the case (t 0 ) = 0, which happens, e.g., for = R = − , whereas formerly we had always (t 0 ) = 0.
To the second aim (a2), namely to develop further the di erential calculus for other matrix p-norms | · | p ; 1 ¡ p ¡ ∞, one is led in a natural way because only for p ∈ {1; 2; ∞} formulae for the norms A p ; A ∈ C n×n , are known. The results are applied to a vibration problem and are illustrated by graphics and numerical values. More precisely, the paper is structured as follows. For the norms · p ; p ∈ {1; 2; ∞} and | · | p ; 1 ¡ p ¡ ∞, of matrix functions (t), in Section 2, local regularity properties are stated, and in Section 3, formulae for right derivatives are obtained. In Section 4, upper bounds on (t) and on R(t) are determined by classical methods. Section 5 is the application part. We consider again the vibration problem of Ref. [12] and restrict ourselves essentially to the function R(t) because the shape of the upper bound on R(t) is very di erent from that on (t) . (The ÿgures for the upper bounds on (t) are omitted since they strongly resemble those on (t) .) We use the di erential calculus for norms of matrix functions, derived in the earlier sections, to obtain the optimal upper bounds on R(t) ∞ ; R(t) 2 , and |R(t)| 2 . The Refs. [2, 3, [6] [7] [8] [9] [14] [15] [16] [17] [18] [19] [20] [21] 23] are given even though they are not directly used in this paper in order to provide the reader with some additional material helpful in the present subject.
Local regularity of norms of matrix functions
In [12] , for t → (t); t ¿ 0, we have shown-loosely speaking-that for every t 0 ¿ 0 and for p ∈ {∞; 2} the function t → (t) p is real analytic in some neighbourhood [t 0 ; t 0 + t 0 ]. The case p = 1 can easily be reduced to the case p = ∞ by interchanging the column index and the row index. Corresponding results hold when is replaced by any analytic function ∈ C n×n or more generally when ∈ C n×n is su ciently often continuously di erentiable.
In this section, di erentiability results for general matrix functions (t) are derived extending the results of Ref. [12] for the norms · p ; p ∈ {1; 2; ∞}, and developing further the results for other
Thus, we have Lemma 1 ( · p ; p ∈ {1; 2; ∞}, complex matrix function). Let m ∈ N; t 0 ∈ R + 0 and : R + 0 → C n×n be a matrix function that is m times continuously di erentiable. Further, suppose additionally that for p ∈ {1; ∞} each two components of (t) and for p = 2 each two eigenvalues of * (t) (t) be either identical or intersect each other at most ÿnitely often near t 0 . Then, there exists a number t 0 ¿ 0 and a function t →ˆ (t), which is real and m times continuously di erentiable on
Proof. The proof is similar to that of [12, Lemma 1] and [13, Lemma 3] . In Lemma 1 and all other cases of the norms · p , we have to make the additional hypothesis for all p ∈ {1; 2; ∞} since the maximum on n numbers has to be formed in all these cases.
Supplement 2.
( · p ; p ∈ {1; 2; ∞}, complex matrix function). If is analytic for t ¿ 0 (or in a neighbourhood of the considered point t 0 ∈ R + 0 ), then the additional hypothesis in Lemma 1 can be dropped.
Proof. The proof is similar to the proof of [13, Supplement 4] .
For the matrix operator norms · p , no explicit representation A p ; A ∈ C n×n , is known for p ∈ {1; 2; ∞}. So, in addition, apart from considering these matrix operator p-norm we introduce other p-norms | · | p ; 1 ¡ p ¡ ∞, and prove similar results as mentioned above. For the sake of completeness, this is also done in the present paper.
Let B = (b ij ) ∈ C n×n and
Then, | · | p are norms on C n×n which are not, however, operator norms. Let u ∈ C n . Then,
where q is the number conjugate to p, that is, 1=p + 1=q = 1 or q = p=(p − 1). For 1 ¡ p 6 2, one has additionally u q 6 u p ;
and
where B; C ∈ C n×n so that |·| p is a submultiplicative matrix norm if 1 ¡ p 6 2. For p=2, this follows from Cauchy-Schwarz's and for 1 ¡ p ¡ 2, from Jansen's inequality (cf. [22, p. 6] We mention that, in [19] , the norm | · | 2 is called Schur norm, and in [24] it is also called Euclidian norm. Other authors call it Frobenius norm.
For the norms | · | p , the following lemma holds true.
, and m ∈ N. Further, for every t ¿ 0, let (t) ∈ C n×n where t → (t); t ¿ 0, is m times continuously di erentiable. Then, there exists a number t 0 ¿ 0 and a function t →ˆ (t), which is real and m times continuously di erentiable on
Proof. We leave the proof to the reader since it is similar to that of [13, Lemma 3] .
Formulae for the right derivatives of norms
In this section, formulae for the right derivatives of general matrix functions (t) are obtained extending the results of [12] for the norms · p ; p ∈ {∞; 2}, and developing further the results for other p-norms | · | p ; 1 ¡ p ¡ ∞. As a special case, also the ÿrst two logarithmic derivatives 3.1. Matrix functions t → (t) in the operator norms · p ; p ∈ {∞; 2} One obtains the formulae for the right derivatives of the matrix operator p-norms · p ; p ∈ {∞; 2}, when A k (t 0 ) in the formulae of [12] are replaced by the derivatives D k (t 0 ); k = 0; 1; 2; : : : . Even though this can easily be done by the reader, we give here the formulae for ease of reference in the future. Since for general matrix functions also the case D k (t 0 ) = 0 may occur, some additional considerations have to be made in the case p = 2.
, and for i; j = 1; : : : ; n deÿne the functionals
(1)
(2)
where (D ) ij (t 0 ) := [D (t 0 )] ij , and so on. Let
(k) ij [ ; t 0 ]; i = 1; : : : ; n; k = 0; 1; 2; : : : :
Then, we obtain the following theorem.
, let (t) ∈ C n×n ; t ¿ 0, and t → (t); t ¿ 0, be m = 2 times continuously di erentiable, and let the additional condition of Lemma 1 be fulÿlled. Further, let I −1 := {1; : : : ; n} and I 0 be the index set where
Similarly, let
Then,
Remark. If only m = 1, then of course still (9) and (10) hold. A similar remark applies in the subsequent theorems and corollaries.
Real n × n matrix (t). Deÿne the following sign functionals:
. . .
i; j = 1; : : : ; n; k = 1; 2; : : : . This relation can also be written as
for k = 1; 2; : : : . With these sign functionals, deÿne the further functionals
i = 1; : : : ; n; k = 0; 1; 2; : : : . Then, the right derivatives for real matrices read as follows.
; t ¿ 0, be m times continuously di erentiable, and let the additional condition of Lemma 1 be fulÿlled. Further, let I −1 = {1; : : : ; n} and I k be the set of all indices i k ∈ I k−1 , where
k = 0; 1; 2; : : : ; m. Then, the right derivatives of t → (t) ∞ at t = t 0 ¿ 0 are given by
k = 0; 1; 2; : : : ; m. p = 2: Real or complex n × n matrix (t). Let t → (t); t ¿ 0, be analytic for ease of treatment. We mention, however, that the formulae to be derived will remain valid if this function is only m = 2 times continuously di erentiable and if the additional condition of Lemma 1 is fulÿlled. Starting point in the case p = 2 is the series expansion
with
; j = 0; 1; 2; : : : :
Now, deÿne
Let max (P(t)) be the largest eigenvalue of P(t). 
t ¿ t 0 , where 0 ; 1 ; 2 are deÿned in [12, (33) , (35), (38)], as the case may be, since (t) 2 = [ max (P(t))] 1=2 . Hereby, we obtain Theorem 6 ( · 2 , real or complex matrix function): Let (t) ∈ C n×n ; t ¿ 0, let t → (t); t ¿ 0, be m = 2 times continuously di erentiable, and let the additional condition of Lemma 1 be fulÿlled. 
Remark. The reader should notice that the quantity 0 in Formula (26) for (t 0 ) = 0 is di erent from that for (t 0 ) = 0; D (t 0 ) = 0. A similar remark holds for Formula (27).
Matrix functions t → (t) in the norms
new results similar to those in [13] for complex-valued vector functions are obtained.
1 ¡ p ¡ ∞: Complex n × n matrix (t). Let t → (t) ∈ C n×n be m = 2 times continuously di erentiable, and
where
With these matrices, deÿne the following functionals for i; j ∈ {1; : : : ; n}:
Hereby, deÿne the further functionals:
Then, we obtain 
Special case: | · | 2 . In the special case p = 2, it is useful to introduce a scalar product in the set of complex n × n matrices. So, let B = (b ij ); C = (c ij ) ∈ C n×n and deÿne 
Then, (·; ·) deÿnes a scalar product in C n×n and
Hereby, the right derivatives in the norm | · | 2 can also be written as follows (cf. [13] ): 
Logarithmic derivatives in the norms | · | p ; 1 ¡ p ¡ ∞. Let A ∈ C n×n . Then, the two ÿrst logarithmic derivatives
So, one has to set t 0 = 0 and
Since E = ( ij ) is a diagonal matrix, the double sum over the index pairs ij reduces to a simple sum over the index pairs ii, in the sequel. Thus, due to (28)-(30) and (32), (33) as well as |A ii | 2 = (Re A ii ) 2 + (Im A ii ) 2 ; i = 1; : : : ; n, the following formulae are obtained:
resp., with the eigenvalues i (A); i = 1; : : : ; n of A,
and (2) 
Remark. In Formula (44), one can substitute
2 [A]. The reason for this is that p = 2 plays a special role in Formula (33). The details are left to the reader. We mention that Formula (44) for p = 2 can be checked by Formula (40).
Upper bounds on some matrix functions
We ÿrst consider general matrix power functions, then turn to the discrete evolution, and ÿnally to the remainder function.
General matrix power functions
Let B ∈ C n×n be a matrix. For later use, we want to derive an upper bound on the matrix power function x → B
x ; x ¿ 0. Starting point of our investigation is the subsequent reformulation of a well-known result for the matrix exponential t → e A t ; t ¿ 0, where A ∈ C n×n is a given matrix. By (A), we denote the spectrum of A, that is, the set of all eigenvalues of A, by (A) the spectral abscissa of A, that is, (A) = max ∈ (A) Re , and by (A) the spectral radius of A, that is, (A) = max ∈ (A) | |. The index i( ) of an eigenvalue ∈ (A) is deÿned as the maximal dimension of the corresponding Jordan blocks of matrix A (cf. [4, p. 76 
]).
Lemma 8 (Reformulation of a well-known result). Let · be any matrix norm, let A ∈ C n×n , and let (e A ) be the spectral radius of e A . Then, for every ¿ 0 there exists a constant M ¿ 0 such that
If, additionally, for every eigenvalue ∈ (e A ) with | |= (e A ) the index i( ) of satisÿes i( )=1, then the above bound is also valid for = 0.
Proof. Let the conditions of the Lemma be fulÿlled. Then, it is well-known that 
Thus, according to (46),
Let ¿ 0 and let˜ =˜ ( ) ¿ 0 be such that
Then, there exists a constantM˜ ( ) ¿ 0 such that
Set M =M˜ ( ). Then, the assertion follows. The additional condition for ∈ (A) is fulÿlled if and only if the additional condition for = e ∈ (e A ) is satisÿed, that is, one has i( )=1 if and only if i( )=1. This follows from the associated Jordan forms. So, if the additional condition is fulÿlled, = 0 can be chosen. Proof. Set A = ln B. Then, by Lemma 8,
Further, the eigenvalues resp. of A resp. B are related by = ln , and i( ) = 1 if and only if i( ) = 1. So, = 0 can be set if the additional condition is fulÿlled.
Remark. In case of B = e A with a given matrix A, the condition 0 ∈ (B) is automatically satisÿed. Further, if x ∈ N 0 , the estimate (48) is well-known (cf. [4, p. 90] for an equivalent representation).
Discrete evolution
The solution to the initial-value problemẋ(t) = A x(t); x(0) = x 0 , is given by x(t) = (t) x 0 with (t) = e A t . In this context, (t) is called fundamental matrix or evolution. In the numerical approximation of the solution x(t) at the grid points t r = r t; r = 0; 1; 2; : : : with given t ¿ 0, the discrete equivalent t of ( t) is encountered. Every ÿnite di erence method with order k and k stages can be written in the form x r+1 = t x r ; r = 0; 1; 2; : : :
so that x r is an approximation of x(t r ) = x(r t); r = 1; 2; : : : . The solution of (49) is given by x r = ( t ) r x 0 ; r = 0; 1; 2; : : : :
Consequently, the power function ( t ) r is the discrete equivalent to the (continuous) evolution (t) = (r t) = [ ( t)] r ; r = 0; 1; 2; : : : . We remark that r in ( t ) r and t in (t) are related by
Now, we deÿne the powers ( t ) r for all r ¿ 0 resp. ( t ) t= t for all t ¿ 0. For this, let 0 ∈ ( t ). Then, according to (45), the discrete evolution (t); t ¿ 0, is well deÿned by (t) := ( t ) t= t ; t ¿ 0:
One can use this extension to R + 0 , for example, to compute the approximate values x r+ of x((r + ) t) with 0 ¡ ¡ 1 for ÿxed t.
Remark. The referee has pointed out how x r+ can be approximated by using only integer powers r of t (see Section 5.4).
Special cases for t are the explicit Euler method, when
or the Runge-Kutta method, when
or, more generally, each partial sum of e A t , when
where k ∈ N; k ¿ 2. Then, the condition 0 ∈ ( t ) is equivalent to the condition
which is fulÿlled if t ¿ 0 is su ciently small. From Lemma 9, we obtain Corollary 10. Let · be any matrix norm. Let A ∈ C n×n , let k ∈ N; k ¿ 2, and let 0 ∈ ( t ). Further, let t be deÿned by (55) and by (52). Then, for every ¿ 0 there exists a constant M ¿ 0 such that
If, additionally, for every eigenvalue ∈ ( t ) with | |= ( t ) the index i( ) is equal to i( )=1, then = 0 can be chosen.
Di erence between evolution and discrete evolution
Deÿne
For this di erence (or remainder), we want to obtain an upper bound. This is based on the following lemma.
Lemma 11. Let the eigenvalues of A be simple and X be the modal matrix of A, i.e., X = [x 1 ; x 2 ; : : : ; x n ], where the x i are the linearly independent eigenvectors associated with the eigenvalues i ; i = 1; : : : ; n of A. If f(z) and g(z) are analytic on an open set containing the spectrum (A) = { 1 ; : : : ; n } of A, then
where Ä 2 (X ) = X 2 X −1 2 is the condition number in the spectral norm.
Proof. This lemma follows from [5, p. 547, Theorem 11.2.1] with p = n and m i = 1; i= 1; : : : ; n. 
Then, we obtain Corollary 12. Let the eigenvalues of A be simple, let X be the associated modal matrix, and let the condition (C) be fulÿlled. Then,
or, with R(t) in (57) and r(t) in (60),
Remark. In the application part, we need the ÿrst derivative of r(t), which is given by
i! t= t j = 1; : : : ; n:
Applications
In this section, we apply the obtained results to a vibration problem and get the best upper bounds in certain classes of upper bounds for ∈ F = { ; R}. This is achieved by combining the di erential calculus of norms, developed in this paper, and upper bounds, obtained by classical methods. The results are illustrated by graphics. Beyond this, also some numerical values are given in order that the reader may check and compare the computations.
Multi-mass vibration problem
We take up the multi-mass vibration model of [12] shown in Fig. 1 . The associated initial-value problem is given by with the matrices M; B; K and the displacement vector y as in [12] . In state-space description, this problem takes the forṁ
where x = [y T ; z T ]
T ; z =ẏ, and where the system matrix A is given by
The values for m j ; j = 1; : : : ; n and for b j ; k j ; j = 1; : : : ; n + 1 are also speciÿed as in [12] . Moreover, we choose the stepsize t = 0:1 as well as the summation index k = 4 in t = k i=0 A i t=i!, i.e., the Runge-Kutta method. Further, n = 5 is set so that the state-space vector x(t) has the dimension m=2 n=10. Again, we choose =eps=2 −52 : = 2:2204×10 −16 (the machine precision of MATLAB).
Optimal upper bounds on the discrete evolution based on Corollary 10
Let · be any matrix norm for which t → (t) is su ciently regular. To obtain the minimal M such that (t) 6 M ( ( t ) + ) t= t ; t ¿ 0, we seek a place t c where the function
meets the function t → (t) . Thus,
This is a system of two nonlinear equations in the two unknowns t c and M . By eliminating M (t c ), this system is reduced to
which is a single nonlinear equation in the single unknown t c . The results for · = · p with p ∈ {∞; 2} are similar to those for (t) p (cf. [12, Figs. 2 and 5] ). Therefore, the corresponding ÿgures are not shown.
5.3.
Optimal upper bounds on the di erence between the evolution and the discrete evolution based on Corollary 12 In view of Corollary 12 and the equivalence of norms, there are constants f 2; ∞ = 1; f 2; 2 ; f ∞; ∞ , andf 2; 2 such that R(t) 2 6 f 2; ∞ Ä 2 (X ) r(t) ∞ ; t ¿ 0; (63)
In this subsection, we shall compute the associated optimal values f * 2; ∞ ; f * 2; 2 ; f * ∞; ∞ , andf * 2; 2 by applying the new results of the di erential calculus for norms of the matrix function = R.
(i) Case R(t) 2 and r(t) ∞ : For example, to obtain the minimal constant f 2; ∞ = f * 2; ∞ such that (63) holds, we seek a place t * 2; ∞ , where the function t → R(t) 2 ; t ¿ 0; meets the function
This is a system of two nonlinear equations in the two unknowns t * 2; ∞ and f * 2; ∞ . By eliminating f * 2; ∞ , this system is reduced to
which is a simple nonlinear equation in the single unknown t * 2; ∞ . When t * 2; ∞ has been computed from (69), f * 2; ∞ is obtained from
For the given data, we obtain These values and similar values, that follow, are given in order that the reader be able to check and compare the computational results. The curve y = R(t) 2 and the nonoptimal upper bound y = Ä 2 (X ) r(t) ∞ are plotted in Fig. 2 , and the curve y = R(t) 2 and the optimal upper bound y = M * 2; ∞ r(t) ∞ = f * 2; ∞ Ä 2 (X ) r(t) ∞ in Fig. 3 . (ii) Case R(t) 2 and r(t) 2 : Since r(t) ∞ 6 r(t) 2 , we get R(t) 2 6 Ä 2 (X ) r(t) 2 ; t ¿ 0, that is, f 2; 2 = 1 in (64). The minimal constant f * 2; 2 in (64) and the associated time value t * 2; 2 are computed similarly as above. We obtain The curve y = R(t) 2 and the nonoptimal upper bound y = Ä 2 (X ) r(t) 2 are plotted in Fig. 4 and the curve y = R(t) 2 and the optimal upper bound y = M * 2; 2 r(t) 2 = f * 2; 2 Ä 2 (X ) r(t) 2 in Fig. 5 . (iii) Case R(t) ∞ and r(t) ∞ : For f ∞; ∞ = 1:8, in (65) we get a nonoptimal upper bound on y = R(t) ∞ as can be seen from The curve y = R(t) ∞ and the optimal upper bound y = M * ∞; ∞ r(t) ∞ = f * ∞; ∞ Ä 2 (X ) r(t) ∞ are plotted in Fig. 7 .
(iv) Case |R(t)| 2 and r(t) 2 : From Fig. 8 , we see that y =f 2; 2 Ä 2 (X ) r(t) 2 withf 2; 2 = 1 is a nonoptimal upper bound on y = |R(t)| 2 . The minimal constantf 2; 2 =f The curve y = |R(t)| 2 and the optimal upper bound y =M * 2; 2 r(t) 2 =f * 2; 2 Ä 2 (X ) r(t) 2 are plotted in Fig. 9 . Table 2 Comparison between ( t ) and
