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Abstract
Remote Area Power Supply (RAPS) systems can play an effective role to supply
electric power to the rural and remote communities, since these areas are usually far from the
central utility grid. RAPS systems are usually powered by non-renewable sources. Due to
growing environmental concern as well as improving infrastructures, renewable sources have
become more economic. However, renewable resources are intermittent in nature, and can
therefore cause reliability concern in the RAPS system. It imperative to consider ways to
increase the reliability of the RAPS system powered by the renewable sources. This research
aims to propose innovative strategies to improve the reliability of RAPS systems and to meet
up the challenges that come with the higher level of renewable energy penetration.
The contribution of this thesis is to improve the reliability of RAPS system with focus
on two aspects: improving dynamic stability with support from wind energy conversion
system (WECS) and maintenance of WECS components.
In regard to improving dynamic stability, a strategy has been proposed to extract
support from wind generators for frequency regulation. Usually, the frequency regulation is
solely supported by the conventional generators, as they have natural inertia and a governor
to adjust the generation to match the power demand. In a RAPS system without the
conventional generators, the strategy enables the permanent magnet synchronous generator
(PMSG) based wind turbines to support the frequency regulation through artificial inertia. A
suboptimal power point tracking strategy has been proposed to store the energy, which will
be released upon the command from inertia controller when there is a sudden dip in system
frequency. The proposed frequency regulation strategy incorporates the superconducting
magnetic energy storage (SMES) system with the wind energy conversion system (WECS)
to enhance its frequency response capability. The detailed charging and discharging
algorithms for the SMES have been developed as well. Since, the SMES has very limited
energy storage, it is used to regulate only frequency with a high rate of change and it has
been achieved by using a high pass filter with appropriate time constant.

v

In regard to system reliability, the impact of the low slip operation on the rotor side
converter lifetime in a doubly-fed-induction-generator (DFIG) and the thermal stress on an
electrolytic capacitor in the converter due to the high ripple current have been explored.
The rotor side converter of a DFIG is subjected to this high thermal cycle when the
machine operates near synchronous speed or in a low slip region. The high thermal cycling
reduces the lifetime of the power electronic converters exponentially. A thermal network has
been developed to measure the converter losses and the semiconductor junction temperatures.
Temperature measurements of diodes and semiconductor junctions have been performed and
the total power losses have been quantified. A comprehensive algorithm has been proposed
incorporating both the switching frequency reduction and the current derating technique to
reduce the thermal cycling of the rotor side converter in a DFIG. Appropriate reference points
and thresholds have been selected to ensure the consistency of the machine’s performance.
Another vulnerable component of a power electronic converter based system is the aluminum
electrolytic capacitor. The capacitor becomes subject to high thermal stress if the ripple
current is high, which can result in the vaporization and diffusion of aluminium electrolytic
liquid. Consequently, the ‘wet’ aluminium capacitor will be dried out. Therefore, continuous
operation in high temperature can cause early failure of the capacitor. A comprehensive
analysis of the mechanism that can lead to the capacitor stress has been carried out. A dc
shunt active filter has been proposed to minimize the capacitor ripple current so that the life
expectancy of an electrolytic capacitor remains unharmed. A detailed design principle has
been carried and the necessary operating condition has been suggested to offer the maximum
efficient and economic operation. The verification of the proposed topologies has been
performed for different case scenarios. In-depth simulations have been carried out for a
detailed RAPS system model, to verify the proposed strategies. The simulations results affirm
the efficacy of the proposed control algorithms.
This thesis has developed concrete contributions towards establishing a renewable
energy and energy storage based hybrid RAPS with higher reliability. The innovations
demonstrated in this thesis will facilitate the acceptance of renewable sources in the
mainstream generations while providing financial and environmental advantages to the rural
and remote communities.

vi

Table of Contents
Declaration of Authorship………………………………………………………………….. ii
Declaration of Publications……………………………………………………………….. iii
Acknowledgements……………………………………………………………………….. iv
Abstract………………………………………………………………………………......... v
Table of Contents……………………………………………………………………........ vii
List of Figures……………………………………………………………………………... xi
List of Tables……………………………………………………………………………. xiv

Chapter 1.

Introduction.…………………………………………………...........................1

1.1.

Motivation …………………………………………………………………..1

1.2.

Research Goals………………………………………………………………4

1.3.

Thesis Outline………………………….……………………………….........6

Chapter 2.

Literature Review.…..………….…………………………………….………..6

2.1.

Introduction.......………………..……………………………………………..8

2.2.

Overview of RAPS Systems………………………………………………….9

2.3.

Wind Energy Conversion System in RAPS systems.…………….…………10
2.3.1. A fixed speed WECS...………………………………………………10
2.3.2. A variable speed WECS……………………………………………..12
2.3.2.1. Fully rated power converter based WECS………………….12
2.3.2.2. Partially rated power converter based WECS………………13
2.3.2. Generators used in WECS…………………………………………...12
2.3.2.1. Permanent magnet synchronous generator………………….14
2.3.2.2. Doubly fed induction generator……………………………..14

vii

2.4.

Dynamic Behavior of RAPS System with Renewable Energy sources
Sources during Frequency Excursion…………………………………..........15

2.5. Thermal Behavior of Power Electronics Converter of DFIG... ……………..17
2.5.1. Effect of DFIG power support on converter thermal loss……………18
2.5.2. Effect of switching frequency on converter thermal loss……… ……18
2.5.3. Thermal model development…………………………...……… ……19
2.5.4. Strategies to reduce converter thermal loss…………….……… ……19
2.6. Stress Analysis of the DC-Link Electrolytic Capacitor……………....……...21
2.6.1. Properties of an electrolytic capacitor…………………..…………...21
2.6.2. Strategies to control capacitor loss…………………………………..22
2.7.

Data Analysis for Pattern Recognition..……………………………..............23
2.7.1. Theory of SAX algorithm…………..……….…………..…………..23
2.7.2. Implementation of SAX on raw data series…………..……….…….24
2.8.3. Clustering of similar profiles………………...……………………...26

2.8. Summary.......………………..……………………………………………….27

Chapter 3.

Enhanced Frequency Support from a WECS Integrated with a SMES in a
RAPS System…………………………………………………………………25

3.1. Background...………………………………………………... ……………...28
3.2. Inertial Response of Variable Speed PMSG.....……………... ……………...31
3.3. Frequency Support from SOPPT with Artificial Inertia…………...………..33
3.3.1. Control mechanism of PMSG based wind turbine……..…………...33
3.3.2. Suboptimal power point tracking strategy.……….……..…………..36
3.3.3. Artificial inertia controller.……………………….……..…………..38
3.4.

Proposed Frequency Response Strategy..…....……………... ……………...40
3.4.1. PMSG based WECS with SMES configuration……….……..……..40
3.4.2. SMES charging and discharging control……...……….……..……..41
3.4.3. Proposed algorithm for frequency regulation through SMES
Supported WECS …….……..…………………………………........43

3.5.

Simulation and Verification of Proposed Algorithm in a Test RAPS
viii

Network.. ……………………………………………………………….......44
3.6.

Determination of Required Reserved Power…...………... ………………...49

3.6.

Summary..………………………………………………... ………………...52

Chapter 4.

Improving the Thermal Performance of Rotor-side Converter of Doubly-fed
Induction Generator Wind Turbine while Operating Around Synchronous
Speed……………….……………………….……………………………….53

4.1.

Background..………………………………………………... ……………...53

4.2.

Thermal Behavior at Synchronous Speed................…………………...........56
4.2.1. Losses in power electronic converters……………....……….………56
4.2.2. Thermal model of rotor side converter...……………..…….………..56
4.2.3. Power loss and junction temperature measurement model....………..57
4.2.4. Thermal cycling of power electronic converter..……..…….………..58
4.2.5. Observation of thermal behavior of the rotor side converter.………..59

4.3.

Proposed Rotor Current Derating Technique.................…………... ….........63
4.3.1. Reactive current support breakdown for DFIG………...…….……...63
4.3.2. Proposed reactive current control scheme.....…….……..…..….........64
4.3.3. Reactive current controller to implement the proposed scheme.........67

4.4.

Proposed Switching Frequency Control Scheme..…………………………..69
4.4.1. Relationship between the slip ratio and the THD.....….….........…....69
4.4.2. Determining thresholds for ensuring satisfactory operation…….......71

4.5.

Coordinated Control with Switching Frequency and Current Derating
Technique...………………………………………………………………….72

4.4.

Experimental Validation of The Proposed Approach..……………………..75

4.6. Summary..………………………………………………... ………………...79
Chapter 5.

Shunt Active dc Filter to Reduce the dc-Link Ripple Current Caused by Power
Converters to Improve the Lifetime of Aluminium Electrolytic Capacitor.....80

5.1.

Background..………………………………………………... ……………..80

5.2.

Electrolytic Capacitor Characteristic..……………………………………...83

5.3.

Shunt Active Filter..……….………………………………... ……………..85
ix

5.4.

Shunt Active Filter Design Principle..……...…………………………........87

5.5.

Verification of the Proposed Filter Technique and Discussion.…...….........91
5.5.1. Operating condition...……………….……………………………......91
5.5.2. Test result of the proposed active filter in Simulink ...…………........92

5.6.

Experimental Validation of The Proposed Approach....…........…...….........99

5.7.

Summary…..…...………………………….................................................100

Chapter 6.

Conclusions and Future Works.......………….…………………………......102

6.1.

Conclusions........………………..…………………………………………102

6.2.

Future Works.….....………………..………………………………………104

Bibliography………………………………………………………………………………106

x

List of Figures
Fig. 1.1. Worldwide energy consumption from different energy sources……………........ 2
Fig. 1.2. Thesis objectives and contributions……………………………………………… 6
Fig. 2.1. A basic block diagram of an ac bus hybrid RAPS system...……………………. 10
Fig. 2.2. Fixed speed WECS configuration………………………………………………. 11
Fig. 2.3. Cp vs TSR curve...………………..……………………………………………… 4
Fig. 2.4. Variable speed fully rated converter based WECS configuration………….... … 13
Fig. 2.5. Partially rated converter based WECS configuration…………………………... 14
Fig. 2.6. Frequency response parameters..…..…………………………………………… 17
Fig. 2.7. Thermal calculation model…………………………………………………........ 19
Fig. 2.8. Converting time series into SAX representation………………………………… 25
Fig. 2.9. SAX representation process…………………………………………………….. 26
Fig. 2.10. Discriminated wind profile with SAX and clustering algorithm……………… 26
Fig. 3.1. Temperature vs Resistance curve………………………………………………. 29
Fig. 3.2. PMSG based wind turbine………………………………………………………. 35
Fig. 3.3. Wind turbine power curves……………………………………………………… 37
Fig. 3.4. Frequency response control with artificial inertia……………………………….. 39
Fig. 3.5. The iron-cored HTS coil at the University of Wollongong and its crosssectional view from the top……………………………………………………… 40
Fig. 3.6. Simplified topology of PMSG based wind turbine with SMES………………... 41
Fig. 3.7. PMSG boost converter control for charging………………………………......... 41
Fig. 3.8. dc chopper control for SMES during frequency regulation…………………….. 42
Fig. 3.9. dc chopper control with SMES charging topology…………………………….. 42
xi

Fig. 3.10. Algorithm for proposed frequency regulation by SMES……………………… 43
Fig. 3.11. Hybrid standalone power supply test system……………………………........ 44
Fig. 3.12. Torque variation during frequency excursion event…………………………... 46
Fig. 3.13. SMES power support during frequency event………………………………… 46
Fig. 3.14. Wind turbine power output………………………………………………......... 47
Fig. 3.15. Burden on the diesel generator with SMES and supercapacitor…………......... 48
Fig. 3.16. System frequency improvement using SMES and supercapacitor……………. 48
Fig. 3.17. Discriminated load profile with SAX and clustering algorithm………………. 51
Fig. 4.1. Simplified DFIG topology…………………………………………………......... 54
Fig. 4.2. Thermal network model………………………………………………………… 57
Fig. 4.3. Junction temperature and power loss calculation model…………………………... 58
Fig. 4.4. Relation between thermal model and ton.....….……….…………………………... 59
Fig. 4.5 (a) Rotor speed reaching synchronous speed; (b) Semiconductors junction
temperatures with increasing magnitude; and (c) Increasing converter power loss………...60
Fig. 4.6. Equivalent circuit of DFIG...…………………………………………………… 63
Fig. 4.7. Phasor diagram of the rotor and stator voltage and current..………………........ 64
Fig. 4.8. Irish grid code……………………………………………...………………........ 65
Fig. 4.9. Reactive current capability as a function of active current….. …………………. 66
Fig. 4.10. GSC active power capability with slip ratio.…………………………………... 66
Fig. 4.11. Proposed reactive current controller...........………………………………......... 68
Fig. 4.12. Relation between slip ration and THD…………………………………………. 71
Fig. 4.13. Probability distribution of Class-I IEC wind profile………………………….. 72
Fig. 4.14. Algorithm of proposed technique......…………………………………………. 73
Fig. 4.15. Temperature reduction with proposed technique.…………………….……….. 74
Fig. 4.16. Effect on stator current THD with proposed technique…..………………........ 75
xii

Fig. 4.18. Experimental setup for validation of the proposed technique………………… 76
Fig. 4.18. The frequency of rotor current changed with rotor frequency………………… 77
Fig. 4.18. Experimental setup for validation of the proposed technique………………… 76
Fig. 4.19. The effect on IGBT temperature observed with TESTO 885………………… 78
Fig. 5.1. (a) A simplified topology of an ac-dc-dc conversion; (b) A simplified topology
of an ac-dc-ac conversion…………………………………………………… 82
Fig. 5.2. Ripple current and equivalent circuit model of Electrolytic Capacitor………… 83
Fig. 5.3. Topology I from shunt active dc filter………………………………………….. 85
Fig. 5.4. Topology II for shunt active dc filter…………………………………………… 86
Fig. 5.5 . Shunt avtive current filter principle (a) Topology I; (b) Topology II………….. 87
Fig. 5.6. Inverter current with hysteresis control……………………………………........ 88
Fig. 5.7. Safe operating area (SOA) for Vishay Siliconix IRF840LC………………........ 89
Fig. 5.8 . Enabling signal based on MOSFET safe zone operation look-up table……….. 92
Fig. 5.9. Standalone PV system…………………………………………. ………........ .... 92
Fig. 5.10. CSI control algorithm for topology 1…………………………………………. 93
Fig. 5.11. (a) Active filter output current, I4 (b) Boost inductor current, I1…………….. 94
Fig. 5.12. Capacitor Current, I2 …………………………………………………….. …. 95
Fig. 5.13. A three phase rectifier interfaced with a boost converter……………………... 96
Fig. 5.14. Control algorithm of CSI for topology 2………………………………….. …. 96
Fig. 5.15. (a) Boost inductor current, I1 (b) 3 phase rectifier ripple current, I3…………. 97
Fig. 5.16. Active filter output current, I4 (I4=I3ac-I1ac)………………………………........ 98
Fig. 5.17. dc-link capacitor current, I2 (before and after filtering)………………………. 98

xiii

List of Tables
TABLE 3.1 Cost comparison of the high power storage technologies…………………. 30
TABLE 3.2 SMES Parameters…………………………………………………………. 39
TABLE 3.3 RAPS parameters...………………………………………………………... 44
TABLE 3.4 SAX character strings...……………………………………………………. 51
TABLE 4.1 Thermal Network Parameter Values……………………………………….. 61
TABLE 4.2 DFIG Parameter Values………………………………………………........ 62
TABLE 4.3 Typical current ratings…….………………………………………………. 62
TABLE 4.4 Stator voltage THD with change in slip ratio and switching frequency…… 70
TABLE 4.5 Threshold values…………………………………………………………... 74
TABLE 4.2 Test DFIG Parameter Values....………………………………………........ 77
TABLE 5.1 System parameters (case 1)………………………………………………... 93
TABLE 5.1 System parameters (case 2)………………………………………………... 95

xiv

Chapter 1
Introduction

1.1. Motivation
Remote area power supply (RAPS) system is an effective way to supply electric power to
remote communities. A significant amount of the world population is outside the access of
utility grid and RAPS system is a convenient solution to this. It is even promoted rigorously
by different aid organizations. A RAPS system is usually diesel generator/engine (DE) based.
The diesel generator based RAPS systems are very robust and the reliability is very high.
However, with the increasing concern for environment, renewable energy options have
drawn much attention. It seems unwise not to utilize renewable sources since one of the
promising benefits of a remote area is abundant accommodation for renewable energy
resources. Furthermore, fuel transfer to a remote area alone is extremely costly. Therefore,
there is a great need to switch to renewables for the RAPS system. It is more economic to
utilize the local renewable resources than importing costly conventional fuel.
Electricity generation is one of the largest sources of carbon emission. Global warming
and the carbon emission have been accelerating in an alarming rate which calls for the need
of reducing fossil fuels, which are still the main sources of energy. Underdeveloped countries
are explicitly dependent on fossil fuels due to the lack of available infrastructure. Fig. 1.1
illustrates the total energy consumption worldwide from different energy sources.
Due to the serious environmental impact, renewable energy has drawn the attention of
the world leaders and it has been recognized that the renewable energy source can offer
effective solution to this serious challenge. Fig. 1.1 shows that renewable sources are still
showing a significant growth in recent years. In the last few decades, the wind energy has
1

increased rapidly and become the second most popular form of renewable energy next to
solar energy [2].

Fig. 1.1. Worldwide energy consumption from different energy sources [1]

In Australia, wind energy is a becoming one of the most significant energy resources; in
particular, the Australia Energy Research Agency (ARENA) is playing a leading role in the
growth of wind energy in Australia. The Kennedy Energy Park is a hybrid renewable energy
facility situated in Hughenden in North Queensland developed in a partnership between
Windlab and Eurus. This project will consist of 15MW solar photovoltaic (PV), 43.2MW
wind and a 2MW/4MWh lithium ion battery storage facility and supply reliable renewable
energy to the local community. It will test the technologies in combination to see if the plant
can provide dispatchable power over a 24 hour period. Partnering battery storage with wind
and solar energy generation in a single location allows renewable energy to be stored for use
at peak usage times and when needed most. With solar producing during the day, wind mainly
at night, and the battery available to smooth out any variability, the plant will provide more
continuous energy generation.
The Rottnest Island, Western Australia’s 5 GWh power demand is currently provided by
five conventional diesel engines, two low-load diesel engines and a single 600 kW wind
turbine. A large amount of energy is needed to run the desalination plant that produces fresh
water for the island. The project will introduce 600 kW of solar energy into the existing power
2

system to boost and diversify the renewable energy capacity in the system. Hydro Tasmania
will deploy an advanced control system, along with a dynamically controlled resistor, to
maximize the contribution of renewable energy. The control system will be integrated with
the desalination plant and water storage facility to switch on the plant and pumps when
renewable generation outpaces demand on the island. The combined contribution of wind
and solar generation, working with smart demand-management of the desalination plant, is
expected to reduce diesel fuel used for power generation by 45%. This will reduce Rottnest
Island’s reliance on shipped in diesel, potentially providing cheaper and more reliable power.
So far, Hydro Tasmania has showcased some extraordinary results in the Bass Strait with
increased renewable energy penetration. In the King Island project, they have been able to
effectively lower down the fossil fuel usage by 45%, largely from the energy converted from
the wind turbines. Currently, the wind turbines support the 70% of the energy demand in the
island resulting in reduced fuel consumption from around 4.5 million liters to 2.6 million
liters per annum.
However, intermittency is an inherent nature of the renewable sources. Control
mechanism is required to ensure the efficient operation of the renewable generation systems.
The controls in the renewables are usually optimized to extract the maximum power from the
renewable sources (wind, solar, etc.). For example, both PV and wind energy conversion
system (WECS) are operated by maximum power point tracking. Therefore, these techniques
do not facilitate the network event ride through capability. The renewable sources are
interfaced with network through power electronic converter. Hence, the system dynamics do
not affect their controllability [15].
The grid connected renewable sources have different operation strategy since any large
utility grid is very stringent in maintaining the fundamental parameters. But, RAPS system
is a small network and it is non-stringent. All the generators are primary power suppliers and
failure of any of them will cause generation demand mismatch. To maintain the power
quality, load-shedding will be needed which reduces the power system reliability. In a
conventional generator, the power generation can be adjusted according to the demand by
injecting more fossil fuels. But, for renewable sources, it is not possible to adjust the
3

generation according to the demand. The maximum available renewable energy is fixed in
any area with a given conversion system at its highest efficiency. The current environmental
concern calls for increasing the level of renewable energy penetration. But, with the higher
renewable penetration, the system reliability may be affected.
Unlike large utility grid, there will be no advanced protection devices or control system.
The grid code is not maintained strictly in a RAPS system. Rather, a RAPS system is
expected to incorporate cost-effective and efficient protection and control system. The main
target of a RAPS system is the end-user satisfaction. Since, the high penetration of
renewables produces unpredictable power generation; it also increases the probability of
unplanned tripping and power outage. Also, the reliability measurement in a large grid is
much rigorous and complex. On the other hand, in a RAPS system, the customer satisfaction
and meetings some primary standards are the main priorities.
The renewable energy systems consist of several components that can be vulnerable if
they are used for long time. It is also responsible for the reduced RAPS system reliability
since failure of one system can lead to the whole system failure. There are the drive trains,
power electronic converters, capacitors etc. that can often malfunction. It is imperative that
the lifetime of this components are ensured. There should be a comprehensive analysis on
these stress mechanism. Also, effective strategies should be proposed to solve any stress
problem.
Therefore, the motivation behind this thesis is the rectification of the above mentioned
issues by proposing several mitigation strategies that will allow the increase of the renewable
energy penetration level in the RAPS system for isolated areas.

1.2. Research Goals
In this research project, the main aims are to develop: (1) control strategies for wind
energy based power plant under small and large disturbance events and different loading
condition in remote area based power supply (RAPS) systems, which are powered by
distributed generation units; (2) models of the RAPS system that can analyze the stress on
the different components of renewable generation systems and propose necessary mitigation
techniques.
4

First, the frequency response support from WECS is investigated during frequency dip in
a network. Unlike in the large grid, the load fluctuation in a RAPS system is very high and
frequent. Conventional generator can support frequency regulation by adjusting the fuel
inputs. But, the overall system frequency response is not up to the grid code. Renewable
sources such as, wind turbines cannot automatically participate in frequency regulation since
they are isolated from the system dynamics through power converters. However, in this
thesis, control strategies are proposed to improve the frequency response capability of a
permanent-magnet-synchronous-generator (PMSG) based WECS so that the overall system
frequency regulation is improved. The impact of having additional power supply from
SMES, super capacitor and their performance during frequency event are examined. Means
of incorporating different converter control strategy, their feasibility and comparison with
external sources are explored as well.
Second, the power electronics converter used in doubly-fed-induction-generator (DFIG)
based wind turbines are prone to high thermal cycle and power loss due to fluctuations in
rotor speed, due to frequent operation around synchronous speed. The junction temperature
and power loss of insulated gate bipolar transistors (IGBT) and diodes, when the wind
turbines are operated near synchronous speed, are quantified and analyzed. Also, control
strategies are developed to reduce the loss significantly or avoid the operation around the
speed. The developed models are used in a RAPS network to simulate the response under
different types of loading, small disturbances (capacitor switching, light load switching, load
rejection etc.) and large disturbances (islanding, single line to ground fault, symmetrical fault
etc.).
Third, the switching in the power electronic devices in the renewable energy generation
units can cause a high ripple in the dc-link capacitor current resulting in a high core thermal
loss and eventually lead to failure due to electrolytic liquid loss in a ‘wet’ aluminum
electrolytic capacitor. A comprehensive analysis on the capacitor stress has been carried out
using different case scenarios. Also, a strategy is proposed to mitigate the core loss problem.
To verify the performance of the developed strategies and models, simulations are
performed in MATLAB/Simulink environment. MATLAB is used for data processing,
5

pattern recognition and parameter tuning. Fig. 1.2 shows the flow chart of the thesis
objectives and contributions.

Reliability of hybrid
RAPS system
Maintenance of
components

Network support

Contribution 1

Contribution 2

Thermal stress
minimization

Frequency regulation
Objetive 1

Frequency regulation
with SMES and power
reserve from suboptimal
power point tracking
(SOPPT) (chapter 3)

Objective 2

Objective 3

Core loss quantification
and Minimization of RSC
thermal stress in DFIG
(chapter 4)

Analysis of electrolytic
capacitor stress and
mitigation with a filter
(Chapter 5)

Fig. 1.2. Thesis objectives and contributions

1.3. Thesis Outline
The rest of the thesis is outlined as below.
Chapter 2: This chapter provides a detailed and critical literature review. The review is
mainly focused on the available research works on the wind energy conversion system based
control and reliability maintenance. Also, associated technical challenges are identified in
this chapter.
Chapter 3: This chapter investigates the frequency regulation capability of a PMSG based
wind turbine. The prospect of using an artificial inertia control for frequency regulation is
studied. A power reserve through suboptimal power point tracking is proposed for efficient
frequency response. A frequency response strategy is proposed using an SMES. The
proposed topology does not require additional inverter. Also, a comparative study has been
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carried out to compare the frequency regulation with artificial inertia, super capacitor and
SMES.
Chapter 4: This chapter describes an investigation is performed on the semiconductor
thermal stress when a DFIG operates near synchronous speed. The thermal loss and junction
temperatures are quantified for each half bridge of the rotor side converter. A switching
control technique and a current derating technique are proposed to reduce the thermal loss
during low slip operation. A coordinated control algorithm is proposed between the above
mentioned techniques so that the thermal stress is minimized without compromising the
system performance.
Chapter 5: This chapter describes a comprehensive stress analysis of the electrolytic
capacitor due to ripple current. The characteristics of an electrolytic capacitor is discussed in
detail. Also, a capacitor ripple harmonic spectral analysis has been carried out to investigate
the effect of different slip ratio operation on the dc-link capacitor core loss of a DFIG based
WECS. Furthermore, an active filter strategy is proposed to mitigate the ripple current in
order to improve the capacitor life time.
Chapter 6: This chapter presents the conclusions of this thesis and some scope for future
works is presented.

7

Chapter 2
Literature Review

2.1. Introduction
This chapter provides an overview of the wind energy based RAPS system. The system
parameters, reliability of the system components, and different control strategies of a wind
energy based RAPS system are reviewed in this chapter. Section 2.2 gives the current energy
consumption scenario. In this section the promising demand of the renewable sources is
illustrated. In Section 2.3, a brief introduction about a RAPS system and its architecture is
provided. The inherent characteristics of a RAPS system that makes the control and reliability
maintenance challenging are discussed in this section. In Section 2.4, there is a detailed
background discussion about the widely used wind energy conversion technologies in RAPS
systems with focus on DFIG and PMSG. In Section 2.5, the dynamic performance of a PMSG
based wind energy conversion systems during frequency regulation is discussed. The existing
knowledge and strategies to improve its dynamic performance and their limitations have been
reviewed as well. Section 2.6 gives an idea about the thermal behavior of the power electronic
converters in a DFIG. Diminished reliability of the power electronic converters in a specific
scenario is discussed. In Section 2.7, there is a discussion about the thermal stress on the dclink electrolytic capacitor. The mechanism of electrolytic capacitor loss is also reviewed
along with the existing strategies to reduce the thermal loss. In Section 2.8, there is a
background discussion about an algorithm to improve the computational efficiency while
analyzing huge number of data from RAPS system network information center.
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2.2. Overview of RAPS Systems
Although, the integration of renewable energy sources with the large grid is a popular
topic of research, the rural and remote areas which are deprived of the central utility grid are
often dependent on the renewable sources. Instead of the large utility grid, the electrical
power to the remote communities is usually supplied through remote area power supply
(RAPS) system. A RAPS system can be defined as a small electricity network that serves a
group of households [8] A RAPS system is never connected to the utility grid, which means
it never absorbs from or injects power to the grid. It is becoming increasing popular as a
feasible solution for the rural areas to get access to electric power. The RAPS can be a single
energy resource based, energy storage based or a hybrid system. A diesel generator-based
RAPS system is more reliable; however, the operating cost is very high. A renewable energybased RAPS system is economically good, but the system can become more unreliable. Also,
the load fluctuation in a standalone system is really high. The RAPS systems are supposed
to supply power without any interruption to the consumer-end efficiently. In a large utility
grid, the level of renewable energy penetration is usually limited. But, in a RAPS system, the
system can be as high as hundred percent renewable-based. With the higher penetration of
renewable energy, the system resilience will be lower due to intermittency nature of the
renewable sources. Also, the load is highly fluctuating in a small network. Since, there are
energy sources of different characteristics, the coordination of them can be quite challenging.
Non-linear loads are most likely to occupy a large portion of the total load, which can
compromise the power quality significantly. Renewable sources do not have inherent inertia,
and therefore, they do not have any resilience in case of any emergency event. The RAPS
system can be of a common ac-bus, a common dc-bus or a hybrid-bus system. However, this
thesis will be based on a common ac-bus hybrid RAPS system, where both diesel generator
and renewable sources are present. In a common ac-bus RAPS system, both the dc and ac
type sources are connected to the ac-bus. In order to achieve this, the inverters will need to
be interfaced with the dc sources. The ac-loads will directly absorb the electrical power from
the ac-bus and dc-loads will absorb power from the ac-bus through power converters. If there
are energy storage systems in the RAPS, they can be utilized to balance the difference
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between the demand and the generation using a bidirectional power conditioning system.
Fig. 2.1 shows a basic block diagram of an ac bus hybrid RAPS system
Diesel generator Diesel generator Diesel generator
1 (250 kW)
2 (250 kW)
3 (250 kW)

ac source

ac bus

ac

dc

ac

Solar
farm
dc 125 kW
ac

ac

dc

dc

dc load

Battery

ac bus
Windorah 415/22
kV power station

dc source
-----

----

ac load

(b)

(a)

22 kV
feeder-1

22 kV
feeder-2

22 kV
feeder-3

Fig. 2.1. Basic block diagram of an ac bus hybrid RAPS system: (a) an hypothetical RAPS system [8]; (b)
Windorah RAPS system from Energy Queensland (Ergon Energy) [102].

2.3. Wind Energy Conversion Systems (WECS) in RAPS Systems
A brief background on the wind energy conversion system (WECS) is discussed in this
section. The wind energy conversion system converts the wind energy to electrical energy.
The WECS are becoming more sophisticated with the evolution of the power electronics. A
wind energy conversion system consists of a wind turbine, an alternator and a power
conditioning system. A WECS can be based on a fixed speed or a variable speed turbine
operation.
2.3.1. A fixed speed WECS
In this system, the turbine rotates at a constant angular velocity by means of gears. A
squirrel cage induction generator (SCIG) is connected to the supply grid through a power
conditioning system and a transformer [3]. This system always consumes reactive power. An
appropriate compensation arrangement needs to be made. Due to the design simplicity, the
robust control and the low cost, the fixed speed WECS have become very popular in the
developing countries.
However, a fixed speed system is not suitable in a highly fluctuating wind condition. The
fluctuating wind speed will cause huge stress on the gears. During high gust, there is a
probability of a total breakdown in the drive train. Fig. 2.3 shows a fixed speed WECS
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configuration, showing the wind turbine, the gear box to maintain the output to have a
constant angular velocity, the squirrel cage induction motor (SCIG), the ac/ac converter as
the power conditioning system, the capacitor bank to provide the required reactive power and
a transformer to raise the voltage to the required voltage level to supply power to the ac bus.

Transformer
Gear
Box

ac/ac
converter

ac Bus

SCIG
Capacitor
bank
Fig. 2.2. Fixed speed WECS configuration [3]

The mechanical output power is determined by,

Pwind =

1
r Av 3C p (l , b )
2

l=

(2.1)

wr R
v

(2.2)

Where, ρ is the air density, A is the wind swept area, υ is the wind speed and ωr is the rotor speed.
Cp(λ, β) is the power coefficient of the WECS. It is a function of tip speed ratio λ and pitch angle β.
A typical curve of Cp with respect to tip-speed ratio, λ with the pitch angle held constant is shown in
Fig. 2.3.
For, fixed speed wind turbine, λ cannot be kept at the optimum value to achieve the maximum power
coefficient, Cpmax with the change in wind velocity since, rotor speed cannot be controlled in a fixed
speed wind turbine. Therefore, the efficiency of a fixed-speed wind turbine is constrained by wind
velocity.
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Cp
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ʎ
Fig. 2.3. Cp vs TSR curve.

2.3.2 A variable speed WECS
In this system, the wind turbine rotates in a variable angular velocity depending on the
available wind velocity. The frequency of the output voltage is dependent on the turbine
speed. Therefore, the power conditioning system is responsible to ensure a fixed system
frequency despite fluctuating wind condition. However, the variable speed wind turbine is
more efficient than the fixed speed wind turbine since it can capture the maximum power by
adjusting its rotor speed with the variable wind velocity. Therefore, the power coefficient can
be maintained at its maximum value, Cp. The control system is relatively more complex,
and the cost is higher in a variable speed wind turbine in comparison to the fixed speed
system.
A variable speed WECS can generally be of two types: a fully rated converter based or a
partially rated converter based.
2.3.2.1. Fully rated power converter-based WECS
This system comprises a variable speed wind turbine, and an induction/synchronous
generator which is connected to the utility grid through a power electronic converter system
and a step-up transformer. The full power is transmitted through the power electronic
converters. It is often referred to as a fully rated converter-based system.
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The power electronic converter system gives the WECS the capability to adapt the output
frequency to the fluctuating wind speed. It also provides a wide range of controllability which
makes it a very popular solution in offshore wind turbines. The configuration in this system
can either be with gearbox or gearless as the system can be designed with multiple poles. The
permanent magnet synchronous generator (PMSG) based wind energy conversion system is
the most popular WECS in fully rated converter-based configuration [4]. Fig. 2.4 shows a
variable speed fully rated converter based WECS configuration, showing the wind turbine,
an induction generator, a converter, and a transformer.

Drive
train

Full Rating
converter

Transformer ac bus

SCIG /
WRSG /
PMSG

Fig. 2.4. Variable speed fully rated converter based WECS configuration [4]

2.3.2.2. A partially rated converter-based WECS
In this configuration, a variable speed wind turbine with a doubly-fed-induction-generator
is used. In this system, the converter is partially rated, because only about 25~30% of the
rated power is handled by the power converters. The stator is directly connected to the grid.
There are two converters. The grid side converter controls the dc-link voltage and reactive
power support. The rotor side converter controls the excitation of the rotor coil and the rotor
reactive power support as well. The decoupled control is possible in this configuration, which
makes the WECS capable to control the active and reactive power separately [5]. From the
operational point of view, a partially rated converter based WECS are quite complex. The
control system can be utilized for smooth grid connection. Fig. 2.5 shows a simplified
topology of the DFIG based WECS, showing a turbine, drive train, doubly fed induction
generator, and a back-to-back converter.
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Main bus
DFIG

Rotor side converter

Grid side converter

Fig. 2.5. Partially rated converter based WECS configuration [5].

2.3.3. Generators used in WECS
There are two types of generators that are the most popular to be used for the WECS
systems: the permanent magnet synchronous generator (PMSG) and the doubly-fedinduction-generator (DFIG).
2.3.3.1 Permanent Magnet Synchronous Generator (PMSG)
Large power companies, like GE (General Electric) Energy, Siemens, Vestas, employ the
PMSG-based WECS systems. Usually, the PMSGs used in the wind turbines are salient pole
PMSGs. Also, the systems are direct-drive [6]. In the PMSG based WECS system, the
efficiency is higher than in the SCIG based WECS system, since it does not need any external
excitation. However, the permanent magnet is costly. Besides, the system comprises of full
rated power converters which increases the total operation and maintenance cost. The
operating temperature of the system is another important concern for the PMSG. The
operating temperature must be below the Curie point or the magnetic property will disappear
[6].

2.3.2.1. Doubly-fed-induction-generator (DFIG)
The main idea of the DFIG is that the rotor windings are connected to the grid through
the slip rings and a converter. Due to the slip ratio, the rotor frequency can vary with the grid
frequency. By controlling the converters, it is possible to control the active and reactive
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power support from the grid. If the machine rotates faster than the synchronous speed, then
the machine is operating in the super-synchronous mode, otherwise the machine will operate
at the sub-synchronous mode, if the rotational speed is lower than the synchronous speed [7].
However, in both cases, the DFIG supplies power to the grid. In sub-synchronous mode, the
rotor coil consumes electrical power for excitation and the stator supplies power. But, in the
super-synchronous mode, both the rotor and stator supplies power to the grid. The DFIG can
be controlled using the decoupled dq-axis or using the direct torque control method. It is
typically a wound rotor induction machine with the rotor excitation controllability. Apart
from the excitation current control, the power electronic converters enable the machine to
support the system robustness during network events.

2.4. Dynamic Behavior of RAPS System with Renewable Energy Sources
during Frequency Excursion.
In a renewable energy-based RAPS system, it is imperative that the system resilience is
ensured. This thesis is focused on the wind turbine-based RAPS systems. Unlike a large grid
system, the renewable energy-based RAPS system inherently is not as robust. Also, the
intermittent nature of the renewable sources makes the RAPS system more unreliable.
Power system events can occur for various reasons such as the load rejection, load
changes, motor starting, fault etc. However, this thesis will focus on the impact of the high
rate-of-change-of-frequency (ROCOF) as well as the voltage fluctuation in the dc-link. The
sources and the causes of power system events must be known before appropriate mitigating
actions are taken. A comparative analysis between two types of distributed generators (DG):
(i) diesel generators and (ii) wind turbines has been examined under the steady state and
transient operation. Usually, a rapid load variation in a RAPS system causes a high rate-ofchange-of-frequency (RoCoF) and causes the system to shut-down [8]. Besides load
variations, high wind fluctuations too can cause the frequency event. According to Australia
Energy Market Operator (AEMO)-Power System Frequency and Time Deviation Monitoring
Report, the NEM mainland (islanded system) standard operating frequency should be limited
to 49 Hz to 51 Hz during load event and the RoCoF limit of 0.5 Hz/s would give low-inertia
systems like RAPS a reasonable time to recover. Although in a large grid system, the system
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frequency does not change much; in a RAPS system, this is a very common cause of system
failure. The conventional generators generally have natural inertia and the governors also
adjusts the power outputs with respect to the power demands to regulate the system
frequency. But the variable speed WECS are isolated from the grid and although the DFIG
based WECS has some natural inertia, it is not significant. That is why the use of an artificial
inertial response had been investigated by the authors in [9]. To enhance the frequency
support by utilizing the kinetic energy, a power reserve was recommended. In [10]–[13], the
frequency support from the wind turbines was investigated. Since WECS are electronically
controlled, they are faster in their response than those from the conventional generators,
which can be exploited to support the frequency regulation. In [10], this feature has been
exploited to explore the feasibility of a transient control. The proposed method in [10] utilized
a fraction of the kinetic energy stored in the rotational masses to support the frequency
regulation. Also, a communication with the conventional diesel generator allowed the power
imbalance to be handled efficiently. But, releasing kinetic energy would shift the operating
point from the MPP which would cause secondary frequency event. Also, after the operating
point is shifted, it would take time to move back to the previous point.
In [14], the authors deliberately operate the turbine away from their maximum power
point (MPP) for a power reserve. But a fixed reserve is unreliable, as the wind speed is
unpredictable. In [14], an artificial inertial response has been used with power reserve. It can
be achieved through controlling the converter current. Regardless of the mechanical torque,
the required electromagnetic torque can be induced through the rotor excitation control. For
a DFIG, the electromagnetic torque can be controlled through the q-axis rotor converter
current.
For a permanent magnet synchronous generator-based wind turbine, the electromagnetic
torque can be controlled by controlling the inductor current. However, sudden change in the
torque will cause a significant torque stress on the drive train. Therefore, to improve the
reliability for frequency regulation and to improve the stress on the drive train, an enhanced
frequency response strategy using the ultra-capacitor for a PMSG based wind turbine has
been proposed for RAPS system in [15]. In [15], the super-capacitor mitigates the transient
power imbalance to support the frequency. The reserved power by the suboptimal operation
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is utilized to charge the super-capacitor. The artificial inertia controller activates the supercapacitor to support the power imbalance. As super-capacitor can respond very fast, it
improves the transient performance of the WECS significantly. However, the RoCoF is still
significantly high as observed from the result presented in [15].
Frequency gradient (RoCoF)
Nominal
Frequency

Frequency
deviatiom

Frequency nadir
Fig. 2.6. Frequency response parameters.

Another power system event is the occurrence of fault. In case of a fault occurrence, the
protection system of power crowbar is activated. The Crowbar protection of the DFIG was
explained in [16], [17]. The high rotor current and high dc-link voltage are two factors that
trigger the crowbar. Two functions of traditional crowbar are to bypass the converter and
limit the converter in rotor windings, making the DFIG uncontrollable during fault. In [18],
the authors proposed a strategy to avoid the crowbar-based protection system using a dc
super-capacitor in parallel with the dc link as a temporary storage system for controlling the
high dc-link voltage during any network fault. This increases the LVRT capability of the
wind turbine.

2.5. Thermal Behavior of Power Electronic Converters of DFIG During
Low Slip Operation
The main components of a DFIG based WECS are a turbine, a back-to-back voltage
source converter (VSC) and an induction machine. The rotor side converter (RSC) enables
the wind turbine for variable speed operation while maintaining the grid parameters. But the
power electronics converters are prone to high junction temperature and power loss causing
significant decrease in life span [36], [37].
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2.5.1. Effect of the DFIG power support on the converter thermal loss
In [38], [39], the reactive power capability of a DFIG during operation around
synchronous speed has been investigated. In a decoupled control method, the active and
reactive power can be controlled separately. The active power can be controlled through
adjusting the q-axis current and the reactive power can be controlled by adjusting the d-axis
current. Therefore, the rotor current magnitude is dependent on how much support is being
provided by the DFIG. It also depends on whether the machine is operating in the subsynchronous or the super-synchronous region. With the reduced support, the rotor current
magnitude will decrease, and it will result in improved thermal performance. The effect of
the rotor current on the rotor side converter is because of the conduction loss, which is
dependent on the current magnitude. The angular frequency of the rotor voltage and currents
is determined by the slip between the angular frequency of the stator voltage and the rotor
rotational speed. Therefore, the angular frequency of the rotor current becomes very small
when the rotor speed approaches the synchronous speed. The lower frequency causes much
longer temperature rises and falls resulting in the larger peak to peak temperature swings.
The life-time of the switching devices is proportionally decreased with an increase in the
amplitude of junction temperature fluctuation.

2.5.2. Effect of the switching frequency on the converter thermal loss
The converters are regulated using the pulse width modulation (PWM). The performance
of the converters with different modulation techniques have also been investigated in [40].
The semiconductors in the RSC are significantly stressed around the synchronous speed. The
semiconductor loss consists of two types of loss; the conduction loss and the switching loss.
Between them, the switching loss is the more significant. The switching loss is dependent on
the switching frequency. With a higher switching frequency, the loss will be higher causing
a high temperature swing. However, if the DFIG approaches synchronous speed, despite
having switching frequency unchanged, the loss will be higher. If the switching frequency is
kept lower, the switching loss and the overall junction temperature fluctuation will be lower.
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The converter loss will be higher with the higher thermal impedances in the interfaces. The
thermal impedance is a function of the temperature, the time constant and the IGBT “on” time.
Therefore, any change of these parameters will result in a change of power loss.

2.5.3. Thermal model development
Fig. 2.6 shows the flowchart for calculating the power loss and the junction temperature.
The thermal network can be of Foster or Cauer type [45]. In this thesis, the Cauer thermal
network will be used for the calculation. The rotor voltage, the current and the switching
frequency data are fed into the loss calculation unit. The calculated junction temperature is
fed back into the loss calculation function. Both switching and conduction loss are dependent
on the junction temperature which is shown in (4.2) and (4.3). The dependence of the thermal
loss on the junction temperature is discussed in detail in Chapter 4. However, since these
losses are the function of junction temperature the immediate reading of the junction
temperature needs to be fed back into the loss calculation unit. However, it does need to iterate
more than once.

DFIG electrical model

VRSC,
VDC,fsw

Tj_IGBT/Diode,

PLoss,
Loss calculation

Thermal network

Fig. 2.7. Thermal calculation model

2.5.4. Strategies to reduce thermal losses of switching devices
In [41], [42], the authors proposed a strategy to reduce the switching frequency. As the
switching loss constitutes the bigger portion of the total loss, reducing the switching frequency
decreases the junction temperatures as well the temperature swings. But the resulting
harmonic problem should be mitigated with improved filtering technique. The harmonic
design needs to be robust since the switching frequency reduction causes a significant
harmonic distortion. The harmonic distortion not only affects the grid power quality but also
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causes significant speed ripple causing a stress on the gear. In [43], the rotor speed jumps
above the dead band region (a small area around synchronous speed). This was caused by
inducing the electromagnetic torque by controlling the converter current. However, the rapid
change in the rotor speed and torque causes a severe mechanical stress on the drive train. A
suboptimal power point tracking strategy is a feasible solution. In this technique, the DFIG
will be operated along a fixed curve away from the dead band. But operating the machine
along a fixed curve requires a significant stress on the drive train. It also requires a reliable
operation of the anemometer to ensure that it moves to its maximum power point tracking
after the wind velocity is large enough such as not making the rotor operate near synchronous
speed.
In [44], a strategy was proposed to reduce the thermal loss. However, the only parameter
that was controlled to reduce the temperature loss was the switching frequency. Reducing the
switching frequency caused a significant harmonic distortion. The authors also proposed a
threshold of the harmonic distortion so that the switching frequency reduction keeps the
harmonic distortion limited. But in this thesis, the threshold limit was determined when the
DFIG is operating at the rated speed. Also, it did not take the maximum junction temperature
and the temperature fluctuation while reducing the switching frequency.
Another strategy proposed in [45] is the multimode operation of a DFIG based WECS. The
idea was that if the rotor speed approached the dead band, the DFIG would be converted to a
simple induction generator (IG) mode by activating the crowbar as proposed. However, this
required to have the same electromagnetic torques in the two modes during the transition or
there would be a huge torque transient. So, the rotor speed had to shift to an equivalent point
between the two modes before the transition. But an accurate and an early prediction to
determine the time it takes to reach the dead band needs to be made to allow the controller
sufficient time to change the rotor speed. Also, while operating in simple IG mode, the rotor
converter is not controllable. This is why the grid parameters might be impossible to control.
For a large grid connected system, operating in an IG mode might not be a problem, but in a
small remote area power supply system it will make the whole system prone to network
imbalance. For moving back to the normal DFIG operation will cause another torque transient
if it does not operate in equivalent point.
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2.6. Stress Analysis of the DC-Link Electrolytic Capacitor
The renewable energy-based power generation is growing very rapidly. Variable speed
wind energy conversion systems and photovoltaic systems incorporate power electronic
converters especially, back-to-back converters for their bidirectional power flow capability
and high efficiency [46]. The aluminum electrolytic capacitors are always required in the
renewable energy systems. The frequency and core temperature severely affect the properties
of the electrolyte capacitor.

2.6.1. Properties of an electrolytic capacitor
Switching devices have been an indispensable part of modern power electronics.
Switching devices cause ripples both in voltage and current which greatly affects the power
quality. The electrolytic capacitor is largely used in the power electronics application as well.
A high capacitor ripple current, caused by switching, diminishes the capacitor lifetime. The
large capacitor and inductor size can reduce the ripple, but it will significantly affect the
response time and expense. Renewable energy sources such as WECS or PV incorporate
power electronic devices.
The dc-link ripple current can be caused by the switching of the power electronic devices
such as, IGBT or MOSFET, the modulation technique and the inductor charging/discharging
operation. Different types of modulation schemes affect the harmonic distortion differently.
However, there will be harmonics of multiple order of the switching frequency. Usually, a
high switching frequency reduces the harmonic distortion and results in fewer ripples current.
Although an aluminium electrolytic capacitor usually provides low impedance path, the
aging process diminishes the low-impedance property. The evaporation of electrolytic liquid
accelerates the aging process and cause an increase in ESR [47]. If a system consists of a
switching device, it will definitely inject the harmonics in a dc-link or a capacitor branch.
Harmonic components result in an increase of the ripple current. The elevation of the core
temperature is caused by the high core loss which is resulted from the high ESR and high
ripple current in the capacitor branch. The high temperature accelerates the evaporation
process of the electrolyte and reduces the lifetime of the capacitor [48]. Power electronic
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converter performance and reliability are highly dependent on the reliability of the capacitor.
Therefore, it is very important to maintain the lifetime of the capacitor.
A converter system with power electronic devices will inject the harmonics in a dc-link
or a capacitor branch. The harmonic components will increase the ripple current. The
elevation of the core temperature is caused by the high core loss which is caused by the high
ESR and the high ripple current in the capacitor branch. The high temperature accelerates the
evaporation process of the electrolyte and reduces the lifetime of the capacitor [48]. The
power electronic converter performance and reliability are highly dependent on the reliability
of the capacitor. Therefore, it is very important to maintain the lifetime of the capacitor.
Also, the ESR is dependent on the ripple frequency. The ESR becomes smaller with the
higher frequency. The ESR is very high at lower frequencies (100–300 Hz) whereas, the ESR
is relatively much smaller in higher frequency region (above 1 kHz). Thus, the ripple current
amplitudes of the lower frequencies are the most serious for the capacitor thermal stress. By
reducing the low frequency amplitudes, the effective ESR and consequently the reduction of
the volume of liquid can be largely improved.
In [61], authors analyzed the stress on the capacitor during regular voltage ripple. The
voltage ripple is caused by usual amplitude modulation. The voltage ripple here is the width
of the amplitude envelopes. Effects on the capacitor ripple voltage has been shown with the
increase in ripple percentage and modulation frequency. In [62], a strategy was proposed to
calculate the online estimation of the capacitance to make sure the capacitor is replaced
before failure. A controlled ac current with lower frequency than the system frequency is
injected into the input side to deliberately cause a voltage ripple in the output terminal. By
calculating voltage and current ripple in the dc-link using digital filters, the capacitance will
be determined through the recursive least square method.

2.6.2. Strategies to control capacitor core loss
In [63], a method was presented to prevent the failure of aluminum electrolytic capacitors
used in the output filters of step-down dc-dc converters. The equivalent circuit of an
electrolytic capacitor consists of the ESR and an inductor. The capacitance and the
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inductance change with frequency, temperature and aging. As discussed earlier, the change
in ESR is an indication of the change in the volume of the electrolytic liquid. Therefore, an
online calculation of the ESR would definitely help to track the possible capacitor failure.
The proposed technique in [63] estimated the capacitor ESR value, when the converter is
operational on a real time basis. In order to do that, the usual relationship between the input
current and the output voltage ripple is used. A new trend in dc-link ripple reduction is to
manipulate PWM carrier waveform [56]–[58]. In [56], a method of actively-controlled PWM
interleaving for back-to-back converters in order to suppress the dc-link capacitor harmonic
current in the second carrier band and reduce the overall harmonic content is proposed. But
no comprehensive method to reduce the ripple irrespective of their frequency has been
proposed to minimize the thermal stress.

2.7. Data Analysis for Pattern Recognition:
In the RAPS system, an overwhelming number of data is received by the control system.
These data need to be analyzed for appropriate decision making. However, analyzing the
huge number of data can cause computational burden. For example, the length of a wind
profile time series data measured at a 10-minute interval for a week will be 1008. If the
number of locations is 200, then the weekly wind velocity database will consist of 200×1008
pieces of data points. Using Symbolic Aggregate Approximation (SAX), this dimensionality
can be reduced considerably.

2.7.1. Theory of SAX algorithm
An algorithm was proposed by Keogh to reduce the dimensionality of data and ease the
burden of calculation. This is called Symbolic Aggregate Approximation (SAX) [64]. Using
the SAX algorithm, a time series is represented by characters significantly reducing the
dimensionality. In [65], Keogh, Lin and Fu proposed a technique to find the most unusual
time series subsequence. The brute force and the heuristic methods were used to discover the
time series discord. In [66], authors used this algorithm for the assessment of the solar PV
impacts on low voltage (LV) and medium voltage (MV) networks. The raw time series was
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converted to PAA piecewise aggregate approximation (PAA) coefficients. Then, the PAA
coefficients were converted to characters according to the level they are in as per Gaussian
distribution. The voltage profiles were clustered according to their pattern using K-means
algorithm. The cluster, containing unusual time series profile, was separated and subject to
the brute force analysis. The voltage profile with the largest non-self-match distance was
detected and this was detected as the most anomalous time series. Then it was analyzed, and
the load flow analysis was performed on it to detect the problem.
If a time series data is considered, m of length n. m=m1, m2, m3…..,mn. After normalizing
the time series, it will be converted to a w-dimensional time series, such that W<<n, using
Piecewise Aggregate Approximation (PAA). The formula for calculating PAA i

(2.1)
If the PAA series is expected to be symbolized using k-alphabet, then the Gaussian
distributed curve has to be divided into k-1 breakpoints.

2.7.2. Implementation of SAX on a raw data series
The above-mentioned mathematical operation is applied to a wind profile data of 100 days
as shown in Fig. 2.7. It shows that the raw time series is presented by the blue line, and the
PAA approximation level is shown by red line. The time series will be presented by the 5
alphabet and the word size will be 8. The larger the value of the word length, the resolution
will be higher, but this will increase the computational burden.
The Gaussian curve is divided into 4 break points. The values of them are obtained from
the Gaussian distribution table. The symbolization of the PAA series will be carried out in
an ascending manner. Any value equal or less than the 1st level will be assigned the character
‘a’, equal or less than the 2nd level will be assigned character ‘b’, equal or less than the 3rd
level will be assigned character ‘c’, and so on. The dimensionality reduction of the raw time
series using the SAX representation preserves its essential characteristics.
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Fig. 2.8. Converting time series into SAX representation
Load time series

Convert time series data
to PAA coefficients

Represent PAA coefficients
with symbols as per break
points (SAX string)

Calculate Euclidean
distances between the
profiles for both time series
and symbolic data

If the lower bound condition
satisfies, the represented
SAX string is correct
Fig. 2.9. SAX representation process

It is expected that the Euclidean distance between the raw time series is greater or equal
to the Euclidean distance of the raw time series. If this condition is fulfilled, it will satisfy
the “Lower Bounding” of the distance. The equation is as shown in (2.2):
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D(m1 ,m2 ,m3 ,....,mn ) £ D(l1 ,l2 ,l3 ,....,ln )

(2.2)

The right hand side of the above equation is the lower bounding distance of the SAX
representation. Fig. 2.8 shows the flow chart of the SAX representation process.

2.7.3. Clustering of similar profiles
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Fig. 2.10. Discriminated wind profile with SAX and clustering algorithm

In previous section, the algorithm for converting data series to SAX strings has been
discussed. However, the ulterior goal of dimensionality reduction of raw time series is to
increase the efficiency of further data analysis. In this thesis, classifying data into different
groups is of interest. For this, a pattern recognition algorithm is used. Fig. 2.9 demonstrates
the output of the pattern recognition strategy
The load profiles of 17 houses every hour for 50 days is shown in Fig. 2.9. All 17 load profiles
are converted to SAX string. After that the clustering is required. From the many clustering
algorithms, the K-means clustering has been used to make 3 clusters of the load profile. After
that, the brute force algorithm is applied to each cluster. The profile with the highest
Euclidean distance within the cluster is the most anomalous one. Cluster 3 which is the red
signal is the most anomalous one. Instead of K-means, support vector machine (SVM) can
also be used for clustering data series.

2.8. Summary
This chapter provides the general information about the challenging aspects of wind
energy based RAPS systems. A detailed literature review on the control strategies of WECS
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in a RAPS system and their performances are discussed. The importance of the improved
dynamic performance of a WECS and the lifetime improvement of different WECS
components are explored as well. In addition, the importance of efficient data processing and
the prospect of an algorithm are inspected. Further, existing knowledge presented in the
current literatures have been a subject to the discussion for their relative merits and demerits
which provides the background for the following chapters. From the literature review
presented in this chapter, it can be concluded that the reliability improvement of RAPS
systems has not been given much attention which builds the foundation for this thesis.
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Chapter 3
Enhanced Frequency Support from a WECS
Integrated with a SMES in a RAPS System
Foreword
In a small standalone power supply system containing renewable energy, the frequency
response is usually supported during frequency excursion by the conventional generators
only. This may result in a less effective recovery of the system frequency in a wind energy
dominant standalone system. The support from the wind turbine in the frequency regulation
will significantly improve the recovery performance. However, the natural inertia of the
variable speed wind turbine is very small compared to that of the conventional generators.
Therefore, a fast responding energy storage can significantly improve the frequency response
capability. In this chapter, a control technique has been proposed to utilize the
superconducting magnetic energy storage (SMES) to be integrated with the permanent
magnet synchronous generator based wind turbine to improve the power system frequency
regulation and the results are found to be promising.

3.1. Background
A standalone power supply system provides the electric power to remote communities
where the electric power cannot be supplied by the utility grid [68]. In an optimally sized
hybrid standalone power supply system, a sudden change of a large load or the occurrence of
a fault in the network can cause significant transients causing a frequency deviation in the
network [69]. To maintain the frequency, the generators should quickly adjust their power
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outputs. Conventional synchronous generator automatically decelerates its rotor speed to
increase the power output when the system frequency drops. But, a variable speed WECS has
a very limited natural inertia [70] such that it cannot automatically release the kinetic energy
as it operates under a maximum power point tracking operation. The frequency regulation
support from DFIG based wind turbines has been studied more widely compared to other
WECS [71]. In [10], the capability of PMSG based WECS to participate in the frequency
recovery was investigated and the kinetic energy is utilized during frequency event using
virtual inertia and a droop control technique. However, this is not an efficient solution. A
power reserve has been found to be able to significantly improve the frequency response
capability of the hybrid standalone power supply system. The reserved power can be obtained
either by operating the wind generators away from their maximum power points or by adding
an external energy storage.
Superconductors are those materials which show zero electrical resistance, when the
temperature is below the critical value (Tc). Fig. 3.1 shows the superconductivity
characteristics.

Resistance

Non-superconducting
material

superconducting
material

Tc

0

Temperature (k)
Fig. 3.1. Temperature vs resistance curve

Superconductivity is a quantum-mechanical phenomenon. Superconductors have not been
feasible for use in a large-scale operation due to the high cost of the liquid helium-needed for
cooling the conductor to below its critical temperature. However, with the availability of the
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high temperature superconducting coil (HTS), that only requires the low-cost liquid nitrogen,
it is now possible to use it for more practical applications [72],[73]. The high temperature
superconducting magnetic energy storage (SMES) is a promising alternative to the
conventional energy storage due to its fast response capability and high power density.
However, despite the development of HTS material, the relative cost of the SMES is still
much higher than other energy storages. The comparison of expense is given below in Table
3.1.
TABLE 3.1
COST COMPARISON OF THE HIGH-POWER STORAGE TECHNOGIES
Storage Technology

Power Cost ($/kW)

Super-capacitor

100–400

SMES

200–500

Flywheel

150–400

Superconductor had been studied as fault current limiters in WECS [74]. In [75], the
superconducting fault-current-limiter-magnetic-energy-storage (SFCL-MES) was used both
for power smoothing and fault current limiting.
Reference [76] proposes the use of supercapacitors to enhance the frequency response
capability for PMSG based wind energy conversion system in remote area power supply
systems. However, the SMES has been shown to be superior to the supercapacitors in many
aspects. The SMES has longer lifespan than the supercapacitor; the SMES has a potential
lifetime of 25 years, and the potential lifetime of the supercapacitor is 15 years [77]. Also, the
SMES has very low resistance, and therefore it has lower leakage power than the
supercapacitors [78]. As the SMES will only be activated during high frequency fluctuations,
the idle time will usually be quite long; with higher leakage power the energy will be reduced
more.
The SMES has faster response; 1–5 ms compared to 5–20 ms for the supercapacitor [79],
which will help in quickly compensating any high frequency deviations. The slower response
of the supercapacitor will increase the burden on the diesel generator. Also, the nominal power
of the SMES (10 kW–1 MW) is much higher than that of the supercapacitor (1–10 kW) [80].
30

In this chapter, the frequency regulation by WECS with the support from the SMES has
been explored. A new strategy to improve the frequency response capability of the WECS
by the control of the SMES has been proposed. Also, the charging/discharging conditions
and the circuit topology to support this will be discussed.

3.2. Inertial Response of Variable Speed PMSG
The swing equation of a synchronous machine is given by (3.1):

2H s d 2

s

dt

 Pm  P e

2

(3.1)

where, 𝛿 is the angular displacement of the rotor, Pm and Pe are the mechanical and the
electrical power respectively, 𝜔𝑠 is the synchronous frequency and Hs is the constant for the
system inertia. The higher the value of Hs, the higher is the inertia.
If there is a system consisting a synchronous generator and a variable speed WECS, the Ht
for the combined system will be as follows,
2

2H s
Ht 

J s e

2  KE w

2Ps

SN

(3.2)

where, Ps is the synchronous generator pole pair number, SN is the total MVA generation
capacity of the system and Js is its constant for inertia. KEw is the kinetic energy of the WECS.
Since the variable speed WECS follows MPPT operation, it may not be possible to utilize
the kinetic energy for frequency response. If the number of the variable speed WECS in a
system is high, the effective inertia decreases as the total kinetic energy is unchanged and the
denominator of the equation gets larger.
The turbine characteristic can be derived as follows:

Pm  P e  Pa
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(3.3a)

Pa  J wr

2
d 

d r

J

w r 2
2
p wdt 2
p wdt

(3.3b)

Pa is the accelerating/decelerating power which accounts for any imbalance between Pm and
Pe. The rate of change of 𝛿 is the rotor angular frequency, 𝜔𝑟 . Pw is the WECS pole pair
number and JW is its natural inertia
Rearranging the right hand term of (3.3b)

J wr

d r
2

p wdt



J w ωr d  r ω s d  s
.
2
ω s d s
p wdt

(3.3c)

Comparing (3.3b) and (3.3c),

Pa  J art  s

J art 

where,

d s
2
p wdt

(3.3d)

J w  r d r

 s d s

(3.4)

Jart is the artificial inertia of wind turbine. If the wind turbine provides dynamic support
using its stored energy when the frequency drops, the amount of energy released is indicated
as (3.5) [81]:

ΔEw 

 ( Pm Pe )dt  (

J art  s
2

pw

)d  s

(3.5)

From (3.5) and (3.2), the system constant Ht is expressed as
2

J s e 1
( e)

J
art
2
pw
2 ps 2

Ht
SN
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2

(3.6)

Equation (3.7) shows that the natural inertia and the pre-disturbance rotor speed determine
the inertial response, 𝜔𝑟0.

J art 

J w  r d r

 s d s



  r  r0
.
J
 e e w

(3.7)

The amount of the released energy depends on the wind velocity, the current rotor speed
and the pre-frequency-event rotor speed.
If the system frequency decreases, the inertia control of WECS will reduce the rotor speed
in order to increase its active power output by releasing the kinetic energy. But it will also
reduce the reference power in the MPPT control which may cause secondary event.

3.3. Frequency Response by Suboptimal Power Point Tracking with
Artificial Inertia Strategy
3.3.1. Control mechanism of PMSG based wind turbine
A single-switch three-phase switch-mode rectifier (MSC) converts the ac output voltage
of the PMSG to a dc voltage which will be converted again to an ac output by a controlled
inverter (GSC). The MSC consists of a three-phase diode bridge rectifier and a boost
converter. The rectifier output can be controlled by controlling the duty cycle for the IGBT
gate pulse at any wind speed to extract maximum power from the wind turbine or to control
the rotor angular speed. In short, the boost converter in the switch mode rectifier works as a
maximum power point controller. The three phase inverter in the GSC is vector controlled
which is used to regulate the output voltage and frequency during power fluctuations.
To make the analysis easier, the PMSG is modelled in a dq-components based rotor
synchronous frame. d-axis is aligned with the rotor flux and q- axis is perpendicular to it. The
flux caused by the permanent magnet on the rotor is in the direction of d-axis. A phase locked
loop (PLL) ensures the synchronization between dq and three phase reference frames.
The voltage equations of PMSG stator are given in (3.8a) and (3.8b):
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Vds = -Rsids - wr lqs + plds

(3.8a)

Vqs = -Rs iqs - wr lds + plqs

(3.8b)

lds = -Ld ids + lr

(3.9a)

Where

lqs = -Lq iqs

(3.9b)

Where, Ld is the d-axis inductance and Lq is the q-axis inductances in the stator respectively.
λds and λqs are dq-stator flux. Rs is the stator resistance. The rotor speed is wr. λr is the rotor
flux.
The rotor flux in a permanent magnet synchronous generator is constant. ,

d lr
=0
dt
;
Substitute from equations (3.9a) and (3.9b) in (3.8a) and (3.8b) yield

Vds = -Rsids - wr Lqsiqs - Ld pids
Vqs = -Rsiqs - wr Ld ids - Lq piqs + wr lr

(3.10a)
(3.10b)

The electromagnetic torque generated in the machine is calculated from (3.11).

Te =

3p
3p
(iqs lds - idslqs ) = {iqs lr - (Ld - Lq )ids iqs }
2
2

(3.11)

The formula for rotor speed is given in (3.12).

wr =

p
(T - T )
Js e m

(3.12)

The PMSG equations are manipulated to be expresses as below:

ids = (-Vds - Rs ids + wr Lq iqs ) / sLd
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(3.13a)

iqs = (-Vqs - Rs iqs - wr Ld ids + wr lr ) / sLq

(3.13b)

The control objective of the switch mode rectifier is to control the duty cycle of the switch
in Fig. 3.2 so that the machine follows the maximum power point. For different wind velocity,
the rotor angular frequency has to be different in order to follow the maximum power point
operation. Also, controlling the angular velocity means controlling the torque. Although,
mechanical torque is resulted from the wind velocity but controlling the inductor current
through changing the duty cycle of the IGBT gate pulse, electromagnetic torque can be
changed. This process includes the following steps:
1) Measure reference rotor angular frequency, ωr,
2) Determine the reference torque, τref ,
3) Calculate the dc current reference by PI controller,
4) The PI controller is fed the error between reference and measured dc-current and it
produces the appropriate duty cycle for switching to control the generator torque.

PMSG

MSC

GSC

IL

ac bus

C

dc-dc converter
controller

GSC
controller

Fig. 3.2. PMSG based wind turbine

The electromagnetic torque is controlled along the maximum power point curve which
depends on the wind velocity and rotor angular frequency. Whether the rotor needs
acceleration or deceleration, depends on the difference between the turbine mechanical torque
and the reference generator electromagnetic torque. If the rotor angular speed is less than the
reference speed, the mechanical torque is larger than the electromagnetic torque, and the
generator will be accelerated. The generator will be decelerated if the rotor speed is higher
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than the reference speed. This is how, the mechanical and electromagnetic torque need to
settle down to the reference operating point at any wind speed and need to follow the
maximum power point curve.

3.3.2. Suboptimal power point tracking strategy
The frequency response capability of the PMSG based wind turbine can be improved by
using an artificial inertial response which is achieved through the control of a boost converter.
By controlling the boost converter duty cycle, the power output and the torque can be
controlled resulting in a frequency support. The control equations for the inductor current are
shown in (3.14)–(3.15). The output power of the PMSG wind generator depends on the
current, IL flowing through the inductor L. The rotor speed reference, ωr* is generated by
tracking the operating curve according to the output power demand. The reference power is
intended to be captured with a PI controller which is fed with the difference between the
reference and the measured rotor speed. The output of the PI controller will be the reference
inductor current according to (3.14). The reference inductor current will be compared with the
actual inductor current and the difference will be passed through another PI controller which
will produce the appropriate duty cycle of the boost converter pulse as the conditions given in
(3.15).

 r  *r   r

(3.14a)

I *L  K p r  K i   r d r

(3.14b)

 I L  I *L  I L

(3.15a)

D  K p I L  K i   I L dI L

(3.15b)

The artificial inertial response can be emulated by adding a decelerating term to the
reference electromagnetic torque, from which the appropriate value of the boost converter
duty cycle needs to be generated. In a stable condition, the electromagnetic torque and the
mechanical torque should be equal. The change in reference torque reduces the rotor speed to
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emulate the inertia which improves the frequency response. The artificial inertia will only be
operational during frequency event through a supplementary controller. The supplementary
inertia controller will sense the change in system frequency and will be activated. This will
reduce the rotor speed to release the energy. From (3.3) we obtain the additional power
associated with inertial response which will be used during the frequency regulation. By
releasing the kinetic energy system operating point will be moved from the reference operating
point.
Furthermore, to retrieve the previous operating point, the turbine will have to absorb an
additional mechanical power. This may cause a secondary frequency event. However, Fig. 3.3
shows that when the WECS operates along the right suboptimal power point (SOPPT) curve
(corresponds to a higher rotor speed than that of the MPPT curve), reducing the rotor speed

1.5

will release the reserved power.
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Fig. 3.3. Wind turbine power curves

If it is required from the wind generators to support frequency response for a long term,
mere kinetic energy reserve will not be sufficient. A power reserve will improve the frequency
support and power can be reserved by operating the machine away from MPP.
In regard to wind turbine, mechanical output power is determined by,
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Pwind =

1
r Av 3C p (l , b )
2

l=

(3.16)

wr R
v

(3.17)

Where, ρ is the air density, A is the wind swept area, υ is the wind speed and ω r is the
rotor speed. Cp(λ, β) is the power efficiency of the WECS. It is a function of tip speed ratio
λ and pitch angle β. The maximum power point tracking (MPPT) strategy is implemented by
tuning λ and β. For SOPPT control, the reserved power Pres is determined by

Pres =

1
r Av 3[C p (l1 , b1 ) - C p (l2 , b2 )
2

(3.18)

Where, Cp(λ1,β1) and Cp(λ2,β2) are the wind turbine power efficiency coefficient,
respectively for MPPT and SOPPT. In order to maintain a constant power reserve as in delta
control, turbine will be operated at higher than optimum speed (the optimum speed is tracked
at maximum power point).

3.3.3. Artificial inertia controller
During frequency dip, the rotor speed will decrease resulting in the release of stored
energy and increase in power output. The output power of the PMSG wind generator depends
on the current IL flowing through inductor L. The PMSG based WECS can operate under
wide speed range due to fully rated converters [82]. The new operating point clearly
corresponds to a higher output power thus the retrieval of the initial operating point of the
system will not be necessary. Also, the additional mechanical power demand for the retrieval
will not be needed as well. If the system frequency becomes stable, the supplementary
controller will be deactivated.
The control system for the boost converter to implement the supplementary inertia
controller is shown in Fig. 3.4. During the frequency dip, this supplementary inertia controller
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will be activated to increase the power reference as given in (3.3) which will generate the
appropriate boost converter duty cycle to emulate a decelerating torque. Consequently, the
operating point is shifted to B from A, as shown in Fig. 3.3, releasing the reserved power.
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SOPPT
operation

Pm
-

Pm*+

*
Power IL +
regulator

IL

+

ωsys

Curr en t
regulator

Duty for
PMSG
boost
converter

Inertia controller
Fig. 3.4. Frequency response control with artificial inertia

A low pass filter with a time constant, Tk has been added to filter out the high frequency
distortions so that they do not compromise the supplementary controller performance. The
value of Tk is dependent on the cut-off frequency of the low pass filter. In this example, the
short term frequency disturbances due to harmonics above 50 Hz are filtered out. Therefore,
the constant will be 0.02. The value of Jart is derived from (3.8). It is calculated from the predisturbance rotor and electric angular frequency, and also the change in rotor speed and
electric angular frequency. The change is rotor angular frequency is dependent on the
difference between the SOPPT and MPPT along the power curve.

TABLE 3.2
SMES PARAMETERS
Parameter

Value

Coil inductance

0.8 H

No of coil turns

415

Max coil current, Ismax

100 A

Min coil current, Ismin

25 A

Rated power

80 kW

DC-link voltage

800 V
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3.4. Proposed Frequency Response Strategy
3.4.1. PMSG based WECS with SMES configuration
The discovery of the high-temperature superconducting (HTS) materials aroused
promising opportunity for large scale operation, because they carry significant current above
the boiling point of liquid nitrogen at 77.4 K (-196 0c). Also, from point of cost efficiency, a
liter of helium costs $25 as opposed to 60C for a liter of nitrogen. The University of
Wollongong is in possession of an iron cored HTS built with BSCCO-2223/Ag as shown in
Fig. 3.5. The Bi–Sr–Ca–Cu–O system has three superconducting phases forming a
homologous series i.e. Bi-2201, Bi-2212 and Bi-2223. Among them, Bi-2223 has a transition
temperature of 110K which is a lot higher than the low-temperature superconductor operating
at the temperature of liquid helium.

The BSCCO-2223/Ag HTS can be of two types of

configurations i.e. warm core and cold core. Cold core design requires the cryostat volume
over 10 times that of warm core design. This HTS inductor is designed for research purpose
only and will not be operated continuously. Also, due to budget limitation for liquid nitrogen
cooling and space constraint for testing, we opted for warm core configuration for SMES
operation. The specifications are in Table 3.2.

Fig. 3.5. The iron-cored HTS coil at the University of Wollongong and its cross-sectional view from the top.

The SMES will be used for frequency regulation and it is coupled to the dc-link through
a two-quadrant dc–dc chopper as shown in Fig. 3.6. The merit of this configuration is that it
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does not require any additional inverter to be connected to the ac grid. The SMES will be in
operation when the demand power abruptly crosses the limit. The chopper is responsible for
the control of charging and discharging control. The bypass switch enables the inductor
current to circulate in a perpetual loop during standby (using a thyristor).
MSC
PMSG

GSC

IL

ac bus

C

Is

SMES
coil

Charging

Bypass
switch

Fig. 3.6. Simplified topology of PMSG based wind turbine with SMES

3.4.2. SMES charging and discharging control
Pch is the auxiliary SMES charging power demand. This term comes in operation when
the reserved power is utilized to charge the SMES coil. In the case of the charging of the
SMES, it is assumed that the machine is operating along the SOPPT curve (left or right)
maintaining a constant power reserve. So, an auxiliary controller will increase the wind
turbine power demand shifting the operating point to utilize the reserved power for charging.
Fig. 3.7 shows the boost converter control for charging the SMES. After the charging is
completed, the corresponding IGBTs in the chopper will be blocked. The machine can then
move back to the SOPPT operation.

ωr

*

SOPPT
tracking

Pm*+
Pch

Pm
-

Power
regulator

Fig. 3.7. PMSG boost converter control for charging
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During frequency excursion, the system frequency, fref is different than the reference
frequency, fref*. The frequency fluctuation can either be slow or fast. For slow variation, the
support from WECS is not necessary since the governor of the diesel generator will have
sufficient time to cover the demand generation mismatch. Also, since energy density of
SMES is very low, it can only mitigate the fluctuations with high ramp. A high pass filter
with appropriate time constant will filter out the slow fluctuations and the frequency
regulation will control the SMES current to support the system frequency regulation as shown
in Fig 3.8.
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1+ts +* f

Frequency
regulator
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SM ES
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Is*+
-

regulator
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Fig. 3.8. dc chopper control for SMES during frequency regulation

The charging power of the SMES should not be more than the reserved power due to
suboptimal power point tracking. If the charging power becomes more than the reserved
power, there might be a secondary frequency event due to sudden additional power demand.
Fig 3.9 shows the control to deal with the issue. However, the SMES power storage should
be enough to be able to handle the connection or disconnection of the highest load in the
system.
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Power
regulator

Is*+
Is

Pres

Fig. 3.9. dc chopper control with SMES charging topology
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Fig. 3.10. Algorithm for proposed frequency regulation by SMES

3.4.3. Proposed algorithm for frequency regulation through SMES supported
WECS
During the frequency event, the SMES coil will discharge to support the primary
frequency response. The SMES will support frequency deviations with ROCOF of more than
0.5 Hz/s. Although, there is no rigid limitation for RoCoF in Australian grid code, the AEMO
report [100] referred detailed technical studies undertaken by SONI and EirGrid. The studies
indicated that, during times of high wind generation following the loss of the single largest
credible contingency, RoCoF values between 0.5 Hz/s and 1.0Hz/s could be experienced on
the island power system [101]. Therefore, the lower limit 0.5 Hz/s has been chosen as the
reference in this thesis.
It is high power density makes it capable of compensating a high ramp. The high
frequency component of the fluctuations 𝑓ℎ is extracted using a high pass filter which will
then be mitigated through SMES charging/discharging.
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Some constraints should be maintained for the smooth operation of WECS with the SMES
module. The SMES coil cannot be charged more than the available reserved power as per the
SOPPT curve. Also, the charging cannot be activated during frequency event. If the SMES
coil current, Is is below the minimum value, Ismin, wind turbine will participate in frequency
regulation using the SOPPT algorithm supported by artificial inertial response. Fig. 3.10
shows the flowchart of the proposed algorithm.

3.5. Simulation and Verification of Proposed Algorithm in a Test RAPS
Network

Line 2
Line 5

Diesel
generator

Transformer 1

Load 3

Load 2

Load1

Line 4
Line 1
Line 3 Transformer 2

PMSG

Fig. 3.11. Hybrid standalone power supply test system.

TABLE 3.2
RAPS PARAMETERS
PARAMETERS
Load 1 impedance

VALUES
0.085+j0.004

Load 2 impedance

0.085+j0.004

Load 3 impedance

4.01+j0.27

Line 1 impedance

2.56+j0.332

Line 2 impedance

0.104+j0.135

Line 3 impedance

3.564+j2.661

Line 4 impedance

3.976+j5.127
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Line 5 impedance

6.141+j3.006

Transformer 1 rating

11 kV/2.4 kV, 1.5 MVA

Transformer 2 rating

11 kV/0.4 kV, 1.5 MVA

Diesel generator rating

500 kVA, 2.4 kV

PMSG rating

500 kW, 0.4 kV

The remote area standalone system used for the simulation is illustrated in Fig. 3.11,
which will be used to test the proposed frequency control strategy in a PMSG-based wind
turbine. The system consists of a 500 kVA diesel generator and a 500 kW PMSG based wind
turbine. The frequency regulation with the SMES is simulated.
At 14 second from the start of the simulation, a frequency event is staged by a sudden
increase in the load. An abrupt increase in the load demand causes the frequency to drop to
49.4 Hz within 0.25 s which is much higher than the allowable ROCOF of 0.5 Hz/s. The
system frequency is recovered at about 15.25 s. As the wind turbine cannot participate in the
frequency regulation, the additional power demand for the system frequency recovery is
supported by the diesel generator only. The diesel generator has droop controller.
As discussed in Section 3.3, the artificial inertial response is supported by the SOPPT
operation. This can be utilized to improve the system frequency regulation. But the frequent
excursion leading to output power adjustment and the sudden torque variation which will
cause a significant stress on the drive train which may deteriorate the life span of the machine.
Also, this process to regulate frequency may not be fast enough for quick restoration of the
frequency. On the other hand, the SMES has high power density and very fast response
capability. It will also relieve the stress on the drive train and help avoid the fluctuating torque
as shown in Fig. 3.12, making it more reliable for frequency support.
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Fig. 3.12. Torque variation during frequency excursion event

With the integration of the SMES, the frequency recovery is met by the SMES and the
diesel generator. Fig. 3.12 shows the SMES power support to regulate the frequency
deviation started at 14th second. When the SMES is carrying out the frequency regulation,

SMES output power (kW)

the supplementary controller for artificial inertia with the SOPPT will be kept deactivated.
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Fig. 3.13. SMES power support during frequency event
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Fig. 3.14. Wind turbine power output

As shown in Fig. 3.14, during the support from the SMES, the turbine power is almost
unchanged, whereas for frequency regulation by using the artificial inertia, the turbine power
increases rapidly at 14th second, and this causes significant stress on the drive train.
To demonstrate that the SMES is superior to the supercapacitor for frequency control, the
supercapacitor has been used as an alternate supplementary source. The charging and the
operating algorithms have to be modified because the SMES is a current source and the
supercapacitor is a voltage source.
If the power support from the SMES is fast enough, it would cause the power support
from the diesel engine less significant. The burden to support the frequency regulation will
be significantly low. From Fig. 3.15 it is evident that the diesel support is significantly low
when the SMES is supporting. Even the diesel support is much lower than the diesel output
during super-capacitor support since the SMES has faster response than the super-capacitor.
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Fig. 3.15. Burden on the diesel generator with SMES and supercapacitor
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Fig. 3.16. System frequency improvement using SMES and supercapacitor.

Finally, Fig. 3.16 exhibits the significantly improved system frequency with the proposed
frequency regulation by the SMES compared to that using the super-capacitor. With the
SMES, the system frequency drops to 49.95 Hz in 0.25 s, which is well below the allowable
ROCOF limit, but with supercapacitor, the system frequency drops to 49.8 Hz in 0.25 s,
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which is above the allowable ROCOF limit, showing the superior performance of the SMES
in the frequency regulation when compared with that from the supercapacitor.

3.6. Determination of the Required Reserved Power
In Section 3.3, the suboptimal power point tracking strategy with artificial inertia support
has been discussed to reserve a power to charge the SMES. A SMES has the capability to
support significant power. However, in a small RAPS system, the full power capacity is not
required. But, the power reserve should be enough to support the worst load fluctuation.
However, due to the intermittent nature of the wind velocity and the resulting unreliable
power reserve, this SOPPT strategy is not the best solution to meet the sudden change in
power demand. Also, the mechanical stress caused by the sudden torque increase is extremely
detrimental to the drive train.
The frequent mechanical stress will increase the maintenance expenses of the mechanical
counterparts. The frequency excursions are very common in a RAPS system since the system
resilience is low in a small system, unlike that in a large grid. Therefore, it is mandatory to
design a resilient frequency regulation control system to ensure the system reliability. A high
temperature SMES based frequency regulation strategy has been proposed in this chapter. In
this strategy, the SMES charging power, Pch is supplied from the reserved power, Pres due to
suboptimal power point tracking. But, continuously operating the wind turbine away from
the MPP will cause significant stress as mentioned earlier. Also, a continuous operation in
the suboptimal point might cause secondary frequency event. Therefore, it is necessary to
predict how much reserved power in the SMES might be sufficient and when it would be
needed. It can be predicted from the previously recorded load profiles of different households
in a RAPS system, which could be a large number of data. Classifying load patterns and find
the relevant load profile could be very burdensome and inefficient. To solve this, a
dimensionality reduction is required and SAX is a good solution for this problem.
In the RAPS system shown in Fig. 3.11, there are three loads which three different
households. To choose the appropriate amount of reserved power, the load profiles of those
household need to be analyzed. The time series of a 24 hour load profile with a 5 min interval
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for three consecutive days have been taken for analysis. They are collected from the Amy
Close suburb of NSW state of Australia. These time series are converted to the PAA
(piecewise aggregate approximation) coefficients. As per Gaussian distribution, the PAA
coefficients will be converted to characters which will significantly reduce the
dimensionality while preserving the essential features of the time series.
If we consider each time series data, t of length n = 2880 (30 sec interval data for 24
hours); t = t1, t2, t3…... tn. After normalizing the time series, it will be converted to a wdimensional time series, l such that W<<n, using Piecewise Aggregate Approximation
(PAA). The value of W is dependent on the word size. With the high value of word size the
W will be higher. Although the resolution will be better, it will cause more computational
burden. In this case, we consider the word size of 8. The formula for calculating PAA is as
below:

(3.19)

If the PAA series is expected to be symbolized using k-alphabet, then the Gaussian
distributed curve has to be divided into k-1 breakpoints. In this case, the alphabet size is
considered to be 6. Therefore, there will be 5 levels of Gaussian distribution.
Any value equal or less than the 1st level will be assigned ‘a’, equal or less than the 2nd
level will be assigned ‘b’, equal or less than the 3rd level will be assigned ‘c’, and so on.
There is a detailed discussion on this with illustration in Section 2.5 The SAX strings of the
time series for the three days are shown in Table 3.4. Instead of 2880 data, the time series
has been interpreted with only 8 data string.
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Table 3.4
SAX character strings

Day
1

2

3

Load 1

Load 2

'b' 'a' 'd' 'c' 'b'

'a' 'e' 'e' 'd' 'c'

'c' 'f' 'f'

'e' 'd' 'a'

'f' 'e' 'f'

'b' 'a' 'b' 'c' 'd'

'a' 'e' 'e' 'd' 'c'

'b' 'a' 'b' 'e' 'e'

'd' 'f' 'f'

'e' 'd' 'a'

'f' 'e' 'd'

'a' 'e' 'e' 'd' 'c'

'b' 'b' 'c' 'b' 'e'

'e' 'd' 'a'

'f' 'd' 'c'

'a' 'a' 'd' 'c'

'c'

'e' 'f' 'e’

Load 3
'c' 'a' 'a'

'b' 'e'

0.9
Most fluctuating load
profile

Load 3 (cluster 1)

0.8

Normalized load demand
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0.7
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Fig. 3.17. Discriminated wind profile with SAX and clustering algorithm

Now the load profiles represented by SAX strings will be classified according to their
characteristics in order to identify the most fluctuating load profile using clustering
algorithm. The K-means clustering has been used in this experiment to classify the load
profiles. It has been observed that the cluster 1, which are shown in blue, shows the most
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fluctuating characteristic and a significant increase in demand from 2 to 6 PM. The cluster 1
belongs to load 3. After that, brute force algorithm has been implemented for the load 3
cluster to find the most anomalous load profile among load 3 profiles. The profile with the
highest Euclidean distance within the cluster is the most anomalous one and its peak demand
will be the amount of the required reserved power.
The peak demand of this profile will be taken as a reference for the power reserve in the
wind turbine. It also shows that, the peak demand continues from 2 pm to 6 pm, which means
during that time period, the PMSG based WECS will operate along a SOPPT curve so that
there is a power reserve of the same amount. Therefore, in the worst case scenario, if there is
a sudden demand of the peak load, the WECS will be able to meet the generation demand
gap through SMES.

3.7. Summary
In this chapter, the frequency response of a PMSG based wind turbine in an optimally
designed standalone power system has been investigated, and a control strategy has been
proposed to improve the frequency response capability of WECS using an integrated SMES
module. The SMES has provided better performance for frequency recovery due to its very
fast response capability and its ability to relieve torque stress.
There are however some limitations with the SMES. Since the energy density in the
SMES is very small, it can only operate for a short time. This has been solved by including
a high pass filter in the dc chopper control for the SMES to make sure that the SMES is only
activated for fast variations. Also, a SAX algorithm based strategy has been proposed to find
the optimum amount of power storage in SMES. One of the major drawbacks of the SMES
is that it is very expensive. However, with the evolvement of technology it is expected that
the cost will become reasonable.
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Chapter 4
Improving the Thermal Performance of Rotor-side
Converter of Doubly-fed Induction Generator Wind
Turbine while Operating around Synchronous Speed
Foreword
For power electronic converter-based variable speed DFIG, the operation near the
synchronous speed (usually at a very low slip) can cause the rotor side converter to become
significantly stressed due to the increased temperature fluctuation, which can lead to a
reduced reliability over time. This chapter shows how the semiconductor junction
temperatures and power losses of a DFIG can be calculated when operated near the
synchronous speed. While the thermal stress can be reduced by decreasing the switching
frequency and the converter current, this paper proposes a current derating technique based
on the reactive support sharing strategy to reduce the thermal stress on the rotor side
converter. This chapter also proposes a switching control technique to deal with the tradeoff
between the pulse width modulation (PWM) harmonics and the semiconductor junction
temperature. A low switching frequency can cause harmonics and torsional vibration,
whereas a higher switching frequency can cause elevated thermal cycling. A reference point
is determined so that the parameters e.g. the junction temperature and the total harmonic
distortion (THD) follows this reference point. Also, a coordinated switching control scheme
with rotor current derating is presented to effectively reduce the conductor thermal stress
without compromising the performance reliability.

4.1. Background
Wind energy has become one of the major renewable sources of power with the
advancement of power electronics technology. However, the variable nature of the wind
53

energy sources (in terms of the real power, reactive power, output voltage, and frequency) is
a major challenge. A power conditioning circuit using power converters is generally used in
a wind turbine generator system to adjust the fundamental parameters. The doubly-fed
induction generator (DFIG) is currently the most popular wind energy conversion system
using back-to-back power electronic converters. One of the converters is the rotor side
converter (RSC) and the other is the grid side converter (GSC) as shown in the simplified
DFIG topology shown in Fig. 4.1.
Stator
DFIG

Ps, Qs

Pdfig, Qdfig

Rotor side converter

Grid side converter

Vdc

AC bus
Filter

C

PLSC QLSC
PWM
modulator

Control system
Measured
values

PWM
modulator

Reference
values

Fig. 4.1. DFIG based wind energy conversion system (simplified topology).

Although, the lifetime of a DFIG-based (wind energy conversion system (WECS) is
generally quite high, the poor reliability of the power electronic converters is one of the factors
that might result in frequent maintenance. Several reliability tests have been performed by
power converter manufacturers and the results show that the most common factors that can
affect the lifetime of the converters are the fluctuations in the junction temperature, the mean
junction temperature, and the semiconductor “ON” time [37]. When the wind generator is
operated near the synchronous speed (usually at a very low slip), the RSC experiences a
significant fluctuation in the junction temperature that can cause increased power loss,
resulting in a significantly reduced lifespan. The focus of this paper is how to mitigate the
poor reliability of the rotor side converter due to the fluctuation in the junction temperature.
Several research papers have been reported this issue and proposed mitigation
techniques. Most cases, the authors focused on the steady-state small thermal cycles and
proposed the use of reduction of switching frequency as a mitigation technique. Because the
switching loss constitutes the bigger portion of the total loss, reducing the switching frequency
decreases the mean junction temperature as well as the temperature swings. But this can result
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in increasing the harmonic problem that will need to be mitigated by improved filtering
technique. References [92], [96] focus on the high thermal cycling due to the low-slip
operation of the DFIG. In [3], a strategy is proposed to avoid the rotor speed operating in the
low slip region with a rapid change in the rotor speed, but this can cause a mechanical stress
on the drive train. The paper in [92] also proposes the use of a suboptimal power point tracking
strategy as another feasible solution. In this technique, the DFIG is operated along a fixed
curve away from the synchronous speed. But this will require a reliable operation of the
anemometer to ensure that it moves back to its maximum power point tracking operation in
time. In [45], it is proposed that the DFIG is converted to simple induction generator mode by
activating the crowbar, if the rotor speed approaches the low-slip region. However, this
requires the same electromagnetic torque between the two modes during the transition or there
would be a huge torque transient. So, the rotor speed needs to shift to the equivalent point
between the two modes before transition. However, an accurate and an early prediction to
determine the time it takes to reach the low-slip region needs to be performed in order to allow
the controller sufficient time to change the rotor speed.
In this chapter, the thermal characteristics of the rotor side converter during the lowslip operation are studied and an effort is made to improve its thermal performance. A current
derating technique based on an optimized reactive current sharing strategy is proposed to
reduce the conduction loss of the semiconductors. Also, a switching frequency control
technique is proposed, which can significantly reduce the switching loss without
compromising the power quality or producing torsional stress in the drive-train.
The layout of this chapter is organized as follows. The thermal behavior of the power
electronic converters around the synchronous speed are analyzed and evaluated in Section 4.2.
The reactive current sharing strategy is discussed in Section 4.3. In Section 4.4, the switching
frequency control scheme is described. An algorithm based on the coordinated approach of
the converter current derating and the switching frequency control is presented with detailed
simulation results in Section 4.5. An experimental validation of the proposed coordinated
technique with reactive current sharing and switching frequency control scheme is carried out
in Section 4.6 for a low-scale DFIG. Finally some conclusions are drawn in Section 4.7
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4.2. Thermal Behavior at Synchronous Speed
4.2.1. Losses in Power Electronic Converters
There are typically two types of power loss in a power electronic semiconductor: (i) the
switching loss and (ii) the conduction loss. The switching loss is incurred due to the frequent
switching of the power electronic switches, which is dependent on the carrier frequency. On
the other hand, the conduction loss is dependent on the current magnitude. If the converter
handles higher current, the conduction loss becomes higher.
In the case of the switching energy loss of an IGBT and a diode, the formulas are given by
(4.2) and (4.3) [85].

EswIGBT (i,VDC , Tj )  ( Eon  Eoff )

i
 VDC 
iref 

 Vref 
Ki

Kv

 i   VDC 
EswDiode(i, VDC , Tj )  Err   

 iref   Vref 

(4.2)

1  csw(Tj  Tref 
Kv

1  crr (Tj  Tref 

(4.3)

Equation (4.4) and (4.5) are the expressions for determining the conduction energy loss of
the IGBT and freewheeling diode.
T

EcondIGBT (IT ,T j ) = ò (iT (t)(Vceo (T j ) + rce (T j )iT (t))dt
o

(4.4)

T

EcondDiode (I D ,T j ) = ò (iD (t)(V fo (T j ) + rf (T j )iD (t))dt
o

(4.5)

Equations (4.2)–(4.5) show that the energy losses are a function of the junction
temperature. Hence, with an increasing junction temperature, the conduction and switching
loss increase even if the switching frequency and current magnitudes are kept unchanged.

4.2.2. Thermal model of rotor side converter
The thermal network of a half bridge of RSC is shown in Fig. 4.2. Each IGBT and diode
are represented by the heat source given by the energy losses and the thermal impedance,
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Zthjc. The thermal impedance from the IGBT and the diode to the heatsink and are assumed
to be equal and represented by Zthca. This two-cell thermal network is based on the thermal
capacitances (case and heat sink) and resistances (case-to-sink and sink-to-ambient).

Ambient (Ta)

Tj_case

Zth (junction
to ambient)

Zthjc_IGBT Tj_IGBT

Zthjc_diode

Eloss_IGBT

Eloss_Diode
Tj_Diode

Fig. 4.2. A two cell thermal network model of a half-bridge IGBT and diode module.

4.2.3. Power Loss and Junction Temperature Measurement Model
For the quantification of the thermal characteristics, i.e. different power losses, case
temperature and junction temperature, the model shown in Fig. 3 is used. There are separate
power loss calculation blocks for the IGBT and the diode. The current and voltage
measurements of the IGBT and diode, and the respective junction temperature are fed into
respective blocks, which calculate the switching and conduction losses according to (4.2)–
(4.5).
There is another block that receives the power loss information for the IGBT and diode
and calculates the total thermal output and the junction temperatures for the IGBT and diode
respectively. These are dependent on the efficiency of the heat sink and ambient temperature.
This is actually the thermal network as shown in a simplified form in Fig. 4.2. The state space
models are used in this block. The coefficients of the state space models are dependent on
the thermal resistances and capacitances of the thermal network. If the thermal output is high,
the case temperature will be lower. This will affect the junction temperature of the IGBT and
diode as well. This junction temperature is again fed back into the diode and IGBT loss
calculation modules.
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Fig. 4.3. Junction temperature and power loss calculation module

4.2.4. Thermal cycling of power electronic converter
For verification purposes, a 2-level PWM generator is used to generate the gate pulses for
the inverters. The PWM signals vary the duty cycle to generate the appropriate gate pulses
using the SPWM technique. In this modulation technique, for a fundamental half cycle, the
switch on time, ton is supposed to be higher. Whereas, for the next half cycle, it should be
lower. Therefore, even with the same switching frequency, the duty cycle changes. Now, if
the rotor current frequency becomes very small, the period of every half cycle becomes very
high. It means there will be more “ON” time per unit time as the half cycles are getting longer,
assuming the carrier frequency is kept unchanged. Fig. 4 shows the relationship between Ton
and the thermal impedance. The thermal impedance increases very fast with the increasing ton
time [7]. The higher thermal impedance leads to a higher junction temperature.
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Fig. 4.4. Relation between thermal impedance and ton.

As mentioned earlier, larger half cycles with longer “ON” time will increase the thermal
impedance and consequently, will increase the junction temperature. On top of that, the
increasing energy loss exacerbates the junction temperature as the thermal impedance between
the junction becomes higher with the increased “ON” time.
4.2.5. Observation of the thermal behavior of the rotor side converter
In this section the thermal behavior of the RSC is observed. In a DFIG, the RSC enables
the wind turbine to have a specified magnitude and a constant frequency voltage at the stator
terminal by inducing a rotor voltage with a slip frequency (𝑓𝑟 = 𝑠𝑓𝑒 ) even when the turbine is
operating at variable speeds. Therefore, the angular frequency of the rotor current becomes
very small when the rotor speed approaches the synchronous speed.
A lower frequency causes much longer temperature rises and falls resulting in a larger
peak-to-peak temperature swings in the semiconductor junctions. The life-time of the
switching devices is proportionally decreased with an increase in the amplitude of junction
temperature (Tj) fluctuation [8]. The semiconductors in the RSC of a DFIG become
significantly stressed around the synchronous speed, and it is important to investigate and
propose strategies to overcome this issue so that the reliability of the system is not
compromised.
The simulation of a DFIG with the thermal model of the RSC has been carried out using
the MATLAB/Simulink simulation software and the results are shown in Fig. 4.5. Table 4.1
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shows the thermal network parameter values, Table 4.2 shows the machine parameters, and
Table III shows the typical current ratings of the test DFIG.
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Fig. 4.5. (a) Rotor speed reaching synchronous speed; (b) Semiconductors junction temperatures with increasing
magnitude; and (c) Increasing converter power loss.

Fig. 4.5(a) shows the turbine operates initially with a 20% slip ratio and the slip is slowly
reduced until it approaches the dead band (the low slip range). Fig. 5(b) shows that the
frequency of the rotor current becomes significantly small as the rotor speed approaches the
synchronous speed. In this study, the SEMIKRON IGBT module SKiiP 2013 GB172-4DW
V3 is used for thermal analysis. The Cauer network is used in this paper to estimate the

60

junction temperature as previously described in Fig. 4.2. The case-to-sink and case-toambient thermal resistance is 0.02 and 0.072 K/W, respectively.
As mentioned earlier, with the decreasing rotor current frequency, a larger peak-to-peak
temperature swing occurs along with a significant increase in its maximum temperature. In
Fig. 5(c), the envelope of the temperature curve is increasing as the frequency drops which
implies larger thermal cycles. Fig. 5(d) shows that the total power loss increases as the rotor
speed drops.
TABLE 4.1
PARAMETER VALUES
Parameter

Value

Ambient temperature

40◦C

Case-to-sink thermal

0.02 k/W

resistance
Case-to-ambient

0.072 k/W

thermal resistance
Rated switching

1.5 kHz

frequency

50 Hz

System frequency
(Over excitation mode with Q=0.4 pu)
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TABLE 4.2
DFIG PARAMETER VALUES (SIMULINK MODEL)
Parameter

Value

Turbine inertia constant

4.32 s

Stator terminal voltage

400 V

DC bus voltage

800 V

Xm

2.3Ω

Rs

0.023Ω

Xs

0.18 Ω

Rr

0.016 Ω

Xr

0.16 Ω

TABLE 4.3
TYPICAL CURRENT RATINGS
Parameter

Value

Stator current

0.96 pu

RSC current

1.11 pu

GSC current

0.21u
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4.3. Proposed Reactive Power Flow Control for Deratng the Rotor Current
Magnitude
The conduction loss of a power electronic converter can be deduced from (4) and (5). Fig.
1 shows the direction of the power flow from the grid side converter, the stator and the rotor.
The steady state equivalent circuit of the DFIG is shown in Fig. 4.6. The reactive current
support is provided by both the stator and grid side converter.

jωsΨs jωsLs Rr jωsΨs
+

vs

Is

-

-

jωsLm

Rs

Ψs

Ψr

jωsLr

+

Ir

vr/s

Fig. 4.6. Equivalent circuit of DFIG

4.3.1. Reactive current support breakdown for DFIG
The formulae for the total active and reactive power support from the DFIG are shown in
(4.6)–(4.7).

{

} {

}

(4.6)

} {

}

(4.7)

Pdfig = Re vs conj(I s ) + Re vgsc conj(I gsc )

{

qdfig = Im vsconj(I s ) + Im vgsc conj(I gsc )

Fig. 4.7 shows the phasor diagram of the stator voltage and current in the sub-synchronous
and super-synchronous mode. It shows that in the super-synchronous mode, the rotor voltage
is almost in the opposite direction to the stator voltage. Also, the rotor current is lagging the
rotor voltage indicating that the rotor is supplying an active current to the stator. But, in the
sub-synchronous mode, the rotor current is lagging the rotor voltage by less than 90 degree
which means it absorbs both the active and reactive current.
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Fig. 4.7. Phasor diagram of the rotor and stator voltage and current.

If the direction of the stator voltage is taken as the reference, then the expression for the
stator current in terms of the rotor current is given in (4.8). Decomposing (4.8), the imaginary
part of the rotor current can be expressed in terms of the stator voltage and the stator reactive
current as shown in (4.9).

I r' = -

æ v
ö
Ls
L
I ds + j sgn(s).ç - ds - s I qs ÷
Lm
è w Lm Lm ø

(4.8)

æ v
ö
L
I qr' = sgn(s).ç - ds - s I qs ÷
è w Lm Lm ø

(4.9)

4.3.2. Proposed reactive current control scheme for improving the conduction loss in the
RSC
The grid power is supplied both by the stator and the grid side converter. However, usually
the GSC is controlled to be operated with unity power factor mode, which means mainly the
stator is responsible for the reactive power support. The stator active and reactive power
support is maintained by controlling the RSC current. Since, the RSC becomes significantly
stressed when operated near the synchronous speed, it is proposed to ease the burden on the
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RSC by reducing the reactive power support from stator. However, the modern grid codes
are quite stringent with the reactive power support capability. To comply with the grid code
and reducing the burden on the RSC at the same time, the reactive power support can be
shared by the GSC and the stator.
Fig. 4.8 represents the Irish grid code which is used as the reference grid code in this
paper. Since, it is expected that the DFIG will fulfill the minimum requirement of the reactive
current grid code, the rotor current needs to be controlled so that the grid code is satisfied.
However, the reactive current support from the stator needs to be derated to reduce the
thermal stress on the RSC.
1.0

0.8

P/PN

Inductive
0.6

Capacitive
0.4
0.2
0

0

-0.3

0
Q/PN

0.3

Fig. 4.8. Irish grid code. [9]

The active and reactive current capability curve of the DFIG is shown in Fig. 9. This curve
makes sure that converter operation must not cross the maximum limit which can be
damaging.
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Fig. 4.9. Active and reactive current capability of DFIG.
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Fig. 4.10. GSC active power capablity with slip ratio.

Fig. 4.10 shows the active power capability curve of the grid side converter (GSC) with
respect to rotor speed. Since the GSC supplies the slip power to the rotor, the GSC always
needs to operate in active current priority. During a high speed condition, the reactive current
capability of GSC is very low, since the active current is very high. Fig. 10 shows that the
GSC active power capability is nearly zero during the sycnhronous operation whereas, its
maximum active power capability is 0.2 pu at rated speed. This 0.2 p.u capability can be used
for reactive current support without affecting the slip power.
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For the given DFIG whose parameters are shown in Table 4.1, the maximum active current
support from the DFIG is 0.25 pu. From the Irish grid code in Fig. 4.8, it can be concluded
that at 0.25 pu active power capacity, the minimum reactive current support capability should
be 0.3 pu, and 0.2 pu of which can be supported by the GSC alone. The stator can support
the rest of the reactive power by controlling the rotor q-current, but this should be enough to
drag the junction temperature below its threshold. Even if it does not, it will significantly
improve the thermal performance of the rotor side converter without compromising the grid
codes or the DFIG regular performance.
4.3.3. Reactive current controller to implement the proposed scheme
Since at sysnchronous speed, the GSC can avail its fully rated current for reactive current
capability, the initial reactive current reference in the GSC is taken as the requirement at the
point-of-common-coupling. However, it becomes limited by the minimum grid code. A 2-D
look up table is utilized for this. However, its magnitude is also limited by the maximum
rated current of the GSC. If the GSC cannot support the full grid requirement, the rest of the
reactive current requirrement is expected to be supported by the stator and this is taken as the
reference for the staor current support. This stator reactive current reference is then converted
to the rotor current reference. The error signal with respect to both the GSC and RSC qcurrent reference is fed into PI controller to generate the reference voltage signal that would
be generated by the PWM modulator as shown in Fig. 4.11.
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Fig. 4.11. Proposed reactive current controller: (a) shared control; (b) moving to shared mode from unity power
factor mode.

It is to be noted that the DFIG is always operating in active current priority. Therefore, the
active current is kept unchanged and only the reactive current is controlled. Generally, the
GSC operates with unity power factor and the RSC controls the stator reactive current.
However, if the DFIG reaches the synchronous speed operation, the controller shifts to the
proposed control scheme as shown in Fig. 4.11(b). In this strategy the GSC does not operate
with unity power factor anymore.
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4.4. Proposed Switching Frequency Control Scheme
4.4.1. Relationship between the slip ratio and the THD with switching frequency
From the discussion in Section II, it is clear that the switching frequency or carrier
frequency plays a vital role in the semiconductor losses. Reducing the switching frequency
would reduce the junction temperature very quickly, however, it also can cause an increase
in the current harmonics, the speed ripple and the pulsating torque, which significantly reduce
the machine reliability [97], [98]. To comply with the IEC standard of power quality, the
stator current harmonics must be strictly maintained.
With the reduced switching frequency, the dead-time harmonics reduce, but the higher
order PWM harmonics increase very rapidly. The analytical expression for the harmonic
current generated by one phase leg of the converter current is given below [97].
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Where, Iac is the amplitude of the fundamental components of the rotor current, fc is the
carrier frequency, c is the carrier phase angle, f0 is the fundamental frequency. Km,n is the
amplitude of the harmonic component which is calculated from the Bessel function of the
first kind J, which is shown in (4.14). From (4.14), it is evident that the value of this function
is exponentially proportional to the value of q and M. M is the modulation depth and the
definition of q is given in (15).
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As mentioned earlier, the rotor current frequency, f0, drops with the decreasing slip ratio.
Therefore, it will make the f0/fc ratio smaller resulting in a significant reduction in the
harmonic components amplitude according to (4.10), (4.14), and (4.15). Table 4.4 shows the
effect the reduction of both the switching frequency and the slip ratio on the harmonic
distortion of the stator current.
Table 4.4
Stator voltage THD with change in slip ratio and switching frequency
THD (%)

S=-0.2

f s = 1.5 kHz

3.3

f s = 0.7 kHz
f s = 0.35 kHz

S=-0.1

S=-0.05

S=-0.01

1.5

0.91

0.5

6.5

3.1

1.63

0.67

13.02

7.12

3.62

0.73

As shown in Table 4.4, the switching frequency at 350 Hz causes a very large harmonic
distortion when the DFIG is operated in its rated speed, but the same switching frequency
causes very minimal harmonic when it is operated around the synchronous speed. Fig.4.12
shows the variation of the THD with the slip ratio.
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Fig. 4.12. Relation between slip ratio and THD

Table 4.4 and Fig. 4.12 show that with the same switching frequency, as the DFIG
approaches the synchronous speed, the current harmonics reduce significantly. The rotor
voltage frequency reduces as the slip ratio reduces. With the same carrier frequency, the
number of the carrier pulse per reference voltage cycle significantly increases resulting in
power quality improvement with the reduced slip ratio. It also provides the window of
opportunity to reduce the switching frequency near the synchronous speed. This means that
the switching frequency can be reduced till the THD of the stator current reaches the
borderline of the IEC standard. However, this is not ideal as the power quality can be
compromised along with the reduced reliability of the drive train due to the increased torque
ripple. To minimize this, a new threshold is proposed in next section.
4.4.2. Determining thresholds for ensuring satisfactory operation
If the switching frequency is reduced in proportion to the rotor current frequency, the
harmonic distortion does not increase significantly. If the harmonic distortion keeps getting
higher, the reliability of both the converter and the drive train diminishes along with the
power quality. However, if the switching frequency is reduced till the harmonic distortion
reaches the value corresponding to the most available (or close to) wind velocity and with
the rated PWM carrier frequency; the distortion can be restricted to a tolerable limit without
compromising its normal performance. It is presumed that the wind profile of the test area
follows the Weibull distribution and belongs to the IEC Class-I wind speed profile, which
represents the high wind speed variation. Although, the wind profile can belong to other
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classes, the Class-I wind profile is taken as the reference in this paper where the average wind
speed is 10 m/s. Fig. 4.13 shows the probability distribution for the Class-I wind profile.
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0.02

Cut-out
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Cut-in
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0
0

5

10

15

20

25

Wind speed (m/s)
Fig. 4.13. Probability distribution of Class-I IEC wind speed profile [92].

The DFIG rotor rotates near the synchronous speed when the wind velocity reduces to 6
m/s. The cut-in wind velocity is 4 m/s and the cut-out wind velocity is 24 m/s. From the wind
speed probability distribution in Fig. 13, the highest probable wind speed is 8.5 m/s. Also,
the rotor speed with the MPPT control at this wind velocity is observed to be 1.08 pu.
Therefore, this wind speed and consequently, 0.08 slip ratio is taken as the reference point.
The stator voltage THD and the thermal cycles are measured at this point and considered as
the threshold values. The THD and the junction temperature fluctuation of semiconductor
are controlled so that they do not become higher than the threshold values. An algorithm is
proposed in section V to limit those parameters within the specified limit.

4.5. Coordinated Control Algorithm with Switching Frequency and Rotor
Current Derating
The flowchart of the algorithm is shown in Fig. 4.14. When the machine reaches the lowslip region (0.98<𝜔𝑟 <1.02), the DFIG moves to the optimized reactive current sharing
control mode. After that, the junction temperature fluctuation, 𝑇𝑗 is compared with the
threshold value. If 𝑇𝑗 is still higher than the reference, the switching frequency is reduced
until 𝑇𝑗 reaches the reference threshold point. The threshold values are tabulated in Table
V. While reducing the switching frequency, if the stator voltage THD rises to the threshold
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value (1.9%), the process stops. The references for the THD and minimum grid reactive
current requirement are given priority in this strategy. Although the aim of this algorithm is
to control the junction temperature fluctuation below the reference value, the process stops
if the THD reaches the maximum reference limit. Also, the minimum grid requirement of the
reactive current is strictly maintained.

ωr
0.98<ωr<1.02

No

Yes
Move to reactive
current sharing control

ΔTj<ΔTj_thres

Yes

No

fsw=fsw-Δf
Yes
THD<THD _thres
No
End

Fig. 4.14. Algorithm of proposed technique.

Fig 4.15(a) shows the change in the slip ratio with time and Fig. 4.15(b) shows the
improvement in semiconductor junction temperature with the proposed strategy. As the DFIG
approaches the synchronous frequency, the thermal cycle and the maximum temperature
increases. In 38 sec, the rotor speed reaches 1.02 pu, which is considered to be the upper limit
of the low-slip region. At that point, the DFIG is moved to the shared reactive current control
mode. At 44 sec, the switching frequency is gradually reduced until the THD of the stator
current, the maximum junction temperature and the temperature fluctuation is equal or below
the threshold. By 50 sec, the THD reaches the threshold limit and the junction temperature
fluctuation also reaches the lower value of the threshold. In this example, the slip ratio is
maintained at constant 2% during the application of the proposed strategy. Practically,
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however, the rotor speed may move out of the low-slip region due to the high fluctuating wind
speed.
Fig. 4.16(b) shows that at the 38th sec, the junction temperature fluctuation was about 16oC.
With the proposed method the junction temperature fluctuation, Tj drops to 7oC. Also, the
average temperature drops from 110oC to 104oC.
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Fig. 4.15. Temperature reduction with proposed technique

TABLE 4.5
THRESHOLD VALUES
Reference wind velocity

8.5 m/s

THD_thres

1.9%

(at 8.5 m/s and MPPT)
Junction temp fluctuation, Tj_thres
(at 8.5 m/s and MPPT)
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7°C

50

Fig. 4.16 shows, the THD gradually reduces with the decreasing slip. However, at 44th
second, as the switching frequency starts to reduce, the THD increases and it keeps increasing
until it reaches the reference value.
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Fig. 4.16. Effect on stator current THD with the proposed technique

4.6. Experimental Validation of the Proposed Approach
The effectiveness of the proposed strategy has been demonstrated in the previous section
through a detailed simulation. The proper quantification of the junction temperature, the
associated power loss and the thermal analysis are not practically possible. However, some
experimental results are provided in this section to prove the effectiveness of the proposed
technique with a low-powered DFIG test rig. Fig. 4.17 shows the experimental setup
(machine side) for validation of the proposed approach. The machine is a four-pole and
doubly-fed induction generator (asynchronous generator). The RSC and the GSC are
controlled with dSpace Microlab box. Two SEMITEACH IGBT blocks are used for the backto-back converters.
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Fig. 4.17. Experimental setup (machine side) for validation of the proposed approach: (a)
schematic diagram; (b) picture of the setup.

Table 4.6 shows the parameters for the experimental setup.
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TABLE 4.6
TEST DFIG PARAMETER VALUES
Parameter

Value

Nominal voltage

415 V

Rated capacity

15 kW

Rated current

24.9 A

Nominal frequency

50 Hz

Slip range

-0.2–0.2

Semiteach module maximum

10 kHz

switching frequency

As explained in Section 4.3, the GSC operates with unity power factor. However, when the
machine enters the low-slip region, the GSC operation now moves to the reactive current
sharing mode from the unity power factor mode as per Irish grid code (shown in Fig. 4.8),
which effectively reduces the rotor current magnitude. Fig. 4.18 shows the reduction of the
rotor current frequency with the decreased slip ratio.

10 A/div

(a)

10 A/div

Rotor speed 1.2 pu

Rotor speed 1.03 pu

(b)

Fig. 4.18. The frequency of rotor current is changed with different rotor speed.
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Since, the junction temperature fluctuation is not possible to be measured with thermal
camera, instead the junction temperature fluctuation (which is more appropriate) and the
mean junction temperature are considered here for measurement. In this study, 1700 rpm is
chosen to be the reference speed. Therefore, the THD and the mean junction temperature at
this reference speed are taken as the threshold. The switching frequency is reduced until the
mean junction temperature goes below the threshold temperature. Fig. 4.19 shows the effect
on the IGBT temperature with the proposed strategy. The thermal images are captured using
the TESTO 885 IR Camera.

63˚C

61˚C

(b)

(a)

57.5˚C

(c)
Fig. 4.19. The effect on IGBT temperature observed with “TESTO 885 Thermal Imager”: (a) at synchronous
speed at unchanged switching frequency and stator power support; (b) IGBT temperature with shared reactive
current mode; (c) IGBT temperature with both reduced switching frequency and reactive current sharing.
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Fig. 4.19(a) shows the temperature when the rotor operates at synchronous speed with the
rated switching frequency and the same power (active and reactive) support from the stator
side. Fig. 4.19(b) shows the reduced temperature after the GSC shares the reactive current.
Finally, the switching frequency control technique shows more reduction in the temperature
of the IGBT, which is below the threshold temperature as shown in Fig. 4.19(c).

4.7. SUMMARY
The elevated junction temperature fluctuation can greatly diminish the life time of the
converters. In this paper, the junction temperature and all power losses have been quantified
and their response to the rotor speed fluctuation has been observed. Also, a coordinated control
strategy based on the switching control and the derating of the converter current has been
verified, and shown to significantly reduce the maximum junction temperature during the low
slip operation without imposing more harmonic distortion or compromising the system
performance. The strategy improves the life cycle of the rotor side converter by several times.
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Chapter 5
Shunt Active dc Filter to Reduce the dc-Link
Ripple Current Caused by Power Converters to
Improve the Lifetime of Aluminium Electrolytic
Capacitor
Foreword
Electrolytic capacitors are very popular for use in the dc-link of the power electronics
converters, particularly in applications in renewable energy systems. However, the life
expectancy and reliability of the electrolytic capacitors can be severely affected by the ripple
in their dc current causing an increase in thermal stresses. Further, the switching of power
electronics and the presence of harmonic components in the capacitor dc current can increase
the ripple current worsening the life expectancy of the electrolytic capacitor. This paper
proposes the use of a novel shunt active filter to maintain the dc current in the capacitor to
be almost constant and hence the life of the electrolytic capacitor can be prolonged. The
proposed novel filter can reduce the ripple current irrespective of the frequency spectrum.
The paper presents and discusses the design and the operating principle of the proposed active
filter. The paper also presents the results from extensive simulation studies using a model
developed in MATLAB/Simulink and from laboratory experiments that demonstrate and
validate the effectiveness of the proposed filtering technique.

5.1. Background
Renewable energy-based energy conversion systems especially, wind and solar systems
widely utilize power electronic converters for controlling their ac power outputs. They are
also utilized to achieve unity power factor and high efficiency [93]. The aluminium
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electrolytic capacitors are the most popular choice for use in the dc-link to support the power
electronic converters. The performance of an aluminium electrolytic capacitor is highly
dependent on the voltage level, frequency and core temperature. However, the equivalent
series resistance (ESR) of the electrolytic capacitor increases due to the aging process caused
by the evaporation of electrolytic liquid resulting in the rise in ESR [47]. The power electronic
converter connected to the electrolytic capacitor may further inject harmonics and current
ripple in the dc-link. The harmonics and ripple current accompanied by the increasing ESR
cause further increase in core losses, which further elevate the core temperature. The
increasing temperature accelerates the evaporation process of the electrolytic liquid and
reduces the lifetime of the electrolytic capacitor. However, the performance and reliability of
the power electronic converter are highly dependent on the reliability of the electrolytic
capacitor. Therefore, it is very important to prolong the lifetime of the aging electrolytic
capacitor.
Switching devices in the power electronic converters can cause both voltage and current
ripples, which can greatly affect the voltage and current experienced by the electrolytic
capacitor at the dc link supplying the power electronic converter. Increasing the size of the
capacitor in the power electronic converter can reduce the ripple handled by the dc-link
electrolytic capacitor, but it will significantly affect the response time and increase the cost.
Renewable energy sources, such as the wind or solar energy, incorporate power electronic
converters to produce the required ac output voltage with the required frequency. The dc-link
voltage and current ripple and the harmonics are generated by the switching operation of the
power electronic switches and/or the modulation technique of the power electronic converter
to produce the required power output at a specific frequency.
Fig. 1(a) shows a typical topology of an ac-dc-dc conversion circuit. The ac input is
rectified through an ac-dc rectifier; the capacitor is used to maintain the dc voltage in the dc
link relatively constant; and finally, the dc voltage output can be raised or lowered using the
dc-dc converter supplying a dc load. For solar PV application, the rectifier can be replaced by
the PV modules. Fig. 1(b) shows a typical topology of an ac-dc-ac conversion circuit, such as
the wind energy conversion system, where the variable ac output of the wind generator is
rectified using the ac-dc rectifier, and the capacitor is used to maintain the dc voltage in the
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dc link relatively constant, and finally, a dc-ac inverter is used to produce the required ac
output with the required frequency to supply an ac load..
(b)
+ Ic
C
-

dc/dc
Switching
Converter

ac input

Rectifier

ac input

(a)

Controlled
ac/dc
rectifier

Ic
C

Controlled
dc/ac
inverter

Fig. 5.1. (a) A simplified topology of an ac-dc-dc conversion; (b) A simplified topology of an ac-dc-ac conversion

In [48]–[50], the increased thermal stresses in the electrolytic capacitors are discussed and a
generalized theory for the thermal stresses was presented. To address the current ripple
problem in the electrolytic converter, a number of methods [51]-[54] were proposed to address
the ripple problem. But these methods can mitigate only the low frequency ripples. A new
trend in the dc-link ripple reduction is to manipulate the PWM carrier waveform [55]–[57]. In
[11], a strategy was proposed to eliminate the lower order harmonics with selective harmonic
elimination PWM. In [55], a ripple analysis in the back-to-back converter has been presented.
The author proposed selective harmonic filter to omit the second harmonic component from
the ripple. This technique mitigates only higher order harmonic components.
As far as the authors are aware, no method has been proposed to minimize the ripple current
magnitudes in both the high and the low frequency spectrum of the electrolytic capacitor in
the dc-link. This paper proposes the use of a novel shunt active filter to minimize the ripple
current in the electrolytic capacitor irrespective of the frequency spectrum. The use of the
shunt active filter is very popular and has been used for numerous applications. In most
applications, it is used for harmonic elimination [58], [94] in an ac circuit. This paper proposes
the use of a novel shunt active dc filter to filter out the ripple in the dc current of the electrolytic
capacitor in a dc-link. This helps to prolong the lifetime of the electrolytic capacitor. Its
performance, design principle and operating condition are also discussed.
In section 5.2, the characteristics of an electrolytic capacitor is discussed. The principle of
the proposed shunt active filter is presented in section 5.3. The design principle of the shunt
active filter is analysed in section 5.4. In section 5.5, the proposed strategy is verified with
comprehensive simulation. Also, operating condition is derived in this section.
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5.2. Electrolytic Capacitor Characteristic
The switching operation of the power electronic switches in the switch mode power
converters connected to the dc link electrolytic causes current ripples in the capacitor. The
input rectifier also causes further current ripples in the dc link capacitor.
Fig. 5.2 shows the equivalent circuit of an electrolytic capacitor [15], which consist of four
components, the capacitance, a high resistance dc path (RL) in parallel with capacitance, an
equivalent series resistance (ESR), which represents all the resistance in the capacitor, and
an equivalent series inductance (ESL), which represents all the inductance in the capacitor
including leads, The ESR of the capacitor is primarily responsible for the thermal loss in the
capacitor.

ac input

Idc1+ΔIr1

Idc2+ΔIr2
C

Switching
converter

Switching
converter

Idc_cap+(ΔIr1-ΔIr2)
Capacitor ripple
current

ESL

ESR

RL

C
Equivalent circuit of the capacitor

Fig. 2. Capacitor ripple current in a back-to-back converter topology and the equivalent circuit.

The evaporation of the electrolyte fluid increases the ESR. Consequently, there is a direct
relation between the ESR and the liquid volume. However, it is not possible to measure the
volume directly [60]. The change in volume can be determined from the change in ESR
which is shown in (5.1). When the electrolyte volume is reduced by 40%, the capacitor failure
occurs. From the equation it has been derived that when the liquid volume is down to 40%,
the ESR increases by 2.8 times [95] and this is when the capacitor fails. where:

ESR  V 0 
 
ESR 0  V 

2

The formula for calculating ESR is as below [60]
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(5.1)

ESR 

R2
 R1  R 0
1  (2 f ) 2 C 2 2 R 2 2

(5.2)

where, R0 is the resistance of foil, tabs, and terminals; R1 is the resistance of electrolyte; R2
is the dielectric loss resistance; C2 is the dielectric loss capacitance.
From (5.2), it is evident that the ESR is dependent on the ripple frequency and the
temperature. The thermal loss of the electrolytic capacitor is therefore frequency dependent
The lower the frequency of the ripple current, the higher the thermal loss will be.
The formula for the thermal loss is shown in (5.3) [59]
N

Ploss   Ir 2 ( fn ).ESR ( fn )
n 1

(5.3)

where ESR (fn) is the value of the ESR and Irn is the amplitude of current ripple at a
particular frequency fn.
The formula for calculating the lifetime, L of the capacitor is given in (5.4) [59].

L = A.2

Tm -Th
C

(5.4)

where, Tm is the maximum category temperature specified in the capacitor data sheet, C is
the constant, and Th is the operating temperature, and:

Th  TA  Ploss.Rth

(5.5)

where Rth is the thermal impedance from case-to-ambient.
If the ripple current magnitude is high, the thermal loss in the capacitor will be high
causing a high core temperature. The elevated core temperature results in the evaporation of
electrolytic liquid and causes further increase in ESR.
This thesis proposes a method using the shunt active filter to reduce the amplitude of the
ripple current in the capacitor, resulting in the reduction of the thermal loss as shown in (5.3)
and an increase the lifetime of the capacitor as shown in (5.4).
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5.3. Shunt Active Filter
The magnitude of the ripple current in the dc current of the capacitor can be minimized by
deliberately injecting an appropriate current, at the node where the capacitor is connected, to
produce the required ripple by the input and the output switching converters. This current
injection is done by an appropriately designed current source inverter (CSI). However, the
reference of this inverter has to be carefully determined. Otherwise, it would worsen the
ripple condition.

The principle of the proposed shunt active filter with two topologies is

described in this section where the strategy for determining appropriate reference current is
explained.
Topology: I: Topology I is used where the input side of the capacitor injects pure dc current
but the output side produces a ripple current. This can occur, for example, in the case where
a DC source has been connected at the input of the capacitor for some time and a dc-dc
converter is connected at the output of the capacitor. In this case, I3 current is pure dc current
whereas; I1 is a dc current with a superimposed ac-ripple. If I1 and I3 were both dc, there
would be no ripple in the capacitor current. Fig. 5.3(a) shows that the capacitor current, I2,
which is the difference between I3 and I1, will now contain dc and ac ripple. Now, by injecting
a current, I4, in the B node, as shown in Fig. 5.3(b), where I4 is exactly equal to the ac-ripple
component of I5 current, I1 is made to be pure dc (I5=I1+I4). I5 was equal to I1 before the
current injection, as it is not desirable to change the performance of the power converter
supplied by the capacitor in the dc link. Since, the capacitor current I2 is the difference of I3
and I1, the capacitor current becomes a relatively pure dc current with a small high frequency
ripple due to the switching needed to obtain I4.

(a) I3 (dc)

I2 (capacitor
current)

I1 (dc+ ac
A ripple)

I3 (dc)

I5 (dc+ ac
A I1 (dc) B ripple)

I2 (capacitor
current)

I4

(b)

Topology: I
Fig. 5.3. Topology I from shunt active dc filter
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Topology: II: Topology II is used where both sides of the capacitor inject ripple currents.
This can occur, for example, in the case where a rectifier has been connected at the input of
the capacitor and an inverter is connected at the output of the capacitor. Fig. 5.4 shows
Topology 2. In this case, I1 and I3 both contains ac-ripple component. Therefore, unlike
topology I, I1 and I3 both would be needed to be dc in order to make capacitor current ripple
free and it would require two separate shunt active filter. Therefore, a different strategy is
needed here. From node A the capacitor current is flowing in an outward direction, which
contains a dc current with some ac ripple. The ripple component of the capacitor current, I2,
is the difference between the ripple components of current I3 and I1. Similarly, the dc
component of I2 is the difference between the dc components of I3 and I1. Now, if a current,
I4 is injected in node A in an outward direction such that I4 is exactly equal to the ac-ripple
difference of I3 and I1 (I4=I3ac-I1ac), according to circuit theory, I2 will only have the dc
component. The resulting new capacitor current becomes a relatively pure dc current with a
small high frequency ripple due to the switching needed to obtain I4.

I3 (dc+ ac ripple) A I1 (dc+ ac ripple)

I2 (capacitor
current)

I4

Topology: II
Fig. 5.4. Topology II for shunt active dc filter

The above topologies will reduce the ripple current magnitude in the electrolytic capacitor
in the dc link, resulting in the reduction of the thermal loss and an increase the lifetime of the
capacitor.

5.4. Shunt Active Filter Design principle
Fig. 5.5 shows the two topologies described in Section III for the proposed shunt active
filter. One of the design challenges is to choose the appropriate value of the inductor. To deal
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with the high frequency ripple it is imperative that the response of the active filter current is
fast enough to follow the fluctuating reference input, which is the ac-ripple signal of the load
current for Topology I and the difference between the input and the output ripple signals for
Topology II. The response time is dependent on the inductor value. The following analysis
is needed to be performed before choosing the inductor size.

(a)
Ic

+
Vs

C

-

Vdc
2

Q1

Iaf

Switching
device

L

+

+
Vdc
2

Q1

Q2

Iaf

Q2

-

Ref Signal

(b)
Ic

+

Switching
device

Vs
C

-

L

Iaf Q1

+

Vdc

2

Q1

Q2

Q2

+

-

Ref Signal
Iaf

Vdc

2

Fig. 5.5 . Shunt avtive current filter principle (a) Topology I; (b) Topology II.
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Fig. 5.6 shows the Vdc and Iaf+, which are the shunt active filter voltage and current when
L is the inverter inductance. It is important to note that the amplitude of the dc voltage source
of the active filter should be higher than the maximum amplitude of the input dc voltage, Vs.

2h

Reference signal

iaf-

iaf+
Δ iaf

t1

t2

Fig. 5.6. Inverter current with hysteresis control

In this case, when Q1 is ON, the inductor current of the active filter will increase (positive
ramp),

iaf + (t1 ) =

0.5Vdc -Vs
t1 + iaf - (t0 )
L

(5.6)

Similarly, when the positive ramp of the inductor current reaches the upper limit of the
hysteresis band, Q1 is turned off and Q2 is turned on, and the active filter inductor current
will decrease (negative ramp),

iaf - (t2 ) =

-0.5Vdc -Vs
t2 + iaf + (t1 )
L

(5.7)

Therefore the height of the active filter ripple current is,

Diaf (t) =

0.5Vdc -Vs
-0.5Vdc -Vs
t1 =
t2
L
L

(5.8)

To achieve an increased performance, the slew rate needs to be high enough to be able to
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follow the reference signal. The formula for calculating the slew rate is shown in (5.9). The
appropriate value of inductance needs to be determined from (5.9).

diaf (t)
dt

=

± 0.5Vdc -Vs
L

(5.9)

The operation of the active filter can then be summarized as follows: when the inverter
current crosses the lower limit of the hysteresis band, the upper switch of the active filter,
Q1, will be turned “ON” and when the active filter current crosses the lower switch, Q2, will
be turned “ON”. The turning of the switches is mutually exclusive. The hysteresis controller
sends the switching signal to the switches of the shunt active filter accordingly, and the
hysteresis band can be a fixed band or a variable band. The upper and lower limits of the
hysteresis band have to be defined for better response. A very narrow hysteresis band will
make the active filter current track the reference current more accurately, but the switching
frequency will be very high. On the other hand, a wide hysteresis band will make the
switching frequency lower, but it will reduce the waveform quality and increase the tracking
error. The hysteresis band is (2h) chosen as 1% of the average value of the reference signal

Drain current (A)

as shown in Fig. 5.6.

Drain-to-source voltage (V)
Fig. 5.7. Safe operating area (SOA) for Vishay Siliconix IRF840LC [99]
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Since, the current and voltage rating is small for the proposed filter and the required switching
frequency can be very high, the power MOSFET has been chosen for this application. For
every power MOSFET, there is a safe operating area (SOA) which can be found in the
manufacturer data sheet. The safe operating area is a function of drain-to-source voltage,
drain current and drain current frequency. Therefore, the MOSFET switching frequency is
important for determining the SOA. Fig.5.7 shows the SOA for the chosen Vishay Siliconix
IRF840LC MOSFET.
The rate of change or the slope for the rising and falling active filter output current, Iaf+
and Iaf- respectively can be expressed as (5.10). The (  ) operator over any variable denotes
its first derivative.

 
i af


 1
i af    (0.5Vdc  Vs ) (0.5Vdc  Vs )
 L

(5.10)

For the switching interval between t1 and t2, and hysteresis band of h,
T

   *  t 0

i af  i af   1
 [h] 2 2

    *   0 t2 
i af  i af 

t1 + t2 = Ts =

1
fs

(5.11)

(5.12)

Where, fs is the active filter switching frequency that needs to be calculated.

Manipulating (5.10)–(5.12), (5.13) can be obtained, from which t1 and t2 can be obtained in
(5.14):
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 t 2  f s
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(5.13)
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1
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[i af ]
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(5.14)

From (5.11),
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 1 0   *
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 [i af ][1 1]  1   4[h]

 0 1
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(5.15)

From (5.14) and (5.15), the switching frequency of the MOSFET can be determined in
(5.16):


1 0   *

 [i af ][1 1]
 (0.5Vdc  Vs ) (0.5Vdc  Vs )  


0 1


(0.5Vdc  Vs )



(0.5Vdc  Vs )  [i af * ]  f s [h]
1

(5.16)

5.5. Verification of the Proposed Filter Technique and Discussions
The proposed use of the shunt active filter to reduce the magnitude of the current ripple
in the electrolytic capacitor in the dc link described in Section III will be validated in this
section using simulations using the Matlab/Simulink simulation software.
5.5.1. Operating condition:
In section 5.4, the MOSFET switching frequency has been derived for a specific hysteresis
band. For a higher switching frequency, the hysteresis band will be smaller. However, the
reliability of the MOSFET used in the active filter needs to be ensured. To protect the power
electronic switches from early failure, the MOSFET always needs to be operated in the safe
operating zone as provided in the data sheet. For a specific drain-to-source voltage and
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switching frequency, the safe operating current needs to be determined.

Vdc

Filter switching
frequency calculator

du
dt

Iaf*

Lookup
table

fs

Vs

Id(max)

fs

Filter enabling
signal

Iaf

Vdc Vs
Fig. 5.8 . Enabling signal based on MOSFET safe zone operation look-up table.

If the current is beyond the SOA, the filter will not operate. A lookup table constructed from
the manufacturer data sheet can be used to determine the maximum safe operating current.
Fig. 5.8 shows how the safe zone operation using a look up table is used to determine whether
the filter will be enabled or not depending on the obtained switching frequency from (16).
5.5.2. Test results of the proposed active filter in Simulink environment:
Case 1: In this case, a standalone PV system will be considered. The circuit in Fig. 5.9
shows a boost converter supplied by a photovoltaic source. Table 5.1 shows the system
parameters of Fig. 5.9.

I1 A I5

I3

L2

I2
PV

C1

I4
L1

Rf

SAF
Fig. 5.9. Standalone PV system.
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C2

RL

TABLE 5.1
System Parameters (case 1)
Symbol

Parameter

Value

Unit

L1

SAF coil inductance

2

mH

L2

Boost coil inductance,

1

mH

Rf

SAF resistance,

0.007

Ω

C1

Source side capacitance,

33

µF

C2

Load side capacitance,

47

µF

RL

Load Resistance,

10



At any instance of time, the current from the PV source is assumed to contain no
ripple; whereas without the shunt active filter, the inductor current of the boost converter, I5,
which is the same as I1, contains significant ripple due to switching of the MOSFET to obtain
a good dc power output. The capacitor current, I2, which is the subtraction of the PV current,
I3, and the inductor current of the boost converter, I1, will therefore contains a significant
ripple, caused by the ripple in I1. The Topology I in Section III will be used in this case to
minimize the capacitor ripple current. The control algorithm for the shunt active filter of
Topology I in the form of a current source inverter (CSI) is shown in Fig. 5.10.

I5

+

Iref

+

Gate pulse
Hysteresis for CSI
controller

-

I4

Running RMS
0.005

Bandwidth
adapter

Fig. 5.10. CSI control algorithm for topology 1.

The dc current I5 is subtracted from its dc component using the ‘running RMS’ function in
Simulink and used as the reference current for the shunt active filter. At any instant of time,
the current in I4 is compared with the reference current using the hysteresis controller, from
93

which the gate signals of the two MOSFETS are determined. The hysteresis band is (2h)
chosen as 1% of the average value of the boost converter current as shown in Fig. 6.

Current, I4 (A)

0.5

(a)

0

-0.5
0.08

0.0802

0.0804

0.0806

0.0808

0.081

2.54

Reference signal
2.5

Filter output current
2.46
0.080289

0.08029

0.080291

Time (s)

Current, I1 (A)

14.5

Before injection

(b)

After injection

14

13.5
0.08

0.0802

0.0804

0.0806

0.0808

0.081

Time (s)
14.07

Envelope
size is 1%
of the
reference

14

13.93

Fig. 5.11. (a) Active filter output current, I 4; (b) Boost inductor current, I1

Fig. 5.11(a) shows the shunt active filter output current, I4 which follows the reference
current. Fig. 5.11 (b) shows the current, I1 before and after the current, I4 injection. The
injection of I4 current makes the I1 almost dc with a small high frequency component due to
the chosen hysteresis band, which is chosen to be equal to 1% of the average value of I5 as
shown in the zoomed window of Fig. 5.11(b).
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Capacitor current, I2
(A)

0.8

Δ Ir (before filtering)

0.4

0

-0.4

Δ Ir (after filtering)

-0.8
0.01

0.011

0.012
Time (s)

0.013

0.014

Fig. 5.12. Capacitor Current, I2

Now, since the current I1 and I3 are both almost dc, the capacitor current, I2 will be
almost DC as well. Fig. 5.12 shows the improved capacitor ripple current, I2 before and after
filtering.
Case 2: Another simulation has been carried out with the circuit shown in Fig. 5.13 where
the capacitor is between a three-phase rectifier and a boost converter. Table 5.2 shows the
system parameters of Fig. 5.13.
TABLE 5.2
System Parameters (case 2)
Symbol

Parameter

Value

Unit

L1

SAF coil inductance

2

mH

L2

Boost coil inductance,

1

mH

Rf

SAF resistance,

0.007

Ω

C1

DC-Link capacitance,

47

µF

Ls

Source inductance,

0.0062

µF

RL

Load Resistance,

100
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I3

L2

Rs

dc-link

Ls

I1

3φ

I2
I4

C2

C1

RL

L1

Rf

SAF
Fig. 5.13. A three phase rectifier interfaced with a boost converter.

The capacitor works here as a dc-link. As discussed earlier, the high magnitude of the
capacitor ripple current cause significant stress on the capacitor and degrades the lifetime.
To minimize the capacitor ripple current, I2, the Topology II is utilized in this circuit.
I3

+
-

Running RMS

+

Iref +

-

I1

Gate pulse
Hysteresis for CSI
controller

+

I4
-

Bandwidth
adapter

Running RMS
0.005

Running RMS

Fig. 5.14. Control algorithm of CSI for topology 2.

The control algorithm for the shunt active filter of Topology II is shown in Fig. 5.14. The
ac ripple component of both current I1 and I3 are extracted. Then, their difference is fed as
the reference current to the hysteresis controller to be followed by the active filter output
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current, I4. The hysteresis band is (2h) chosen as 1% of the average value of the reference
signal as shown in Fig. 6.
Fig. 5.15(a) shows the current I1 from the boost converter and Fig. 5.15(b) shows the
rectifier ripple current.

The capacitor current, I2 is the difference between I3 and I1.

According to Topology II, the injected current, I4 has to be the difference of the ripple
components of I1 and I3 as shown in Fig. 5.16, so that the capacitor current, I2 contains only
the dc component which is the difference of the dc components of I1 and I3. The result in
Fig. 5.17 shows that the capacitor ripple current is significantly improved. The slight ripple
is due to the hysteresis band which is very small.

Current, I1 (A)

14
13.75

(a)
(b)

13.5

13.25
13
0.45

0.4502

0.4504

0.4506

0.4508

0.451

Time (s)

Current, I3 (A)

18

(b)
14

10

0.45

0.46

Time (s)
Fig. 5.15. (a) Boost inductor current, I1; (b) 3 phase rectifier ripple current, I3.
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0.47

Current, I4 (A)

1

0

-1
0.45

0.451

0.452

0.453

0.454

Time (s)

Capacitor current, I2
(A)

Fig. 5.16. Active filter output current, I4 (I4=I3ac-I1ac)

1

Δ Ir2

0

-1

0.15

Δ Ir1
0.154

Δ Ir (before filtering)
0.158
0.162
Time (s)

Δ Ir (after filtering)
0.166

0.17

Fig. 5.17. dc-link capacitor current, I2 (before and after filtering)

The proposed shunt active filter technique proves to be very effective in reducing the
magnitude of the ripple current of the electrolytic capacitor in the dc link. As discussed earlier
in section II, the reduction of the magnitude of the ripple current will significantly improve
the lifetime of the electrolytic capacitor.
The proposed shunt active filter technique proves to be very effective in reducing the
magnitude of the ripple current of the electrolytic capacitor in the dc link.
For case I, as it is seen from Fig. 12, the ripple magnitude, ΔIr has decreased from 0.8A
(p-p) to 0.14A (p-p). Which, as a result, reduces the core loss more than 32 times according
to (3). For case II, Fig. 17 shows that the capacitor ripple current has ripples from two
frequency spectrum. The low frequency component, ΔIr1 comes from the rectifier and the
high frequency component, ΔIr2 comes from the boost converter inductor current ripple. The
proposed technique mitigates both the low and high frequency components. Therefore, the
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core loss improvement in this case is more significant since the low frequency components
are more damaging. From (2), it is evident that the ESR is higher for low frequency ripple
and higher ESR causes higher core loss. Since, the low frequency component of higher
magnitude from the rectifier is totally removed, the major core loss is mitigated. Only a very
low magnitude high frequency ripple is present in the capacitor current which is due to the
hysteresis band and its switching. However, in both cases, not only the ripple magnitude is
minimized but also the ripple is replaced by a very small magnitude of a very high frequency
ripple caused by hysteresis switching. Therefore, as discussed earlier in section II, the
reduction of the magnitude of the ripple current will significantly improve the lifetime of the
electrolytic capacitor.

5.6. Experimental Validation of The proposed Approach
The proposed technique is validated in this section for case I using Topology I. The circuit
diagram in Fig. 9 is used for the experiment. However, instead of the PV module, two sets of
12V battery packs are connected in series to make it 24V source. The boost converter is
implemented with SEMITEACH IGBT module. The boost converter pulse has a fixed duty
cycle of 0.5 throughout the experiment. The current source inverter for the shunt active dc
filter is implemented with one C2M0080120D SiC MOSFET module from CREE. This
module has voltage rating of 1.2 kV and current rating of 50A. This module can withstand
very high switching frequency. For boost converter switching dSpace 1103 module has been
used to provide a PWM pulse with a fixed duty cycle whereas, for SiC MOSFET switching
and data reading DSP (TMS320F28335 Microcontroller) has been used. The data are
processed in MATLAB/Simulink. The full experimental setup is demonstrated in Fig. 18.
Fig. 18(a) shows the schematic of the experiment and Fig. 18(b) shows the full setup.
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(b)
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dSpace 1103

SiC MOSFET
module

DSP

Fig. 18. Experimental setup for validation of the proposed technique.

Fig. 19(a) shows the ripple in capacitor branch before filtering. Since, the input is already a
pure dc, the ripple in capacitor branch is resulted from the boost converter ripple current in
inductor. The DSP reads the filter output current, I4 and boost converter current, I5 which is
fed into the host computer. The controller in the host computer sends the switching command
to the DSP based on the readings. The controller used in this experiment is same as Fig. 10.
The DSP then sends the switching signal to SiC MOSFET module which works here as a
CSI. After filtering the ripple current is improved significantly as seen from Fig. 19(b). The
CSI injects the current in the capacitor node which improves the ripple. The slight ripple that
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is being seen in Fig. 19(b) is due to the switching and hysteresis band of the CSI controller.
The current waveforms are collected from the KEYSIGHT DSOX4024A oscilloscope using
Agilent N2779A current probe.

0.5 A/div

(a)

0.5 A/div

(b)

Hysteresis switching pulse

Boost converter pulse

Fig. 19. (a) The capacitor current ripple before filtering; (b) after filtering.

5.7. Summary
The mechanism that causes the dc current ripple that results in an increased thermal stress
in the electrolytic capacitor in a power electronic converter has been analyzed in this paper.
Also, a novel strategy using a shunt active current filter has been proposed to reduce the
capacitor current ripple. This filter has been utilized to deliberately inject the necessary ripple
current at the node connected to the capacitor to compensate for the ripple current in the
electrolytic capacitor. A comprehensive analysis of the design and the operating principle of
the proposed novel active filter has also been presented. The proposed strategy has been
verified using simulations based on the MATLAB/Simulink simulation software and
laboratory experiments. The results show a significant reduction in the magnitude of the
capacitor ripple current that can reduce the thermal stress and prolong the life expectancy of
the electrolytic capacitor.
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Chapter 6
Conclusions and Future Work

6.1. Conclusions
The remote and rural areas can facilitate the renewable energy sources for power
generation by providing the necessary geographical space resulting in minimal negative
impacts on the daily livelihood. But the most common challenge of the renewable energy
resources is their intermittent nature, which can reduce the overall system reliability. Also,
the control of the RAPS system is complex, because the RAPS system are prone to the
network disturbances, unlike in the large utility grid. The RAPS system needs to supply the
demand on its own and cannot depend on the grid. Therefore, it is expected that each
component of the RAPS system participates in supporting the network events. Renewable
energy systems are connected to the RAPS system by power electronic converters. This
decreases the total system inertia. If the penetration of the renewable energy sources
increases, the system reliability will decrease even further.
The reliability of the system components is also important. The energy conversion system
of the renewable energy resource consists of several components that are often prone to
failure. The lack of reliability of any of those components can lead to overall low system
reliability. These issues need to be solved to improve the RAPS reliability.
After going through all the technical challenges associated with a RAPS system, the
outcome of this thesis provides a solid contribution towards improved control and reliability
of RAPS system. The improvements that have been achieved are:
(1) Frequency regulation improvement:
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A frequency response control strategy has been proposed for a permanent magnet
synchronous generator based wind energy conversion system. An artificial inertia
controller was used to release the kinetic energy to support sudden frequency dip, by
using a suboptimal power point tracking strategy for PMSG based WECS to ensure a
power reserve for frequency response. It also prevented a secondary frequency event due
to sudden operating point shift.

(2) Frequency regulation improvement by SMES:
A frequency regulation strategy has also been proposed using the SMES. Since the
artificial inertia controller causes a high torque stress on the drive train, a power support
from external energy storage is required. The SMES has a very fast response time and its
power density is very high. The result shows that the SMES has much better performance
in the frequency regulation than the artificial inertia controller or even the use of the
super-capacitor. The system frequency nadir is 49.4 Hz for the super-capacitor whereas,
the system frequency nadir is 49.8 Hz during sudden load increase. Also, the RoCoF
becomes less than the allowable maximum limit of 0.5 Hz/s. These results demonstrate
clear improvement of the dynamic frequency response of the RAPS system with the
integration of SMES.

(3) Thermal Stress Relief for Power electronic converter:
A strategy to minimize the thermal stress on the rotor side converter has been proposed
for the DFIG based WECS. The simulation results show that when the DFIG is operated
in low slip, it has caused significant thermal stress on the semiconductor junctions of the
rotor side converter. The temperature cycling has been quantified. Also, a coordinated
strategy with the switching frequency and the reactive current control has been proposed
to reduce the thermal stress. A technique has been proposed to ensure that the usual
performance and power quality of the DFIG is not compromised. The results show that
the proposed technique reduces the thermal fluctuations by 8 oC which in result,
exponentially increases the lifetime. In the example shown in this thesis, the lifetime is
improved my 19 times.
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(4) Stress minimization of the electrolytic capacitor:
The aluminum electrolytic capacitor is commonly used in a power electronic converter
based system. Due to high ripple current in the converter, the thermal loss in the capacitor
can be very high and can often cause failure of the capacitor. The main cause of this is
the electrolytic volume reduction below a certain limit. A stress analysis has been carried
out in this thesis to investigate the mechanism of the core loss. Also, a harmonic spectrum
analysis has been carried out to investigate the effect of different values of slips on the
harmonic generated ripple for the dc-link capacitor in a DFIG based WECS. An active
filter was proposed to minimize the capacitor loss in this thesis. Two topologies have
been proposed to minimize the ripple current. The shunt active filter effectively removes
the ripple from the capacitor current. Although, since, hysteresis controller has been used
here, a small ripple due to hysteresis band (2% of the reference dc-component) is
observed in the capacitor current. The simulation results of the proposed strategy validate
the proposed strategy which significantly increases the capacitor lifetime.
All of those aspects have been verified through detailed simulation models constructed in
Simulink/MATLAB. All the parameters have been chosen according to real case scenarios.

6.2. Future Work
In this thesis, the several proposed strategies have been verified in a small network of
renewable energy and energy storage based hybrid RAPS system. It includes the system with
and without the natural inertia to showcase the challenges and the effectiveness of the
proposed solutions. However, these strategies can be verified in a RAPS system with a large
network.
The RAPS systems investigated in this thesis are (i) a PMSG-based WECS and a diesel
generator, (ii) a PMSG-based WECS, a diesel generator and an SMES, (iii) a DFIG-based
WECS and a diesel generator. The RAPS system with more variations of renewable sources
or different types of energy storages can be used to verify those techniques. A 100%
renewable energy based RAPS system with storage is being developed by a number of power
utilities. The strategies proposed in this thesis need to be adapted to be effective in a 100%
renewable energy based RAPS system.
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In this thesis, the performance of RAPS systems are investigated in balanced conditions.
But in practical, the system may be unbalanced. In unbalanced condition, network parameter
control is really challenging. The control strategies proposed in this thesis are suitable only
for balanced condition. The strategies should be extended to be useful for unbalanced
condition as well so that the RAPS system becomes robust in cases of faults.
The RAPS system networks analyzed in this thesis, are considered only for standalone
operation. However, with the grid expansion, the RAPS systems may very well come under
utility grid. The control strategies should be fine-tuned to be effective for grid-interactive
RAPS systems as well. Hence, the reliability of the RAPS system will be ensured regardless
of its grid connected or standalone operation.
In this thesis, a strategy has been proposed for the frequency regulation using the SMES.
The charging/discharging algorithm has been developed. However, to reduce the stress on
the energy storage during sudden power fluctuation, a machine learning based algorithm can
be developed in future work to use the historical data in order to predict the fluctuation at a
given time period so that enough power can be reserved in the storage.
In Chapter 5, a shunt active filter was proposed to minimize the ripple current of the
capacitor in a dc-link due to the use of power electronic converter in the load side. The control
strategy of this filter can be extended to filter out the ripple current from the source side.
Finally, the proposed strategies in this thesis are verified through simulation. However,
proper prototype can be developed to verify the proposed strategies experimentally. Also, the
cost-benefit analysis can be performed to compare the economic benefits from the proposed
strategies and the expenses to adopt those techniques.
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