ABSTRACT We present a wavenumber-domain iterative approach for rapid 3-D imaging of gravity anomalies and gradients data, which is based on the 3-D mesh model with a flat observational surface. The approach deconvolves the spectra of gravity anomalies or gradients by a 2-D deconvolution filter describing the spectrum of the imaging operator and then transforms the resultant spectra into the space domain to derive the density distribution. This 2-D deconvolution filtering is operated layer by layer from top to bottom in the subsurface and finally, all the results are merged to generate the 3-D density distribution. We improve previous 2-D deconvolution filters by involving a depth-scaling factor and utilize a priori constraint and the iteration algorithm for imaging, enable the presented approach to produce a density model with a considerable resolution and accuracy. The wavenumber-domain algorithm makes the imaging faster than the conventional space-domain inversions. Tests on the synthetic data and the real data from a metallic deposit area in Northwest China verified the feasibility and high efficiency of the presented approach.
I. INTRODUCTION
Gravity method has been playing an important role in tectonic studies, resource exploration and engineering survey. 3-D physical-property inversion is an important tool for quantitative interpretation of gravity data, producing 3-D distribution of density in the subsurface and thus delineating the occurrence of geologic bodies or interfaces or faults at depth [1] - [6] . Generally, the 3-D inversion is a typical ill-conditioned mathematical problem, which has intrinsic ambiguities and low resolution of depth. It requires involving a priori constraints to improve physical-property distribution, such as depth-weighted [2] , [4] , [7] , range of physical property [6] , [8] , a priori geologic or geophysical constraints [9] - [11] , and so forth. In addition, the 3-D inversion usually requires huge calculation dimension and large computer storage leading to low efficiency. The algorithms of data suppression or fast forward calculation could be employed to enhance the inversion efficiency, which include data suppression [8] , [12] , [13] , stochastic subspaces [14] and
The associate editor coordinating the review of this manuscript and approving it for publication was Md. Asikuzzaman. data-space inversion [15] , and so on. But these algorithms still need great amounts of forward and inversion calculations, leading to low efficiency even insurmountable difficulty for inverting large-scale data.
3-D imaging is an alternative tool for producing the equivalent distribution of density in the subsurface or estimating the depth, dip or edges of sources. Cribb [16] and Pedersen [17] proposed the generalized inversion approach in the wavenumber domain for potential field data, the result of which is an equivalent distribution of density that is proportional to the upward continuation of the vertical derivative of gravity field. Patella [18] , Mauriello and Patella [19] , and Guo et al. [20] presented the 3-D probability tomography or correlation imaging approaches for producing the equivalent density distribution describing the probability of occurrence of a pole mass. Zhdanov [21] and Zhdanov et al. [22] proposed the approach of potential field migration for imaging the 3-D density distribution. Fedi [23] proposed the DEXP approach based on the explicit scaling of the upward continued field by a power law of the continuation height for estimating the depth, structure index and dip of sources. All the above imaging approaches are simple, non-iterative, low consumption of computer storage, and rapid without solving the ill-conditioned problem occurred in the inversion problem. But most of them produce the equivalent distribution of density and do not involve the constraints for improvements. They are mostly used for preliminary evaluation of the subsurface without a priori information.
Kobrunov and Varfolomeev [24] and Kobrunov [25] presented the wavenumber-domain approach for imaging the density distribution from the gravity anomalies and provided the iterative framework of the approach. In their approach, the spectra of gravity anomalies are deconvolved by a 2-D generalized filter describing the spectrum of imaging operator, and then the resultant spectra are transformed into the space domain to derive the density distribution. The 2-D deconvolution filtering is operated layer by layer from top to bottom in the subsurface and finally all the results are merged to generate the 3-D density distribution. This 2-D deconvolution filter could be a simple one to derive a rough distribution of density, or a complicated one to produce a relatively compact distribution of density with constraints of a priori information. Priezzhev [26] and Priezzhev et al. [27] presented one simple 2-D deconvolution filter for gravity anomalies to reduce the Gibbs effect and to generate smooth solution of the model. But in his procedure [27] , he didn't adopt the iterative algorithm for imaging. In addition, in our data test, we find that the 2-D deconvolution filter of [27] does not produce good depth solutions of sources in the subsurface.
In order to obtain a rapid and better evaluation of the density distribution in the subsurface, we improve the wavenumber-domain imaging approach presented by Priezzhev et al. [27] in several aspects. Firstly, a depth-scaling factor is involved into the 2-D deconvolution filter to improve the accuracy of depth solutions from imaging. Secondly, constraints from a priori model could be chosen to improve the resolution of imaging. Thirdly, the iterative algorithm is adopted to further improve the resolution and accuracy of imaging. We present the principle and procedure of the wavenumber-domain 3-D imaging for gravity anomalies and gradients. We verify the improved approach on both the synthetic data and real data.
II. 3-D GRAVITY FORWARD CALCULATION IN THE WAVENUMBER DOMAIN
Our iterative imaging approach demands the rapid gravity forward calculation of the 3-D model in the wavenumber domain. Suppose that the 3-D density model consists of several flat layers with the same thickness from top to bottom, and each layer is composed of a set of regularly arranged vertical prisms with the same size but different values of density. For an arbitrary z (i) layer within the model, assume that the top and bottom depths of the layer are h (i) and H (i) , respectively, and the density contrast is ρ(ξ, η, z (i) ) (ξ and η are the horizontal coordinates of the center of each prism). Then the gravity anomalies g (i) (x, y, 0) caused by this layer at an arbitrary station (x, y) on a flat observational surface with the elevation of 0 m can be calculated forwardly by the wavenumber-domain algorithm [28] - [29] 
where, m is the total number of layers in the model. The gravity x-, y-and z-gradients caused by the 3-D model can be calculated
where k ξ and k η are the wavenumbers in the ξ -and η-directions, respectively. Hence, by using Equations (2)∼(5), we can calculate forwardly gravity anomalies and x-, y-and z-gradients caused by a 3-D model on a flat observational surface with high accuracy and efficiency.
III. 3-D GRAVITY ITERATIVE IMAGING IN THE WAVENUMBER DOMAIN
For gravity anomalies g(x, y, 0) observed on (or reduced to) a flat surface with the elevation of 0 m, Kobrunov and Varfolomeev [24] presented the wavenumber-domain imaging approach for producing density distribution of the layered model in the subsurface. Wherein, for an arbitrary z (i) layer underground, the equation for imaging of gravity anomalies is expressed as [24] ρ(ξ, η, z
where, z (i) is the depth of the layer,
, k x and k y are the wavenumbers in the x-and y-directions,
) is the function that describes the density spectrum related to depth
is the 2-D deconvolution filter, and
The above wavenumber-domain imaging equation of Kobrunov and Varfolomeev [24] (Equation (6)) is similar to those presented by Pedersen [17] and Fedi and Pilkington [30] .
The function D(k x , k y , z (i) ) in Equation (7) can be defined by the user according to the real geological setting in the study area. Priezzhev [26] provided several examples of this function for different target bodies. One type of this function that could reduce the Gibbs effect and generate smooth model was defined by Priezzhev [26] as follows,
where, n is a positive integer, and usually is not greater than ten. The larger n is adopted, the higher resolution of the result will be produced after filtering. Then substitute Equation (8) into Equation (7) and obtain the 2-D deconvolution filter [26] , [27] 
However, in our data test, we found that the 2-D deconvolution filter of Priezzhev et al. [27] does not produce good depth solutions of sources in the subsurface compared with the priori information. Hence, we involve a depth-scaling factor λ into the filter to scale the depth axis of the imaging, i.e.
where, λ usually is equal or greater than 1, and could be a constant or a function related to x and y. The depth-scaling factor aforementioned makes the imaging to be possibly consistent with the priori information (if it is available) and thus enhance its accuracy of depth solutions of the imaging. However, the depth-scaling factor is different to the depth-weighted functions mentioned in [2] , [7] , [23] , and [30] , because it just scales the depth-axis of the density distribution. Generally, a proper value of the depth-scaling factor could be found by the trial and error algorithm or the cross-correlation algorithm. For example, if we know some depths of sources at some points, we utilize various values of λ for imaging and compare or correlate the results with the known depth values of sources, and then choose the most relevant value of λ as the final value. The known depths of sources could be obtained from the boreholes or other geophysical methods, or could be estimated by using the depth estimation approaches such as the DEXP approach [23] . If there are none known or estimated depths available in the study area, the depth-scaling factor can be chosen as one, in which case the filter of Equation (8) will be the same to that of Equation (7) presented by Priezzhev et al. [27] .
We also proposed the 2-D deconvolution filter for the gravity x-, y-and z-gradients
Then the equations for imaging of gravity x-, y-and zgradients are expressed as
Hence, the wavenumber-domain imaging of gravity anomalies or x-, y-and z-gradients is essentially the point product between the spectra of gravity anomalies or x-, yand z-gradients and their 2-D deconvolution filters. Using Equations (6) and (10)∼(16) will realize the 3-D imaging of gravity anomalies or x-, y-and z-gradients and produce the 3-D density model in the subsurface. If we define the different vertical density functions (Equations (6)), we can also obtain huge number of exact solutions of the imaging according to the same gravity data.
Here, we adopt an iterative algorithm for improving the resolution and accuracy of imaging. The resolution of imaging could be further improved if the constraint of a priori density model is involved. The priori density model could VOLUME 7, 2019 be constructed according to borehole data or be transformed from the seismic velocity model according to the relationship between velocity and density.
Taking the imaging of gravity vertical gradient for an example, the workflow for the iterative imaging in the wavenumber domain with the constraint of a priori model is as follows.
Step 1: Perform forward calculation on the priori 3-D model ρ 0 by using Equation (5) and the procedure of 3-D gravity forward calculation aforementioned, to obtain the gravity vertical gradient g z,0 of the priori model. Then calculate the deviation between the observed and calculated vertical gradient, δg z,0 = g z − g z,0 . If no priori model is available, ρ 0 = 0.
Step 2: Perform 3-D imaging on the gradient deviation δg z,0 by using Equations (13) and (15) layer by layer from top to bottom, to obtain the 3-D density perturbation model δρ 0 . Then summarize the density perturbation model to the previous density model to yield the imaged 3-D density model after first-iteration imaging, ρ 1 = ρ 0 + δρ 0 .
Step 3: Perform forward calculation on the new 3-D model ρ 1 by using Equation (5) and the procedure of 3-D gravity forward calculation aforementioned, to obtain the new gravity vertical gradient g z,1 of the new model. Then calculate the deviation between the observed and calculated vertical gradient, δg z,1 = g z − g z, 1 .
Step 4: If the gradient deviation δg z,1 does not meet the tolerance, perform a new imaging on the gradientdeviation δg z,1 , yielding a new deviation model δρ 1 , and then update the imaged model as ρ 2 = ρ 1 + δρ 1 .
Step 5: Repeat Steps 3∼4, until the gradient deviation meets the tolerance or the iterations reach the given number, resulting in the final imaged model.
The above procedure is also suitable for 3-D imaging of gravity anomalies and x-, y-gradients by using Equations (2)∼(4), (6), (10)∼(12), and (14)∼(15). The above imaging could be further constrained by limiting the range of density ( ρ min , ρ max ) in Steps 2 and 4 during each iteration. A simple way can be adopted for such constraint as follows: if the density value of any one cell in the 3-D model after each iteration is less than ρ min , we assign it to ρ min ; if this density value is greater than ρ max , we assign it to ρ max .
IV. SYNTHETIC DATA TEST
The synthetic model is composed of two prisms with various sizes, depths and density contrasts (Table 1 and Fig. 1(a) ). The model is divided into a 251 × 251 × 40 regular mesh with spacing 20 m in x-and y-directions and 50 m in z-direction. The observational surface is a plane with an elevation of 0 m. We calculated forwardly the gravity anomalies and gradients due to the synthetic model by using the presented wavenumber-domain approach of 3-D gravity forward calculation, the results of which are shown in Figs. 1(b)∼(e) ). We also contaminated the gravity vertical gradient by using a Gaussian noise of 4% of the datum magnitude, shown in Fig. 1(f) . We regarded these gravity data as the observed ones for the following imaging tests. It is clear that the gravity field generated by the small and shallow prism A exhibit short wavelength, while the gravity field by the big and deep prism B have relatively long wavelength.
We firstly tested the presented 3-D imaging approach without the iterative algorithm (that is, iteration number is equal to one) on the observed gravity vertical gradient ( Fig. 1(e) ) by using various values of n and λ. Figs. 2(a) and (b) show the imaged models respectively when n = 1, λ = 1 and n = 6, λ = 1. Both models present two high-density bodies with various depths and sizes, but the two bodies are shallower than the real prisms A and B in depth and their density contrasts (no larger than 0.14 g/cc) are obviously smaller than the true values. In addition, the density distribution in Fig. 2(a) is rougher in shape and weaker in density than that in Fig. 2(b) . Hence, higher value of n usually yields higher resolution of density distribution, and vice versa. Since large deviation of depth is presented in Figs. 2(a) and (b) due to the improper value of λ utilized for imaging, we adopted the trial and error algorithm to find the proper λ value of 2.65. Fig. 2(c) displays the imaged model by using λ = 2.65, the two high-density bodies of which become close to the real prisms A and B in depth in this case.
Then we tested the presented 3-D imaging approach with the iterative algorithm on the observed gravity vertical gradient ( Fig. 1(e) ) by using n = 6 and λ = 2.65. The Fig. 3(a) are still smaller than the true ones, the iterative algorithm produces a better distribution of density with a higher accuracy than those produced by the non-iterative algorithm shown in Fig. 2 .
In order to verify the advantages of the presented 3-D imaging approach, we compared the presented approach with the previous space-domain approach in computer storage, calculation time and calculation mode. Table 2 shows the relevant comparison results. It is obvious that the computer storage and the calculation time of the presented approach are better than that of the space-domain approach. The presented approach has these advantages mainly because of its simple calculation mode. It is just a simple dotproduct in the wavenumber domain, while a complex convolution in the space domain. The presented approach only takes up 800 MB of the computer storage, whereas the traditional space-domain approach requires up to 1144 GB (1171456 MB). Even the commercial software UBC still requires 210 MB of the computer storage to calculate the sensitivity matrix, 2000 MB for inversion. Similarly, the calculation time of the presented approach only takes 272 s, whereas the traditional space-domain approach cannot be calculated due to its huge computer storage. And the total calculation time of UBC still takes up 323 min (19380 s).
We then tested the sensitivity of the presented 3-D imaging approach to high-frequency noise on the noisy gravity vertical gradient ( Fig. 1(f) ). Fig. 4(a) shows the model from the 3-D imaging of the noisy gravity vertical gradient after five iterations by using n = 6 and λ = 2.65, and Fig. 4(b) displays the deviation between the noisy and calculated vertical gradient with a RMS of 0.000063 mGal/m. The resultant model from the imaging of the noisy vertical gradient data is quite similar to that of the gravity vertical gradient without noise ( Fig. 3(a) ), indicating the approach is reliable even though the data contains the high-frequency noise.
We also tested the presented 3-D imaging approach on the gravity anomalies ( Fig. 1(b) ) and x-gradient ( Fig. 1(c) ) and ygradient ( Fig. 1(d)) . Fig. 5 respectively shows their resultant models after five-iterations imaging by using n = 6 and λ = 2.65. These models are similar to that from the 3-D imaging of the gravity vertical gradient (Figs. 3(a) and 4(a) ), indicating the approach is also reliable for gravity anomalies and x-and y-gradients. Wherein, the high-density body around Prism B in the model from the 3-D imaging of the gravity anomalies (Fig. 5(a) ) is longer vertically than the true one, and the density in the model from the 3-D imaging of the x-gradient (Fig. 5(b) ) is a little lower-strength than the other models.
In real applications, if we have some priori information about the density model, this information could be used to constrain the inversion or imaging. Supposing that the depth, shape, and density value of prism A are known, we tested the presented 3-D imaging approach on the gravity vertical gradient (Fig. 1(e) ) with the constraint of prism A. In this case, we chose n = 6 and λ = 2.65 for imaging. presents one clear high-density body as same as prism A in the shallow and another high-density body close to prism B in the deep. The density values around prism B become a little larger than those in previous imaging, but are still less than the true values. On a whole, the involvement of a priori information will considerably improve the density distribution of imaging.
V. REAL DATA TEST
We assembled the real complete Bouguer gravity anomalies data from a metallic deposit area in Northwest China [31] . The near surface of this area is composed of the Quatemary sediment cover, the Devonian tuff formations, and the Devonian tonalite formations from shallow to deep. The metallic ores, mainly stored inside the tuff formations, include magnetite, pyrite and chalcopyrite. The metallic ores are of high density (3.0 − 4.5) g/cc, the tonalite formations are of low density (2.6 − 2.7) g/cc, and the carbonized tuff formations are of low density (2.6 − 2.7) g/cc while the hornfelsed tuff formations are of intermediate density (2.8 − 3.0) g/cc. Two boreholes (zk1 and zk3 in Figs. 7 and 8) were drilled along the profile A-B. The zk1 borehole (blue line in Fig. 7 ) reveals that the shallow (the depth of 10 − 50 m) is the metallic ores with high density while the deep is the carbonized tuff formations with relatively low density. The zk3 borehole (red line in Fig. 7 ) reveals that the near surface is mostly the hornfelsed tuff formations with intermediate density.
The real gravity anomalies data in the study area is a 91 × 98 regular grid with a grid spacing of 10 m along FIGURE 7. The density curves revealed by the boreholes in the study area: blue curve -borehole zk1, and red curve -borehole zk3.
both Easting and Northing (Fig. 8(a) ). We transformed the real gravity anomalies into the vertical gradient, shown in Fig. 8(b) . High gravity anomalies characterize the north of this area while low gravity anomalies feature the southwest. High vertical gradient is present in the central part of this area, especially one small closure of high vertical gradient is present around borehole zk1 possibly caused by the metallic ores.
We performed the presented 3-D imaging approach respectively on the real gravity anomalies and the transformed gravity vertical gradient to produce the 3-D density distribution of the near surface. The depth extent for imaging is -400-0 m and the depth step is 10 m. Fig. 9 shows the resultant models after five-iterations imaging and the deviation between the observed gravity field and the gravity prediction. The RMS of the difference between the observed and calculated gravity anomalies is 0.0015 mGal, and the RMS of the difference between the observed and calculated vertical gradients with a RMS of 0.00094 mGal/m.
Both models in Fig. 9 present one small-scale high-density body around borehole zk1 in the shallow and another largescale high-density body around borehole zk3. Wherein, the high-density body around borehole zk1 in the model from the gravity anomalies ( Fig. 9(a) ) is much larger than that in the model from the gravity vertical gradient (Fig. 9(c) ), but the latter one is much closer to the true revealed by borehole zk1 (white lines in Fig. 9(c) ) than the former one. Beneath borehole zk1, the high-density body in the shallow corresponds to the small-scale high-density metallic ores, and the low-density distribution in the deep corresponds to the low-density carbonized tuff formations. Beneath borehole zk3, the intermediate-density distribution corresponds to the large-scale intermediate-density hornfelsed tuff formations. 
VI. CONCLUSIONS
We have presented a wavenumber-domain iterative approach for rapid 3-D imaging of gravity vertical gradient. The approach is based on 3-D mesh model with a flat observational surface. The involvements of depth-scaling factor, iteration algorithm and a priori constraint among the imaging enable the approach to produce a density model with a considerable resolution and accuracy. The presented 3-D imaging approach is simple, fast, and requires low computer storage and reduces calculation greatly. Tests on the synthetic and real data demonstrate that the approach is efficient, and is suitable for rapid 3-D imaging of large-scale data and preliminary evaluation of density distribution in the subsurface.
In order to produce a good imaging result, a proper depthscaling factor in the deconvolution filter have to be chosen with some priori depth information. Hence, we suggest preparing for some depths of sources known from a priori information or estimated by the depth estimation approaches before performing the presented imaging approach. In addition, like other rapid imaging approaches, our imaging approach produces an equivalent density distribution and is suitable for preliminary interpretation of evaluation of the unknown subsurface. A classical inversion with more constraints is still necessary for quantitative interpretation. For the 3-D imaging problems, there can be huge number of exact solutions if we define different vertical density functions according to the same gravity data. And the 3-D imaging result by using the presented approach is one of infinity exact solutions.
