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Abstract
In electromagnetic simulations of magnets and machines one is often interested
in a highly accurate and local evaluation of the magnetic field uniformity. Based
on local post-processing of the solution, a defect correction scheme is proposed as
an easy to realize alternative to higher order finite element or hybrid approaches.
Radial basis functions (RBF)s are key for the generality of the method, which in
particular can handle unstructured grids. Also, contrary to conventional finite
element basis functions, higher derivatives of the solution can be evaluated, as
required, e.g., for deflection magnets. Defect correction is applied to obtain a
solution with improved accuracy and adjoint techniques are used to estimate the
remaining error for a specific quantity of interest. Significantly improved (local)
convergence orders are obtained. The scheme is also applied to the simulation
of a Stern-Gerlach magnet currently in operation.
Keywords: finite element method; defect correction; adjoint equation; radial
basis functions; error estimation
1. Introduction
The modern design of complex electromagnetic devices is based on efficient
and accurate higher-order computational schemes. Despite significant improve-
ments, specific challenges concerning higher-order modeling persist for a large
variety of physical models. Frequently in computational magnetics one is inter-
ested in local rather than global (energy-related) quantities of interest. Impor-
tant application examples are electrical machines and magnets used for particle
deflection or focusing in accelerating structures [1, 2]. The design goal is a lo-
cally uniform magnetic field in an air gap, quantified, e.g., by Fourier harmonics.
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These Fourier harmonics are a key input for particle tracking codes and are used
for electromotive force or cogging torque computations of electrical machines.
Assessing the field uniformity can be a difficult task due to the following: the
air gap constitutes only a small fraction of the computational domain, mainly
consisting of large iron or steel parts with a complicated geometry. Also, Fourier
harmonics need to be evaluated with high accuracy, as in the case of accelerator
magnets, higher order coefficients of small magnitude can cause beam instabili-
ties. Moreover, in deflection magnets the quantity of interest is a uni-directional
derivative of the magnetic flux density, which is typically not well-defined in a
finite element (FE) approach involving vector potentials.
Dedicated schemes have been presented in the literature, exploiting the
smoothness of the solution in the air gap: a boundary element - finite ele-
ment coupling [3] and a hybrid finite element - spectral element scheme [4],
among others. However, both approaches require significant code modifica-
tions. As mentioned above, the simulation of deflection magnet applications
is particularly challenging. Even in combination with a higher order finite el-
ement approach [5, 6], a dedicated local post-processing is required. Such a
solution reconstruction has been presented in [7] based on an analytical solu-
tion. A higher differentiability of the solution across the element boundaries
could also be guaranteed by using isogeometric finite elements as shown in [8].
In isogeometric methods spline basis functions of arbitrary regularity can be
used. However, local refinement strategies are still difficult to realize and fur-
ther research is needed make applications to complex geometries possible in an
automated way.
In this work another approach is investigated, referred to as defect correction
in the literature [9, 10, 11]. It is based on a solution reconstruction, however,
additionally a part of the numerical error is estimated and removed from the
solution to obtain a faster convergence. Adjoint correction [12, 11] is applied to
estimate the remaining error for a quantity of interest. Following the approach
outlined in [13], no additional higher-order discrete operator is required. Defect
correction schemes are often applied on structured grids based on a tensor-
product spline reconstruction, see [11]. The case of an unstructured grid did
not receive much attention so far. A velocity reconstruction of fluid flows on
unstructured grids was discussed in [14]. In [11] biharmonic smoothing was
presented and analyzed. As solvers for the biharmonic equation are typically
unavailable in a computational magnetics context, a generic post-processing
by radial basis functions (RBFs) is presented as an alternative in this paper.
RBFs have been already successfully used to post-process solutions for scalar
and vector fields [15]. A key contribution here is the discussion of a local de-
fect correction approach and the associated numerical errors. Numerical results
are given to illustrate the convergence orders and the accuracy of the defect
corrected quantities of interest using RBFs. Although motivated from an elec-
tromagnetic perspective, post-processing by RBFs and the scheme in general is
not limited to magnetic field problems.
The paper is structured as follows: in Section 2 a simplified magnetostatic
model problem is formulated together with a FE scheme. Defect correction
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principles are presented in Section 3, together with RBF post-processing and
convergence results. In Section 4 the model is extended to interface problems
with more complicated geometries, to cover practical applications. Defect cor-
rection is also adapted to this more general setting. Quantities of interest,
appearing in practical applications are discussed in Section 5. The findings
are illustrated by an academic example and the simulation of a Stern-Gerlach
magnet, currently in operation at KU Leuven, in Section 6.
2. Newton Method for Magnetostatics
In a classical setting, macroscopic magnetic fields are governed by Maxwell’s
equations. Solving the full Maxwell system can be challenging and is often
unnecessary for devices operated at low-frequencies, or even in a stationary
regime. In particular, in the static limit we obtain the magnetostatic problem
∇· ~B = 0, in Ω, (1a)
∇× ~H = ~J, in Ω, (1b)
~B · ~n = 0, on ∂Ω. (1c)
In (1), Ω denotes the (bounded) computational domain and ~B, ~H refer to the
magnetic flux density and magnetic field strength, respectively. Also, ~n and ~J
denote the outer unit normal and the source current density, respectively. The
material constitutive relation reads ~H = ν(| ~B|) ~B, where ν(| ~B|) refers to the
magnetic reluctivity, which may depend on the magnitude of the magnetic flux
density due to ferromagnetic saturation [16].
Introducing the magnetic vector potential ~B = ∇× ~A in (1), we are con-
cerned with the second order system
∇×
(
ν(| ∇× ~A|)∇× ~A
)
= ~J, in Ω, (2a)
~A× ~n = 0, on ∂Ω. (2b)
For many applications, or in an early design phase, a two-dimensional setup
can be considered. This is the case, e.g., for a geometry invariant with respect
to translations in one coordinate direction. Then, (2) reduces to
−∇ · (ν(|∇u|)∇u) = J in Ω, (3a)
u = 0, on ∂Ω, (3b)
where u and J refer to the remaining components of the magnetic vector po-
tential and source current density, respectively. For a nonlinear problem such
as (3), defect correction can be realized as an additional (approximate) Newton
iteration [13]. Hence, we linearize (3) as
−∇ ·
(
νL(∇u(k−1))∇u(k)
)
= j(∇u(k−1)), in Ω, (4a)
u = 0, on ∂Ω, (4b)
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at step k, with the tensor
νL(~r) = ν(|~r|)I+

ν
′
(|~r|)
|~r| ~r ⊗ ~r, |~r| 6= 0,
0, |~r| = 0,
(5)
where ν
′
(x) := dν(x)/dx, I refers to the 2 × 2 identity matrix and ~r is an
arbitrary vector. Setting j(~r) = jN(~r) = J + ∇ · (ν(|~r|)~r − νL(~r)~r) we obtain
the Newton-Raphson method. However, we allow for more general sources j.
In the remaining part of the paper, the index k and the subscript L are omitted
for simplicity.
Remark 1. Note that in this two-dimensional setting, νL is related to the
differential reluctivity tensor νd(~r) = D~rν(|~r|) as
νL =
(
νd,22 −νd,21
−νd,12 νd,11
)
. (6)
To (4) we associate the weak formulation, find u ∈ V = H10 (Ω) such that∫
Ω
ν∇u · ∇v dx =
∫
Ω
jv dx, (7)
for all v ∈ V . Equation (7) is discretized by the FE method on a triangular
mesh. Let (~xi)
N
i=1 be the nodes of the mesh, Th the set of elements and Pk(K)
denote the space of polynomials with degree p ≤ k. We seek uh in
Vh = {vh ∈ C(Ω) | vh|K ∈ P1(K) ∀K ∈ Th, vh = 0 on ∂Ω}. (8)
We also have Vh = span{φi, i = 1, . . . , Nint}, where φi denote piecewise linear
and continuous shape functions associated to interior nodes. The degrees of
freedom u are subject to the linear system of equations
Ku = j, Kij =
∫
Ω
ν∇φj · ∇φi dx, ji =
∫
Ω
jφi dx, i, j = 1, . . . , Nint. (9)
Note that there is no conceptual difference with respect to discretization in the
nonlinear setting.
In applications one is interested not in the solution u itself, but in a quantity
of interest F . In computational magnetics applications, F typically refers to
local measures of the field uniformity, such as Fourier harmonics of the solution,
or magnetic forces. A detailed discussion of quantities of interest is given in
Section 5.
3. Defect Correction
The fundamental idea of defect correction is to interpolate the low-order
numerical solution between the nodes of the mesh to obtain a higher order
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reconstruction. This reconstruction can be used to both estimate and reduce
the error by solving the finite element equation an additional time. Different
versions of defect correction schemes have been thoroughly addressed in the
literature for the finite difference and finite element method and we refer to
[9, 17, 11, 13] and the references therein. One can either improve the accuracy
of the solution directly, referred to as primal approach here, or use the adjoint
solution to obtain an improved quantity of interest. Both approaches can be
combined to achieve an ever better rate of convergence. However, in this work
the adjoint approach is used to estimate the error after primal correction, solely.
To simplify the exposition of defect correction principles we assume for the
time-being:
Assumption 1. The solution u is smooth.
Of course, the smoothness of the solution does not hold true for any realistic
setting and the assumption will be relaxed later on.
3.1. Primal Approach
Let pihuh be a reconstruction of the solution, where pih is an operator with
approximation accuracy
‖v − pihv‖L2(Ω) = O(hr), (10)
for 2 ≤ r ≤ 4. Following [11], in the primal approach we solve for the correction
eh ∈ Vh subject to∫
Ω
ν∇eh · ∇vh dx =
∫
Ω
jvh dx−
∫
Ω
ν∇pihuh · ∇vh dx, ∀vh ∈ Vh. (11)
Then an improved solution is obtained as u˜h := pih(uh + eh). We recall from
[13], that the present defect correction approach only requires the assembly of a
new right-hand-side, which is in contrast to early defect correction procedures,
based on higher-order discrete operators. This assembly, however, demands for
a higher-order numerical quadrature.
The decay rate of the remaining error in u˜h in the L
2-norm is now given
by the reconstruction accuracy r [13]. Also, the convergence rate of the output
functional F exhibits the same improvement. Defect correction can be applied
repeatedly yielding a further improved solution, however, with a convergence
rate still limited to r [18]. As an example, for a bivariate cubic C2 spline recon-
struction on a structured grid, the error after defect correction decays as O(h4)
[11]. Here, we allow for an unstructured grid and tensor product reconstructions
are not applicable if interpolation is carried out at the nodes. This however, is
crucial for the accuracy of the reconstruction, see [18]. To this end we propose
the use of Radial Basis Functions (RBF) in Section 3.3.
5
3.2. Adjoint Approach
Adjoint techniques can be used to estimate the error in the improved quan-
tity of interest F(u˜h) [12]. For simplicity, we consider a linear quantity of
interest in this section, i.e., F(u˜h) = (g, u˜h), where (·, ·) refers to the L2-inner
product. The adjoint solution ξ ∈ V is subject to
−∇ · (ν>∇ξ) = g, in Ω, (12a)
ξ = 0, on ∂Ω. (12b)
Problem (12) can be approximated, again using the finite element method
on the same grid with the same polynomial approximation functions. Let ξh
denote the associated discrete adjoint variable. Using the properties of the
adjoint operator we infer
F(u− u˜h) = (g, u− u˜h) = (ξ, j +∇ · (ν∇u˜h))
= (pihξh, j +∇ · (ν∇u˜h))− (pihξh − ξ, j +∇ · (ν∇u˜h)), (13)
cf. [13]. As the second term on the right-hand-side of the previous expression
is of higher-order, it can be neglected and hence,
(pihξh, j +∇ · (ν∇u˜h)) (14)
provides an asymptotically exact error bound. Note that this error could also
be removed to obtain an even higher order of convergence O(hr + hmin(2,r−2)),
see [13].
3.3. Radial Basis Functions
RBF interpolation is a widely used technique for the interpolation of scat-
tered data, see [19] for an overview. We determine
pihuh(~x) =
N∑
i=1
αiΦ(|~x− ~xi|) + p(~x), (15)
where | · | refers to the Euclidean norm, such that pihuh(~xi) = uh(~xi) and∑N
i=1 αiq(~xi) = 0 for all q ∈ Pm−1, the space of (global) polynomials of de-
gree less than m. In (15), the polynomial p is required to ensure existence and
uniqueness of pihuh, depending on the type of the RBF used. In particular we
consider the following instances of polyharmonic splines, see [19],
Φk(|~x− ~xi|) =

|~x− ~xi|2 log(|~x− ~xi|), k = 1,
|~x− ~xi|3, k = 2,
|~x− ~xi|5, k = 3
. (16)
For k = 1, 2 in (16) we have m = 2, whereas for k = 3, m = 3 holds. In
several cases, the restrictions to be imposed on the nodes in order to render
the interpolation problem well-posed, can be easily verified. Indeed, for m = 2
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we require pairwise distinct nodes that do not form a subset of a straight line
[19, p.3]. This is clearly fulfilled for a finite element mesh. Introducing a basis
(p1, . . . , pMm) of Pm−1, the interpolation problem reads[
Fk P>
P 0
] [
a
b
]
=
[
u
0
]
, (17)
where (Fk)ij = Φk(|~xi − ~xj |), Pji = pj(~xi), and ai = αi, cf. [20]. Solving (17)
demands for dedicated numerical schemes, as dense matrices are involved. This
is due to the non-local support of radial basis functions. In [20] a preconditioned
Krylov method with O(N logN) complexity has been proposed. It is based on
an acceleration of matrix-vector products based on the fast multipole method.
It should be noted that the RBF reconstruction is non-conforming, as pihuh
does not have a vanishing trace and hence pihun /∈ V . A theoretical investiga-
tion of this effect remains open. In all numerical experiments reported in this
paper, this boundary residual did not have any noteworthy influence. Also, the
additional term in the adjoint error estimate (13)∫
∂Ω
~n · (ν>∇ξ)u˜h dx, (18)
which can be approximated by replacing ξ by its discrete counterpart, was found
to be negligible.
Neglecting the aforementioned errors at the boundary, the convergence order
of the defect correction method is identical to the approximation order of the
RBFs. Hence, we conclude the section by recalling these estimates from the
literature [21]. Let pik denote the RBF reconstruction based on Φk, k = 1, 2, 3.
We have the following approximation orders
‖v − pikv‖L2(Ω) =

O(h5/2), k = 1,
O(h3), k = 2,
O(h4), k = 3,
(19)
provided that the boundary is Lipschitz continuous. These results can be im-
proved if the support of v is a compact subset of Ω [19, Theorem 3]. Note that
the approximation orders for k = 2, 3 in (19) were derived in [21] for the case
Rd, with d odd, solely. However, they seem to hold for d even too, as they have
been partially used in this way in [19].
Remark 2. In the RBF context, approximation orders are typically expressed
by the global data density [22]
h˜ := sup
~x∈Ω
min
i=1,...,N
|~x− ~xi|. (20)
The results remain true, however, for the mesh size h, as h˜ ≤ h.
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Ωfer Ωiso Ω
~J
Ω0
beam area Ω0
Ωiso
Ωfer x1
x2
Figure 1: Sketch of the model geometry. Computational domain with ferromag-
netic and non-ferromagnetic domain Ωfer and Ωiso, respectively. Quantities of
interest are evaluated in Ω0, solely.
Remark 3. Additional efforts are needed to address the three-dimensional case
with vector fields in H(curl,Ω). Vector-valued radial basis functions have been
proposed in [23]. In [15] a vectorial reconstruction was presented, for the case of
H(div,Ω) vector fields, improving finite element approximations with Raviart-
Thomas elements but without defect correction.
Remark 4. In this work, only time-independent problems are addressed. How-
ever, defect correction can also be applied to initial boundary value problems.
For instance, in [24] Burgers’ equation has been considered with a solution
reconstruction in space and time. Both primal and adjoint techniques are ap-
plicable in this case. However, for time-dependent nonlinear problems, solving
the adjoint problem can be very challenging. This is due to the fact that the
adjoint problem is solved in reverse time-direction requiring the primal solution
at every discrete point in time for linearization.
4. Interface Problem
We reformulate the geometrical setup in the following, to address applica-
tions with more complex and less regular geometries. A sketch of the setup
we have in mind is given in Figure 1. In particular, the computational domain
Ω is decomposed into a ferromagnetic and non-ferromagnetic domain Ωfer and
Ωiso = Ω \ Ωfer, respectively. This is the typical setting of an interface prob-
lem. The magnetic reluctivity tensor is assumed to be constant ν(~x, ·) = ν0,
for ~x ∈ Ωiso, but inhomogeneous in Ωfer. For simplicity we omit the explicit
dependency of ν on ~x. Magnetic fields, and in particular field uniformity is
evaluated in Ω0 ⊂ Ωiso.
4.1. Local Defect Correction
A serious difficulty arises when applying the defect correction approach to
interface problems. To see this, we introduce a jump operator, e.g., at the
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material interface as
Jn · (ν∇u)K = nfer · (ν∇u)fer + niso · (ν∇u)iso, (21)
where the subscripts fer and iso denote restrictions to both sides of the interface
Ωfer and Ωiso, respectively. Then, the solution u fulfills the interface condition
Jn · (ν∇u)K = 0, on ∂Ωfer. (22)
Unfortunately, it is very difficult to define an RBF reconstruction pikuh such that
(22) remains valid. Moreover, most interface configurations in practice contain
geometrical singularities. Hence, Assumption 1 does not hold, i.e., the solution
is not smooth. We therefore localize the defect correction scheme to the area,
where the quantities of interest are finally evaluated. Local defect correction
schemes have been considered before, in particular we mention [25]. In contrast
to the present approach, typically structured grids with a locally refined grid
are used and several iterations between coarse and fine grid are carried out.
As we are interested in the error in Ω0 solely, we can restrict ourselves to a
local reconstruction. The discussion is based on the following assumption:
Assumption 2. The domain Ω0 is simply connected with a polygonal Lipschitz
boundary. The source current vanishes in Ω0.
We observe that, in Ω0, the solution u is smooth and also that the RBF approx-
imation orders hold true, due to the previous assumption. Moreover, we can
neglect boundary approximation errors, as ∂Ω0 is polygonal. Let pih,0 denote
the associated local RBF reconstruction operator and
Vh,0 = {vh,0 = vh|Ω0 , vh ∈ Vh | vh,0 = 0, on ∂Ω0}. (23)
Starting from (11), again dropping the iteration index, we solve for the correc-
tion eh,0 ∈ Vh,0 subject to∫
Ω0
ν0∇eh,0 · ∇vh,0 dx = −
∫
Ω0
ν0∇pih,0uh,0 · ∇vh,0 dx, ∀vh,0 ∈ Vh,0. (24)
Then an improved solution is obtained as u˜h,0 := pih,0(uh,0 + eh,0). Note that
the local reconstruction pih,0uh,0 might be computed using a direct solver with
a cost of O(N30 ) as the number of FE nodes in Ω0 is small.
By doing so, we correct the local approximation error, solely. Errors arising,
e.g., at interface singularities will pollute into Ω0 unless local mesh refinement
has been applied. To see this, we perform an error splitting on Ω0 as ε0 :=
u− uh,0 = εloc0 + εpol0 . Then, the local error εloc0 is given as the FE error of the
problem
∇ · (ν0∇uloc0 ) = 0, in Ω0, (25)
uloc0 = u, on ∂Ω0, (26)
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whereas the pollution error εpol0 is the finite element error of the problem
∇ · (ν0∇upol0 ) = 0, in Ω0, (27)
upol0 = u− uh, on ∂Ω0, (28)
cf. [26, Remark 2.1.2]. Let V0 = H
1
0 (Ω0), then the local error ε
loc
0 is subject to∫
Ω0
ν0∇εloc0 · ∇v0 dx = −
∫
Ω0
ν0∇uh,0 · ∇v0 dx, ∀v0 ∈ V0. (29)
Note that εloc0 cannot simply be approximated by restricting V0 to Vh,0 in (29),
as the right-hand-side would vanish. However, using the reconstructed solution,
(24) represents a suitable approximation to (29). Now the question arises, how
the pollution error can be controlled locally, i.e., in Ω0. Dedicated techniques
have been developed to this end, see [27, 26]. Here, we simply control the error
in the global H1-norm using an explicit residual error estimator. Following [28],
η =
 ∑
K∈Th
h2K‖j +∇ · (ν∇uh)‖2L2(K) +
∑
γ∈∂K
hK‖1
2
J(ν∇uh) · nK‖2L2(γ)
1/2 ,
(30)
represents a reliable and efficient estimator for the FE error ‖u− uh‖H10 (Ω). In
(30) local error contributions ηK can also be identified, which are useful for an
adaptive refinement process.
Provided that the pollution error is small enough, the defect correction
scheme yields the same convergence orders as in the beginning of this section
under the assumption of a smooth solution.
5. Quantities of Interest
Typically, Ω0 is a circular or rectangular domain with a center identical to
the center of the x1 − x2 plane, see Figure 1. In the following, we consider
two particular examples of quantities of interest F : Hm(Ω0) → R, where we
allow for m > 1. For magnet and machines applications we compute Fourier
coefficients of the solution. Note that in the accelerator literature the notion
of multipole coefficients is usually preferred [1]. For deflection magnets appli-
cations one is rather interested in (averaged) uni-directional derivatives of the
magnetic flux density.
5.1. Fourier Coefficients
Fourier coefficients are typically extracted from u in the beam pipe at a circle
of radius r0, denoted Γ0, around the origin of Ω0. There holds in local polar
coordinates
u0(r0, ϕ) =
∞∑
n=1
(Fn cos(nϕ) + En sin(nϕ)) , (31)
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cf. [1, p.243]. The coefficients Fn and En are referred to as normal and skew
coefficients, respectively. In the following, for simplicity, we assume that the
symmetry of the configuration is such that all skew coefficients vanish. We
consider Fn to be a linear functional of the solution
Fn(u0) =
∫
Γ0
ψnu0 ds = 〈ψnδΓ0 , u0〉Γ0 , (32)
where δΓ0 and 〈·, ·〉Γ0 refer to a single layer distribution associated to Γ0 and
the duality product in Γ0, respectively. Note that in polar coordinates we have
Fn(u0) = 1
pi
2pi∫
0
u0(r0, ϕ) cos(nϕ) dx. (33)
From (32) we see that g0 = ψnδΓ0 is the right-hand-side of the adjoint equation.
Due to the single layer distribution we have
‖ξ0 − ξh,0‖L2(Ω0) = O(h3/2), (34)
solely, see [29, p.20].
Remark 5. Collecting the Fourier coefficients as f = (F1(u0),F2(u0), . . . )>, in
magnet design the aim is often to have a harmonic distortion of
‖f − fi‖l2 ≤ 10−4fi, (35)
where fi = fiei and ei denotes the i-th unit vector. In the case of a dipole,
quadrupole and sextupole magnet, we have i = 1, 2, 3, respectively, see [1, p.242].
Discrete approximations of the Fourier coefficients Fh,n are simply obtained by
replacing u0 with uh,0 in (33) and using an error controlled adaptive numerical
quadrature. To ensure a high accuracy we assume that the mesh resolves the
interface as defined in [30]. More precisely, we assume that all nodes of a triangle
lie either on one side of Γ0 or another. There holds for the FE error in the Fourier
coefficients
|Fn(u0 − u0,h)| ≤ h−1/2‖u0 − u0,h‖L2(Ω0) = O(h3/2). (36)
Note that (36) is suboptimal, i.e., smaller than O(h2), as Fn is represented by
a single layer distribution.
5.2. Derivative of Magnetic Flux Density
Magnetic deflection in a Stern-Gerlach magnet is characterized by the aver-
age partial derivative of the magnetic flux density
Fτ (u0) = 1|Ω0|
∫
Ω0
∂x1 |∇u0| dx, (37)
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[7], where |Ω0| refers to the size of the domain Ω0. Contrary to the Fourier
coefficients, (37) is a nonlinear quantity of interest with respect to the solution
u0. Assuming that |∇u0| > 0 in Ω0, (37) is well-defined as u0 is smooth.
During the design phase, the aim is to maximize Fτ , while minimizing the field
inhomogeneity [8].
We emphasize that even for a higher order finite element approach the quan-
tity Fτ is not well-defined as ∇uh,0 exhibits jump discontinuities at the element
interfaces. However, no difficulties arise when the cubic or quintic RBF recon-
struction of the (defect corrected) FE solution is used. An estimate similar to
(36) is beyond the scope of the paper.
6. Numerical Examples
Two numerical examples are given in this section to illustrate the findings.
We consider an academic example on a squared domain to precisely investigate
the efficiency. Then results for a Stern-Gerlach magnet are given. All results
are obtained using the open-source software FEniCS [31], whereas meshes are
created using Gmsh [32]. The RBF interpolation problem (17) is solved using
a direct solver here.
6.1. Academic Example
On the domain Ω = [−1, 1]2 with constant linear reluctivity and vanishing
current density, an ideal sextupole (F3) and octupole (F4) field are considered.
The respective solutions u3 = x
3−3xy2 and u4 = x4−6x2y2 +y4 are generated
by imposing a non-homogeneous Dirichlet boundary condition on ∂Ω. We use
lowest order finite elements, solve the FE system using the sparse direct solver
MUMPS and approximate the additional right-hand-side in (11) by using a nu-
merical Gauss quadrature of degree two. Defect correction results are provided
for all polyharmonic splines presented in this paper.
h ‖u3 − (u˜3)h‖L2(Ω) order ‖u4 − (u˜4)h‖L2(Ω) order
0.1414 1.11× 10−1 - 2.26× 10−1 -
0.0707 2.50× 10−2 2.15 5.45× 10−2 2.05
0.0354 5.00× 10−3 2.32 1.13× 10−2 2.27
0.0177 9.49× 10−4 2.40 2.19× 10−3 2.37
0.0088 1.76× 10−4 2.43 4.15× 10−4 2.40
Table 1: Error in L2-norm after primal defect correction using thin-plate splines
(k = 1).
To accurately determine the convergence order of the defect correction scheme
we consider a structured grid and the compute the error in the L2-norm. Tables
1,2,3 show the results for thin-plate splines, cubics and quintics, respectively.
The predicted convergence rates (19) are well-observed.
In order to extract Fourier coefficients we employ an unstructured mesh of
maximum mesh size h, which is aligned at the reference circle Γ0. Several steps of
12
h ‖u3 − (u˜3)h‖L2(Ω) order ‖u4 − (u˜4)h‖L2(Ω) order
0.1414 7.79× 10−2 - 2.22× 10−1 -
0.0707 1.25× 10−2 2.64 3.62× 10−2 2.61
0.0354 1.78× 10−3 2.81 5.28× 10−3 2.78
0.0177 2.39× 10−4 2.89 7.16× 10−4 2.88
0.0088 3.13× 10−5 2.94 9.36× 10−5 2.94
Table 2: Error in L2-norm after primal defect correction using cubics (k = 2).
h ‖u3 − (u˜3)h‖L2(Ω) order ‖u4 − (u˜4)h‖L2(Ω) order
0.1414 1.47× 10−2 - 1.48× 10−1 -
0.0707 1.14× 10−3 3.68 1.11× 10−2 3.74
0.0354 7.78× 10−5 3.88 8.07× 10−4 3.78
0.0177 5.15× 10−6 3.92 5.44× 10−5 3.89
0.0088 3.36× 10−7 3.94 3.54× 10−6 3.94
Table 3: Error in L2-norm after primal defect correction using quintics (k = 3).
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Figure 2: Discretization error in Fourier coefficients for standard finite element
approaches and primal defect correction using polyharmonic splines. Left: sex-
tupole component F3. Right: octopole component F4.
uniform mesh refinement are carried out. Concerning the Fourier coefficients, at
a reference radius r0 = 0.2 we compute F3 = 0.008 and F4 = 0.0016 in the case
of u3 and u4, respectively. These coefficients are computed using an adaptive
quadrature with an absolute error smaller than 10−15. In Figure 2, the errors
in the Fourier coefficients of standard linear and quadratic finite elements are
depicted and compared to primal defect correction using polyharmonic splines.
Again, a significant improvement of the convergence rate due to defect correction
can be observed, although the convergence orders are more difficult to extract
compared to the L2 norm.
In practice no reference solution is available and the remaining error needs to
be estimated. To this end we employ adjoint correction as outlined in Section 3.
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Figure 3: Discretization error in Fourier coefficient F3 for reconstructed defect
corrected solution. The remaining error after defect correction is estimated
using adjoint correction. Left: cubics (k = 2). Right: quintics (k = 3).
As it turns out that it is difficult to assemble the right-hand-side of the adjoint
equation, due to the single layer distribution. This problem is circumvented
here, by finding a volume based formulation of the quantity of interest in the
interior of Γ0 using the divergence theorem. In Figure 3 the errors in the Fourier
coefficients are depicted for the reconstructed solution and the solution after
primal defect correction. It can be observed, that reconstructing the solution
solely, does not improve the convergence order. Hence, the interest in defect
correction. The remaining error is estimated using the adjoint approach. We
observe, that the error estimator is accurate for finer meshes but overestimates
the true error for coarse meshes.
6.2. Stern-Gerlach Magnet
We consider the example of a Rabi-type Stern-Gerlach magnet. Details on
geometry and the numerical setup can be found in [33, 8]. It should be noted
that we consider a linear material here with reluctivity ν = 1/(µ0µr), where
µ0 = 4pi10
−7 H/m and µr = 1000, respectively. This explains deviations in
the results in the order of 2% compared to [8], where a nonlinear material
was considered. A constant current of 2600 A is imposed. In this example
the FE system is solved using the conjugate gradient algorithm with algebraic
multigrid preconditioning. Pollution error control is achieved using adaptive
mesh refinement based on the error indicator η given in Section 3. A global-
adaptive algorithm, as given in [26, Section 3.2], is used. It consists in refining
all elements with local indicator ηK ≥ γmaxT∈Th ηT . For this example γ = 0.5
is chosen and the process is stopped after nref iterations.
The geometry and an adaptively refined mesh with ηrel = 0.09, where ηrel
refers to η divided by the H1-norm of the solution, are depicted in Figure 4. It
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can be clearly observed how the mesh is refined at the re-entrant corners. Fur-
thermore, although refinement using the global quantity ηrel does not guarantee
sufficient refinement in Ω0, the mesh in the beam area is very dense due to the
singularities and the complicated geometry of the surrounding iron yoke.
Figure 5 depicts the potential and the magnetic flux density in Ω0, the region
inside of the airgap, where the quantity of interest is evaluated. Additionally,
the solution of (24) is plotted, which is an estimate of the local error before
defect correction. Numerical results for the quantity of interest are given in
Table 4 for different adaptively refined meshes. Defect correction is carried out
twice using quintics (k = 3), yielding the most accurate results, as shown in the
previous example. As a reference solution a second degree FE solution is em-
ployed. The quantity of interest is evaluated by projecting ∇uh onto the space
of continuous vector functions of degree one. Hence, the (weak) derivative of
∇uh exists and Fτ is well-defined. As seen from Table 4, defect correction com-
bined with globally-adaptive mesh refinement yields an average uni-directional
derivative of the magnetic flux density of −247.501 T/m with an error of be-
low 1% with respect to the reference solution. Also, a global error indicator of
ηrel ≈ 0.1 seems to be sufficient to ensure a pollution error with the same order
of magnitude. It should be noted that ηrel typically overestimates the true error,
as unknown constants are neglected.
defect correction (k = 3) higher order reference
nref ηrel Fτ T/m ηrel Fτ T/m
10 0.1974 -244.878 0.0856 -246.866
20 0.0581 -246.273 0.0165 -246.689
30 0.0273 -246.806 < 0.0001 -246.813
Table 4: Error in Fτ using two times defect correction with quintics (k = 3) and
a higher order reference solution with post-processing for a different number of
adaptive refinement levels.
6.3. Discussion of Costs
The quadratic FE approach seems to outperform the first order FE in com-
bination with polyharmonic spline defect correction. However, we do not view
these methods as competitors, as defect correction can be applied in combina-
tion with higher order FE as well. Moreover, as stressed in the introduction,
the aim is also to improve the differentiability of the solution. Yet, we briefly
compare the complexity, to give a better impression of the associated costs: a
state-of-the art quadratic FE method has O(N) complexity and only one lin-
ear system needs to be solved. This is also true for a linear FE method. The
additional efforts for defect correction are
• the solution of (17) with O(N3) operations (O(N logN) with the fast
multipole method),
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Figure 4: Geometry and adaptively refined mesh of Rabi-type Stern-Gerlach
magnet. Domains Ωfer and Ωiso in blue and red/grey color, respectively.
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Figure 5: From left to right: magnetic flux density, potential and estimated
error before defect correction in the region Ω0, inside the air gap, where the
quantity of interest is evaluated.
• the assembly of the right-hand-side in (11) with O(N2) operations (O(N)
with the partition of unity method [34]),
• the solution of the error equation (11) with complexity O(N),
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• RBF reconstruction of the error by solving (17) with O(N3) (O(N logN))
operations.
For the local defect correction method the costs with respect to the local and
global number of degrees of freedom N0 and N are: solution of (17) (O(N30 )
or O(N0 logN0)), assembly of the right-hand-side in (11) (O(NN0) or O(N)),
solution of (11) (O(N)), solution of (17) (O(N30 ) or O(N0 logN0)) operations.
7. Conclusion
In this work, a defect correction scheme for the accurate numerical approx-
imation of magnetic fields was presented. The post-processing was achieved
using radial basis functions and is general as it allows for unstructured grids.
Using adjoint techniques, the remaining error after defect correction could be
estimated. It was outlined how defect correction can be used to improve the
local approximation error in the case of interface problems, whereas the pollu-
tion error was addressed using explicit residual error estimators. Convergence
estimates for the defect correction scheme were discussed and observed in nu-
merical examples. Finally, accurate simulations results were obtained for a
two-dimensional model of an actually existing Stern-Gerlach magnet.
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