ABSTRACT In recent years, fuzzy utility mining has become an area of interest due to advancement of human reasoning. With regards to real applications, transactions in a database often involve things, such as transaction time, stamp, and much more. It is also noted that not all products in a store are displayed on the shelf, especially the seasonal ones. This paper, therefore, addresses these issues by presenting an effective framework called temporal-based fuzzy utility mining to give more attention to the transaction period of given items according to the concept of fuzzy utility mining. The temporal-based fuzzy utility mining proposed here is, however, a more complex approach when compared with the traditional fuzzy utility mining. A more complicated model for non-lost upper-bound fuzzy utility is thus proposed for effective mining. Furthermore, based on this model, a two-phase algorithm is developed for temporal-based fuzzy utility mining. Finally, the difference of fuzzy utility item sets with and without consideration of the lifetime of the items is shown by the experimental results under various experimental conditions.
I. INTRODUCTION
Knowledge acquisition through data mining is daily gaining prominence as an important technology for extracting special knowledge or interesting patterns from different domains. The most popular form of mined knowledge is association rules, which consider item co-occurrence relationship in a database [1] , [2] , for example, the product combination: ''milk, bread,'' in a retail store. However, in addition to items, quantities, prices, and costs are also important to transactions. As such, the classical technique may not be suitable for handling transaction data that has quantitative information. Against this background, Srikant and Agrawal presented a mining method of handling quantitative transactions [26] . They first partitioned the values of each attribute into several ranges and then thought of the ranges as traditional values for mining. For example, a rule mined in this way may be as follows: ''{married: [YES] , age: [30∼39] Car: [1, 2] },'' which suggests that married people who are aged between 30 and 39 often have one or two cars. However, determining the right interval for each attribute is quite a difficult task, just as decision makers will find the mind rules difficult to understand.
Chan et al., in contrast to the view of the quantitative association rule [35] , proposed utility mining, which covers both the profits from the sale of the products and quantities of products in a product transaction dataset, in other to discover itemsets satisfying high-utility values [5] . It is, however, a challenge because the downward-closure property is incapable of being retained. The utility of the combination of products like ''LCD TV, DVD Player'' for example, is most likely more than that of the subset ''DVD Player'' in a retail store. Liu et al. in an attempt to solve this problem presented the two-phase utility mining algorithm (TP) [22] . The execution process consists of two phases. For retaining the downward-closure property, the authors first developed a transaction-weighted utilization (TWU) model [22] . First, the model is premised on the principle that the transaction utility (tu), which can be considered as the calculated utility value of a transaction, can be regarded as an upper-bound value of any itemset existing in this transaction. Therefore, the tu values of the transactions including an itemset can be added up to represent the upper-bound utility of that itemset in the whole database [22] . Second, the itemsets with high utilities are identified, using a user-specified threshold, while the high itemsets are outputted as auxiliary information. It must be noted, however, that the fuzzy approach in [17] are not suitable to mining high temporal fuzzy utility itemsets from temporal databases with quantitative data under the consideration of time stamps as a result of the high computational complexity. Designing an effective temporal fuzzy utility is, therefore, a serious concern.
As a result of the foregoing, we present a novel research issue in this work to consider both the benefits from the sale of the items and amounts of the items as well as the transaction period of transactions in other to get temporal high utility itemsets in product databases. We proposed both a fuzzy model and a fuzzy algorithm to guide against information loss in mining. The experimental evaluation of the proposed model and algorithm demonstrates acceptable performance under a variety of parameter settings.
The paper is further arranged thus: a review of related works in Section 2, definitions of problems and solution in Section 3, and explanation of the proposed approach in Section 4. In Section 5, an example is given, while the experimental evaluation is shown in Section 6. Conclusions and future work are finally stated in Section 7.
II. RELATED WORK A. UTILITY MINING
One important aspect of knowledge discovery is to find interesting patterns or rules from data. If we want to discover item co-occurrence in a retail database [1] , [2] for example, data experts will often adopt association-rule mining techniques, as they can be applied to get frequent combinations of products in a set of transactions, such as the product combination ''{milk, bread}''. Apriori, the famous algorithm for association rules, was proposed essentially to deal with this problem [1] . Generally speaking, the execution procedure of the Apriori algorithm consists of obtaining frequent itemsets and deriving association rules.
While the co-occurrence relationship of items in association-rule mining is considered [1] , [2] , a transaction often also includes other information such as quantity, profit, and cost of an item, in real-world applications. As such, some highly profitable products may be difficult to find by traditional association-rule mining techniques because of their low frequency. BMW cars, for example, may be of low-frequency but high-profit, as against bread which is of high-frequency but low-profit. Motivated by these problems, Chan et al. presented utility mining to derive highutility itemsets [5] . In their approach, users can define the item profits as the external utility by a utility function or utility table. With the external utility, the resultant itemsets from mining can match users' preference much better than if they were found without the external utility [17] .
However, the downward-closure property was not retained in Chan et al.'s approach. Liu et al. thus designed the TWU model to solve it. The model avoids information loss by taking the total utility (tu) value which is calculated at this transaction as an upper-bound utility value of any itemset in this transaction. Adding up all tu values of an item can be regarded as its maximum utility upper-bound (also referred to as transaction-weighted utility) in a given data set. The TWU model can derive all high-utility itemsets in two phases. First, the level-wise execution procedure of the Apriori approach is adopted to get all promising high utility itemsets whose twu satisfies the threshold. Second, the real utility values of each promising, possible itemset are obtained from the database.
Some research has since emerged as published works based on the two-phase utility mining algorithm [5] , [17] , [22] , [23] , [26] , [27] , [33] , including incremental utility mining, utility mining in stream environments, and on-shelf utility mining [3] , [8] - [10] , [14] , [19] , [21] , [25] , [28] , [31] , [32] , [34] .
B. FUZZY UTILITY MINING
As usual, a transaction in a retail database at least covers products sold and their quantities. For example, the transaction ''five apples and three bottles of milk are sold'' is commonly seen in a supermarket or retail store. However, it is not easy for traditional association-rule techniques to handle such data quantitative values [6] , [26] . Srikant and Agrawal addressed this issue by partitioning the values of each attribute into several intervals [26] . Nevertheless, it is difficult to determine the right ranges of values for attributes, just as it may be difficult for users to easily comprehend the results since the rules are discovered and established by quantitative rule mining techniques.
Fuzzy quantifiers can be a fuzzy approximation to quantification sentences [12] , [20] . The concept that we proposed is similar to the fuzzy Likert scale proposed by Li in which the 5-point scale cannot fully cover the meaning of the respondents, and therefore the fuzzy concept is used to express it. For instance, ''five'' apples can be treated as the label ''middle'' amount in a retail store to represent the linguistic meaning of users' perception. In this case, users can easily comprehend that the number of apples sold is high, middle or low. The simplicity and comprehensibility of the fuzzy set theory have thus made it widely applied, in recent years, to various intelligent systems. Kuok et al. adopted the fuzzy concepts to convert quantitative values in transactions into fuzzy regions, with the minimum operator for the intersection of fuzzy sets. As against the traditional association for quantitative rules, fuzzy data mining can find simple and comprehensible interesting knowledge from transactions with linguistic regions. Additionally, Hong et al. further discussed the relationship between the computational cost and the number of rules. Their main concept is that each item only keeps its highest-count fuzzy term for consideration in the fuzzy mining process. As such, many candidates are excluded to save the execution time [13] . Several studies related to fuzzy data mining have subsequently been proposed [4] , [6] , [15] .
In a product combination, considering the profits and quantities of individual products is important. Wang et al. addressed this issue by extending utility mining with fuzzy sets to handle quantitative databases [29] . Another new method was designed to assess an item utility value from both its linguistic terms defined by users and the degree values of terms scoped in membership functions [18] . Lan et al. further presented a different fuzzy utility function and adopted the minimum operator for the intersection [17] . Just like the utility mining, fuzzy utility mining does not possess the downward-closure property. Therefore, they propose an effective model with fuzzy utility upper-bounds to prune unpromising candidates early in fuzzy utility mining. Additionally, they presented a two-phased fuzzy approach to deal with the challenge.
Recently, Medina et al. managed heterogeneous sensor streams in real-time distributed environments [24] by a fuzzy temporal aggregation approach. They formally defined the t-norms and co-norms of aggregation and adopted the minmax operators and weighted fuzzy operators for obtaining two different semantics of aggregation in temporal terms. These operators are useful in defining some fuzzy timerelated operators in complex problems.
Besides, Chiang et al. presented a disjunctive consequent mining method for the late-on-shelf products which might have lower reality in the market. [7] . The late-on-shelf products might not satisfy the minimum support when compared with earlier-on-shelf ones. They then provided a method to mine patterns which were not be affected by the time-caused factor. Weng also proposed a method considering the first onshelf time of a product to find more relevant patterns [30] . To avoid the combination of useless itemsets in pattern generation, they designed the measuring method of TransRate to find out the remaining transactions contained from the first time of one product sold to the end. Some other researches are still in progress.
III. PROBLEM STATEMENT AND DEFINITIONS
Here, the temporal-based fuzzy utility mining problem is explained by a simple example. Table 1 shows a temporal, quantitative transaction database (TQD). There are four features and eight transactions. The four features include Period (the period of the transaction occurrence), TID (transaction identification), Items and Quantities (items sold, and quantity sold), is shown in Table 1 . A period is an interval of time, as can be seen, which can manage one or more transactions or even no transaction at all. From Table 1 , five distinct items (or products), denoted A to E, can be observed in the transactions. Each item in a transaction has a quantity sold. Note that here the intervals of the time periods are fixed, and then the transactions are assigned to the periods according to their occurring time.
In utility mining, the item profits are usually known in advance. Assume the profits of the items are listed in Table 2 . In any case, as far as fuzzy-set processing is concerned, membership functions need to be defined to transfer values into linguistic representation. Thus, it is assumed that the membership functions of the above five items are shown in Figure 1 , with each having Low, Middle, and High fuzzy regions. 
where h is the number of membership functions for i z , R zl is the l-th linguistic term of i z , and f yzl is the fuzzy membership value of v yz in R zl . For instance in Trans 2 , the quantity value (= 3) of B is converted into f 2,B = Table 2 .
7 th Definition: For an item i z , the fuzzy utility fu yzl of its l-th fuzzy region in Trans y is the product of f yzl , v yz and s(i z ). That is,
All the results in the above example are calculated and shown in Table 3 . Take Trans 5 in Table 3 the STP values of the two items A and D in Table 1 are P 1 and P 2 , respectively.
11 th Definition: The last transaction period of an itemset X , denoted LTP X , is the combination of the common transaction periods of the items in an itemset X that all items are sold simultaneously according to the STP of the items. For instance, the last common transaction period LTP {AD} of {AD} is from its first occurring time period, which is P 1 , to the last time period of the whole database, which is P 4 .
12 th Definition: Let X be a fuzzy itemset. Its temporal fuzzy utility ratio tfur X is defined as:
where fu yX is the fuzzy utility value for fuzzy itemset X in Trans y and tfu y is represented as the transaction fuzzy utility value of Trans y .
Using the 1-itemset {B} in Table 1 as an example, since its LTP {B} is from its first occurring time period, which is P 1 , to the last time period of the whole database, which is P 4 , (from the first transaction 13 th Definition: Let X be a fuzzy itemset and λ be a threshold. X is called a high temporal fuzzy utility itemsets (HTFUIs) if tfur X ≥ λ.
As an instance, if λ = 25%, then the {B.Low} in Table 1 is an HTFUI 1 . According to the definitions above, we can conclude that the high temporal fuzzy utility itemset,HTFUI {B.Low} , includes not only the profit of the item B and the quantity of the item B in a temporal quantitative database but also the fuzzy values of item B, B.Low, as well as the last transaction periods (LTP). Note that the downwardclosure property is, however, not retained in temporal fuzzy utility mining. For pruning candidates and improving efficiency using the downward-closure property, the following terms are defined.
14 th Definition: For item i z , its maximal fuzzy utility mfu yz is set as:
where fu yzl represents the fuzzy utility value of the l-th fuzzy region R zl of item i z in Trans y . In the above example, fu 5 
where m is the item number, STP j is the start transaction period of the j-th item i j , and the operator of min TP gets the lastest time period of the parameters attached. For instance in Table 1 , STP all is P 2 .
17 th Definition: Let X be a temporal fuzzy itemset and LTP all represent all the time periods from STP all to the last time period of TQD. The temporal fuzzy utility upper-bound ratio tfuubr X of X is: 18 th Definition: Let X be a temporal fuzzy itemset and λ be a threshold. X is a high temporal fuzzy utility upperbound itemset (HTFUUI) if tfuubr X λ. For instance, the temporal fuzzy 1-itemset {A.Low} in the above example is an HTFUUI 1 .
This paper intends to find all high temporal fuzzy utility itemsets.
IV. THE TEMPORAL FUZZY UTILITY ITEMSET MINING ALGORITHM
As mentioned above, the downward-closure feature is not valid in temporal fuzzy utility mining. As such, the effective temporal fuzzy utility upper-bound model proposed above is adopted to prune unpromising candidates without any loss of information in temporal fuzzy utility mining. A theorem is given below.
A. THE DOWNWARD-CLOSURE PROPERTY OF THE DESIGNED UPPER-BOUND
The temporal fuzzy utility upper bound designed above is adopted here to avoid unpromising candidates. The following theorems show that the designed upper-bound has the downward-closure property. As such, no high temporal fuzzy utility itemsets are skipped as a result of the usage of the upper-bound.
Theorem 1: Assume A and B are utility itemsets with A ⊂ B. If B is a high temporal fuzzy utility upper-bound itemset, then A is certainly a high temporal fuzzy utility upper-bound itemset.
Proof: According to the 17 th definition, we have: 
V. AN EXAMPLE FOR THE PROPOSED TP-TFU APPROACH
Assume that the transactions and the membership functions are the same as those in Table 1 for mining, where there are eight transactions and five distinct items. With the temporal fuzzy utility threshold set at 25%, the execution is shown as follows. Table 1 suggest that the transaction has been transformed, where the corresponding start time periods can also be found. The results after STEP 4 are shown in Table 4 . For the second quantitative transaction Trans 2 , it contains A and B, both having the quantity values of 3. According to Figure 1 , the quantity values are transformed into the two fuzzy sets, (0.6, 0, 0) and (1, 0, 0), respectively. The results shown in Table 5 suggest that the other transactions can be similarly processed. The PFU table, which consists of periodic identification (PID) and fuzzy utility of the period (PFU), is initially set empty.
A. PHASE I: DERIVING HTFUUB

STEPs 1 to 4: The results shown in
STEP 5: The fuzzy utility value of each linguistic region of the items in the transactions in Table 5 is calculated. Using the item C in the fourth transaction in Table 5 The same process can be applied to the other items. The results are shown in Table 6 . Here, ''L'', ''M and ''H '' represent ''Low'', ''Middle'' and ''High'' in Table 6 .
The maximal fuzzy utility value of item A is 1. Table 6 . As such, its tfuub value can be calculated as mtfu 2 + mtfu 4 + mtfu 5 , which is 25.8 + 40.56 + 43.2 (= 109.56). The tfuub values of the other fuzzy 2-itemsets may be similarly obtained. Table 9 shows the results.
STEP 16: Both of the fuzzy itemset and the temporal fuzzy utility upper-bound are found for each possible fuzzy itemset in Table 9 . Using {A.Low, B.Low} in Table 9 as an example, we discover that the temporal fuzzy utility upperbound value of {A.Low, B.Low} is 109.56 in Table 9 , and the total transactional fuzzy utility of LTP all in Table 6 is 230.22. Therefore, the tfuubr value is 109.56 / 230.22, which translates to 47.58%. Since the value is larger than the given threshold (25%), {A.Low, B.Low} is then put into HTFUUB 2 . The results for HTFUUB 2 are shown in Table 10 .
STEP 17: Considering that the set HTFUUB 2 is not empty, the variable r is then set at 2, and the process in STEPs 12 to 16 is executed again for the set of HTFUUB 3 . Since HTFUUB 3 is empty, Step 18 will be executed. Table 4 , the start transaction period of the two items, A and C, is P 1 . The last transaction period LTP {A.Low,C.Low} of the start transaction period is P 1 . While the total periodical fuzzy utility tpfu of {A.Low, C.Low} are found form Table 7 . The value of tpfu {A.Low,C.Low} is calculated as pfu 1 + pfu 2 + pfu 3 + pfu 4 = 50.6 + 48.81 + 97.2 + 84.21 = 280.82.
Furthermore, according to the STEP 19, the fuzzy utility of {A.Low, C.Low} is 30.3. Therefore, the temporal fuzzy utility ratio tfur {A.Low,C.Low} is 30.3/280.82 (10.78%), which is put into the HTFUUB s table. Table 11 shows the results of HTFUUB s .
STEP 21: The high temporal fuzzy utility itemsets are sent out to decision makers. As observed in Table 11 , the value of tfur {A.Low,C.Low} is not equal to or larger than the given threshold. {A.Low, C.Low} is thus omitted. As can be seen easily, only {B.Low} is put in the HTFUIs.
VI. EXPERIMENTAL ASSESSMENT
The traditional Two-Phased High Fuzzy Utility (TP-HFU) approach [17] , as well as the proposed TP-TFU, were programmed in J2SDK 1.8 and performed on a personal computer with Dual Core Processor 3.4GHZ and 4GB RAM.
Some simulated datasets [16] produced and adapted from the IBM data generator were tested. A simulation model similar to that used in [22] was designed to meet the scenario of fuzzy utility mining. In each dataset, the quantities varied from 1-10 based on the description in [22] . The relevant parameters, N , T , and D stand for the total number of different items, the average length of items per transaction and the number of transactions, respectively. Besides, the equivalent profit values of items in a utility table were produced according to a log-normal distribution in 1 to 1000. A profit value was assigned at random to an item. Figure 2 , for example, illustrates a profit distribution produced at a certain run. It is assumed that the three membership functions in Figure 3 were used for all the items.
A. ASSESSMENT ON SYNTHETIC DATASETS
Experiments were first executed to make a comparison of the proposed TP-TFU and the non-temporal TP-HFU [17] in which no time periods were divided. Different parameters were tested as follows.
1) VARYING THRESHOLD VALUES
Experiments were initially conducted for different threshold values. The minimum temporal threshold is tested from 0.10% to 0.20%. From the results shown in Figure 4 , it could be observed that TP-TFU could derive more itemsets than TP-HFU. This was because only the transaction period of an item from its first transaction period to the last period in a dataset is considered by TP-TFU, while TP-HFU considered the whole dataset for all items. As such, for TP-HFU, the first several time periods in which items did not exist were still considered, leading to a reduction in the fuzzy utility ratios of the items.
The phenomenon that TP-TFU could derive more itemsets than TP-HFU is advantageous. This means that if an equal number of itemsets is derived, then TP-TFU will set a higher minimum temporal fuzzy utility threshold than TP-HFU will. A higher minimum temporal fuzzy utility threshold implicitly means the itemsets derived is more important and useful to real applications.
2) CHANGING FUZZY REGION NUMBERS
The number of membership functions used in carrying out this research is not fixed, as such changeable. Different numbers of fuzzy regions (membership functions) were used for testing the influence of the number of membership functions on the proposed approach. The threshold was set at 0.1% here. Figure 5 showed the experimental results with the number of fuzzy regions varying from 2 to 5. It showed that both the numbers of itemsets derived by both TP-TFU and TP-HFU reduced just as the number of fuzzy regions increased because the quantity of each item ranged among 1-10. The numbers of itemsets obtained by TP-TFU were somewhat close to those derived by the TP-HFU as the number of fuzzy regions rises consistently. Note that the number of itemsets derived by TP-TFU changed, depending on the number of fuzzy regions. This is because the scope of quantity was limited. Therefore, when the number of fuzzy regions increased, the difference of the numbers of itemsets derived by TP-TFU was gentle.
3) CHANGING N PARAMETERS
Experiments were performed to compare various numbers of distinct items for the datasets of T10I4N1KD200K, T10I4N2KD200K, T10I4N3KD200K, T10I4N4KD200K, and T10I4N5KD200K. Here, the threshold was set at 0.1%. The numbers of itemsets along with different numbers of distinct items are shown in Figure 6 . It could be observed that TP-TFU could derive more itemsets than TP-HFU, especially when distinct items increased. For example, when the parameter of distinct items was set from 1K to 5K, TP-TFU could derive more itemsets than TP-HFU. This was because TP-TFU considered the transaction period of each item from its first transaction period to the last period in a dataset unlike TP-HFU, which considered the whole dataset for all the items. Therefore, when more distinct items existed in a dataset, TP-TFU derived more itemsets from the transaction period of the item than TP-HFU. Not all products in retail markets can be on-shelf at the same time, and the products on the shelves may also appear briefly on the sale of products due to seasonal relationships or other factors. Besides, TP-HFU might also prune itemsets with small fuzzy utility ratios, leading to useful information loss. As such, some useful knowledge could be mined by the proposed TP-TFU.
4) CHANGING T PARAMETERS
Experiments were then performed to compare various T values for the datasets of T6I4N4KD200K, T8I4N4KD200K, T10I4N4KD200K, T12I4N4KD200K, and T14I4N4KD200K. Here the minimum temporal fuzzy utility threshold was 0.1%. The numbers of itemsets along with their average length per transaction are shown in Figure 7 . We can conclude from this that TP-TFU could derive more itemsets than TP-HFU.
5) CHANGING D PARAMETERS
Experiments were then conducted to compare various D values for the datasets of T6I4N4KD100K, T6I4N4KD200K, T6I4N4KD300K, T6I4N4KD400K, and T6I4N4KD500K. Here the minimum temporal fuzzy utility threshold was 0.1%. The numbers of itemsets along with the numbers of transactions are shown in Figure 8 . We can observe that TP-TFU derived more itemsets from the transaction period of the item than TP-HFU when the D value increased.
6) EXECUTION TIME
Experiments were then conducted to assess the mining efficiency of the proposed algorithm under varying thresholds, numbers of fuzzy regions, T (the average length of items per transaction) and N (the total number of different items), respectively. The experimental results are displayed in Figures 9-12 . It could be seen that the algorithm could still have the acceptable efficiency for fuzzy utility mining with considering the transaction periods of the items.
B. ASSESSMENT ON REAL DATASETS
Three real datasets, namely Connect, Mushroom and Chess, which were downloaded from [11] , were used to assess the two approaches in the experiments. Initially, the three real datasets were considered as product datasets with the quantities of the products ranging from 1-10. A profit value was randomly generated from 1 to 1000 and assigned to a product.
The execution time and the number of itemsets by the two methods are shown in Figures 13 and 14 , respectively. The result suggests that TP-TFU method is usually slower than TP-HFU, while by comparison, TP-TFU method can mine more useful information than TP-HFU.
VII. CONCLUSIONS AND FUTURE WORK
This study proposes a temporal fuzzy utility function, which goes further to consider the transaction time of each item from its first to its last transaction period in a database to the concept of fuzzy utility mining. Additionally, we developed an upper-bound model of temporal fuzzy utility mining with the downward-closure feature. The model can find all temporal fuzzy utility itemsets. An effective TP-TFU algorithm is designed as well to obtain high temporal fuzzy utility itemsets from temporal quantitative databases based on the presented upper-bound model. From the experimental results, the figures reveal that TP-TFU derived more itemsets than TP-HFU along with different parameters and their values. Essentially, the concept of the TP-HFU considered each item kept in the whole dataset; unlike the concept of the proposed approach which considered the transaction period from its first transaction period to the last period in a dataset. Therefore the proposed approach could mine more itemsets than the previous TP-HFU. Although the proposed approach needed more computation time, it could get more useful itemsets which can be helpful in decision making. Finally, the experimental results on several datasets demonstrate that the number of high temporal fuzzy utility itemsets is larger than that of high fuzzy utility itemsets (TP-HFU).
In our future research, attempts will be made to further enhance the execution speed of the approach. Experiments on real datasets will also be conducted. Additionally, the lifetime of each item such as the shelf-life of each product or specific time of each product in a particular holiday will be considered. The proposed approach will be further modified for more complicated mining tasks like the transaction mining in sensor and activity recognition datasets. Besides, the time periods in the paper are fixed. We will consider the fuzzy time periods as well. He has published over 500 research papers in international/national journals and conferences and has planned over 50 information systems. He is also the board member of over 40 journals and the program committee member of over 500 conferences. His current research interests include knowledge engineering, data mining, soft computing, management information systems, and www applications. 
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