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Abstract
Today wireless networks are increasingly used to perform applications with Quality of Service
constraints (QoS) such as delay, delivery ratio, and channel reliability. Especially, as demand
for real-time transmissions increases, transmitting packets with hard delivery deadlines poses an
important network control problem. In this thesis, we propose a framework for characterizing
feasibility regions and finding an optimal scheduling policy in various wireless networks. First, we
start with a wireless network with multiple unicast flows. We investigate how delay in feedback
information decreases the feasibility region. Second, we consider time-varying channels and how
delay in network state information decreases the feasibility region. Third, we characterize the
feasibility region of a wireless network with multiple multicast flows. In each case, we characterize
the feasibility region, prove that a max-weight policy is a feasibility optimal policy and present the
results of simulation studies verifying the theoretical studies.
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Chapter
Introduction
Wireless networks provide a flexible platform to support a variety of applications such as voice,
multimedia, data, and messaging. With more and more clients using wireless technologies and
mobile devices, demand for real-time transmissions of audio and visual content has increased sig-
nificantly. Hence, how to efficiently transmit real-time data over wireless channels is becoming an
important network control problem.
It is difficult to reliably transmit real-time data over wireless channels. First, unlike elastic
traffic such as e-mail, which can be supported by best-effort services, real-time data has strict
delay constraints. Second, in a wireless network, strict delay constraints are hard to satisfy because
wireless channels are unreliable and the channel states may vary over time. Data packets can get
lost and may need to be retransmitted, which causes additional delay.
In some of the related works, researchers have focused on the network control problem of serving
real-time data packets in a unicast system [2,4,5]. Hou et al developed a novel analytical framework
of serving packets with hard deadlines over unreliable channels in [2]. They consider a wireless
network consisting of a base station and N wireless clients and group T time slots into a frame to
model the delay constraints. One packet for each client arrives at the beginning of the frame and
all the undelivered packets at the end of the frame are dropped. As a part of the QoS (Quality
of Service) requirement, every client has a delivery ratio requirement, i.e. the long-term ratio of
the packets delivered successfully. Then, the feasibility region can be defined as the set of delivery
ratio requirement vectors such that there exists a policy that fulfills them and a feasibility optimal
policy a policy that can fulfill any delivery ratio requirement vectors that are inside the feasibility
region. In [2], Hou et al assume instant feedback, characterize the feasibility region, and suggest
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two debt-based feasibility optimal policies called the largest time-based debt first policy and the
largest weighted- delivery debt first policy. In [5], Hou and Kumar study probabilistic packet arrivals
instead of assuming that there is one packet for every client at the beginning of the frame. In [4],
they extend the model further to incorporate time-varying channels, where the channel condition
changes according to an ergodic and irreducible Markov chain with a finite number of states. They
characterize the feasibility region and develop a feasibility optimal policy by decoupling the channel
states. In addition to characterizing the feasibility region and feasibility optimal policies, Hou and
Kumar studied the utility maximization problem by considering the delivery ratio requirements as
changeable parameters for static wireless networks [6].
Depending on the size and the structure of the network, however, instant feedback may not be
available or difficult to obtain. For example, in a typical satellite communications system, the delay
can be more than 100ms. Even in a regular cell phone network, depending on the distance between
a client and the base station, the feedback delay can be significant. In Chapter 3, we strengthen the
model proposed in [2] to incorporate delayed feedback. We analyze how delayed feedback changes
the feasibility region and develop a feasibility optimal policy under delayed feedback by formulating
and solving a dynamic program.
In Chapter 3, we assume static channels. However, in real world, wireless channel state vary
over time due to node mobility, fading, or scattering. Hou and Kumar modeled the time-varying
wireless channels using an ergodic and irreducible Markov chain with a finite number of states in [4].
Assuming that the current channel state information is available, they characterize the feasibility
region and a feasibility optimal policy by decouping the channel states.
The current channel state may not be available or difficult to obtain in certain networks. For
example, in some communications system, the current channel state is estimated from the past
delivery results. Hence, in Chapter 4, we strengthen the model proposed in [4] to incorporate
delayed channel state information. Instead of assuming that the current channel state information
is available, we assume that the channel state information is delayed. We examine how the delay in
the channel state information affects the feasibility region and develop feasibility optimal policies.
We also extend the utility maximization frame developed in [6] to include the time-varying channel
case.
In Chapter 3 and Chapter 4, only unicast traffic has been considered, but some real-time data
traffic is multicast in nature and should be treated differently from the unicast traffic. For example,
in the real time broadcast system, different clients subscribe to the same flow and receive the same
16
data packets. Unlike the unicast traffic, different clients that subscribe to the same flow may have
different wireless channel qualities. Consider an example wireless network in which there are two
flows.
In [3], Hou and Kumar study multicast flows without feedback and develop a feasibility optimal
policy by solving a maximization problem. Assuming no feedback is appropriate to analyze a
large wireless network since instant feedback can be very difficult and impractical to obtain in
such a large network. However, in a network of moderate size, instant feedback can be readily
available and a scheduling policy can utilize such information. In Chapter 5, we focus on a wireless
network of moderate size and assume that the instant feedback is always available. We characterize
the feasibility region, which is the set of all the delivery ratio requirement vectors that can be
supported by any scheduling policy and develop a feasibility optimal policy, which can satisfy any
delivery ratio requirement vectors that are within the feasibility region.
17
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Chapter
Model and Preliminary Results
The wireless network with unicast flows with instant feedback has been studied extensively by Hou
et al in [2]. They first develop necessary conditions for the feasibility region, suggest two largest
debt first policies, prove that they are feasibility optimal, and finally prove that the necessary
conditions are sufficient as well by showing that the feasibiltiy optimal policies fulfill all delivery
ratio requirement vectors that satisfiy the necessary conditions. In this chapter, we provide the
system model, review background material, and develop a numerical method to characterize the
feasibility region. This will be useful in determining the feasibility regions for more general cases
later such as unicast with delayed feedback and multicast because the closed-form characterization
is difficult to obtain in such cases. Also the numerical method plays a crucial role in developing
the feasibility optimal policy in the more general cases.
Definition 2.0.1 The unicast system is a system in which a flow is subscribed to by only one
client and one client subscribes to only one flow.
We explain our system model in the following section.
2.1 System Model
Consider a wireless system where there is one base station sending data packets with delay con-
straints to N wireless clients. This model is the same as the model used in [2].
Since the link between the server and a client is wireless, we assume that client n has a channel
reliability of pn, i.e. when the server transmits a packet to client n, the probability of successful
transmission is pn. The value of p, depends on the client and the different values reflect that
19
wireless links can vary in quality from client to client.
We consider a time-slotted system and group T time slots into a frame as shown in Figure 2-1.
All packets arrive at the beginning of the frame, and the base station transmits a packet in each
slot. Note that since the wireless channel is unreliable, not all packets may be delivered to their
destination.
Define the delay of a packet as the number of time slots between the arrival of the packet to the
base station and the end of the time slot when the successful transmission happens. For example, if
packet 1 is successfully delivered during time slot 0 in Figure 2-1, then the delay of packet 1 is one
time slot. To model the hard deadline constraints, we assure that the delay of each delivered packet
is less than T by dropping any undelivered packets at the end of a frame as shown in Figure 2-1.
frame
0 1 El] T-2 T-1
one packet undelivered packets
per client are dropped
Figure 2-1: T time slots constitute a frame.
A time slot is long enough for a transmission of a packet to occur. Thus, if a packet transmission
is scheduled during a time slot and is successful, then the packet is delivered by the end of the time
slot. The base station receives an ACK/NACK signal by the end of the time slot during which a
packet is served, i.e. the instant feedback is available.
Definition 2.1.1 (Definition 4 in [2]) A scheduling policy is work conserving if it never idles
whenever there is an undelivered packet in the system
Definition 2.1.2 A scheduling policy is non- anticipatory if it does not use future information
We consider the class of work-conserving and non-anticipatory scheduling policies and denote
the class by H. The performance measure we are interested in is the long-term proportion of packets
delivered. Let D7 (k) be the indicator random variable that is equal to 1 if client i receives the
packet during the interval [kT, (k+ 1)T) by following policy r and 0, otherwise. Then, the long-term
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proportion Q of successful deliveries of packets to client i can be written as:
1K-1 9kS:= lim inf k D(k)
k=O
Let 'H_- denote the history of all packet deliveries up to and including frame k - 1 under policy q.
That is, 7-tD is a vector (D1 (),-- , D7 (k - 1)) of indicator variable vectors J7 (t) =(D(t))4 1.
Then, we define the expected long-term throughput 49 for client i as
K-1
= lim inf E[D9(k)lh_-]
K-+oo K
K-1
=lim inf E{D9(k) |D$?(0), -- . , D'?(k - 1)]. (2.1)
K-+oo
k=O
Let (Xk) be a sequence of random variables and (bk) be a sequence of real numbers that is
monotonically increasing to oc. Then, we have the following theorem:
Theorem 2.1.1 (Stability Theorem in [8]) If Ek Vb x) <c c with bk monotonically increasing
k
to cc, then
K-1
bK1 {X - E(XX0, X_1)} a1 s0.
K1k=0
By setting bk = k and applying the above theorem, we can show that d = ' with probability 1.
In this thesis, we use 4 exclusively to characterize the feasibility region and the feasibility optimal
policy.
As part of the QoS constraints, each client i has a specified delivery ratio requirement qj, i.e.
the long-term proportion of expired packets cannot exceed 1 - qi.
Definition 2.1.3 Delivery ratio requirement vector (qf)nE{1,...,N} is said to be fulfilled by policy
7 E II if 4" > qn for every client n with probability 1.
Definition 2.1.4 The feasibility region A is the set of delivery ratio requirement vectors such
that there exists a policy q e H that fulfills the vectors.
Once we characterize the feasibility region, we can think of a policy that fulfills all the delivery
ratio requirement vectors in the feasibility region.
Definition 2.1.5 (Definition 3 in [2]) A scheduling policy is said to be feasibility optimal if it
fulfills every delivery ratio requirement vector in the feasibility region A.
21
2.2 Feasibility Region
Although Hou et al analyze the feasibility region in [2], here we provide a numerical method to
characterize the feasibility region.
For a scheduling policy q E H, let D9(k) be a random variable that is equal to 1 if a packet is
successfully transmitted to client i during frame k by following policy q and 0 otherwise. To find a
policy that maximizes the long-term expected weighted sum throughput, it is sufficient to consider
a policy over only one frame because the packets arrive periodically at the beginning of each frame
and any undelivered packets at the end of the frame are dropped. Hence, from now on, we only
consider the first frame. For a given weight vector (ai)Nl such that ai _> 0, the expected weighted
sum throughput of q during the first frame is j:N E[ajD9(0)].
Definition 2.2.1 For a given weight vector a = (ai), 1 such that ai > 0, we define the maximum
expected weighted sum throughput during one frame as
N
EWST(d) := max E[aiD9 (0)]
7EHI
Lemma 2.2.1 Let A denote the feasibility region. Let qrepresent a feasible delivery ratio require-
ment vector, i.e. qe A. Then, for any weight vector -= (aoi) Y such that ai 0, 6- q-5 EWST()
Proof. By definition, q E A implies that there exists a scheduling policy W E H such that
K-1 
7lim inf > , E[DF(k)l7-t_ 1 ] ;> qj, w.p.1 Vi E {1, 2, - , N}K--+oo K k-
Because EWST(V) is the maximum expected weighted sum throughput over one frame, EWST(&)
is larger than or equal to E E[ai D(k) I7r_ 1] for any k with probability 1. Therefore,
EWST(Y) aiqi = - -q.
From Lemma 2.2.1, we know that a hyperplane defined by {gd - p-= EWST(5)} is tangent to
the boundary of the feasibility region as described in Figure 2-2. Such a hyperplane is referred to as
a maximizing hyperplane. Then, by varying the weight vector (ai) and finding the intersections of
the maximizing hyperplanes, we can characterize the boundary of the feasibility region numerically.
We can interpret the expected weighted sum throughput as reward ai is awarded whenever
22
{g .- Y= a -E= EWST(d)}
feasibility region
Figure 2-2: Maximizing hyperplanes characterize the outermost boundary of the feasibility region.
the packet transmission to client i is successful. Then, we can think of a policy that consists of a
sequence of functions that maximize the expected immediate reward.
Definition 2.2.2 The greedy policy is a policy that consists of a sequence of functions that
maximize the expected immediate reward.
Example 2.2.1 Let A(t) denote the set of clients who have not received packets yet at the
beginning of time slot t. Then, serving client i during time slot t yields the expected immediate
reward of cepi if i E N(t) and 0 otherwise. Let 7rgreedy = {tto,' 7 pT-1} represent the greedy
policy. Then, pt(AJ(t)) = arg maxicE(t) aipi.
Next, we prove that the greedy policy achieves EWST(d).
Theorem 2.2.1 Consider a unicast system with instant feedback. Let 7rgreedy denote the greedy
policy. Then, for any given weight vector l such that ai > 0, EWST(-) = E_1 E[aiD 7re(0)].
Proof. See Appendix A 0
Using the policy in Theorem 2.2.1, we draw the maximizing hyperplanes while varying the
weight vectors in Figure 2-3.
Unlike the numerical method presented above, Hou et al derive a closed-form expression for the
unicast feasibility region in [2]. Let p, denote the channel reliability for client n, qn denote the
required delivery ratio for client n and T denote the number of time slots per frame.
Lemma 2.2.2 (Lemma 1 in [2]) The delivery ratio of client n is at least qn with probability 1 if
and only if the long-term time average of the proportion of time slots during which the base station
is transmitting to client n is at least wn = g .
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a=1 a=1.5 a=50.
---- a---- a=0.01
- - a=0.1
a=0.5
Feasibility Region
in the Unicast Case
2%
010 q0.
Figure 2-3: The hyperplanes maximizing the weighted expected sum throughput coincide with the feasibility
region in [2] ; pi = p2 = 0.2, T = 5, and we maximize E [aD1 (0) + D2 (0)] with (a, 1) being the weight vector
(a ;> 0).
Using Lemma 2.2.2, the feasible set of clients can be obtained.
Theorem 2.2.2 (Theorem 4 in [2]) A set of clients is feasible if and only if EneL W" < 1 - IL
for every subset L of the clients, where IL := E[max{0,T }-], -y is geometrically distributed
R.V. with parameter pn and w., = .
The hyperplanes maximizing the weighted expected sum throughput coincide with the result
from Theorem 2.2.2 as shown in Figure 2-3.
2.3 Feasibility Optimal Policy
After we characterize the feasibility region, we develop a feasibility optimal policy, which can fulfill
any delivery ratio requirement vectors in the feasibility region.
Let D9(k) be the indicator random variable that is equal to 1 if client i receives the packet from
the base station during the interval [kT, (k+ 1)T) by following policy 77 and 0, otherwise. Recall our
definition of feasibility region in Definition 2.1.3: a vector of delivery ratio requirements, (qi)f 1,
belongs to the feasibility region if and only if there exists a policy, say 17, in II such that q7 ;> qj for
24
L - , - - 2.
all i with probability 1 where q: liminfK- _ K_ E[D9(k)IN"7- ].
Let Di(k)) := E[Di(k)7Lk-1]. Then, di(k) := E- (qj - bi(j)) denotes the delivery debt for
each client i at the beginning of frame k and Debt(k) = (d (k)+)N j denotes the vector consisting
of all the delivery debts at the beginning of frame k. The following policy is a max-weight policy,
which maximizes EN di(k)+ - bi(k) during frame k:
FRAME-BASED MAX-WEIGHT POLICY:
(i) At the beginning of frame k, calculate the delivery ratio debt vector Debt(k) = (di(k)+)
(ii) Maximize Ej di(k)+ - bi(k).
We prove that a max-weight policy is a feasibility optimal policy:
Theorem 2.3.1 The frame-based max-weight policy proposed above is a feasibility optimal policy
if all of the vectors on the outer boundary of the feasibility region are fulfilled by a stationary
randomized policy, which does not depend on the packet delivery history.
Proof. See Appendix C
According to Theorem 2.2.1, the frame-based greedy policy fulfills all of the vectors on the outer
boundary of the feasibility region and is a stationary randomized policy. Hence, a max-weight policy
is a feasibility optimal policy.
Maximizing jLN di (k)+ .bi(k) is equivalent to maximizing the expected weighted sum through-
put over the frame, where the weight vector is Debt(k) - (di(k)+)Nl1 for that frame. From sec-
tion 2.2, we know that the greedy policy with a = (di(k)+),Nl achieves the maximum expected
weighted sum throughput, EWST(d = (di(k)+)N 1). Thus, the following policy is feasibility opti-
mal.
FRAME-BASED GREEDY POLICY:
(i) At the beginning of frame k, calculate the expected delivery ratio debt vector Debt(k) =
[di(k)+]
(ii) At time slot t serve client j(t) such that j(t) := arg maxicg(t) di(k)+ . pi where .A(t) is the
set of clients who have not received packets yet at time slot t.
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In order to compare different feasibility optimal policies, we define the difference between the
required delivery ratio and the achieved delivery ratio as a deadline miss ratio (DMR) function [2].
Definition 2.3.1 Let qn(t) denote the delivery ratio achieved by client n until time slot t. Then,
we define the DMR function at time slot t as:
1N
DMR(t) := N Z [qn - 4n(t)]+
n=1
In [2], Hou and Kumar propose two more feasibility optimal policies, called the largest time-
based debt first policy and the largest weighted-delivery debt first policy. The largest time-based
debt first policy is based on Lemma 2.2.2. Let ui(t) be an indicator R.V. that is equal to 1 if
client i is served during time slot t and 0, otherwise. Then, the time-based debt at the beginning
of frame k is defined as dime(k) := Y _ - j - u,(t)). The largest time-based debt first policy
assigns priorities in the decreasing order of diime(k) and serve the clients according to the priority.
The largest weighted-delivery debt first policy assigns priorities in the decreasing order of d(k)/pi
instead of di(k)+ -pi. We can also think of a policy which assigns priorities in the decreasing order
of d (k)+, denoted by "Virtual Queue Policy" in Figure 2-4. Table 2.1 summarizes the feasibility
optimal policies.
Table 2.1: Feasibility Optimal Policies
Policy Priority
Largest Time-based Debt First Policy dtime(k)
Largest Weighted-delivery Debt First Policy di(k)/pi
Max-weight Policy di(k)+ . pi
Virtual Queue Policy di(k)+
As in [2], we consider two groups of clients, group A and group B. Clients in group A require a
99% delivery ratio, while clients in group B require a 80% delivery ratio. The channel reliability of
the nth client in both groups is assumed to be (60 + n)%. Using algorithm 1 of [2], when T = 32,
we can show that a set of 11 group A clients and 12 group B clients is feasible but a set of 12
group A clients and 12 group B clients is not. For the feasible set consisting of 11 group A clients
and 12 group B clients, limt,,o0 DMR(t) = 0 as shown in Figure 2-4a. Figure 2-4b shows how the
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Figure 2-4: Performance Comparison for Feasibility Optimal Policies for Instant Feedback
DMR function changes for the infeasible set consisting of 12 group A clients and 12 group B clients.
Unlike the feasible set case, limt+oo DMR(t) $ 0.
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2.4 Summary
In this chapter, we presented the basic system model we use throughout the thesis. We characterized
the feasibility region for a unicast network system with instant feedback by numerically maximizing
the expected weighted sum throughput. We proved that the greedy policy, which maximizes the
immediate expected reward, maximizes the expected weighted sum throughput. The greedy policy
turned out to be feasibility optimal as well. We compared the performance of the greedy policy
with that of the other feasibility optimal policies presented in [2]. The greedy policy performs
nearly as well as the largest weighted-delivery debt first policy, which had the best performance.
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Chapter3
Unicast with Delayed Feedback
One of the approaches to reliable data transmission over unreliable wireless channels is the use
of Automatic Repeat reQuest (ARQ). When a client receives a packet successfully, it sends an
ACK signal. If the transmission is not successful, the client sends a NACK signal. In some of the
related works, Hou et al have focused on the network control problem of serving packets with hard
deadlines in the unicast system with instant feedback [2,4,5].
Depending on the size and the structure of the network, however, the instant feedback may
not be available or difficult to obtain. For example, in a typical satellite communications system,
the delay can be more than 100ms. Even in a regular cell phone network, depending on the
distance between a client and the base station, the feedback delay can be significant. In this
chapter, we strengthen the model proposed in [2] to incorporate delayed feedback. We analyze
how delayed feedback changes the feasibility region and develop a feasibility optimal policy under
delayed feedback by formulating and solving a dynamic program.
The remainder of the chapter is organized as follows. We introduce the basic network model in
Section 3.1. We characterize the feasibility region by solving the expected weighted sum through-
put maximization in Section 3.2. We present feasibility optimal policies in Section 3.3. Simpler
suboptimal policies are suggested and studied in Section 3.4.
3.1 System Model
Consider a wireless system where there is one base station sending data packets with delay con-
straints to N wireless clients. This model is the same as the model used in Section 2.1, but extended
to allow for delayed feedback. A time slot is long enough for a transmission of a packet to occur.
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Thus, if a packet transmission is scheduled during a time slot and is successful, then the packet is
delivered by the end of the time slot. Feedback, however, is delayed by a certain number of time
slots. For example, if a packet is successfully delivered in time slot t and the delay is d, then the
base station will receive an ACK/NACK signal at the beginning of time slot t+d+1. For simplicity,
we assume that delay d does not depend on the client or on the frame. Thus, an ACK/NACK
signal will always be received after d time slots.
3.2 Feasibility Region
We use the numerical method developed in Chapter 2 to characterize the feasibility region in
this section when the feedback signal is delayed. For a scheduling policy q E H, let D9(k) be a
random variable that is equal to 1 if a packet is successfully transmitted to client i during frame
k by following policy q and 0, otherwise. To find a policy that maximizes the long-term expected
weighted sum throughput, it is sufficient to consider a policy over only one frame because the packets
arrive periodically at the beginning of each frame and any undelivered packets at the end of the
frame are dropped. Hence, from now on, we only consider the first frame. For a given weight vector
(cEi) 1 isuch that ai ;> 0, the expected weighted sum throughput of policy q during the first frame
is 1 E[ajD/(0)]. For each weight vector a, we find EWST(6) := max EN =1 E[aqD9(0)]. As
before, by varying the weight vector (ai) and solving the maximization problem, we can characterize
the boundary of the feasibility region numerically.
In order to solve the maximization problem for the delayed feedback case, we use a Markov
Decision Process. The initial state is so := ({1,2,-... ,N},t = 0). Let d denote the delay in
feedback. Then, after the initial state, all the other states are characterized by three parameters:
(fi, ut-. ... ut_1., t) where AF is the set of unserved clients at time slot t, Ut- ..-. ut_ 1 is the sequence
of clients who have been served from t - d to t - 1, and t is the current time slot. Note that
Ut-d - - -ut-1 represents the clients who have been served but whose feedback have not arrived yet
at the beginning of time slot t.
At the beginning, there are Nd+1 possible combinations of clients to serve from time slot 0
to time slot d before time slot d + 1 when the base station receives the first feedback from the
transmission at time slot 0. Thus, if A., denotes the set of available actions from state so, then
Aso = {uoU1 -- - U; ui e{1, 2,... , N} for i E {O,1, ... , d}} and IAsoI = N+1.
Figure 3-1 shows the result of serving UoUi . .. Ud. At the beginning of time slot d + 1, the
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{ ,2, ... , N} \ {u},u ... u
t d+1
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{1,2,... , N}, ul ... ud
t=d+ 1
Figure 3-1: Markov Decision Process at Time t = 0 for Delayed Feedback;
base station receives the feedback regarding the transmission at time slot 0 since the feedback is
delayed by d. With probability puO, the transmission at time slot 0 is successful. Therefore, the
state becomes ({1, 2, ... , N} \ {uo}, u1 ... Ud, t = d + 1) and reward aoz is acquired. Similarly,
with probability 1 - puO, the transmission at time slot 0 is not successful, so the state becomes
({1, 2,... , N}, u1 .. -d, t = d + 1) and reward 0 is acquired.
Example 3.2.1 applies Figure 3-1 to a unicast system in which there are two clients and the
feedback is delayed by one time slot.
1 , 7{ 
1 , 2 }
Figure 3-2: Markov Decision Process at Time t = 0 for Delayed Feedback; For simplicity, two clients and
feedback delay of 1 time slot are assumed.
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Example 3.2.1 (2 Clients, d = 1) Figure 3-2 shows 4 actions which the base station can take at
time slot 0 and time slot 1 when there are 2 clients and the delay is 1. aij represents serving client i
in time slot 0 and client j in time slot 1. Assume that all is taken. Then, at the beginning of time
slot t = 2, the base station receives feedback regarding the transmission during time slot 0. Hence,
with probability pi, the transmission is successful and the process reaches state ({2}, 1, t = 2) with
reward al 0. Similarly, with probability 1 -pi, the transmission is not successful and the process
reaches state ({1, 2}, 1, t = 2).
Figure 3-3 shows the Markov Decision Process at time slot d + 1 < t < T - 1.
K K
Ut-d ' ' t-1 Ut-d ... Ut-1
t t
C'td 1-PUt-d
C \{Ut-d} A(
t-d+1 ' '' Ut-1 (Ut t-d+1 ' 'Ut-1(Ut = t-d+1 'Ut-1 (Ut
t-1 t-1 t-1
When Ut-d E K When Ut-d 0 K
Figure 3-3: Markov Decision Process at Time d + 1 < t < T - 1 for Feedback Delayed by d Time Slots;
Since the feedback is delayed by d time slots, at the beginning of time slot t, the base station
knows whether the transmission at time slot t - d to client Ut-d was successful or not. Let a3
denote the action of serving client j E K. If Ut-d E K and an ACK signal from time slot t - d is
received, then reward aUld is obtained since the transmission was successful and client Ut-d has
not received any packets beforehand. However, when a NACK signal is received, the transmission
was not successful and no reward is acquired. When Ut-d 0 K, regardless of the feedback signal
(ACK/NACK), there is no reward because any duplicate packets are of no use to the client and
thereby are dropped.
Similar to [1], we define a policy as a sequence of functions ir = {Io, Pd+1,- , AT-1}. For t >
d+ 1, Mt maps states (K, A , ** t1, t) for any c {1,-... , N} and ut-d, ... ,ut- 1 E {1,... , N}
into a client to serve at time slot t, i.e. i(t) = pt(K, Ut-d, - - - ,Ut_1,t) E K. When t = 0, go maps
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states (,TO) into a sequence of clients of length d + 1, i.e. (i(0),i(1),... ,i(d)) = po( ,O) where
i(t) E Ar. The sequence (i(0), i(1), - , i(d)) of clients represents the clients to be served until the
first feedback is received.
Let J,(so) be the expected reward of policy 7r starting at so ({1,- , N}, 0). Then, because
of our reward definition, J,(so) is the expected weighted sum throughput of policy gr. We want to
find 7r*, an optimal policy, which maximizes the total expected reward, i.e. the expected weighted
sum throughput.
According to Proposition 1.3.1 in [1], the optimal cost J*(so) is equal to Jo(so), given by the
last step of the following algorithm (3.1)-(3.3), which proceeds backward in time from T - 1 to 0:
JT(A', UT-d .. -- _1, T) = E ai [1 - (1 - pj)"i], (3.1)
iEAr
where ni is the number of time slots client i has been scheduled from time slot T - d to T - 1.
When client i has not received packets yet during the frame, i E K by definition. When client i
is served for ni time slots, the probability of at least one successful transmission is 1 - (1 - pi)li.
Therefore, the expected increase in the expected weighted sum throughput is ai(i - (1 - p,)ni).
For d + 1 t < T - 1,
CeUtdPUt-d ± maXiENr
IpUtd Jt+1 (A\ {ut-d},ut-d+1 -t-1(ut = i),t +1)
Jt(f, ut-d - - ut-,t) = +(1 - pstd)Jt+1(/, ut-d+1 ... Ut-1 (Ut = i), t + 1)] if Ut-d E AP;
maxiEK [Jt+l(f, ut-d+1 . ' Ut-1(Ut = i),t + 1)]; if Ut-d V # 0;
0 if K = 0.
(3.2)
and
Jo(K, 0) = max [ 0pu( + pu.Jd+l (\{ uo,u,' , Ud, d + 1)+UOU1,".'dGA
(1 - puo)Jd+1(A, U1, ' ,Ud, d+ 1)] (3.3)
Furthermore, if /p*(K, 0) and it* (, ut-d, ,ut- 1 , t) for t > d + 1 are the arguments which
solve the above dynamic program. Then, the policy lr* = {, p*+1,-- , Pr-1} is optimal.
Because of the way we defined the rewards, 7r* contains the set of actions that maximizes
the expected weighted sum throughput, and J,- ({1, -- - ,N}, 0) is equal to EWST(6) for a given
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nonnegative weight vector a'.
Example 3.2.2 Consider the case in which there are two clients, the feedback is delayed by one
time slot (d = 1), and there are two time slots per frame (T = 2). Since the feedback is delayed
by one time slot, it is equivalent to no feedback case and there are four possible policies, namely
7ri = {11}, 7r2 = {12}, 73 = {21}, and 7r4 {22}.
Jj({1, 2}, 0) = l 0(1 - (1 - p) 2 )
JI({1, 2}, 0)= J,3({1, 2}, 0) = aipi + a 2p2
J,4 ({1, 2}, 0) = Z 2(I _ (1 - P2)2)
Therefore, J*({1, 2}, 0) = max[a1(1 - (1 -pi) 2), api + a2p2,2( -(1 - p2)2)].
We can interpret the expected weighted sum throughput as reward ai is awarded whenever
the packet transmission to client i is successful. Then, we can think of a policy that consists of a
sequence of functions that maximize the expected immediate reward.
Definition 3.2.1 The greedy policy is a policy that consists of a sequence of functions that
maximize the expected immediate reward.
The next example shows that the greedy policy is not always optimal when the feedback signal
is delayed.
Example 3.2.3 Consider the case in which there are two clients, the feedback is delayed by one
time slot (d = 1), and there are 3 time slots per frame (T = 3). There are four possible actions to
take at t = 0, namely p( = - 12, P = 21, and p4 = 22. Let ri = {f , P*} be a policy
which takes Ip0 in the first two time slots and the optimal action in the third time slot. Then,
JI({1, 2}, ) = aipi +p1J2({2},1,t =2)+(1 - 1 )J2*({1,2},1,t =2)
J({1,2},0) = alpi +pIJ2*({2},2,t = 2) + (1 -pi)J2*({1,2},2,t = 2)
J73 ({1,2},0) = a2 p2 +p2J2*({1},1,t = 2) + (1 -p 2)J2*({1,2},1,t = 2)
J 4({1,2},0) = a2p2+2J2*({1},2,t =2)+(1 -p 2)J2*({1,2},2,t =2)
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When KI| = 1, there is only one client to serve and we obtain the following equations:
J2*(1},2,t= 2) = J*({1},1,t = 3) = aipi (3.4)
J2*({2},1,t=2) = J3*({2},2,t=3) = a2P2 (3.5)
J2*({1}, 1,t = 2) = aipi + p- 0+ (1 - pi)J({l}, 1,t = 3) = aipi + (1 - pi)aiPi
J2*({2},2,t = 2) = a2P2 +P2 -0+ (1 - 2)J*({2},2,t = 3) = a2P2 + (1 -2)a2P2
In (3.4), no reward is received during time slot 2 because client 2 has already received a packet.
Similarly, in (3.5), no reward is received during time slot 2 because client 1 has already received a
packet.
From state ({1, 2}, 1, t = 2), there are two possible actions, namely serving client 1 (P2 = 1)
and serving client 2 (p2 = 2):
J2, 2 = 1 ({1,2}, 1, t=2) = clp1 + (1 -pi)ciPi
J 2,/ 2=2 ({1,2},1,t =2) = lpl+a2P2-
Therefore, J2({1,2},1,t = 2) = max[J2,,12=({1,2},1,t = 2), J2,A2=2({1,2}, 1,t = 2)] = alp, +
max[(1 -pi)aiPi, a2P2]. Similarly, J2*({1,2},2,t = 2) =2P2 +max[(1 -p 2)a2p 2, ap1 ].
When alp1(1 - p1) a2P2, the greedy policy is equivalent to 7ri = {1iL) = lp*}. During
the first time slot, the expected immediate reward of serving client 1 is aipi and that of serving
client 2 is a2p2. Since aipi aipi(1 - pi), aiP1 > a 2P2 . Hence, the greedy policy serves client 1
during the first time slot. During the second time slot, the expected immediate reward of serving
client 1 is alp,(1 - p1) because the base station already served client 1 during the first time slot.
Any duplicate packets are ignored by the client, so the reward for the transmission to client 1 is
obtained during the second time slot only when the transmission during the first time slot failed.
On the other hand, the expected immediate reward of serving client 2 during the second time slot
is still a2P2. Therefore, when a1p1(l - p1) > a2P2, the greedy policy serves client 1 again during
the second time slot. Assuming that a1p1(1 - PI) > a 2p 2 , we can show that J, and J1 2 are bigger
than or equal to J13 and J 4 . We calculate J,, - J1 2 to decide which one is the biggest.
J,1 - Jr 2 = -Pla2P2(1 - P2) + (1 - Pi)(alPi - a2P2 + (1 - Pi)aipi - aip1)
= -Pa2P2(1 - P2) + (1 - Pl)(-2p2 + (1 - pi)aiPi). (3.6)
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From (3.6), we know that if alp (1 - pi) - a2P2 < ' o2P2(1 - P2), then J, > J,.. Therefore,
7r2 is the optimal policy when 0 < a1P1(1 - pi) - a 2P2 :5 1  a 2P 2(1 - P2).
As shown before, when aip1(1 -pl) a2P2, the greedy policy is equivalent to ?ri. Hence, when
0 < alp,(1 - P1) - a2P2 5 'a 2P 2 (1 - p2), the greedy policy is not optimal.
Note that the inequality alp,(1 - P1) - a 2 P2 5 1 a 2P2 (1 - P2) is likely to hold when p1 is
large. Then, it makes sense that when the inequality holds, J12 is bigger than J,1. When p1 is
large, serving client 1 at time slot 0 and client 2 at time slot 1 does better than serving client 1 in
a row since in the latter case it is likely that the second time slot is wasted.
Lemma 3.2.1 As shown in Example 3.2.3, in the delayed feedback case, the greedy policy, which
maximizes the expected immediate reward, is sub-optimal.
By solving (3.1)-(3.3) for a given weight vector (6), we can find the maximum expected weighted
sum throughput, EWST('). By finding EWST(a) for different weight vectors, we can numerically
characterize the feasibility region as in Figure 3-4.
0.7-
q2
- Instant Feedback
-- - Delayed Feedback
00 1 0.7
Figure 3-4: Delay yields smaller feasibility region; pi = p2 = 0.2, T = 5 and the feedback is delayed by one
time slot.
In order to determine the effect of delay on the feasibility region, we draw how EWST(d) per
client with weight vector a= (1,1, ... , 1) changes as feedback delay increases in Figure 3-5.
EWST(1, ... , 1) under instant feedback is larger than that under delayed feedback. As delay
gets larger, EWST(1, - -- , 1) under delayed feedback decreases and eventually become equal to
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Figure 3-5: As the feedback delay increases, EWST(a) per client decreases and eventually approaches the
no feedback case; a = (1, 1, - - - , 1), N = 4, T = 8, and pi = 0.2 for any client i
EWST(1,... , 1) under no feedback. As explained earlier, when d ;> T - 1, the feedback from the
first time slot arrives after the end of the frame and thereby become useless.
Next, in Figure 3-6, we fix the delay and vary the number of clients.
Number of Clients
7 6 9
Figure 3-6: As the number of clients increases, EWST(5) per client decreases for all three cases and eventually
they all overlap; l = (1, 1, - - - , 1), d = 3, T = 7, and pi = 0.2 for any client i
When the number of clients is small, EWST(1,... , 1) per client under instant feedback is larger
than that under delayed Feedback, which in turn is larger than that under no feedback. However,
as the number of clients increases, they all eventually overlap.
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3.3 Feasibility Optimal Policy
After we characterize the feasibility region, we propose a feasibility optimal policy for the unicast
system with delayed feedback so that we can serve any clients that are inside the feasibility region.
Let Di(k) be the indicator random variable that is equal to 1 if client i receives the packet from
the base station during the interval [kT, (k+1)T) and 0, otherwise. Recall our definition of feasibility
region in Definition 2.1.3: a vector of delivery ratio requirements, (qi) i 1, is fulfilled by policy 'r E H
if and only if d7 ;> qj for all i with probability 1 where q7 := liminfK, kL 1 E[D9(k)-h 1].
Let Ai(k)) := E[Di(k)INklI}. Then, di(k) := - (gi - bi(j)) denotes the delivery debt for
each client i at the beginning of frame k and Debt(k) = (di(k)+)NY1 denotes the vector consisting
of all the delivery debts at the beginning of frame k. The following policy is a max-weight policy,
which maximizes Z: 1 di(k)+ - bi(k) during frame k:
FRAME-BASED MAX-WEIGHT POLICY:
(i) At the beginning of frame k, calculate the delivery ratio debt vector Debt(k) = (di(k)+)N
(ii) Maximize >rn di(k)+ -bi(k).
Using Theorem 2.3.1, we can show that a max-weight policy is a feasibility optimal policy.
Note that maximizing EN I di(k)+ - bi(k) is equivalent to maximizing the expected weighted sum
throughput over the frame, where the weight vector is Debt(k) = (di(k)+)N for that frame. From
section 3.2, we know that solving the dynamic program (3.1)-(3.3) with a = (di(k)+) l1 achieves
the maximum expected weighted sum throughput, EWST(- = (di(k)+)N ). Thus, the following
policy is feasibility optimal.
FRAME-BASED MAX- WEIGHT POLICY (UNICAST WITH DELAYED FEEDBACK):
(i) At the beginning of frame k, calculate the delivery ratio debt vector Debt(k) = (di(k)+)N
(ii) Solve the dynamic program (3.1)-(3.3) with al = (di(k)+)N as the weight vector.
In order to compare different feasibility optimal policies, we define the difference between the
required delivery ratio and the achieved delivery ratio as a deadline miss ratio (DMR) function [2].
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Definition 3.3.1 Let qn(t) denote the delivery ratio achieved by client n until time slot t. Then,
we define the DMR function at time slot t as:
N
DMR(t) := {qn - n(t)]+.
n=1
0.02-
T=3 d=1
p=[0.2, 0.2]
q=[0.29, 0.29]
No Feedback
DMR
Delayed Feedback
Feedback
0 1000 2
Fram
Figure 3-7: When there is a delay in feedback signal, DMR under delayed feedback decreases slower than
the instant feedback case
Figure 3-7 shows how DMR changes when there is instant feedback, delayed feedback, or no
feedback. The delivery ratio requirement vector (0.29,0.29) has been chosen to lie outside the
feasibility region of the no feedback case but inside the feasibility regions of the instant feedback
case and the delayed feedback case. The performance degrades as the feedback signal is delayed.
3.4 Sub-optimal Policies
The dynamic program (3.1)-(3.3) involves O(2NNdT) maximization, which may be too complicated
to solve in real-time. Thus , in this section, we develop computationally efficient heuristic algo-
rithms. A simple sub-optimal policy is the greedy algorithm defined in Definition 3.2.1. Figure 3-8
shows the feasibility region when the base station employs the sub-optimal greedy algorithm. While
the feasibility region decreases, the reduction appears to be minimal.
Definition 3.4.1 Frame-based Strict priority policy is a policy which assigns a priority to clients
and the priority does not change within a frame. The base station starts serving a client with low
priority only when it receives an ACK signal from a client with high priority.
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Figure 3-8: Feasibility Region of Unicast System with Delayed Feedback; p = 0.2, P2 = 0.4, T = 7 and
the feedback is delayed by one time slot. The greedy algorithm indeed reduces the feasibility region but the
decrease is not very significant
An example of the frame-based strict priority policies defined in Definition 3.4.1 is a policy
which serves client 1 until the packet delivery to client 1 is successful. Figure 3-8 shows that the
frame-based strict priority policies significantly reduce the feasibility region.
0.75
T=8 N=4
Feedback P=[0.1, 0.2, 0.9, 0.99]
EWST Delayed Feedback (Optimal)
per client 07
Delayed Feedback (Greedy)
No Feedback
Delay
Figure 3-9: Greedy policy is suboptimal;
Figure 3-9 shows the performance of the greedy policy as the delay gets larger. The channel
reliability vector has been chosen so that the greedy policy differs from the optimal policy. Note that
as the delay gets bigger the difference between the optimal policy and the greedy policy decreases.
It is because as the delay gets bigger the delayed feedback case becomes more similar to the no
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feedback case and the greedy policy is optimal in the no feedback case.
3.5 Summary
In this chapter, we studied a unicast network system with delayed feedback. We solved the maxi-
mization of the expected weighted sum throughput by using a dynamic program. Unlike the instant
feedback case in Chapter 2, the greedy policy is not feasibility optimal. However, we show that the
greedy policy does not decrease the feasibility region significantly and performs quite well compared
to the other suboptimal policies.
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Chapter
Unicast with Time-varying Channels
In Chapter 2 and Chapter 3, we have considered static channels. However, in real world wireless
networks, channel states vary over time due to node mobility, fading, or scattering.
Hou and Kumar modeled the time-varying wireless channels using an ergodic and irreducible
Markov chain with a finite number of states in [4]. Assuming that the current channel state
information is available, they characterize the feasibility region and a feasibility optimal policy by
decouping the channel states.
Depending on the size and the structure of the network, however, the current channel state may
not be available or difficult to obtain. For example, in some communications system, the current
channel state is estimated from the past delivery results. Hence, in this chapter, we strengthen the
model proposed in [4] to incorporate delayed channel state information. Instead of assuming that
the current channel state information is available, we assume that the channel state information is
delayed. We examine how the delay in the channel state information affects the feasibility region
and develop feasibility optimal policies.
In addition to characterizing the feasibility region and feasibility optimal policies, Hou and
Kumar studied utility maximization problem by considering the delivery ratio requirements as
changeable parameters for static wireless networks [6]. In this chapter, we extend their approach
and consider the utility maximization problem for time-varying wireless channels with delayed
channel state information as well.
The remainder of the paper is organized as follows. We introduce the basic network model in
Section 4.1. We characterize the feasibility region when the channel state information is delayed in
Section 4.2. We prove that a max-weight policy is feasibility optimal in Section 4.3. We formulate
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and solve the utility maximization problem in Section 4.4.
4.1 System Model
Consider a wireless system where there is one base station sending data packets with delay con-
straints to N wireless clients. This model is the same as the model used in Section 2.1, but extended
to allow for time-varying channels.
Instead of assuming that channel reliability pi for client i is fixed, we assume that the state
of each channel changes according to a Markov chain such as the one shown in Figure 4-1, where
channel transitions occur at the end of each frame. For simplicity, we only consider two-state
Markov chains but the analysis can be extended easily to multi-state Markov chains. The channel
state does not change within a frame.
Pgb,i
Pggi Good, Pig Bad, Pib Pi
Pbg,i
Figure 4-1: Time-varying Channel; we assume that each channel has two states: good and bad. pgg,i is the
transition probability from good state to good state for client i and the same labeling rule applies to the
other transition probabilities.
We further assume that Pgb,i, Pbg,i < 0.5 for client i, so that each channel is positively correlated
in time. We denote the r step transition probabilities of the Markov chain in Figure 4-1 by (),
(r) (r) (-r) []_
Pgbi, pbg,i' and pbbi. Then, as described in [7], the T > 1 step transition probabilities of the Markov
chain in Figure 4-1 can be written as:
(r)Pgg'i
(T)Pbb,i
(r)
Pgb,i
(r)Pbgl,;
Pbg,i + Pgb,i (1 - Pbg,i - Pgb,i)
Pbg,i + Pgb,i
Pgb,i + Pbg,i (1 - Pbg,i - Pgb,i)
Pbg,i + Pgb,i
Pgb,i - Pgb,i (I - Pbg,i - Pgb,i)T
Pbg,i + Pgb,i
Pbg,i - Pbg,i(1 - Pbg,i - Pgb,i)T
Pbgi + Pgb,i
(4.1)
(4.2)
(4.3)
(4.4)
Let pi, denote the channel reliability for client i when the channel state is s. If we know that the
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channel state is "Good" T frames ago, for example, then the expected channel reliability for client
i at the current frame, denoted by P), can be written as:
fJr = p ( Pig +P (- .Pib. (4.5)
4.2 Feasibility Region
For the ease of exposition, we first characterize the feasibility region when the current channel state
information is available in Section 4.2.1 and extends the analysis to the feasibility region when the
channel state information is delayed in Section 4.2.2.
4.2.1 Instant Channel State Information
Let As denote the feasibility region under channel state s. After a sufficiently long time later, the
probability of the channel state being s is 3, the steady state probability of channel state s. Then,
we can show that the total feasibility region is E. #sAs.
Theorem 4.2.1 Let S be the set of all the possible channel states and 3 is the steady state
probability of channel state s E S. Then, the feasibility region can be expressed as A := ESES OsA s.
Proof. Let D, (k) be an indicator variable that is equal to 1 if client n receives a packet successfully
during the kth frame, [kT, (k + 1)T) and 0, otherwise. Let M,(K) be the subset of frames with
channel state s during the first K frames. Then, the empirical average throughput for client n can
be written as:
IK-1 s( j 1
Dn(K) := E[Dn(k)] MK)I MsK) E[Ds(k)]
k=O sES kEM 8 (K)
where Dns(k) be an indicator variable that is equal to 1 if the channel state is s and Dn(k) = 1
and 0, otherwise.
First, we know that (E[Dns(k)])f 1 E As. Since As is convex, the following holds:
1M 1: E[Dns(k)] E As.|Ms(K)j M KkE 8 ( )
Note that As is closed by definition and so is EZES /sAs because it is a linear combination of closed
sets. This implies that every limit point of the vector (Dn(K)) N belongs to EsES OsA , because
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limK-oo 1Ms(K)I/K = 3. El
In Example 4.2.1, we apply Theorem 4.2.1 to characterize the two-client feasibility region when
there are two channel states, i.e. ISI = 2.
Example 4.2.1 Assume that under channel state s, the channel reliability for client 1 is p18 and
the channel reliability for client 2 is P2s. From Theorem 4 in [2], any point (x, y) that satisfies the
following equations is feasible.
X
pisT
x yT+
plT + i2sT
< 1--I1}
< 1-I
< 1-1{1,2
where IL := E[maxiO,T-s .]N,s a geometrically distributed R.V. with parameter png,
and L is a subset of clients.
y (1 - I
X ; (1 - Ij1})pisT
y <; (1 - I{1, 2 })p 2. T - I x
Figure 4-2: As typically looks like this when there are only two clients.
As shown in Figure 4-2, A, can be expressed as a convex hull of five points, namely 0s = (0, 0),
i1i= (0, (1 - I{2 })p 28T), ir2s = ((I{2} - I{ 1,2})pisT, (1 - I{2})P 2 T), -3  ((1 - I{})pisT, ({'} -
I{1, 2})P2sT), -4s = ((1 - Ii})pisT, 0). For any real number /3,, 8 A8 =sconv{0s, - -- , 4} =
conv{# Os, -- , #3v4s}. Here, conv(A) denotes the convex hull of a set A.
According to Theorem 1.1.2 in [10], Minkowski addition and convex hull are commutative:
Theorem 4.2.2 If A, B E R", then conv(A + B)=conv(A)+conv(B).
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A
V1s
V2s
V3s
VOs V4s
Because 0,,A, is a convex hull of points, using Theorem 4.2.2, we obtain:
OS3As, + s32 A, 2 = conv({3s1V-0s 1 , - -, # 81v4 1 } + {3 2 i082 , ,3 8 2 V4s 2 )
Figure 4-3 shows the result of the sum of the two convex hulls. Note that when the channel state
does not change, each extreme point can be achieved by a strict priority policy [13]. For example,
in Figure 4-2, point -2 s is achieved by a priority policy that serves client 2 first and then client 1
only when the transmission to client 2 is successful. Therefore, Theorem 4.2.1 and Theorem 4.2.2
imply that an extreme point of the feasibility region for time-varying channels is achieved by a
channel-state-dependent strict priority policy. For instance, in Figure 4-3, giving strict priority to
client 1 regardless of the channel states yields 03,, + /3 2 v 38 2 , giving strict priority to client 2
regardless of the channel states yields 31V2 .1 + 3S2 V2 82 , and giving strict priority to client 1 when
the channel state is sl and to client 2 when the channel state s2 yields #s, -3 s, +O/32-
q2
s s /s 1  2si
/S, V3s1  q
#381v 18 1 + #382 v18 2  1
3si Vasi ± 32 V2
S 131'36 1 ++3s2v28 230 C2 \2a 2
138 V43 j
-I.- 1 ~~~~3S1V2s 1 + )3"2'V3S2 1 al 3 1 3 1 + 32~ 8
q2
s2 1s 2  1s23 2S2
1382 I3S241 1s2~s
Figure 4-3: Sum of Two Feasibility Regions; The graphs on the left represent #s81Asl and 1 2AS2 where
,3s1 is a positive constant and A8, is a feasibility region when the channel state is (pisi,P2s). aj := is
the absolute value of the slope of the line segment from 13,, 28 to #30,38,. As the graph on the right side
shows, when a, < a 2 , the resulting sum is the convex hull of {0, 13s 1' 1 ±1+O32 182 ,138 1 V28 1 +13S2 i2 2 , 1381 IV3 S1 +
13 2 i 2 2 , VS131 3 1 +13 2 v382 , OV 1381 i1 + 42 4 82 }-
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4.2.2 Delayed Channel State Information
Instead of knowing the current channel state, the base station may only know the channel state T
frames ago. In this section, we characterize the feasibility region when the channel state information
is delayed. For simplicity, assume that the delay is constant, i.e. at the beginning of frame k, the
base station knows the channel state of frame k - T.
Let AT) denote the feasibility region of the case in which the base station knows that T frames
ago, the channel state is s. Then, the overall feasibility region can be written as A() = Z O IAsT.
Theorem 4.2.3 Let S be the set of all possible channel states and 0, be the steady state proba-
bility of channel state s E S. Assume that the base station knows only the channel state r frames
ago. Let A(7 denote the feasibility region of the case in which the base station knows that r
frames ago, the channel state is s. Then, the feasibility region when the channel state information
is delayed by r frames can be expressed as AM := E,S3,A8T).
Proof. The proof is essentially the same as the proof of Theorem 4.2.1. In the proof of Theo-
rem 4.2.1, replace A, with ALT). 0
Hence, we need to characterize A7-. Consider a situation in which the base station knows that
channel state is s, T frames ago. Let u,, be the number of time slots allocated to client n in such a
situation. Following the notations from [11], a performance measure x'(n) is defined to be equal to
E[un,] under policy v. Let x := (xv(n))N 1 be the performance vector. For any given permutation
7r of the N elements of {1, - , N}, we can view w as an absolute priority policy that assigns priority
to the clients according to the permutation 7r, i.e. 7r(1) is served first,...,7r(N) is served last. We
want to show that the performance vector x, satisfies strong conservation laws defined in [11].
Definition 4.2.1 (Definition 5 in [11]) Consider a queueing system serving N clients. Let xi be
a performance measure of interest for client i. The vector (X1, -- , XN) is said to satisfy the strong
conservation laws if the following two conditions hold:
* The total performance of all clients, EN 1 xi, is invariant under any admissible policy.
" The performance over each subset F of clients, ZiEF xi, is optimized by any admissible policy
that prioritizes clients in F over those that are not in F.
Lemma 4.2.1 Let u$2 (k) E {0, 1, -- - , T} be the number of time slots allocated to client n
in the kth frame when the base station knows that channel state is s, T frames ago. Define
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X,(n) = E[Un()(k)]. Then, the performance vector (X,(n)) 1 satisfies the strong conservation laws
defined in Definition 4.2.1.
r (r) ,frLcI, N whep(r)
Proof. Define f8 (L) = E S,,e E[min(T,ZEfCLrn8I)]-pd,, for L C {1,... , N} where p ,- is r step
transition probability from state s to state s'. For any L c {1,... , N}, define x,(L) := EiL xS(i).
Consider wr such that L = {7r(1), - -- ,7r(jLj)}, i.e. a priority rule which prioritizes the clients in L
over the clients in {1,... , N} \ L. Then, the following holds trivially:
fs(L) = x,(L) (4.6)
For any non-idling and non-anticipative policy v, we can show that the following holds:
Xv (L) fs (L), VL c {1..-- , N}; x"({1,-. , N}) = fs({1,--- , N}). (4.7)
Therefore, the performance vector x,, satisfies strong conservation laws: (4.6) and (4.7) L
From fs, we can define a polyhedron 8(f,) in a following manner:
B(fs) := {x ;> Ox(L) 5 f,(L), L C {1,... , N}; x({1,... , N}) = f({1,... , N})}. (4.8)
Then from Theorem 1 of [11], we know that B(f 8) is the performance space and the vertices of
B(f 8) are achieved by the strict priority rules.
Lemma 4.2.2 (Theorem 1 in [11]) If a performance measure vector, (Xi, .. , XN), satisfies the
strong conservation laws, its achievable region of the performance measure vectors is the base of
a polymatroid, a polyhedron with the property that there is a one-to-one correspondence between
its vertices and the set of strict priority policies.
Therefore, each vertices of A are achieved by the strict priority rules as well. For in-
stance, consider a two-client case, when T > 1 and 0 < p, < 1 for i E {1, 2}, A. is a con-
vex hull of five points and can be written as A. = conv{I 0 Vs,1,2s, 38 , 4 8 }. Then, A(
conv{Es, ps,V s,- -- , EPS_+,,V4 I}
Figure 4-4 shows an example of the feasibility regions with various delays. As expected, the
longer the delay is, the smaller the feasibility region becomes. If the delay is sufficiently long, the
feasibility region is the same as the case in which the base station does not know the channel state
at all.
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0.9
4#u.
4 Delay = 0
Delay =5> + Delay =1q2~~ %
Delay =10D
0.6 q, 0.8
Figure 4-4: Feasibility Region with Delayed Channel State Information; T=5, the channel state of client 1
alternates between "G" with channel reliability 0.7 and "B" with channel reliability 0.2 (pgb,1 = Pbg,1 = 0.1)
and the channel state of client 2 alternates between "G" with channel reliability 0.5 and "B" with channel
reliability 0.3 (Pgb,2 = Pbg,2 = 0.1).
4.3 Feasibility Optimal Policy
After we characterize the feasibility region, we propose a feasibility optimal policy for the unicast
system with delayed feedback so that we can serve any clients that are inside the feasibility region.
Let Di(k) be the indicator random variable that is equal to 1 if client i receives the packet from
the base station during the interval [kT, (k+ 1)T) and 0, otherwise. Recall our definition of feasibility
region in Definition 2.1.3: given a vector of delivery ratio requirements, (qi),N 1, the system is fulfilled
if and only if di > qi for all i with probability 1 where di := liminfKm 
_ K-1 E[Di(k)74-_1]
and 7 -1 is the history of packet deliveries up to and including frame k - 1.
Let Di(k)) := E[Di(k)17k- 1]. Then, di(k) := E' (qj - A(j)) denotes the delivery debt for
each client i at the beginning of frame k and Debt(k) = (d (k)+)N. denotes the vector consisting
of all the delivery debts at the beginning of frame k. The following policy is a max-weight policy
'r0 that maximizes EN1 di(k)+ - bi(k) during frame k:
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FRAME-BASED MAX-WEIGHT POLICY:
(i) At the beginning of frame k, calculate the delivery ratio debt vector Debt(k) = (d;(k)+)
(ii) Maximize Ej di(k)+ -Di(k).
From Theorem 2.3.1, we know that a max-weight policy is a feasibility optimal policy. Since
the greedy policy achieves max-weight, the greedy policy is feasibility optimal as well. Therefore,
the following algorithm achieves max-weight and thereby is feasibility optimal.
FRAME-BASED GREEDY POLICY:
(i) At the beginning of frame k, calculate the expected delivery ratio debt vector D(k) =
(d;(k)+) V
(ii) Serve the client with the highest di(k)+ -Pi(k).
Here, Pi(k) is the expected channel reliability of client i during frame k. For example, if the
channel state during frame k - 1 is si, then Pi (k) = E, p +pj,.
0.2
0.168 Delay-1 0
DMR
Delay=1
0.0018 Delay=O
0 10000
Frame
Figure 4-5: As the delay of the channel state information gets larger, the performance of the max-weight
policy gets worse;
As in [2], we define the difference between the required delivery ratio and the achieved delivery
ratio as a deadline miss ratio (DMR) function. Let 4,(t) denote the delivery ratio achieved by
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client n until time slot t. Then, the DMR function at time slot t can be written as:
N
DMR(t) = E [qn - 4n(t)]+
n=1
We consider the scenario presented in [4] to simulate how the delay of the channel state infor-
mation affects the performance of the max-weight policy in Figure 4-5. The channel reliability in
the good state is 1 and the channel reliability in the bad state is 0.2. There are two groups of clients
called group A and group B. Both groups consist of 19 clients each. Clients in group A require 0.9
delivery ratios and clients in group B require 0.6 delivery ratios. For the nth client in each group,
Pgb,n = 5 and Pbg,n = 0.5(n+2)
4.4 Utility Maximization
As in [6], considering the delivery ratio for each client as a changeable parameter, we can study the
problem of maximizing the total utility of a wireless communication system. Let gn be the utility
function for client n. We assume that gn is concave, continuous, and increasing in the domain of
our interest, [0, 1]. Since [0,1] is compact, we can guarantee that -3M > 0 such that Ig,(x)I < M
for Vx E [0, 1]. Here, the assumption that g. is concave reflects the law of diminishing returns.
Given a feasibility region A, a typical total utility maximization problem can be written as:
N
max gi (di) (4.9)
i=1
subject to (di), (qi) E A (4.10)
di ' qi, Vi E {1,... ,N}. (4.11)
Here, we maximize the total utility of a system (4.9) while guaranteeing minimum throughput
for each client (4.11). Following the approach outlined in Chapter 5 of [9], we introduce a vector
of auxiliary variables YN(k) = (y1(k), - - ) and consider the following modified problem:
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max g(-)
subject to (di), (qi) E A
3 >: qi, Vi E {1,... , N}
;7i < 5 Vj E (1,- -. , N}.
(4.12)
(4.13)
(4.14)
(4.15)
Here, we define g(l) := EN gi(yi). Following the drift-plus-penalty method outlined in Chapter 4
of [9], we enforce di ;> qi and Ti 5 di in the transformed problems (4.14)-(4.15) with virtual queues
Zi(k) and Gj(k):
Zi(k + 1) = max[Zi(k) + qi - di(k), 0] , Vi E 1,... , N}
Gj (k + ) = max[Gj (k) +-yj(k) -dj(k), 0] , Vj E 1, --
(4.16)
(4.17),N}
Define E(k) := [Z(k), G(k)] and define the Lyapunov function:
L(8(k)) := [Nwi(Zi(k)
.i=
(4.18)
From (5.21) in [9], we can show that:
N
A(O(k)) - V - E[g(j7(k))IE)(k)] < D - V - E[g(j-(k))IE)(k)] +I >wiZi(k) -E[qi - di(k)Ie(k)]
N
+ ZwjGj(k) -E[-yj(k) - dj(k)Ie(k)]
j=1
(4.19)
where D is a finite constant. To minimize the right hand side of (4.19), we perform the following:
(Auxiliary Variables) For each frame k, observe G(k) and choose -(k) to solve the following
convex problem:
N
max Vg(-(k)) - wiGi(k)i(k)
subject to 0 < yi(k) 5 1
(4.20)
(4.21)Vi E {1,... , N}
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+ G 2(k))
(Decision) For each frame k, choose a policy so that it maximizes:
N
wi(Zi(k) + Gi(k))E[di(k)|E(k)] (4.22)
Suppose that the base station knows that the channel state is s, -r frames ago. Then, at the current
time slot, the expected channel reliability for client n can be written as:
P = ( P t (4.23)
tES
where S is the set of all possible states and pf is r step transition probability from state s to
state t and pnt is the channel reliability for client n under channel state t. Then, (4.22) can be
maximized via a strict priority policy such that a client with higher (Zi(k) + Gi(k))wip) is served
earlier.
Consider a frame where the base station knows that the channel state is s, r frame ago. Let
uns be the number of time slots allocated to client n in such a case. Then, we can show that a
performance measure x8 (n) := E[und] satisfies strong conservation laws defined in [11]. Theorem 1
of [11] says that the performance region of x. := (E[un,])n is a polymatroid, denoted by Q. The
expectation in (4.22) can be written as:
E[di(k)Ie(k)] = E[E[di(k)tE(k),s(k - r) = s]] = E[P 3$)E[ui, (k)E(k), s(k - r) = s]] (4.24)
Therefore, at the beginning of frame k, after observing the channel state T frames ago, denoted
by s(k - T) = s and the queues, denoted by e(k), maximizing (4.22) can be achieved by solving
the following:
N
max EwiP 0(Zi(k)+Gi(k))E[uis(k)] (4.25)
subject to E[uis(k)] E Qs (4.26)
Then, because of Theorem 3 in [13], the optimal solution to (4.25) is obtained by the permu-
tation corresponding to the decreasing order of (Zi (k) + Gi (k))wi . Therefore, the total utility
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maximizing policy can be summarized as follows:
Utility-Optimal Policy (UOP)
(i) Fix some finite parameter wi > 0. At the beginning of frame k, observe G(k) and choose
y(k) to solve the convex problem (4.20)-(4.21).
(ii) Serve clients in the decreasing order of (Zi(k) + Gi(k))wip) when the base station knows
that the channel state r frames ago is s. The base station serves the next client only when
the transmission to the previous client is successful.
(iii) Update Zi(k) and Gi(k) according to (4.16) and (4.17).
Consider a two-client wireless network with the channel state space S = {gg, bb}. When the
channel state is in gg, the channel reliability for client 1 is p1,99=0.8 and that for client 2 is
P2,gg = 0.5. Similarly, when the channel state is in bb, the channel reliability vector is (pi,bb, P2,bb) =
(0.3,0.2). The transition probability from gg to bb is pgg,bb = 0.25 and that from bb to gg is
Pbb,gg = 0.25 so that Ogg = Obb = 0.5. Each frame consists of 5 time slots.
-0.74ms
-0.76
Utility I
-0.81w
1000
Fmme (xl1000)
Figure 4-6: The utility optimal policy over time-varying channels with delayed channel state information
We apply the utility-optimal policy to solve a utility maximization problem below subject to
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V=20
V=10
V=1
throughput requirements:
maximize 2log(di) + log(d 2 )
subject to (dl, d2 ) E A, d, > 0.7, d2 > 0.7
The optimal solution is (0.819,0.7) and the optimal utility is -0.758. In the simulation result
shown in Figure 4-6, we assume that the channel state information is delayed by 2 frames. As the
value of V increases, the total utility gets closer to the actual optimal value.
4.5 Summary
In this chapter, we studied a unicast network system with time-varying channels and formulated
a utility maximization problem. The channel states change according to a Markov chain and we
proved that the performance measure vector satisfies the strong conservation laws, so each vertex
of the feasibility region is achieved by channel state dependent strict priority policies. The utility
maximization problem is solved by following the drift-plus-penalty method.
In many real life wireless networks, the current channel state is difficult to obtain. Hence, we
studied the effect of delayed channel state information as well. Delayed channel state information
decreases the feasibility region. Because of the assumption that the channel states change according
to a Markov chain, the knowledge of previous channel states enables the base station to estimate
the current channel state. In this case, we can also show that the performance measure vector
satisfies the strong conservation laws, so each vertex of the feasibility region is achieved by channel
state dependent strict priority policies. The utility maximization problem is solved similarly by
using the estimate of the current channel state instead.
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Chapter5
Multicast with Instant Feedback
Some real-time data traffic is multicast in nature and should be treated differently from the unicast
traffic. For example, in the real time broadcast system, different clients subscribe to the same flow
and receive the same data packets. Unlike the unicast traffic, different clients that subscribe to the
same flow may have different wireless channel qualities.
In [3], Hou and Kumar study multicast flows without feedback and develop a feasibility optimal
policy by solving a maximization problem. Assuming no feedback is appropriate to analyze a large
wireless network since instant feedback can be very difficult and impractical to obtain in such a
large network. However, in a network of moderate size, instant feedback can be readily available
and a scheduling policy can utilize such information. In this chapter, we focus on a wireless network
of moderate size and assume that the instant feedback is always available.
We consider a multicast downlink network with clients subscribing to a set of flows from the
base station. Each real time traffic has a delivery deadline of T time slots, i.e. each packet must
be transmitted within T time slots or else it is useless. In order to model the hard deadline
requirement, we group T time slots into a frame, packets arrive at the beginning of the frame,
and all the undelivered packets are dropped at the end of the frame. Therefore, any packets that
are successfully delivered have delays less than T time slots. This model can be used to analyze
video applications that generate periodic flows of data packets. Every client has a delivery ratio
requirement for each flow it subscribes to, i.e. the long-term ratio of packets that must meet the
deadline.
We characterize the feasibility region, which is the set of all the delivery ratio requirement
vectors that can be supported by any scheduling policy and develop a feasibility optimal policy,
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which can satisfy any delivery ratio requirement vectors that are within the feasibility region.
Our main contributions are
" We examine the effect of feedback on the feasibility region when there are multiple multicast
flows in a wireless network
" We adopt and strengthen the analytic framework for addressing QoS constraints in wireless
networks in [2].
* We devise a method to numerically characterize the feasibility region and apply it to the
multicast system.
* We prove that the max-weight policy (similar to the LCQ policy defined in [12]), which
maximizes the expected weighted sum throughput, is feasibility optimal.
" We prove that the greedy policy, which maximizes the expected immediate reward, is a max-
weight policy in the multicast system with instant feedback.
The remainder of the chapter is organized as follows. We introduce the basic network model
in Section 5.1. In Section 5.2, the multicast feasibility region is characterized by using the similar
method. We examine how much feedback improves the feasibility region compared to no feedback
in Section 5.3. We prove that the greedy policy is feasibility optimal in Section 5.4.
5.1 System Model
Consider a wireless system where there is one base station sending data flows with delay constraints
to N wireless clients. This model is similar to the model used in [3]. Throughout the chapter, I
denotes the set of all the data flows in the system. A flow is subscribed to by a subset of clients,
i.e. a subset of clients receive data packets from a flow. For convenience, we abuse the notation
by defining A E 11 as the subset of clients who subscribe to data flow A. For instance, consider a
network with two flows and four clients in Figure 5-1. Client 1 and client 2 subscribe to flow 1, and
client 3 and client 4 subscribe to flow 2. Then, I = {flow 1, flow 2}, flow 1 = {client 1, client 2},
and flow 2 = {client 3, client 4}.
Since the link between the base station and a client is wireless, we assume that client n has a
channel reliability of pa, i.e. when the base station transmits a packet to client n, the probability of
successful transmission is pn. For simplicity, we assume that the value of pn does not change over
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Figure 5-1: Example multicast network with two flows and four clients
time. However, the value of pa, depends on the client and the different values reflect that wireless
links can vary in quality from client to client as shown in Figure 5-1.
We consider a time-slotted system and group T time slots into a frame as shown in Figure 2-1.
Each traffic flow generates one packet at the beginning of the frame. The base station transmits a
packet of a flow in each slot. Note that since the wireless channels are unreliable, not all packets
may be delivered.
A time slot is long enough for a transmission of a packet to occur. Thus, if a packet transmission
is scheduled during a time slot and is successful, then the packet is delivered by the end of the time
slot. The base station receives ACK/NACKs from all clients by the end of the time slot during
which a packet is served.
Define the delay of a packet as the number of time slots between the arrival of the packet to the
base station and the end of the time slot when the successful transmission happens. For example, if
packet 1 is successfully delivered during time slot 0 in Figure 2-1, then the delay of packet 1 is one
time slot. To model the hard deadline constraints, we assure that the delay of each delivered packet
is less than T by dropping any undelivered packets at the end of a frame as shown in Figure 2-1.
We consider the class of work-conserving and non-anticipatory scheduling policies and denote
the class by I. The performance measure we are interested in is the long-term proportion of packets
delivered. For a scheduling policy 7 E II, we define D[A'(k) to be the indicator random variable
that is equal to 1 if client i receives the packet from flow A during the interval [kT, (k + 1)T) by
following policy 7 and 0 otherwise. Then, the long-term proportion q7 of packets under policy 
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from flow A delivered to client i can be written as:
K-1
d =lim inf :D'j ;(k)
k=O
Let 71"_ denote the history of all packet deliveries up to and including frame k - 1 under pol-
icy 71. That is, -_ 1 is a vector (D7(0),- - , D7 (k - 1)) of indicator variable vectors D"(t) =
(DfZe(t))BEi,tE{i1,--,N}- Then, we define the expected long-term throughput 4ig for client i sub-
scribing to flow A as
K-1
=liminf E[D j(k)j74_1 ]K-+oo KA k
k=0
K-1
= lim inf k E[Di (k)ID(0),- , D"(k - 1)].
,K -oo KA
By setting bk = k and applying Theorem 2.1.1, we can show that 4A, = 4i with probability 1.
As before, we use qAi exclusively to characterize the feasibility region and the feasibility optimal
policy.
As part of the QoS constraints, each client n has a specified delivery ratio requirement qA,2 for
each flow A E 1.
Definition 5.1.1 Delivery ratio requirement vector (qA,n)AEE,nE{1,---,N} is said to be fulfilled by
policy 7 E I if O _ qA,n for every client n and every flow A with probability 1.
5.2 Feasibility Region
The multicast system generalizes the unicast system in that flows are destined to more than one
client. The base station serves up to one packet per time slot. For simplicity, we assume that one
time slot is long enough for transmitting one packet of a flow.
Define qAn as a delivery ratio requirement for flow A E i that client n subscribes to. To simplify
the analysis, however, it is sufficient to assume that one client subscribes to only one flow.
Example 5.2.1 Let client 1 and client 2 receive both flow 1 and flow 2 as shown in Figure 5-2.
By creating new fictitious clients for each flow, we can reduce the multiple- flow-per-client case into
an equivalent system in which each client subscribes to only one flow. In Figure 5-2, client 1 is
split into client 1-1 and client 1-2. Client 1-1 receives flow 1 and client 1-2 receives flow 2. They
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base station base station
flow 1 flow 2 flow I flow 200,0i1 N P2, q2,2 ji o, w 2/ flowN1i P2, 7 2,2low 2 1 , q2, fP2, 2
/-pj, q2,1 flow 1
client 1 P21 client 2 client 1-1 client 1-2 client 2-1 client 2-2
Figure 5-2: Multiple-flows-per-client system can be reduced to an equivalent system in which a client sub-
scribes to one flow by creating fictitious clients; The fictitious clients have the same channel reliability as the
original clients and the same delivery ratio requirements depending on which flow they receive.
both have the same channel reliability, pi, as the original client. Because client 1-1 receives flow 1,
its delivery ratio requirement is qi,1 . Similarly, client 1-2 has delivery ratio requirement q2,l. Since
every multicast system can be converted to another multicast system in which every client receives
only one flow, hereinafter, we assume that a client subscribes to only one flow.
When a client receives only one flow, the client number is enough to index its delivery ratio
requirement. Hereinafter, we use qj exclusively to denote the delivery ratio requirement for client
i for the flow it receives.
Let A(t) E I be the flow that the base station serves during time slot t and Xi(t) denote a
random variable that is equal to 1 if a packet is successfully transmitted to client i from its one and
only flow during slot t and 0 otherwise. Then, UA(t)(t) := {iIi E A(t), E4 Xi(f) = 0} denotes the
set of clients from flow A(t) E I who have not received packets yet at the beginning of time slot t.
Because of our system model, any duplicate packets to a client are of no use, so ZiEU,(t) ajpi is
the expected immediate reward of serving flow A(t) during time slot t.
Given a weight vector (ac) j such that ai > 0, we consider the following greedy policy for the
multicast system:
GREEDY POLICY FOR MULTICAST SYSTEM
(i) At the beginning of time slot t, calculate rA(t) := EiEUA(t) czpi for VA E I.
(ii) Serve the flow, A, with the highest rA(t).
By using the method of induction similar to the one we use to prove Theorem 2.2.1, we can
indeed show that the above greedy policy maximizes the expected weighted sum throughput, i.e.
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it achieves EWST(-). We can characterize the feasibility region by applying the greedy policy for
different weight vectors as in the unicast case.
Theorem 5.2.1 Consider a system in which there are multicast flows with instant feedback.
Then, given a weight vector a = (a)f j such that cxi > 0, the greedy policy, which serves flow
C(t) := arg maxAER EiEUA(t) siPi at time slot t, achieves the maximum expected weighted sum
throughput, EWST().
Proof. See Appendix B
5.3 Feedback vs. No Feedback
To study how feedback affects the feasibility region in the multicast system, for different weight
vectors (a), we compare EWST(a) under instant feedback, denoted by EWSTfb(a), and EWST(-)
under no feedback, denoted by EWSTnofb(-), in Figure 5-3.
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Figure 5-3: Normalized EWST is higher when there is instant feedback than when there is no feedback
at all; T = 5, client 1 (p, = 0.4) and client 2 (p2 = 0.8) belong to flow 1 and client 3 (p3 = 0.9) and
client 4 (p4 = 0.4) belong to flow 2; x-axis represents a weight vector (Ci, 1a2, 3 , O4) and y-axis represents
EWST(a)/110-||.
In order to characterize the feasibility region for the no feedback case, we follow the scheme
from [3]. Let nA denote the number of time slots the base stations spend to serve flow A. Then, the
expected weighted sum throughput is given by AEI IiEA(1 -(1-pi) n). Whenever EAEInA < T,
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the base station can serve any flow during the idling time slots and doing so does not decrease the
expected weighted sum throughput. Hence, to find the maximum, we only consider the cases in
which ZAe1 nA = T:
EWSTnofb() = max ZZ(1 - (1 p,)fA)
ZEflTAEI iEA
Hou and Kumar provide a simple algorithm to solve this maximization problem (Algorithm 1 in [3]).
As shown in Figure 5-3, EWSTfb(a) > EWSTnofb(a-). Note that when there is only one flow
in the system, i.e. the weight vector contains components associated with only one of the flows,
EWSTfb(V) = EWSTnofb(a). This is because both with and without feedback the optimal policy
will serve the one and only flow.
Next, we study by how much feedback increases EWST(a) under different settings. First, we
look at the effect of the number of clients per flow.
7- T=1 0
3 -
0.3
2
0.5
__________________________________ 0.7
C Number of Clients per Flow
Figure 5-4: The percentage difference between EWSTfb and EWSTnofb (defined as EWSTf-EST"'f X 100)
decreases as the number of clients per flow increases;we consider two flows to which the same number of
clients subscribe; every client has the same channel reliability; the weight vector a = {1, 1, - , 1} is used;
we consider channel reliability of 0.1, 0.3, 0.5, 0.7, and 0.9.
Figure 5-4 shows that the percentage difference decreases as the number of clients per flow
increases. As the number of clients per flow increases, it becomes more and more unlikely that all
the clients who subscribe to the same flow successfully receive the packet. Therefore, serving any
flow blindly as in the no feedback case gives higher expected weighted sum throughput when the
number of clients per flow is larger. For example, when there is only one client per flow whose
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channel reliability is p, with probability p the client receives the packet successfully and serving the
same flow in the next time slot results in no increase in the expected weighted sum throughput.
However, when there are n such clients per flow, the probability that serving the same flow in
the next time slot results in no gain is pP, the probability of all the n clients receiving the packet
successfully.
Next, we change the number of flows while keeping the number of clients per flow constant.
Figure 5-5 shows that initially the difference increases although eventually converges to zero. The
number of flows at which the maximum difference occurs increases as the channel reliability in-
creases.
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Figure 5-5: The difference increases as the number of flows increases and after a certain point it decreases;the
point where the maximum difference occurs moves to the right as the channel reliability increases (the channel
reliability for each client is marked on the right side) ; there are two clients per flow and every client has the
same channel reliability
We define EWST per client to be kEWST(6), the maximum expected weighted sum throughput
divided by the total number of clients. First, we fix the number of flows and the number of clients
per flow and vary the number of time slots per frame in Figure 5-6. As the number of time slots
per frame increases, EWST per client increases.
Next, we fix the number of time slots per frame and the number of clients per flow and vary the
number of flows in Figure 5-7. As the number of flows increases, the EWST per client decreases
because EWST(a) grows sublinearly with respect to the total number of clients.
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Figure 5-6: As the number of time slots per frame increases, EWST per client increases; every client has
channel reliability p = 0.3 and each flow has the same number of clients;
EWST
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2
Figure 5-7: As the number of flow increases, the EWST per client decreases both under feedback and under
no feedback; every client has channel reliability p = 0.3 and each flow has the same number of clients (3 in
this case);
5.4 Feasibility Optimal Policy
After characterizing the feasibility region, we propose a feasibility optimal policy for the multicast
system so that we can serve any set of clients that are inside the feasibility region. Let Di(k) be the
indicator random variable that is equal to 1 if client i receives the packet from the flow it subscribes
to during the interval [kT, (k + 1)T) and 0 otherwise. Let Ji (k) := E[Di(k)7 Lk 1], where 'lk-1
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is the history of all packet deliveries up to and including frame k - 1. Then, we can define the
delivery debt di(k) := E-jl(qi - Db,(j)) for each client i at the beginning of time slot kT.
At the beginning of time slot kT, the base station calculates Debt(k) = [di(k)+], the vector
consisting of all the delivery debts for each client i up to kT. Then, we can consider a policy q0
which maximizes EN 1 di(k)+ - bi(k). We prove that qO is a feasibility optimal policy. Note that
maximizing N 1 di(k)+ -bi(k) is equivalent to maximizing the expected weighted sum throughput
with the weight vector equal to a= (d(k)+)
FRAME-BASED MAX-WEIGHT POLICY:
(i) At the beginning of frame k, calculate the expected delivery ratio debt vector Debt(k) =
[di(k)+]
(ii) Maximize Ej di(k)+ bi(k).
From Section 5.2, we know that the greedy policy achieves the maximum expected weighted
sum throughput, EWST(V). Therefore, the following algorithm is throughput optimal.
FRAME-BASED GREEDY POLICY:
(i) At the beginning of frame k, calculate the expected delivery ratio debt vector Debt(k)
[di(k)+]
(ii) At time slot t E [kT, (k + 1)T), calculate rA(t) := EiEUA(t) di(k)+ -pi for VA E f[.
(iii) Serve the flow, A, with the highest rA(t).
Since we assume that one client receives only one flow, we can use q. instead of qAn without
confusion. As in [2], we define the difference between the required delivery ratio and the achieved
delivery ratio as a deadline miss ratio (DMR) function.
We use the DMR function to compare the greedy policy (feedback), the round-robin policy
(feedback), and Algorithm 1 from [3] (no feedback) in Figure 5-8. The delivery ratio requirement
vector in Table 5.1 is chosen to lie outside the no feedback feasiblity region but inside the instant
feedback feasibility region. Hence, as shown in Figure 5-8, the DMR function goes to 0 under the
greed policy but does not go to 0 under Algorithm 1 from [3].
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Figure 5-8: Greedy policy outperforms Round-robin and Algorithm 1 (labeled as No Feedback); T = 5,
client 1 (P1 = 0.4) and client 2 (P2 = 0.8) subscribe to flow 1 and client 3 (p3 = 0.9) and client 4 (p4 = 0.5)
subscribe to flow 2. The delivery ratio requirements are in Table 5.1.
Table 5.1: Delivery Ratio Requirements
Flows Clients qi's
Client 1 0.8327
Client 2 0.9964
Client 3 0.9968
Client 4 0.8232
The greedy policy outperforms the round-robin policy and Algorithm 1 from [3]. Also, the
round-robin policy outperforms Algorithm 1 (No Feedback) because the round-robin utilizes feed-
back information. Because in Figure 5-8 the DMR function does not approach 0 under the round-
robin policy, the round-robin policy is not feasibility optimal.
5.5 Summary
In this chapter, we studied a multicast network with instant feedback. Similar to the result in
Chapter 2, the greedy policy is proved to be feasibility optimal. We compared the feasibility region
of a multicast network with no feedback and that of a multicast network with instant feedback while
varying the number of flows, the number of clients per flow, and the number of slots per frame. As
the number of clients per flow increased, the difference decreased. As the number of flows increased,
the difference decreased eventually, though not monotonically. As the number of slots per frame
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increased, the difference increased. In general, however, the percent difference was less than 10%.
We suspect that the difference is not very significant because there are multiple clients per flow.
When there are multiple clients per flow, it is unlikely that all clients receive packets and thereby
serving any flow is likely to result in a positive increase in the expected weighted throughput.
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Chapter6
Conclusions
In this thesis, we developed an alternative way to characterize the feasibility region, the set of
achievable delivery ratio requirement vectors. In essence, the alternative numerical method is
solving the maximization of the expected weighted sum throughput. By varying the weight vectors,
we can characterize the outer boundary of the feasibility region. In addition, the alternative method
turned out quite useful in characterizing feasibility optimal policies as well. In many situations, a
max-weight policy is a feasibility optimal policy and the alternative method results in a max-weight
policy with the debt vector as the weight vector.
We applied this method in a unicast system with delayed feedback in Chapter 3, in a unicast
system with time-varying channels in Chapter 4, and in a multicast system with instant feedback
in Chapter 5.
Other ways to expand the original model presented in [2] include heterogeneous delay bounds
of packets, random delay of feedback signals, and aperiodic packet arrivals. These modifications
of the model can be difficult to analyze because they alter the basic features of the model. For
example, the heterogeneous delay bounds and aperiodic packet arrivals render the frame-based
analysis difficult. Considering the versatility of the numerical method, however, we expect to be
able to find at least a partial characterization of the feasibility regions.
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Appendix
Proof of Theorem 2.2.1
K,t
Qj p3
0
A\{j},t+1 .A,t+1
Figure A-1: Markov Decision Process; a state can be defined as the set of clients, K, whose packets have not
been delivered yet and the current time slot t. There are I number of actions to take at state (K, t); each
action represents the client to serve during time slot t. If the base station takes action aj, with probability
pj the system gets reward a3 and client j has been served successfully. Otherwise, the reward is 0.
The system can be modeled as a Markov decision process shown in Figure A-1. Let S denote
the set of all states. Then, s = (.A, t) E S where V c {1, 2, . , N} and t E {0, 1, 2,-- ,T}. Here,
K represents the set of clients who have not received packets until the beginning of the current
time slot and t represents the current time slot.
Given s = (K, t) and K $ 0, the set of actions available from state s is A, {ai,. -, ajg, } in
which a3 represents serving the jth client in K. Therefore, when t < T - 1, taking action a3 from
71
state s leads to two possible states: (K, t + 1) if the packet transmission fails and (K \ {j}, t + 1)
if the packet transmission succeeds.
Since we are maximizing the expected weighted sum throughput, given a weight vector (a.) ,
when K 74 0, the reward of aj is acquired when the packet transmission to client j is successful.
Similar to [1], we define a policy as a sequence of functions 7r = {po,--- , AT- 1}. pt maps states
(K, t) for any K c {1, ... , N} into clients to serve at time slot t, i.e. i(t) = pt(K, t) E K. Here, the
class of work-conserving and non-anticipatory scheduling policies is the class of admissible policies,
denoted by II.
Let J,(so) be the expected reward of 7r starting at so := ({1,- , N}, 0). Then, because of
our reward definition, J,(so) is equal to ENi E[cxiD7(0)], the expected weighted sum throughput
under policy 7r. We want to show that the greedy policy, which maximizes the expected immediate
reward, maximizes the total expected reward, i.e. the expected weighted sum throughput.
According to Proposition 1.3.1 in [1], the optimal cost J*(so) is equal to Jo(so), given by the
last step of the following algorithm, which proceeds backward in time from T - 1 to 0:
JT (K, T) = 0
Jt(K, t) = maxiE[aipi +piJt+l(\{i},t+1)+(1 -pi)Jt+ 1(,,t+ 1)] ifK# 0;
0 if K = 0.
Furthermore, if * (K, t) satisfies:
p*(r, t) =arg max [aipi +piJt+l(J \ {i}, t+1) + ( -pi)Jt+l(, t +l)]
iEAf
when K 7 0, then the policy lr* = {1, ,pr1} is optimal.
In order to show that the greedy policy maximizes the expected weighted sum throughput, we
show that for 0 < t < T - 1
p* (, t) = arg max aipi (A.1)
When IKI = 1, (A.1) is always true since there is only one client left and all the admissible
policies are non-idling. When K = 0, the base station is forced to be idle because all the clients
have been served. Thus, hereinafter, we assume that IKI > 2.
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At time T - 1, JTl(K,T - 1) = maxiEgoazpi. Thus, p*(K,T - 1) = argmax'CArgjpj.
Consider the subproblem whereby the system is at (K, T - 2) and we wish to maximize the
expected reward from T - 2 to T. Consider two policies 7ri = {p 2, 1T-21} and Tr2 = {12, ir-i}
such that
- 2 (, T - 2) = k:= arg max ap
iEAr
T- 2 (,T - 2 )= f ki;
Let k 2 = arg maxCg\{k,} cipi. Then,
J(r,(,T - 2) = akPk1 + Pk1 'k 2 Pk2 +(1 Pkj)ikjPk1
J-' 2 (K, T - 2) = at P+ PgPk + (1 - pe kpk, = a Pe + kPk1 .
By assumption, akPk, ak2Pk2  apjP. Therefore, Jj (K, T - 2)
S74 arg maxiE1 aipi and A* (K, T - 2) = arg maxieg aipi.
To prove by backward induction, given 0 < t < T, assume that for Vk
at (K, k) is A* (K, k) = arg maxisE aPt.
As before, we consider the subproblem whereby the system is at (K
maximize the expected reward from t - 1 to T. Consider two policies wi
and 7r2 = {bP41, *,-, -* } such that
J2(j, T - 2) for any
> t, the optimal policy
t - 1) and we wish to
= {T , ,
(, t - 1) = ki:= arg max oapj
iEA/
(2)1  Ktifit-,(J, t - 1) = f ki;
Let 7r3 denote the third policy which serves k, in time slot t - 1 and f in time slot t. In other
words, r3 = {p -1,b ), +1, , -- 1} such that
t-I(A, t - 1) = ki
(3) (K t) = p 3 (K\ {kA}, t) =;
By assumption, the truncated policy {p , *t+1,' , [4-1 } is not optimal. Therefore, because of
Principle of Optimality, J, (K, t - 1) J, 3(K, t - 1).
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By definition, J, (K, t - 1) can be written as:
J~3(W, t - 1) = klPki + pki J, 3(K\ {ki}, t)+ (1 -Pkl)J 7r3(, t)
= ak+Pk ( +(cp+ pjJ*(./\ {ki, f}, t + 1) + (1 - pt)J*( \ {k1},t + 1))
+ (1 - Pki)(afP + peJ* (K \ {f}, t + 1) + (1 - p)J*(K, t + 1))
= ik1 Pki + cQpe +pki (ptJ* (K\ {ki, f}, t + 1) + (1 - pe)J*(K \ {ki1}, t + 1))
+ (1 - Pki) (PJ*(W \ { f}, t + 1) + (1 - Pf)J* (J, t + 1)). (A.2)
Similarly, J12(K, t - 1) can be written as:
J 2 (K, t - 1) ap + pJ*(A \ {f}, t) + (1 - p)J*(K, t)
a p(ak Pk + pkJ*(K\ {ki, 1 , t + 1) + (1 - Pk,)J*(K \ {e}, t + 1))
+ (1 -pe)(cxkjpk + PkJ*( \ {ki}, t + 1) + (1 - pk,)J*(, t + 1))
=aOkPk1 + aePe+Pk1 (ptJ*(A \ {ki, e}, t +1)+ (1 - pt)J*(K \ {ki}, t +1))
+ (I - Pk, )(PdJ*(A1\ {l, t + 1) + (1 - pt)J*(A, t + 1)). (A.3)
The second equality follows because k, = arg maxieg apj => ki = arg maxiEg\{e} acpi when
f $ k, and we assume that p*(K, k) = argmaxiEN aipi for Vk > t and K C {1,- -. , N}.
Since (A.2) and (A.3) are the same, J,1(K, t -1) > J13(K, t-i) = J2 (, t-1). The inequality
holds for any f 0 ki, so p*(, t - 1) = arg maxiEs aipi.
In conclusion, the greedy policy which serves client arg maxiEg aipi maximizes the expected
weighted sum throughput where K is the set of clients that have not received packets successfully.
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AppendixB
Proof of Theorem 5.2.1
We use the method of backward induction similar to the one we use to prove Theorem 2.2.1 in
Appendix A.
As in [1], a policy consists of a sequence of functions 7r = {PO, , AT-1 }. where pt maps set
A(t) of clients who have not received packets yet by the beginning of time slot t into flow A(t) to
serve during time slot t. For example, the greedy policy consists of a sequence of functions such
that *gr*eY(K(t)) = argmaxA.g ZiEUA(t) *i9i-
At the end of a frame, i.e. at time slot T - 1, the base station should serve flow AC(T - 1)
arg maxAER EiEU,(T_1) Oi~i to maximize the expected weighted sum throughput. For any policy
r = {po,- , PT-1}, we can define Pr' o, . pT-2, pg_ 'Y}. Then,
N N
E[cDI(0)] _<ZE[ejD7'(0)].
i=1 i=1
Therefore, applying the greedy policy at T - 1 is optimal at T - 1.
Given t, assume that applying the greedy policy from time slot t and onwards is optimal. That
is, for any policy ir = {Po, . ,1T_1}, we define r' := {po,- , 1 , p "*,- ,p**'} and assume
that
N N
E [ciD(O)] ; E [aD7'(0) (B.1)
i=1 i=1
Then, we want to show that at time slot t - 1, serving flow K (t - 1) = arg maxAcl EiEUA(t-1) amPi
leads to the expected weighted sum throughput larger than or equal to that obtained by ir'. That
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is, if we define ir" := {po, -- , p-2, p,,greedy - greedy }, then we want to show that
N N
E[aiDZ'(0)] E[ajiD"(0)].
i=1 i=1
Given a subset K(t -1) of clients who have not received packets yet at the beginning of time slot
t -1, we assume that 1 1 (N(t - 1)) / L dy(A(t - 1)) because otherwise following the truncated
policy (7r')_i1 from K(t - 1) results in the same expected weighted sum throughput as following
the truncated policy (7r")T_- 1 from AT(t - 1).
Consider a policy r:= {o, --- -2 1greedy greedy , '} which serves the
same flows as r until time slot t -2, serves the flow that maximizes the expected immediate reward
at time slot t - 1, serves the flow that 7r would have served at time slot t - 1 at time slot t, and
from time slot t + 1 serves the flow that maximizes the expected immediate reward.
We define S:= {s C {1,... , N} : P{A(t - 1) -* slti(A(t - 1))} > 0} to be the set of subsets
which have positive transition probability from K(t - 1) given flow pti1 ((t - 1)) is served during
time slot t - 1. Then, because yt-1(Ar(t - 1)) , _,redy(K(t - 1)), for any s e S,
pt_*1rd((t - 1)) = ,greedy(s).
This implies that following the truncated policy
(7r)T_-1 = ,T -t1, Pgedy [,reedy} from A(t - 1) results in the same expected
weighted sum throughput as following the truncated policy
(7r')T-l= {p/t_, gredy ,r4eey} from .A(t - 1).
Because 7r' = 7r", the assumption expressed in (B.1) implies that the expected weighted sum
throughput obtained by following the truncated policy (ir")[_- 1 is greater than or equal to that
obtained by (7r,)[-1j. Therefore, for any subset AT(t - 1), the expected weighted sum throughput
obtained by following the truncated policy (r") t_- 1 is greater than or equal to that obtained by
(7r')IT- 1 and thereby the following holds:
N N
E[aiDF'(0)] E[a D"(
i=1 i=1
By the method of backward induction, we conclude that the greedy policy achieves the maximum
expected weighted sum throughput, EWST(-).
76
Appendix C
Proof of Theorem 2.3.1
Let's define the Lyapunov function for frame k:
N
L(Debt(k)) = 2 (di (k) +)2.
Note that
di(k + 1)+ = (di(k) + qi - ft(k))+ < (di(k)+ + qj - i(k))+
< (di (k) + - bi (k)) + + qi
The first inequality follows because di (k) di (k)+ and the second inequality follows because qj > 0.
Note that the last equation resembles the update equation for a single-server discrete time queueing
system if we define Qj(k) := di(k)+. However, if the expected debt were actually a single-server
discrete time queue, we would have obtained an equality instead of the last inequality above so
that Qj(k + 1) = (Qi(k) - bi(k))+ + qi.
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(C.1)
Using the approach described in [9], we obtain the following.
L(Debt(k + 1)) - L(Debt(k)) = >[(di(k + 1)'- (dt+(k)) 21
< _E(d~) - Di(k))+ + qj2- (dp(k)) 2 ]
< 7 Z[(dhQk)+ - bk)2+ 2qi(di(k)+ - f~~)+ +q2- (dp(k)) 2J
2i=1
- [-2di(k)+bi(k)+(I)ik))2+ 2qi(di(k)+
i=1
AT IV
<S di(k)+(qi - bi(k)) + 1 E[q2 + (Di(k)) 2]
i=1 i=1
N
5 di(k)+(qj - bi(k)) + B.
i=1
for some constant B since q2 + (bi(k))2 < 2.
Now define A(Debt(k)) the conditional Lyapunov drift for frame k:
A(Debt(k)) = E[L(Debt(k + 1)) - L(Debt(k))IDebt(k)]. (C.3)
From (C.2), we have that A(Debt(k)) for our case satisfies:
N N
A(Debt(k)) ! B +I 5 ik)q - 5E[dj(k)+fD2 (k)IDebt(k)] (C.4)
Let q*(k) be a policy for frame k which maximizes N1 E[dj(k)+Di(k)IDebt(k). Then, for
any other policy, rj(k), we have:
N N
E[dj(k)+b(?4*(k))IDebt(k)] ; E[d (k)+bi(r(k)) IDebt(k)] (C.5)
Plugging in (C.5) into (C.4), we obtain:
N N
A(Debt(k))* < B + 5: di(k)+qi - 5: E[dj(k)+D2(ij7(k))jDebt(k)]
i=1
(C.6)
i=1
for any policy 7(k) for frame k. Here, the left-hand side is the conditional Lyapunov drift for frame
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- bi(k))+ + q2]
(C.2)
k when we employ q*(k), the max-weight policy, during frame k. Rearranging the right-hand side
of (C.6), we obtain:
N
A(Debt(k))* < B - Zch(k)+(E[bj(,(k))IDebt(k)] - qj)
i=1
(C.7)
Let (qi) E A - d1 where A is the feasible region. Since there exists a stationary randomized policy
that achieves the throughput vectors on the boundary of A, we can find q such that
E[Di(n(k))IDebt(k)] = E[Di(r(k))] ;> qi + c. (C.8)
Plugging in (C.8) into (C.7), we obtain:
N
A(Debt(k))* < B - E dik) (C.9)
Taking the expection of (C.9) over the randomness of Debt(k) values yields:
N
E[A(Debt(k))*] B - EJ E[di(k)+]
i= 1
(C.10)
Using the definition of A(Debt(k)) in (C.3) and the law of iterated expectation yields:
E[A(Debt(k))] = E[E[L(Debt(k+ 1)) - L(Debt(k))|Debt(k)]] = E[L(Debt(k+ 1))] - E[L(Debt(k))]
(C.11)
Substituting (C.11) into (C.10) yields:
N
E[L(Debt(k + 1))*] - E[L(Debt(k))*] ! B -,E E[di(k)+] (C.12)
Since (C.12) holds for all k = {0, 1, 2,... }, summing over k E {0, 1,... , K - 1} for some integer
K > 0 yields (by telescoping sums):
(C.13)
K-1 N
E[L(Debt(K))*I - E[L(D(O))*] BK - e E E E[di(k)+]
k=O i=1
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Therefore, by using the fact that E[L(Debt(K))*] > 0, we obtain:
1K-1 N
E E[di(k)+] + E[L(D(0))*] (C.14)K Ki=1
Let E[L(D(O))*] < oo. Taking the limsup on both sides as K goes to 00 yields:
IK-I N Blim sup - :EE[di(k)+] (C.15)
K-4oo K k=O i=1
Note that (C.15) implies that di(k)+ is strongly stable for any i. Therefore, according to Theorem
2.8 in [9], di(k)+ is rate stable for any i so that limsupk_,o = 0 with probability 1.
Hou and Kumar prove the following lemma in [3]:
Lemma C.O.1 A system is fulfilled by a policy 7 if, under 71, limsupk 0 0 (di (k))+ = 0 for all ik-
where x+ := max{x, 0}.
From Lemma C.0.1, we conclude that (qi) is indeed fulfilled. Since the max-weight policy
proposed ensures that for any delivery requirement vector (qi) E A - El inside the feasible region
A is achieved, the max-weight policy is indeed feasibility optimal.
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