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A B S T R A C T
The image based systems still have open issues in order to meet the latest manufacturing requirements
for simplicity, low cost as well as the limited maintenance requirements. In this direction, there is a
method proposed for the recognition of 3D randomly placed objects for eventual robotic handling. The
method includes a 2D vision system and is combined with data from computer-aided design (CAD) ﬁles
for the generation of 3D coordinates. It is generic and can be used for the identiﬁcation of multiple
randomly placed objects. The method has been implemented in a software tool using MATLAB1 and has
been applied to a consumer goods case for the recognition of shaver handles.
 2016 The Authors. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).
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Important aspects of vision systems, in robotic applications, are
the simplicity of the algorithm, the low cost and the reduced need for
maintenance, while aspects such as the fast and effective identiﬁca-
tion still constitutes an unsolved problem. Even though adequately
efﬁcient and accurate algorithms have been developed, the proces-
sing speed still fails to meet the modern manufacturing requirements
[1]. The problem becomes further complicated owing to the objects’
properties, such as shape, material, colour, etc. Additionally, the
requirements for simplicity and low cost are directly connected to the
production rate that is expected to be increased with the introduction
of robotic equipment in modern production lines [2].
The need for objects’ recognition systems is met in multiple
industrial applications, where different objects of variable shapes
and sizes should be handled. An example of such an application is
the consumer goods industry. This sector lacks in ﬂexible, low cost
and simple automation solutions that will eventually cope with
high production rates and a variety of products (Fig. 1(a)).
Currently, the high speed feeding and handling of objects imposes
the need for dedicated equipment, namely feeder bowls. Such
solutions are characterized as noisy, expensive and are dedicated
to product speciﬁc equipment. Speciﬁcally, feeder bowls (Fig. 1(b))
cannot perform in more than one product, whilst for new products
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trends for assembly systems have shown that vision systems are
suitable for objects’ recognition, inspection and robot handling
applications [3–8]. Vision-based robot control is investigated in [9–
14], while a survey on the visual servoing systems is presented in
[15–17]. Research has been done in the design aspects of the
machine vision systems for industrial applications [18], and has led
to improvements in reliability and product quality [1,19,20]. The
vision system classiﬁcation was investigated in [21–27].
The pattern recognition method has also been investigated in
[14,28,29], while 3D vision systems have been presented in [30–
38]. Such systems have the advantages of recognizing the objects’
characteristics, but they are based on complicated algorithms and
are prompt to failures in industrial environments. Methods for
errors measurement in vision systems have been researched in
[39], while techniques for the classiﬁcation of objects and point
descriptors are designated in [40–44]. Histogram-based image
descriptors have been evaluated for the classiﬁcation of 3D objects
[45], while a comparison between the methods of local and full
ranking point descriptors was reported in [46,47].
A low cost system is proposed for 3D randomly placed objects in
order to meet the challenges of the semi-structured industrial
environment. This system is based on simple algorithms for the
recognition of 2D objects combined with CAD data for the
computation of 3D coordinates. The use of CAD data, instead of
a 3D vision system, reduces the complexity and the cost. The object
pose recognition is based on observations with the physical object,
while the measurement of 3rd coordinates, along the z axis, was
made with the help of the object design ﬁles (CAD). The techniques license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Fig. 1. (a) Variety of products in consumer goods industry and (b) feeder bowls.
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algorithms for the identiﬁcation of the Points of Interest (POIs)
and the object pose identiﬁcation in the image. The method is
applied to a consumer goods pilot case.
Method description
The proposed method includes (a) an ofﬂine system using the
CAD ﬁles of the objects and (b) an online system for the recognition
of object poses and 2D POIs (Fig. 2). The ofﬂine system is used for
the observation of the candidate objects in order for the different
poses and the POIs to be decided upon. Observations with physical
objects allow the identiﬁcation of the different object’s n poses and
the deﬁnition of the POIs. The distance from the object’s lying
surface and the POI along the z axis is measured in a CAD software
platform for the n different poses. The z axis coordinate of each
different POI is stored and used later on, in the online vision
system.
The image based recognition system runs online in order to
detect the object’s poses and compute the 2D POIs coordinates. The
transformation between the image plane and the world reference
frame (WRF) of the estimated 2D POI follows. Since the 2D POI
coordinates have been estimated, the 3D POI coordinates are
generated with the help of the ofﬂine system.
The online system starts with basic image processing techni-
ques and principles, via the combination of algorithms for object
pose detection and POI recognition. The geometrical features, suchFig. 2. Methodas the pose, orientation, coordinates of the POIs, etc. are computed
via the binary image processing and the contrast value measure-
ments in the blue band of the RGB image. In the RGB image, the
value of 255 is considered being 100% visible in terms of blue
colour and 0 of being fully transparent, based on a single 8-bit byte
system. The object’s shape is approximated with an ellipse and
some of its geometrical features are computed with the help of the
ellipse, comprising the major, minor axis, edges, middle points,
orientation, etc. Other features that have been taken into account
are the centroid and middle points, which are estimated by diving
the distance of the major axis.
The next step concerns the automatic object’s pose detection.
This method is based on the maximum distance between the k
middle points and the centroid point. The poses are decided upon
the distances of these k points (Eq. (3.1)), as well as their contrast
values in the blue band. The POI automatic recognition is
computed on the basis of the highest contrast values, compared
with those of the middle points, depending on the object.
DIFFk ¼ jCkMPCCP j (3.1)
where:
 DIFFk is the absolute difference of the contrast values between
the k middle points and the centroid;
 CkMP is the contrast value of the kth middle point;
 CCP is the contrast value of the centroid point. overview.
P. Tsarouchi et al. / CIRP Journal of Manufacturing Science and Technology 14 (2016) 20–2722The generation of the POIs’ 3D coordinates in the WRF
comprises the ﬁnal target of the online system. The reference
systems’ transformations into the WRF follow. Two transforma-
tions are used among the three different reference frames, namely
the camera, the pixel and the world reference frame.
The ﬁrst transformation is estimated with the following
equation:
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where:
 xim, yim are the coordinates on the image plane;
 (ccx, ccy) are the coordinates of the principal point (cc) on the
image plane reference frame;
 sx and sy are the effective size of the pixels in the horizontal and
vertical directions, estimated in millimetres.
The point in the pixels frame is the vector [x;y;1] which denotes the
transformed coordinates of the POI, with respect to the image plane
reference system. The POI coordinates are estimated by Eq. (3.3).
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The principal point’s projection on the surface that the object is
lying on, considering the cameras’ pinhole model, is the WRF. Any
deﬁned user frame can be used as a WRF, with the application of
the appropriate transformation. The transformation that provides
the WRF coordinates, with respect to the image plane reference
system, is presented in the following equation:
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where:
 Zc is the distance from the horizontal measurement surface to
the camera’s sensor surface;
 f is the camera’s focal length.
The 3D POI coordinates are computed as the result of the image
based recognition and the measurements on the CAD ﬁles, given
the different objects’ poses. The unique features of this research are
summarized as follows:
 The combination of an ofﬂine system that is based on the poses
identiﬁcation and the 3rd coordinate estimation, through CAD
ﬁles measurements and an online 2D vision system for 3D
coordinates computation;Fig. 3. System impleme The proposed method for the detection of the object pose is
based on the measurement of the measurement of the points
contrast values, as well as on the computation of the objects’
intermediate points;
 The method for the 2D POI recognition is based on the absolute
differences of the contract values between the different points on
the object.
System implementation
The proposed system has been implemented as a software tool
in MATLAB1 (Fig. 3). Algorithms for the detection of the image
processing, objects’ poses, calculation and transformation of the 2D
POIs coordinates have been developed under this tool. The results
of the ofﬂine system have been stored into a text ﬁle and are used
as an input in the proposed online system.
A 2D vision sensor has been used for the acquisition of images.
This 2D vision sensor is a high resolution 2MP Basler A641FC camera,
which is equipped with 1/1.8 CCD colour image sensor, at a
maximum resolution of 1624  1234 pixels. This camera is mounted
on a ﬁxed distance from the conveyor, namely Zc = 415 mm. The
camera’s focal length is 7.1 mm and is equipped with a Computar
M0814-MP2 lens, which supports the manual iris and focus control.
Pilot case study
Description and layout setup
The proposed method has been applied to a consumer goods
industry case study in order to replace the manual or semi-
automated ways for the feeding and packaging of handles
(Fig. 4(a)). The setup includes two industrial robots placed
symmetrically in front of a moving conveyor that is fed with
shaver handles. An industrial camera is placed at the forepart of the
conveyor belt, for the recognition of the randomly placed shaver
handles (Fig. 4(b)).
The vision system may provide a reliable solution for cost
effective recognition of multiple objects and thus may enable high
speed handling by articulated. Cost efﬁciency will be achieved by:
 The use of 2D combined with CAD data ﬁles, instead of 3D vision
system;
 The replacement of the heavy feeder bowls with the proposed
system;
 The re-conﬁguration of the cell for similar products allowed by
the robotized solution.
The high production rate of 100 objects/min imposes the need
for simple and fast object detection and pose estimation and
therefore, the use of a slow 3D scanning system is not viable.ntation overview.
Fig. 4. (a) Consumer goods industry scenario and (b) system setup.
Fig. 5. (a) Shaver handle’s geometry and (b) different poses of the object.
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tion of the measurement by the 2D system with information,
regarding the 3rd coordinate of the identiﬁed POIs thus, minimiz-
ing the computational time.
Application of the method in the shaver handles’ recognition
In the case of consumer goods, the object is the shaver’s handle.
The POI as well as the centroid and middle points are illustrated in
Fig. 5(a). Based on the geometry of the shaver’s handle, which is
randomly dropped on the ﬂat belt, as shown in Fig. 5(b), three
different poses are observed. The shaver’s handle is found in three
poses, from left to right: in the ‘back up’ (pose 1), ‘lying on its side’
(pose 2) and the ‘back down’ pose (pose 3). Depending on these
poses, three different coordinates of the z axis are considered from
the CAD ﬁles.
The proposed online system workﬂow, based on the informa-
tion identiﬁed by the three different poses, is applied to the
consumer goods industry, as illustrated in Fig. 6.
The transformation between the camera reference frame and
the WRF in the case of the shaver handle is illustrated in Fig. 7.
Results of 2D vision system recognition
The proposed method has been successfully tested on numer-
ous images with different object orientation and poses. The
obtained results include the assignment number of the recognized
object, the orientation with respect to the x axis of the image plane,
the pose of the object and the 3D coordinates of the POI with thehelp of a vision system and the CAD ﬁles. Some examples of
recognition results are illustrated in Fig. 8. Four different images
and their recognition results, along with the RGB images in the
corresponding binary ones, are presented in this ﬁgure.
The results of the four images with IDs 1, 2, 3, 6 as well as three
additional ones are reported in Table 1. For each image, there is a
presentation of the number of objects, the pose of shaver handles,
the 3D POI coordinates, as well as their orientation.
The results in an RGB image, with more than three shaver
handles, are visualized in Fig. 9. Nine shaver handles were found in
this image and their features were successfully recognized.
An example of the proposed online system of shaver handles, is
illustrated, in more detail, in Fig. 10. The ellipse shape was adjusted
to every handle that was found in the image. The major axis of each
ellipse has shown each object’s orientation in respect to the x axis
of the image plane, where the centroid and middle points were
estimated. Additionally, the POI is automatically computed and
illustrated in yellow colour. The parallel lines to the minor axis of
ellipse were used for the estimation of the sum of all the pixels
contrast values, in order for the object’s pose to be decided upon
according to the colour of each one of the poses.
Comparison with other methods
Different methods were also evaluated for the image based
recognition system. The point descriptors, is one of these methods
for the evaluation of the Speeded-Up Robust Features (SURF)
features extraction. An example of the SURF features, recognized in
the shaver handles images, is visualized in Fig. 11, where the
Fig. 6. Flowchart of online system for shaver handles recognition.
Fig. 7. Transformation from camera to WRF for a shaver handle.
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These images are the same as those presented in Fig. 8. This
function implements the Speeded-Up Robust Features (SURF)
algorithm, described in [47] and ﬁnds blob features. The detection
of features is useful when they represent speciﬁc data structures in
the image, such as speciﬁc points, edges, corners, etc. The SURFdetected features were not enough for the recognition of all the
different poses of the shaver handles; as regards the same objects
and the same pose, there were differences in the number of
detected features.
The fact that the object was symmetric and that some pairs of
the point descriptors confused the algorithm for the object
Fig. 8. RGB images and recogniti
Fig. 9. (a) RGB image with multiple ob
Table 1
Method results for the shaver handles.
Image
ID
Object
ID
Pose 3D POI coordinates
[x, y, z] (mm)
Orientation (8)
1 1 Lying on
its side
[154.919, 45.048, 11.040] 64.939
1 2 Back down [80.057, 2.386, 22.450] 85.993
1 3 Back up [11.925, 99.667, 1.240] 58.514
2 1 Back up [93.292, 96.309, 1.240] 101.725
2 2 Back up [61.417, 27.749, 1.240] 98.733
2 3 Back up [26.865, 124.338, 1.240] 69.748
3 1 Back up [76.984, 1.854, 1.240] 38.438
3 2 Lying on
its side
[66.157, 88.544, 11.040] 77.0185
3 3 Back up [39.118, 101.755, 1.240] 69.556
4 1 Back down [108.925, 18.749, 22.450] 80.666
4 2 Back down [38.017, 0.972, 22.450] 60.1968
4 3 Back down [6.336, 126.759, 22.450] 87.8413
5 1 Lying on
its side
[159.301, 111.633, 11.040] 70.867
5 2 Lying on
its side
[86.809, 0.785, 11.040] 113.306
5 3 Lying on
its side
[3.120, 123.931, 11.040] 88.253
6 1 Back down [122.659, 114.977, 22.450] 78.387
6 2 Lying on
its side
[43.203, 13.945, 11.040] 74.715
6 3 Back up [43.298, 119.217, 1.240] 42.333
7 1 Lying on
its side
[24.633, 95.057, 11.040] 115.024
7 2 Back down [98.210, 5.347, 22.450] 100.577
7 3 Back down [15.460, 116.101, 22.450] 128.185
Fig. 10. Image based object recognition – an example.
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this method could not be taken into consideration for the speciﬁc
objects, on its own, since the features that were recognized did not
help in the direction of the POIs’ computation. The direction of
combining multiple algorithms for features’ extraction, might have
had better results, as the multi-level feature processing could
possibly provide a solution to the POIs computation. This
consideration is oriented towards the speciﬁc methodology’son results in binary images.
jects and (b) recognition results.
Fig. 11. SURF features extraction.
P. Tsarouchi et al. / CIRP Journal of Manufacturing Science and Technology 14 (2016) 20–2726application and would not help if it were applied to similar objects
without any change on the feature processing strategy.
Accuracy and errors
The POIs x and y axis coordinates were compared with the real
point coordinates, since they were measured with the help of a
millimetre paper, placed on the working area. Forty-eight different
x and y axis coordinated images were compared to their real
position according to this WRF. The millimetre paper was ﬁtted
into the working area and the real positions in the ﬁeld of view,
with a pencil and ruler, were measured in order for the POIs of each
shaver handle to be measured.
The average relative errors in the two axes are 2.00355% in x and
3.49674% in the y axis respectively. It was observed that when the
POI was found near the cc projection area, the relative error was
minor, in contrast to that when the POIs were found far away from
this point. From an application’s point of view, these errors in a
future study will not have a signiﬁcant effect on the gripping
device’s ability to accurately approach, pick up and ﬁnally handle
the shavers.
Discussion
The proposed study combines the advantages of an image based
system and the use of data from CAD for the recognition of 3D
objects and the estimation of coordinates. Currently, a minor issue
on the proposed system is the use of contrast values in order for the
measurements to be performed, thus having a signiﬁcant increase
in the computation time. Despite that fact, this method helps with
the designing of similar vision systems in different objects, by
adjusting the computational logic of contrast values. In this way,
the proposed method can be generalized in a variety of small 3D
objects, indifferent shapes, for similar applications. Additionally, it
is quite ﬂexible and allows the recognition of randomly and not
well-oriented objects in the working area, similar to other 3D
vision system applications, such as bin picking.
Some examples of commercial tools for such applications are
among others the ISRA vision system [48], the Visio Nerf [49], the
FANUC iR PickTool [50] and the 3D Area Sensor [51], as well as the
Pick-itTM Robotic Picking [52]. Despite these tools being commer-
cial and performing well in such applications, they entail
challenges, namely the high cost, the vision sensor dimensions
and weight, as well as the use of laser scanners and lighting
mechanisms, all of which make their application unaffordable.
Additionally, further challenges are directly related to the integra-
tion aspects with the robot control systems. Given these challenges,
this study has come up with a solution that is based on an image
based method for 3D objects recognition using CAD ﬁles data.
Conclusions and future work
The development of functions for the POI recognition, in various
lighting conditions, was based on the combination of the object’sgeometrical features and the contrast values. The recognition
result was completed with the use of the object’s CAD data. The
beneﬁts of the proposed system among others include:
 The estimation of the relative error being 2.00355% in x and
3.49674% in the y axis respectively; comparatively it is quite
good for similar applications, from an accuracy point of view.
 The fact that an online 2D vision system was combined with
ofﬂine data from CAD ﬁles for the computation of 3D POI
coordinates allows for a signiﬁcant decrease in the cost of the
ﬁnal system, as well as a decrease in the setup time.
Future study will be focusing on this system’s implementation and
improvement in the cell setup, along with the robots and the
mechatronics systems involved. The online system will be appropri-
ately modiﬁed in order for the POIs to be recognized and thus enable
the completion of the handling process by the gripping devices, on a
moving conveyor. The challenges met in this kind of vision systems
not only do they concern the recognition and computation of the 3D
coordinates, but also the consideration of real life problems. Such
problems include the existence of dust, the need for extra lighting,
distortions, etc. which are common in industrial facilities as well as the
effect of shiny surfaces that cause light reﬂections and even
occlusions, such as those on the moving conveyor.
Experiments will be conducted to test the accuracy of the 3D
coordinates’ calculation and the way that the data of the robot’s
TCP (Tool Center Point) will be managed for its synchronization
with the moving conveyor. Last but not least, the design and
development of a gripper for the handling of such objects has been
considered for future work. The experiments performed, under the
AUTORECON FP7 EU project, aim at providing a robust and efﬁcient
vision system, which could guide both robots to handle the object
at a rate of 100 objects/min.
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