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Abstract
Using large resolution numerical simulations of gyrokinetic (GK) turbulence, spanning an interval
ranging from the end of theﬂuid scales to the electron gyroradius, we study the energy transfers in the
perpendicular direction for a proton–electron plasma in a slab equilibriummagnetic geometry. The
plasma parameters employed here are relevant to kinetic Alfvénwave turbulence in solar wind
conditions. In addition, we use an idealized test representation for the energy transfers between two
scales, to aid our understanding of the diagnostics applicable to the nonlinear cascade in an inﬁnite
inertial range. ForGK turbulence, a detailed analysis of nonlinear energy transfers that account for the
separation of energy exchanging scales is performed. Starting from the study of the energy cascade and
the scale locality problem, we show that the general nonlocal nature of GK turbulence, captured via
locality functions, contains a subset of interactions that are deemed local, are scale invariant (i.e. a sign
of asymptotic locality) and possess a locality exponent that can be recovered directly from
measurements on the energy cascade. It is the ﬁrst time that GK turbulence is shown to possess an
asymptotic local component, even if the overall locality of interactions is nonlocal. The results
presented here and their implications are discussed from the perspective of previousﬁndings reported
in the literature and the idea of universality of GK turbulence.
1. Introduction
Plasma turbulence is ubiquitous, being found in astrophysical [1] and laboratory [2] settings. Although
laboratory experiments [3, 4] offer a controlled environment, it is often solar windmeasurements [5] that allow
for plasma turbulence to be probed across awide range of scales [6].While the dynamics at large scales can be
captured by ﬂuid approximations [7, 8], the physics of weakly collisional plasma turbulence requires a kinetic
description [9] for scales comparable to the proton gyroradius and smaller. Typically, the kinetic scales are
associatedwith the dissipation range of turbulence. In this interval, which is important for the plasma heating
problem [10, 11], kinetic effects such as cyclotron [12, 13] and Landau damping [14, 15]need to be considered.
However, a kinetic Alfvénwave (KAW) [16, 17] and entropy cascades [18, 19] develop in the same kinetic scales
interval, through a process similar to the one found inﬂuid turbulence.
Aswith neutralﬂuids, turbulence in a plasma develops due to the existence of couplings between system
scales, albeit with a series of complications resulting from the interactions with the electromagnetic ﬁeld. At
kinetic scales these complications are increased even further, as the underlying interactionsmanifest themselves
in a position-velocity phase space. For a kinetic plasma, the energy redistribution due to nonlinear interactions
and the particle-wave resonance (e.g. cyclotron and Landau resonance) cannot be studied separately, as these
phenomena inﬂuence each other in a turbulence setting [14, 20]. For example, inmagnetized plasmas an
anisotropy develops in the position and velocity space, which inﬂuences the balance between the linear phase
mixing [21–23] (that includes linear Landau damping) and nonlinear phasemixing [18, 24–27] that occurs in
the perpendicular direction and is caused by the same nonlinear term responsible for the generation of the
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turbulence cascade. Perpendicular plasma structures, generated through nonlinear interactions, can be damped
in the parallel direction through Landau damping, if a balance between the damping rates and the nonlinear
turnover time can be achieved.While this is a problem that is receivingmore interest within the community
[23, 28–31] and is far frombeing solved, analyzing the effective perpendicular cascade in position space can offer
an important insight into the properties of kinetic turbulence.
Although in kinetic plasma turbulence the electromagnetic ﬂuctuations take part in the particle-wave
interactions andmediate the nonlinear couplings, the balance between linear and nonlinear phasemixing can be
seen as a species dependent process. It is easy to see that particle-wave resonance conditions depend on the
characteristics of the particles. However, the fact that the nonlinear interactions conserve free energy for each
plasma species independently,makes the energy cascade a species dependent process as well. Since the
properties of the nonlinear energy redistribution in kinetic turbulencemirror the ones found in classical ﬂuid
turbulence, it is best to investigate the energy cascade for each plasma species independently. This allows us to
maximize the applicability of the lessons learned from classical ﬂuid turbulence to our current study of
gyrokinetic (GK) turbulence.
1.1. A small overview of past studies on energy transfers and locality in turbulence
The unsolved problemof turbulence has been posed and analyzed extensively in the framework ofﬂuid
dynamics [32]. In plasmas, the incompressiblemagnetohydrodynamic (MHD) limit represents the simplest
mathematical representation for the turbulence problem.MHD turbulence, considered either for a simple
electrically conducting ﬂuid or seen as capturing large scale plasma effects, shares a lot of its properties with its
electrically neutralﬂuid counterpart.While its Alfvénic nature, i.e. the existence of Alfvénwaves that affect the
nonlinear interaction time and the sweeping/strainingmotions of turbulent structures [8], does lead to a series
of particularities not seen in neutral ﬂuids [33–38],MHD turbulence can still be seen as the nonlinear coupling
of scales which leads to an intermittent energy cascade.
In turbulence, the concept of the energy cascade represents the phenomenological interpretation of the
effective energy transfer that occurs between any two scales, as a result of the nonlinear interactions [39, 40]. For
three-dimensional turbulence, the direct energy cascade (i.e. from large to small scales) is assumed to be local by
Kolmogorov scaling estimates. However, only in the early 90s did numerical simulations allow the diagnostics
thatmeasure the transfers between two scales to be computed directly from the nonlinear terms, and the direct
and local character of the cascade to be shown explicitly. These diagnostics were introduced for neutral ﬂuid
turbulence [41–44], then ported to drift-wave plasma turbulence [45, 46] and latter extensively used forMHD
turbulence [47–54]. Recently, theywere analyzed in the context of GKplasma turbulence [55–57].
In addition to the characterization of the energy cascade as local, the problemof locality of nonlinear
interactionswas studied directly in ﬂuid [39, 58–65],MHD [66–68] andGK [69–71] turbulence.While the
locality of the cascade and the locality of the nonlinear interactions are related, the two concepts possess different
characteristics, as wewill explore in the present article forGK turbulence. Next, we try to clarify the ideas and
deﬁnitions related to locality in turbulence.
1.2. Clarifying themeaning of locality in turbulence
While not difﬁcult as a generic concept, the various terms used to refer to scale locality in turbulence can become
confusing, especially when a detailed analysis is attempted.We clarify whatwemean by these terms, whichwill
be used in the current article.
The locality of the energy exchanging scales refers to the separation between the energy giving and the energy
receiving scales that take part in an energy transfer. This can be evaluated regardless of the information of the
mediator scale (i.e. the scale of the advecting ﬁeld, the third scale involved in a coupling), or by integrating ﬁrst
over all possiblemediators. In the latter case, we recover the locality of the energy cascade problem (referred
simply as the locality of the cascade).
By comparison, the locality of the nonlinear interactions accounts explicitly for themediator scale. It relates
the intensity of an energetic couplingwith themaximal separation that exists between the energy receiving scale
and the other two scales. For example, a strong energy transfer between two close scales that ismediated by a
much larger scalewill contribute to the local character of the cascade, while at the same time it will enhance the
nonlocal character of the nonlinear interactions. The locality of the nonlinear interactions ismeasured by
locality functions [39, 70] and is traditionally referred to as the locality problem in turbulence (or simply as the
locality problem).While in both situationswe relate the intensity of energy exchanges with the scale separation,
the locality of the cascade can be seen as being included in the locality problem.
As nonlinear interactions become scale invariant in the inertial range, i.e. the rangewhere all other
interactions are subdominant, the locality problem is also expected to become scale invariant. This implies that
the intensity of the energy transfers decreases in the samemannerwith the increase in separation, regardless of
2
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the value of the energy receiving scale (i.e. the reference scale fromwhichwemeasure the separation in all cases).
We now saywe recover asymptotic locality, since once turbulence develops an inertial range the locality problem
does not change further. In the inertial range, expressing the decreases in intensity of the energy transfers as a
power law of the scale separation yields an exponent, whichwe call asymptotic locality exponent.
The asymptotic locality exponent is a characteristic of turbulence. If by varying the parameters that deﬁne
the system (e.g. plasma parameters)we obtain the same asymptotic locality exponent, then the nonlinear
interactions are invariant in regard to these parameters. This invariance of the nonlinear interactions in the
inertial rangewill ensure that any information introduced at large scales (e.g. via large scale forces or boundaries)
will be destroyed (decorrelated) through the cascade process. At the end of the cascade the same information is
recovered, which leads to the small scales to be universal. Traditionally this is referred to as the universality of
turbulence problem, since universal small scales lead in classical ﬂuids to universal dissipativemechanisms.
However, we can allow the small scales to be directly affected by some linearmechanism, while at the same time
having a universal character for the nonlinear interactions. Deﬁning the universality of turbulence as the
universality of nonlinear interactions is appropriate, as it is the latter we need to have to be able to develop
unique sub-grid scalemodels. Regardless of the accepted deﬁnition of universality, a unique asymptotic locality
exponent is seen as a necessary condition for the existence of universality in turbulence.
1.3. Structure of the article
In the current paper, we study the effective energy transfer in the perpendicular direction for amagnetized
plasma described by aGK formalism.We are interested in describing the energy cascade and the locality
problem forGK turbulence. This analysis relates to the fundamental question of universality of turbulence and
in particular the universality of plasma turbulence. Starting from the study of the energy redistribution and the
scale locality problem,we show that the general nonlocal nature ofGK turbulence, captured via locality
functions, contains a subset of interactions that are deemed local, are scale invariant (i.e. a sign of asymptotic
locality) and possess an exponent that can be recovered directly from the interaction of solely energy exchanging
scales (i.e. the energy cascade).
In section 2, we present theGK equations for a slabmagnetic geometry and list the parameters of the
nonlinear simulation employed throughout this work. In addition, we derive the free energy balance equation
for a scale and deﬁne a norm for the intensity of the energy transfers in the system. In section 3, we discuss
succinctly themagnetic geometry effects on the scale representation, present the interaction conditions between
three scales and the resulting implications on their separation and introduce thewaveband decomposition for
theGK system. In section 4, after building the nonlinear energy transfers and the scaleﬂux diagnostics, listing
their properties and interconnections, we proceed to present the results for the numerical simulation employed.
This section presents diagnostics which can be seen up to a point as classical tools for the analysis of turbulence,
i.e. tools used in the past for the analysis of the equivalent problem inﬂuids.
In an attempt to understand better the connection between energy transfers and the locality of interactions,
we introduce in section 5 an idealized test problem. In section 6, employing the lessons learned from the test
problem and applying a series of detailed considerations, we conduct a further analysis of the large resolutionGK
simulation data.We ﬁnd that the locality exponents for the energy cascade exhibit an asymptotic behavior,
denoting the possibility of a universal character for the energy cascade inGK turbulence. Furthermore, we show
that these exponents can be obtained directly from the energy transfers between two scales rather than the
computationally intensive locality functions (modiﬁed in section 6 to account only for the locality of the energy
cascade). These implications and their linkwith past results presented in the literature are discussed last, in
section 7.
2. TheGK framework
TheGK formalism represents a rigorous limit [72] of kinetic theory for stronglymagnetized plasmas forwhich
gyrotropy is assumed (i.e. invariance under the gyration of particles of charge qσ andmassmσ around the
magnetic guideﬁeld of intensityB0, for each plasma speciesσ).We reproduce below themain ideas behindGK
for the simpler context of astrophysical plasmas [73].
At the kinetic level, the distribution functions expressed at the particle position s ( )f tr v, , represent the
dynamical quantities of interest. The role of the self-consistent electromagnetic ﬁelds, obtained from velocity
moments of the particles’ distributions, is tomediate the linear and nonlinear interactions between structures in
the distribution functions. Themost common approach for kinetic turbulence is to assume smallﬂuctuations
around equilibriumbackground distribution functions Fσ, considered usually to beMaxwellians. In theGK
formalism, the dynamics are contained by the perturbed gyro-center distribution functions ms ( )h x y z v t, , , , , ,
where ( )x y z, , aremagnetic coordinates, with the z direction coincidingwith the direction of the guiding
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magnetic ﬁeld lines. Aligning the representation of the systemwith the direction of homogeneity induced by
gyrotropy allows us to remove the gyrationmotion (of gyroradius r =s s sT m c eB) from the kinetic system
and effectively reduce the phase space to justﬁve-dimensions (i.e. m x y z v, , , , ). This reduction is important for
the numerical implementations[74], as it substantially saves computational resources by considering only two
velocity directions. The velocity along themagnetic ﬁeld line is v . Themagneticmoment (m = s ^m v B22 0) is an
adiabatic invariant for theGK system and contains implicitly the perpendicular velocity v^ information.
Typically, the velocity directions are expressed in thermal velocity units ( =s s sv T m2th ) and the equilibrium
(background) density sn and temperature sT are known.
Accounting for a Boltzmann response factor due to the process of restoring plasma electroneutrality and
writing explicitly only terms up to theﬁrst order in the small parameter introduced by theGKordering (notably
low frequencies for the plasmaﬂuctuations compared to the ion, here proton, cyclotron frequency Ws and small
ﬂuctuation levels), we obtain [73] a relation between s ( )f tr v, , and the perturbed gyro-center distribution
functions ms ( )h x y z v t, , , , , ,
f= - +s s ss s
⎡
⎣⎢
⎤
⎦⎥ ( )f F
q
T
h1 . 1
For such an expansion to be valid and for the removal of the particles’ fast gyro-motions to be done
systematically, theGKorderingmust hold from a physics perspective. In stronglymagnetized plasmas, theGK
formalism represents a rigorous kinetic representation of the turbulence problem, being able to capture the
KAWcascade [75, 76], as well as the entropy cascade [18, 19] and the linear phasemixing associatedwith Landau
damping. In astrophysical studies, while it neglects cyclotron resonance, GKs can still be seen as a useful tool as it
captures [77] the crucial dynamics of KAW turbulence in three spatial dimensions [78]while offering amore
manageable system to be simulated numerically. TheGK equation is just theVlasov equation rewritten for
ms ( )h x y z v t, , , , , and considering gyrotropy, for which the electromagnetic potentials are determined from
electromagnetic sources obtained at the location of the particles’ gyroradius (i.e. the electromagnetic sources are
effectively rings of electric charge centered on the gyro-centers).
2.1. TheGK equations
The nonlinearGK equations [79]were derived rigorously by [80] and presented extensively in [72]. An
appropriate review ofGK turbulence for newcomers is presented by [81] and in the simplifying context of
astrophysical plasma theGK formalism is presented in [73]. In slabmagnetic geometry, for
m=s s ( )h h x y z v, , , , the gyro-center distribution functions, theGK equation for a speciesσ has the form
c c¶¶ = - ´   -
¶
¶ +
¶
¶ -
¶
¶
s
s s
s s s
s
s s
s
  

⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥¯ ·
¯ ( )h
t
c
B
h v
h
z
q F
T t
h
t
e , 2z
v
0 coll
where c f= - +s s s m ss 
¯ ¯ ¯ ¯A Bv
c q, ,
is theGK (gyro-averaged) potential andf, A and B are obtained [82, 83]
from their respective ﬁeld equations
åf p = -
s
s s^ ( )q n4 , 32
åp = -
s
s^   ( )A c
j
4
, 42 ,
åp= -
s
s^ ( )B B
p
4
5
0
,
for known sources (nσ, sj , , sp^ , ), which in turn are obtained from the velocitymoments of hσ at the location of
the particles’ gyroradius. As this is expressed in a simpler form in k^ space, we list the sources equations for a
mode k^ as
òp m f= -s s s s s s ss^ ^ ^
⎡
⎣⎢
⎤
⎦⎥( ) ( ) ( ) ( ) ( )n
B
m
v J a h q
F
T
k k k
2
d d , 60 0
òp m f= -s s s s s s ss^ ^ ^  
⎡
⎣⎢
⎤
⎦⎥( ) ( ) ( ) ( ) ( )j q
B
m
v v J a h q
F
T
k k k
2
d d , 7,
0
0
òp m m=s s s s^ ^ ^( ) ( ) ( ) ( )p
B
m
v B I b hk k
2
d d , 8,
0
0 1
where J0 is the Bessel function, I1 is the themodiﬁedBessel function and for º^ ^∣ ∣k k we have =s m^ Ws sa k
B
m
2 0
and = Ws s s^( )b v kT12 2 [84]. The term
¶
¶
s⎡⎣ ⎤⎦ht coll refers to the impactmade on the time evolution of hσ by a
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linearized Landau–Boltzmann collision operator (see the supplementalmaterial provided by [85] for the exact
formused here).While not standard, we absorb aminus sign in the deﬁnition sv , which isminus the drift
velocity, as away to achieve amore compact notation in the next sections.
2.2. Nonlinear simulation data
In this studywe useGK simulations ofmagnetized proton–electron plasmas. The nonlinear GK systemof
equations is solved using the Eulerian codeGENE [86]. The data used in this work is taken from the simulation
presented in [71], one of the largest GK simulation to date, and it is brieﬂy summarized below.Wemention that,
while our analysis is limited to the use of this pre-existing large resolution simulation, and an even larger velocity
space domain and velocity space resolutionwould be needed ideally for diagnosing the overall phase space
mixing problem,we are conﬁdent in the results presented here, results which relate to the energy cascade in the
perpendicular spatial direction and the locality of interactions problem.
The physical parameters of the simulation are chosen to be close to the solar wind conditions at 1 AU, with
b p= =n T B8 1i i i 02 and =T T 1i e . Proton and electron species are includedwith their realmass ratio of
=m m 1836i e . The electron collisionality is chosen to be n w= 0.06e A0 (with n n= m mi e i e), and wA0 being
the frequency of the slowest Alfvénwave in the system. The evolution of the gyro-center distribution is tracked
on a gridwith the resolution =m s{ } { }N N N N N N, , , , , 768, 768, 96, 48, 15, 2x y z v , where (N N,x y) are the
perpendicular, ( )Nz parallel, ( )Nv parallel velocity, and m( )N magneticmoment (m = s ^m v B22 0) grid points,
respectively. This covers a perpendicular dealiasedwavenumber range of  rk^0.2 51.2i (or r^ )k0.0047 1.19e in a domain pr= =L L 10x y i. In the parallel direction, a p= L L2z domain is used,
where rL i is assumed by the construction ofGK theory. A velocity domain up to three thermal velocity
units is taken in each direction. Theﬂuctuations in the system are driven via amagnetic antenna potential (a
A
ant contribution is added toχ), which is prescribed solely at the largest scale and evolved in time according to a
Langevin equation [87].Wemention that this antenna potential is removed from cs¯ before the nonlinear
diagnostics are computed.
2.3. The free energy balance equation for a scale
The free energy for a species (s) represents the quadratic quantity of interest for the study of the dynamics of
GK turbulence [19]. Free energy is the quantity that is injected into the systemby instabilities or external drives,
dissipated by collisions, while being redistributed in a conservative fashion by the action of the nonlinear terms
(s is nonlinear conserved for each speciesσ independently). The free energy for a speciesσ is deﬁned using the
GK system as
 c= -s s
s
s s s
s
s
⎡
⎣⎢
⎤
⎦⎥¯ ( )
T
F
h h
qF
T2
, 9
where the á ñ notation stands for the average over the phase space domain, including the appropriateﬁve-
dimensional Jacobian (J5D) contributions,
ò òm má ñ =   ⎡⎣⎢ ⎤⎦⎥ ⎡⎣⎢ ⎤⎦⎥( ) ( )J x y z v J x y z vd d d d d d d d d d . 105D 5D
See [88] appendix B for a full derivation of the free energy deﬁnition forGK, starting from its classical form
(entropy contribution+ electric energy+magnetic energy).While the linkwith equation (9) is conceptually
straightforward, the derivation is too tedious to be reproduced here andwe consider the free energy deﬁnition
forGK theory to be granted by equation (9).
Rewriting equation (2) as
c¶¶ - =  -
¶
¶ -
¶
¶s
s s
s
s s s
s s
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥¯ · ( )t h
q F
T
h v
h
z
h
t
v , 11
coll
we can formally obtain the global free energy balance equation for the speciesσ by applying the operator
á ñs hTF2 on each of the terms in equation (11). Since the free energy is a nonlinear invariant, we have
á  ñ =s s s( · )h hv 0TF2 . Amuchmore useful balance equation is obtained for a hierarchy of scales, naturally
provided by a Fourier decomposition, by considering
òm m=s s= +^  ( ) ( ) ( )[ ] ∣ ∣ ( )h x y z v h k k z v k k, , , , , , , , e d d . 12k k x y k x k y x yk i x y
The free energy balance equation for a scale is now simply obtained by applying the ﬁltered operator á ñs [ ]hTF k2
on each of the terms in equation (11) and has the form
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   ¶ ¶ = + +
s s s s
( ) ( ) ( ) ( ) ( )k
t
k k k . 13
The s( )k contains the contribution of all nonlinear interactions for a scale identiﬁed by k and is known as the
transfer spectrum. The s ( )k term contains the linear parallel dynamics (including linear Landau damping). As
long as theﬁltering condition does not depend on z (e.g. =k zd d 0, the case considered here), s ( )k is zero for
all kʼs due to the { }z v, integration. Otherwise, the geometry leads to a (linear) k-redistribution of energy that
integrates to zero over all k-scales. Last, s( )k is a dissipative term that appears due to the presence of collisions.
2.4. Choosing a norm for the energy transfers
The transfer spectrum s( )k integrates to zero over all scales, a result of the conservation of free energy by the
nonlinear interactions. It represents the simplest quantity related to the nonlinear energy exchanges that can be
computed numerically and it can be recovered from all other nonlinear diagnostics that account for additional
scale decompositions of the nonlinear term, aswewill see in later sections. Taking all these facts into account, we
consider that s( )k can serve as a basis for a useful norm that will allow us to gauge the intensity of various
energy transfers.We formally deﬁne this norm es to be:
òe =s s∣ ( )∣ ( )k k12 d . 14
In general, this is a deﬁnition that requires no particular shape for a ( )k curve, except that it integrates to
zero over the entire scale domain considered. For steady state turbulence that exhibits a clear inertial range (i.e.
the value of ( )k goes fromnegative to positive with the increase in k and is zero in the inertial range), ε deﬁned
above recovers the scale-invariant value for the energyﬂux in the inertial range.However, the use of this
deﬁnition is also appropriate for transient state turbulence, for which an inertial range is not observed and a
representative energyﬂux value cannot be determined for the system.Having units of power, ε can act as an
indicator of the intensity of the nonlinear energy exchanges present in the system (here for each speciesσ) and it
can be used to compare turbulence between various states and simulations.
3. The representation of perpendicular scales
Since theGK formalism is strongly anisotropic and assumes by construction that ^  k k , themain effect of the
nonlinear interactions is tomix the perpendicular spatial scales.While we recall that the underlyingGK
dynamics occur in aﬁve-dimensional phase space and the nonlinear phasemixing does become important at
scales r >sk^ 1, the effective energetic interaction between three perpendicularmodes ( + + =^ ^ ^k p q 0) can
still bemeasured and the resulting perpendicular scale interactions can be analyzed. To simplify the notations,
we use k fromnowon to refer to the perpendicular wave vector k^ . Considering that a scaleℓcan be deﬁned by
the normof awave vector (e.g. ~ℓ k1 ), wewill typically identify a scale by the norm k and, by abuse of
language, refer to it as a k-scale, even though the knormhas units of inverse length.
3.1. The impact of themagnetic geometry on the perpendicular scales
Before analyzing the interactions between perpendicular scales, we stop to talk brieﬂy about the impactmade by
the geometry of themagnetic guide ﬁeld on the scale representation. In the ( )zk, space, let us consider the
magnetic geometry to be prescribed via a contra-variantmetric tensor that varies only along themagnetic ﬁeld,
i.e. h h= ( )zij ij . This is one of the simplest scenarios, that of the local approximation of themagnetic ﬂux
surfaces typically used in tokamak studies [89]. The perpendicular scale, considered as thewave norm º ∣ ∣k k , is
found as
h h h= + +( ) [ ( ) ( ) ( ) ] ( )k z z k z k k z k . 15xx x xy x y yy y2 2 1 2
We immediately notice that the perpendicular scales have now a z dependence. This simple fact complicates the
scale decomposition typically employed in turbulence studies, which nowneeds to be done in ( )zk, rather than
simply in k .While in a slab geometry, i.e. themagnetic conﬁguration of choice for astrophysical studies,
h h= =( ) ( )z z 1xx yy , h =( )z 0xy and =k zd d 0, let us visualized inﬁgure 1 the k(z)norm for a sheared box
given by h =( )z 1xx , h =( ) ˆz szxy , h = +( ) (ˆ )z sz1yy 2which recovers the slab conﬁguration for =sˆ 0.
The z dependence for a scale is not just a nuisance that complicates the scale decomposition. The nonlinear
interactions occur between a triad of resonantmodes ( + + =k p q 0). In the slab case the interaction of any
threemodes leads to an interaction solely between three perpendicular scales. Oncemagnetic curvature effects
are considered the same triad interaction now couplesmultiple scales together, as the same k k,x y mode
contributes tomultiple k(z) scales. Furthermore, in the free energy balance equation (equation (13))wenow
have  ¹( )k 0 (without going into details, this can be seen as a variation in terms of z leading to a variation in
terms of k). This shows a split between themagnetic coordinates used to describe theGK system (i.e. k k z, ,x y )
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and the natural coordinates used for the description of scales in turbulence (i.e. k); a nontrivial problem that
requires further analysis from the plasma scientiﬁc community. This is themain reasonwhy the slab
conﬁguration, whichwe resume to from this point on, is preferred as a basis for understanding the basic
dynamics of GK turbulence, even though the general GK theory can account formagnetic geometry effects.
However, fully understanding the fundamental characteristics of plasma turbulence in arbitrarymagnetic
geometry is a highly desirable scientiﬁc proposition.
3.2. Interaction conditions for scales
Asmentioned, the nonlinear energetic interactions occur due to all possible triads, i.e. threemodes forwhich
their wave vectors obey the triad condition
+ + = ( )k p q 0. 16
This triad condition imposes a limit on the interaction of scales. Using the fact that + + =∣ ∣k p q 0, we have
the triangle inequalities:
= + +∣ ∣ ( )q k pk p , 17
 = + +  -∣ ∣ ( )p k q q p kk q , 18
 = + +  -∣ ∣ ( )k p q q k pp q . 19
These conditions tell us that for given k and p scales, the third scale q that enters the nonlinear interaction,
respecting the triad condition given by equation (16), needs to obey:
 + ( )q k p, 20
 -{ } { } ( )q k p k pmax , min , . 21
An example is visually represented inﬁgure 2 andmore detailed pictures of allowed scale interactions can be
found in [90].We see that for ~k p the scale q can be atmost k2 and at least 0. A further consideration on scale
separation is undertaken next.
3.3.Dyadic separation of scales
Let usﬁrst consider q k, p k and k as three scales coupled by a nonlinear interaction, where k denotes the
smallest scale initially available in the system. The nonlinear interaction in question can potentially generate
scales smaller than k. From equation (19)we see that any new smaller scale is contained in the interval [ ]k k, 2 , i.e.
atmost a factor of 2 smaller. A phenomenological interpretation can be given: the shearing of a structure by a
larger advectingﬂow can generate atmost scales half the structure’s size.
Wewill refer to the interval [ ]k k, 2 as a dyadic band [62], and refer to a separation between =p k 2 and k as
a dyadic separation. Inmusic, a dyadic band represents an octave. Let us now consider a dyadic (octave)
separation of scales (i.e. k k k k k... 4, 2, , 2 , 4 ...) and assess the implications for the interaction of two scales
thus separated. The interaction of kwith any p k 2 ismediated by the scales Î [ ]q k k2, 3 2 , according to
Figure 1.The iso-surface of k(z) for p pÎ - +[ ]z , and for the k k,x y domains centered on zero, respectively. The slab case
corresponds to =sˆ 0. Note that the largest k value that is fully captured in the same (k k z, ,x y )domain, as considered in all theﬁgure’s
panels, decreaseswith the increase of the shear sˆ , as evident from the zmid-plane forwhich =( )k z 0 is a circle of diminishing radius.
Figure 2.The possible range for a scale q that can participate in the interaction of two given scales p and k.
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the triangle inequalities introduced above (section 3.2). Thismeans that only two dyadic bands, one on each side
of k captures the entire interaction process (that is, two dyadic separated scales can be seen as interacting rather
locally). The scale q can be less than k 2 and tending towards zero (thus increasing the nonlocal character of the
interaction) onlywhen scale p is less than a dyadic separation away from k (i.e. < <k p k2 ). For a given k and
< <k p k2 , we designate their coupling as an intra-dyadic interaction.We also notice that for the separation
from k of both <q k and <p k to be equal, it is required that = =q p k 2, i.e. both q and p are dyadic
separated from k. In later sections, these deﬁnitionswill help us in the classiﬁcation of local and nonlocal
interactions.
Far frombeing a simple thought experiment, physical scales do need to be separated sufﬁciently (in a ( )klog
space) to be distinguished from each other (e.g. the octave separation of frequencies formusical notes being a
classical example in this sense). Thus, aﬂow structure with scales contained by awavenumber band can be better
associatedwith the concept of an eddy in turbulence, i.e. a structure well-localized at the same time in real space
and inwave space, opposed to the case of a simple linear wave that is identiﬁed by a single wavenumber and
which is completely un-localized in real space.While a dyadic band decomposition can ultimately be seen as
arbitrary, the interaction between two dyadic separated scales can prove to capture better the phenomenological
interaction between two scale structures in turbulence [66] and provide a simpler linkwith the classical
phenomenological interpretation of turbulence. Next, we introduce thewaveband decomposition for the scales
that wewill actually use in themeasurement of the energy transfers.
3.4.Waveband representation
As in previous works forGK turbulence [56, 69–71], we deﬁne a series of scale intervals = -[ ]s k k,n n n1 , with
boundarywavenumbers given as a geometric progression,
l= - ( )k k , 22n n1 1
for *În , l > 1and =k 00 . These structures are called shells in previousworks [47–54] (here having the
geometric shape of cylindrical shells in a ( )zk, space) or bands [41, 58, 61, 66, 91], to account for the fact that
they represent bands of equal width in a ( )klog space.
The distribution functions or electromagnetic potentials areﬁltered inwave space, obtaining their respective
band (shell)ﬁltered contributions. For example, thewavebandﬁltered distribution functions  ( )[ ]h kn are found
in k space as
= ÎÏ
 ⎧⎨⎩( )
( ) ∣ ∣
∣ ∣
( )[ ]h h s
s
k
k k
k
,
0,
, 23
n n
n
while the real space contributions are simply obtained as
ò= +( ) ( ) ( )[ ] [ ] ( )h x y h k k, e d . 24n n k x k yi x y
It is important to realize that theﬁltered signals arewell deﬁned in real space, the total information being
recovered as the superposition of allﬁltered contributions, e.g.
å=( ) ( ) ( )[ ]h x y h x y, , , 25
n
n
and that they are orthogonal to each other, i.e. ò =( ) ( )[ ] [ ]h x y h x y x y, , d d 0n m for ¹n m.Wemention that a
decomposition using inﬁnitesimally thick bands could be performed, equivalent to the recovery of thewave-
norm k-scale splitting prescribed by equation (12). However, a geometric progression is preferred for turbulence
studies, since scaling laws play an important part and, wewant to separate physical structures withoutwasting
numerical resources.
For the currentGK studywe take a total ofN=25wavebands, with r=k 0.275 i1 and l = 21 3.While a
dyadic separation (i.e. l = 2) ismost useful for the analysis of energy transfers between structures with amore
robust phenomenological equivalence, i.e. eddies, our choice for theλ factor allows us to perform aﬁner analysis
of the nonlinear interactionsvia the analysis of scale ﬂuxes. Past studies used 21 4 [68] and 21 5 [69] as the values
forλ. In the current work, whichmakes use of [71] large scale GK computations, the l = 21 3 choicewas done
to reduce the number of bands required to spawn the k interval. This is a choice dictated by computational costs,
as themost complex diagnostic requires the calculations of the nonlinear termN2 times.
4.Nonlinear energetic interactions inGK turbulence
In the current work, instead of using the triad transfers (i.e. the nonlinear energy transfers that occur between
threemodeswhich respect the + + =k p q 0 resonant condition) as the basis for the conceptual deﬁnition of
various energy transfers [69–71], we employ an alternative presentation.While the two approaches are in fact
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equivalent, we consider the following introduction of the transfer of energy between three scales to be easier to
grasp.
4.1. Building the triple-scale transfer
Suppressing the plasma species index and using for each species the implicit formof the advecting velocity, i.e.
c= - ´ ⎡⎣ ⎤⎦¯v ecB z0 , the nonlinear term entering theGK equation has the compact expression · hv . The
global variation of the species free energy due to the nonlinear termhas now the form
¶
¶ =  =( · ) ( )t
T
F
h hv
2
0 26
nonlinear
and is zero due to the conservation of free energy by the nonlinear interactions. Considering the scale
decomposition = å [ ]h hK K , we can rewrite the á  ñ( · )h hvTF2 term aså  ñ( · ) [ ]h hvK
T
F
K
2
. Performing a
similar scale splitting on h and v we obtain the equivalent statement for the conservation of free energy by the
nonlinear interactions,
ååå  =( · ) ( )[ ] [ ] [ ]T
F
h hv
2
0. 27
Q P K
Q P K
At this point wemake two remarks. First, while globally the energy transfers integrate (sum) to zero, the
individual transfers ( · )[ ] [ ] [ ]h hvT
F
Q P K
2
can have any value andwill form the basis for our triple-scale
transfers. And second, we see that the splitting employed is true for any decomposition of our quantities, not just
for awaveband decomposition. In fact, it is up to us to provide the proper physical scale decomposition and
justify what can be seen as an arbitrary choice.We remind the reader that K P Q, , are integers that identify the
waveband intervals and are not themselves awavenumber, e.g. K is the integer that identiﬁes the band spanning
the -[ ]k k,K K1 interval.
Employing awaveband scale decomposition prescribed by equation (23), we deﬁne here the triple-scale
transfer as
 = ( ∣ ∣ ) ( · ) ( )[ ] [ ] [ ]K P Q T
F
h hv
2
, 28Q P K
whichmeasures the energetic interaction between threewaveband prescribed scales. As the role of the velocity v
is to advect the spatial gradients of the distribution h, the scales on positionQ have the role ofmediating the
transfers between scales P and K .We furthermore consider that the scale K receives energy if the transfer is
positive, a choice consistent with the interpretation used in past studies [69–71].
Conceptually, considering wavebands of inﬁnitesimal thickness in the continuous limit of the spectral space,
we can obtain ( ∣ ∣ )k p q as the transfer between threewave-norm scales.While wewill use this to provide some
formal deﬁnitions that will be simpler to grasp, we emphasize that we only have access to the power law
waveband decomposition, which is themost efﬁcient choice from a computational point of view.
4.2. Properties of the triple-scale transfer
Assigning speciﬁc values to K , P andQ, we list the properties for the triple-scale transfer. For eachmediatorQ,
the amount of energy received by scale K is opposite the amount of energy given by P ,
 = -( ∣ ∣ ) ( ∣ ∣ ) ( )K P Q P K Q . 29
This can be shown from equation (28), using derivation by parts, accounting for the periodic boundaries
employed here and considering that  º· [ ]v 0Q , which results from the deﬁnition of v . From the relation (29)
we triviallyﬁnd that  =( ∣ ∣ )K K Q 0, i.e. the energy transferred fromone scale to itself is zero. The conservation
of energy implies that the sumof all transfers occurring between the same three scales is zero,
     + + + + + =( ∣ ∣ ) ( ∣ ∣ ) ( ∣ ∣ ) ( ∣ ∣ ) ( ∣ ∣ ) ( ∣ ∣ ) ( )K P Q P K Q K Q P Q K P P Q K Q P K 0 30
and is shown to be true by employing the antisymmetry property given by equation (29). All the properties listed
abovewill be inherited by subsequent diagnostics that are constructed on the triple-scale transfers ( ∣ ∣ )K P Q .
4.3. The deﬁnition of energy transfer diagnostics and the link between them
ForGK turbulence, the scale-to-scale (shell-to-shell [48]) transfers have been studied before in the literature
[55, 56]. They represent one of the ﬁrst types of nonlinear diagnostics to be adopted by the ﬁeld of plasma
turbulence [45] from theﬁeld of hydrodynamical (classical) turbulence [42]. The scale-to-scale transfers are
deﬁned from the triple-scale transfer or directly from awaveband decomposition of the nonlinear term, as
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 å= = ( ∣ ) ( ∣ ∣ ) ( · ) ( )[ ] [ ]K P K P Q T
F
h hv
2
. 31
Q
P K
A scale-to-scale transfer has the interpretation of the energy received by a scale K from the scale P , accounting
for all possiblemediations. Due to the conservation of energy,  = -( ∣ ) ( ∣ )K P P K and  =( ∣ )K K 0 for each
species. If ( ∣ )K P is determined directly from the nonlinear term, onlyN calculations (i.e. the number of bands)
of the nonlinear term are required. By comparison, ( ∣ ∣ )K P Q requiresN2 computations of the same type.
From the scale-to-scale transfers or directly from the triple-scale transfers, we recover the nonlinear transfer
spectrum, deﬁned here as
  å åå= =( ) ( ∣ ) ( ∣ ∣ ) ( )K K P K P Q . 32
P P Q
While we can recover the transfer spectrum frommore complex scale decompositions, wemention that
knowing the full nonlinear term, required for the incremental integration of theGK equations, is sufﬁcient for
the computation of  .
Succinctly, the links between the nonlinear transfer spectrum, the scale-to-scale transfers, the triple-scale
transfers and the global conservation of free energy by the nonlinear interactions (the sole property needed for
their deﬁnition), can be summarized as
 å =( ∣ ∣ ) ( ∣ ) ( )K P Q K P , 33
Q
  åå å= =( ∣ ∣ ) ( ∣ ) ( ) ( )K P Q K P K , 34
P Q P
  ååå åå å= = =( ∣ ∣ ) ( ∣ ) ( ) ( )K P Q K P K 0. 35
K P Q K P K
Wewill present next the transfer spectrum and the the scale-to-scale transfers at a given instant in time for the
GK simulation analyzed in this paper (section 2.2).
4.4. Transfer spectrum
We start bymentioning that for each speciesσwe approximate the norm ε in terms of thewaveband
representation for the transfer spectra,
åe »
=
∣ ( )∣ ( )K1
2
. 36
K
N
1
This is a practical approximation and the use of the discrete version given by equation (36) can be seen as being
acceptable as long as ( )k is not highlyﬂuctuating in a K interval.
For ourGK simulation (section 2.2)wehave e = ´ ( )9.65 10 GENE power unitsi 1 and
e = ´ ( )2.16 10 GENE power unitse 2 . Looking at the ratio e e » 2.24e i , we see that the electron’s energy
transfers are themost intense in theGK system analyzed.Here, from the transfer spectrum ( )K for ions and
electrons (presented inﬁgure 3)we observe that the electrons removemore energy from the large (forced) scales.
In the absence of time averages, it is hard to properly distinguish properties of the transfer spectra.
4.5. Scale-to-scale transfers
The scale-to-scale diagnostic provides away to visualize the energy cascade. Since thewaveband boundaries are
taken as a power law, the scale-to-scale transfers normalized to theirmaximal absolute value provide uswith
information regarding the direction and locality of the energy cascade.We designate a transfer to be direct if it is
Figure 3.The transfer spectra for (left) ions and (right) electrons normalized to their respective ε values. The vertical dashed lines
denote waveband boundaries.
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positive for >K P andwe call it local if it occurs primary between scales with ~P K . In section 6, wewill
elaborate on the local character of the cascade.
From ﬁgure 4 for the ions andﬁgure 5 for the electrons, we do observe that the patterns for the scale-to-scale
transfers correspond indeed to a direct and local energy cascade. Since ( ∣ )K P is systematically positive for the
energy received from larger scales >K P (lower-diagonal in panels a), we can say thatwe observe a direct energy
cascade. For both sets ofﬁgures, the pseudo-isometric visualization (panels b) allows us to better compare the
intensity of the transfers at different scales, while plotting the scale-to-scale transfers as a function of -P K
(panels (c)) allows us to better gauge their locality and self-similarity (i.e. the curves for different K ʼs would
collapse on each other for perfect self-similar transfers; an expected property for scale-to-scale transfers in the
inertial range of classical homogenous turbulence).
We againmention that it is important to differentiate between the locality of the energy cascade, one
structure giving energy to a similar size structure, and the locality of interactions captured byKraichnan’s
locality functions [33], where themediators of the energetic interaction between two scales are also considered.
While the two are related, as wewill show in section 6 and discuss in the last section, they are not directly
equivalent.
For the system analyzed here (b = 1), we notice that the ion’s scale-to-scale transfers tend to be self-similar
in a range starting with the gyroradius ( r ~k 1i ) and ending around r ~k 20i . The latter limit is due to the
collisional dissipation employed, which for the ions is dominated by the ﬁeld perpendicular contributions
(including the k^ ﬁnite Larmor radius—FLR effects) [85]. Considering the overall shape of  i (large scale source,
small scale sink), the ionsmatch the classical picture of turbulence to a certain degree. By comparison, electrons
suffer from strong parallelmixing effects at scales r >k 1i , which help to remove free energy through parallel
collisions. For electrons dominated by Landau damping, the role of the perpendicular cascade is just tomop up
the reminder of the free energy and pass it down to ever smaller scales, which are in turn also affected by Landau
damping. This leads to the ‘damped’ cascade picture observed inﬁgure 5. As the electron dissipative route is
Figure 4. Scale-to-scale transfers for the ions: (a)ﬂat visualization; (b) pseudo-isometric visualization; (c) the collapsed of select
( ∣ )K P curves as a function of -P K .
Figure 5. Scale-to-scale for the electrons: (a)ﬂat visualization; (b) pseudo-isometric visualization; (c) the collapsed of select ( ∣ )K P
curves as a function of -P K .
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more efﬁcient than the ion one, there should be no surprise that in a steady state the electron free energy channel
draws inmore free energy from a given source (leading to e e » 2.24e i ).
4.6. The energyﬂux across a scale
Compared to the transfers between different wavebands, the locality functions and scale ﬂuxes are functions of
thewaveband boundaries. Numerically, we have access to the triple-scale transfer ( ∣ ∣ )K P Q and thus, we can
computewith ease the scale ﬂux through the scale boundaries ( l=k kc c1 ). In terms of the triple-scale transfer
information, the scale ﬂux reads
  å åå å å åP = = =
= + = = = + = = +
( ) ( ∣ ∣ ) ( ∣ ) ( ) ( )k K P Q K P K , 37c
K c
N
P
N
Q
N
K c
N
P
N
K c
N
1 1 1 1 1 1
where the last two identities relate the scale ﬂux to the scale-to-scale transfer and the transfer spectrum,
respectively.
We display in ﬁgure 6 the scale ﬂux for the ions and electrons for ourGK simulation.While in the context of
reduced (z invariant)GK turbulence [92], the departure from scale invariance for an energy ﬂuxwas shown to be
dependent on the perpendicular collisions, the scaling displayed by the electron ﬂux should be analyzed from the
perspective of Landau damping, as electrons dissipate energymainly due to parallel velocity collisions and a v z,
coupling is established via linear phasemixing. This acts as a reminder that phase space dynamics cannot be
ignored, even though such an analysis goes beyond the scope of this paper and is left for future work.
Since deﬁnitions listed for a continuous system can sometimes offer a clearer understanding, we provide an
equivalent deﬁnition for the scaleﬂux across thewaveband boundaries kc in terms of the inﬁnitesimal triple-
scale transfer ( ∣ ∣ )k p q ,
 

ò ò ò ò ò ò
ò ò ò
P = = -
=
¥ ¥ ¥ ¥ ¥
¥ ¥
( ) ( ∣ ∣ ) ( ∣ ∣ )
( ∣ ∣ ) ( )
k k p q k p q k p q k p q
p k q k p q
d d d d d d
d d d , 38
c
k
k
k
0 0 0 0 0
0 0 0
c
c
c
wherewe have used  = -( ∣ ∣ ) ( ∣ ∣ )k p q p k q in the last equality and remembered that due to equation (30)we
have
ò ò ò =( ∣ ∣ ) ( )k p q k p qd d d 0, 39
a
b
a
b
a
b
for any a and b sub-domain limits. Unlike energy transfers that depend on the thickness of the bands, the value
ofP( )kc is identical regardless of it being computed via equation (37) or from equation (38).
4.7. The locality functions
Knowing the scale ﬂux through kc, the infrared (IR) locality function is deﬁned by taking a probewavenumber
boundary kp, so that for k kp c we have
å åå å åP = +
= + = = = = +
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥( ∣ ) ( ∣ ∣ ) ( )k k K P Q . 40p c K c
N
P
N
Q
p
P
p
Q p
N
ir
1 1 1 1 1
The IR locality functionmeasures the contribution to theﬂux through kc from couplings with at least one scale
wavenumber less than kp. In the second term, the sumoverwavebandQ starts from +p 1 to avoid double
counting. In the limit k kp c , we recover the ﬂux across the cutoff wavenumber kc, i.e.
Figure 6.The ﬂuxes of energy across a scale for (left) ions and (right) electrons normalized to their respective ε values. The vertical
dash lines denote waveband boundaries.
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recovers equation (37) for =p c due to the conservation of energy
ååå =
= = =
( ∣ ∣ ) ( )K P Q 0, 42
K a
b
P a
b
Q a
b
for any a b, indices that identify a set of bands. It is customary to normalize the locality functions to the ﬂux
trough kc, inwhich case a value of one is obtained for kp=kc and less than one for <k k 1p c .
Although the IR functions have a clear interpretation as the ratio of energy contributed to the ﬂux through
scale kc coming only from larger and larger scales, it should be remembered that for k k 1p c the transfers can
only take place between triads with onewave vector legmuch smaller compared to the other two. Therefore,
these functions can provide information regarding the overall locality of the nonlinear interaction. The rate with
whichP P( ∣ ) ( )k k kp c cir decreases in value as a function of k kp c measures the locality of interactions. Larger
exponents denotemore local behavior while a zero exponent would qualify turbulence as fully nonlocal, i.e.
every scale inﬂuencing equally the coupling of any other scale in the system.
For our simulation data, the IR locality is presented inﬁgure 7. The 1/12 value for the ion scaling exponent is
consistent with the value reported by [69] in theﬁrst study of the locality problem forGK turbulence, whichwas
performed for tokamak-relevantmagnetic geometry. The 1/3 value for the electron’s IR scaling was already
shown recently by [71], on the same data.Wemention that the exponents’ values appear to bemuch smaller
(more nonlocal behavior) than for the hydrodynamic [59, 63] (i.e. 4/3) or theMHD [66–68] (i.e. 2/3) cases.
Using as reference the 4/3 value found for the asymptotic locality exponent in classical turbulence [59, 63],
wewill associate larger values for theGK exponents to local and smaller values to nonlocal interactions.While
this is an arbitrary choice, this simple characterizationwill allow us to simplify the presentation of the results.
A similar deﬁnition ismade for the ultraviolet (UV) locality functions, which for k kc p is given as
å å å å åP = +
= = + = = = +
⎡
⎣
⎢⎢
⎤
⎦
⎥⎥( ∣ ) ( ∣ ∣ ) ( )k k K P Q . 43p c P
c
K p
N
Q
N
K
p
Q p
N
uv
1 1 1 1 1
Itmeasures the contribution to theﬂux through kc from couplings of scales with at least one scale wavenumber
greater than kp, therefore providing information regarding the localitymakeup of a scale kc in relationwith
smaller and smaller scales. For our simulation theUV locality is presented inﬁgure 8. A strongUV locality
character is inferred from the large values of theUV locality exponents.Wemention that selecting a cutoff
r =k 0.55c i gives the same scaling as for r >k 1c i , denoting that gyro-averaging effects don’t inﬂuence the
contributions to theﬂux across a scale emerging from interactionswith progressively smaller scales. For both
plasma species, a robust 5/2 value can be inferred for theUV locality exponent.
For completeness, as wewill use them in later sections, we provide the deﬁnitions of the locality functions in
terms of the inﬁnitesimal triple-scale transfer ( ∣ ∣ )k p q ,
 ò ò ò ò òP = +¥ ¥ ¥⎡⎣⎢
⎤
⎦⎥( ∣ ) ( ∣ ∣ ) ( ∣ ∣ ) ( )k k k p q k p q q p k p qd d d d d , 44p c k
k
p
k
q
ir
0 0c
p p
Figure 7.The IR locality functions for (left) ions and (right) electrons normalized to the energyﬂux.
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These deﬁnitions are analogous to their waveband discrete forms, up to amanipulation of the IR integral limits
similar to the one performed in equation (41) and by employing equation (39).
4.8. Reviewing the signiﬁcance of the results
The results listed for the transfers,ﬂuxes and locality functions have been, in one formor another, presented in
the literature.We take the time to comment on their signiﬁcance, before performing amore detailed analysis on
the transfers.
The fact that the energy transfers are dominant between neighboringwavebands denote the local character
of the cascade.However, considering thatwe takewavebands separated by less than a factor 2 (i.e. 21 3), the
observed energy exchanges imply strong intra-dyadic interactions, known to lead to an enhanced nonlocal
characteristic for the nonlinear interactions (wewill detail this statement in section 6). This assertion is validated
by the strong nonlocal character captured by the IR locality functions (i.e. exponents reaching values of 1/12 for
the ions and 1/3 for the elections, valuesmuch smaller than the 2/3 and 4/3 found inMHDand
hydrodynamical turbulence). The locality nature of interactions is important whenmodeling turbulence [93],
but it also has a strong phenomenological signiﬁcance. A strong IR nonlocality is a sign of a very large scale ﬂow
shearing small scale structures, rather than advecting them. For example, a zonalﬂow [94] is expected to
enhance the nonlocality nature of plasma turbulence. On the other hand, the local UVbehavior can be seen as an
insensitivity of the perpendicular interactions to the type of collisional operators employed. This is fortunate
from the perspective of turbulencemodeling, evenmore sowhenwe consider that both ions and electrons
recover the same robust 5/2 value for theUV locality exponent, although their phase space dissipation route is
found to be different [85].
In the case of IR locality functions (ﬁgure 7)we also observe a change in slopes at r ~k 1p i , an effect we
consider speciﬁc tomagnetized plasma turbulence, as turbulence above and below the ion gyroradius is expected
to have different properties. The IR exponent seems to bemuch larger (more local behavior) at scales r <k 1i .
The ions strong nonlocal behavior occurs at scales r >k 1i . As IR nonlocality increases, the transfers associated
with intra-dyadic interactions becomemore important in the energy cascade. As these intra-dyadic transfers, in
the limit q 0, can be seen as occurring between neighboring waves rather than compact structures, theGK
turbulence cascademay have a strongerwave characteristic [76] compared to strong classical turbulence or even
MHD turbulence.
For the remainder of this paper, we seek to understand better the link between dyadic separated couplings
and intra-dyadic interactions and their contribution to the locality problem.
5. Idealized energy transfers between scales
While diagnostics based on ( ∣ ∣ )K P Q (e.g. the locality functions) can offer themost amount of information
pertinent to the nonlinear interactions, the triple-scale transfers can be very demanding to compute, especially
for theﬁve-dimensional GKproblem. For a scale decomposition that usesNwavebands, the triple-scale
transfers requireN2 calculations of the nonlinear terms. By comparison, computing the scale-to-scale transfers
( ∣ )K P directly from the nonlinear term requires onlyNnonlinear terms calculations. Since ( ∣ )K P measures
the energy exchange between two scales, a natural question emerges: canwe recover information pertinent to
scale locality directly from ( ∣ )K P ? And if yes, what is its interpretation?
Figure 8.TheUV locality functions for (left) ions and (right) electrons normalized to the energy ﬂux.
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5.1.Deﬁnition
To address these questions and to build conﬁdence in the interpretation of diagnostics that are applied in
practice to turbulence systems that don’t exhibit clear inertial ranges, we deﬁne a test case thatwill prove helpful
in thesematters.We choose:

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- >
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k k
k k
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uv
where air and auv are here the two control parameters, togetherwith the implicit choice for thewavebands. As
the indices’ sufﬁxes imply, we take the air and auv exponents to be related to the IR andUV locality exponents.
Below, we use the samewaveband decomposition as the one given in section 3.4 for theGKproblem (i.e.
l = 21 3) andwe use a a= = 5 2ir uv , to start. The resulting  ( ∣ )K Ptest transfers are presented in ﬁgure 9. Not
surprisingly, we recover an idealized forward cascade that is scale-invariant (excepting the start and end of the
band interval considered, due to numerical truncation effects). The scale invariance of the transfers is best seen
from theﬁgure 9(c) panel, where a perfect collapse of the scale-to-scale transfers as a function of -P K is
observed.Moreover, from the same panel we observe that the ‘tails’ of the transfers decreases gradually
at -( )P K .
Inﬁgure 10we plot the absolute value of  ( ∣ )K Ptest as a function of kP for all K values.We clearly see that for
this simple test the tails follow a power law.Wemention that from these type of plots, especially when
considering our graphical representation, we only seek to identify an overall power law for the tails, rather than
analyze individual transfers characteristics. The slope of the tails for >K P and <K P are indicated for
reference, recovering the values prescribed for air and auv parameters.While this should not come as a surprise
due to our choice for  ( ∣ )K Ptest , wewant to recover these exponents bymeans of locality functions.
Figure 9. Scale-to-scale for the test function ( º test): (a)ﬂat visualization; (b) pseudo-isometric visualization; (c) the collapsed of
select ( ∣ )K P curves as a function of -P K . Here e = å å ( ∣ )K PK P12 test in accordancewith equation (36).
Figure 10. ∣ ( )∣K P,test for all possible K .We emphasize the transfer for =K 14 as a thick line, to help visualize the typical K transfer
curve. The slope of the tails for >K P and <K P are indicated for reference, recovering the 5/2 value prescribed for air and auv .
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5.2. Capturing the locality of the test transfers via locality type functions
Taking into account thatwe can recover from ( ∣ )P K Ptest theﬂux through a surface kc (displayed inﬁgure 11) by
simply employing the deﬁnition given by equation (37), i.e.
å åP =
= = +
( ) ( ∣ ) ( )k K P , 47c
P
c
K c
N
test
1 1
test
where å å == + = + ( ∣ )K P 0P cN K cN1 1 test due to energy conservation, we take an additional probe surface that
limits the separation between the energy giving and the energy receiving scales. In the absence of amediator, we
cannot recover the IR andUV locality functions previously introduced and use the following deﬁnitions instead:
 å åP =
= = +
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We see that in the limit k kp c , the two locality functions recover the energy ﬂux given by equation (47). The
test locality function captures the prescribed exponents, ﬁgure 12. This is also seen from the two additional cases
presented inﬁgure 13, wherewe use the same value a = 5 2uv but different values for air.We see that the values
prescribed are recovered by the test locality exponents.Wemention that theUVplots are exactly the same as the
one listed inﬁgure 12.
A few lessons can be drawn from this simple test. First, this simple test allows us to clearly identify
characteristics we associate with asymptotic locality, i.e. for different values of kc all curves collapse on each other
and exhibit the same power law. Second, formore nonlocal scalings (small value of the locality exponent), the
locality functions fall off the asymptotic scaling at small k kp c ratios. This fall-off is due to the high nonlocality
nature not being able to isolate theﬁnite domain fast enough and limits our ability to gauge the correct IR locality
behavior close to the largest scale. The slope at high k kp c values is where asymptotic values should be
investigated.Wemention that for a a¹ir uv the test transfer considered does not sumup to zero. This is a
simple particularity of the deﬁnition employed, as there is no a-priori requirement for IR andUV locality
exponents to be identical. This is acceptable aswe just use the different air values to test the ability of the
modiﬁed locality functions to capture the correct IR exponents.
Figure 11.The ﬂux of energy across a scale for the test transfers. The fall-off at low and high k are due to theﬁnite size effects not being
able to account for the locality.
Figure 12.Themodiﬁed IR andUV locality functions for the test transfers a a= = 5 2ir uv .
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Themost important lesson to be drawn is also themost obvious: the locality exponents can be determined
directly from the scale-to-scale transfer. However, these are not the exponents related to all interactions, but
related to the locality of the energy cascade.We go back to the full GK simulation to show this fact.
6.Detailedmeasurements of the energetic exchanges inGK turbulence
Compared to the idealized test case thatwas presented in the previous section, when investigating nonlinear
energetic interactions and their scale locality in turbulence, we need to account implicitly or explicitly for the
contributionmade by themediator scale. As an example, we start by looking at the ion scale-to-scale transfers for
various separations between the energy exchanging scales.
6.1. The impactmade by the separation of scales on the ion scale-to-scale transfers
The scale-to-scale transfers (equation (31)) are obtained by integrating over allmediator scales. Here, rather than
doing so, wewill characterize the exchanges between two scales p and k as a function of the values taken by the
mediators q, and integrate accordingly over q to obtain a conditional formof the scale-to-scale transfers.
Theminimal value for a scale q thatmediates the interaction of two other scales (p and k) is given by
equation (21), i.e.  -{ } { }q k p k pmax , min , . Expressing the value of { }k pmax , in terms of { }k pmin , , as
a={ } { }k p k pmax , min , with a 1, we obtain
 a -( ) { } ( )q k p1 min , . 50
We see that the lower limit of themediator q (i.e. a= -( ) { }q k p1 min ,min ) and theminimal separation
between p and k are linked. For k=p, we in fact have a = 1and =q 0min . Imposing  =q q 0min as a
selection conditionwould pick up all possible scale couplings for which { } { }k p k pmax , min , (i.e. any p and
kwould lead to a qwhich is larger than qmin). This includes the = =k p q couplings. As another example,
choosing ={ } { }k p k pmax , 2min , , whichmeans a = 2, leads to = { }q k pmin ,min . Imposing the selection
condition = { }q k pmin ,min , selects all scale couplings ( q qmin ) for which { } { }k p k pmax , 2min , .
Imposing the lower limit of themediator q sets the theminimal separation possible between the energy
exchanging scales.
We see that in principle,α can act as a control parameter. For a = 1, which recovers k=p, wehave =q 0min .
Taking a = 2 leads to = { }q k pmin ,min and ensures that a dyadic separation (i.e. ={ } { }k p k pmax , 2min , ) is
theminimal separation available between the energy exchanging scales.Going furtherwith our example, for
a = 3weobtain ={ } { }k p k pmax , 3min , as theminimal separation between energy exchanging scales
and  { }q k p2min ,min .
Figure 13.The ∣ ( )∣K P,test transfers and themodiﬁed IR locality functions for differnt values of air. For all cases, theUV locality
functions are identical as the one given inﬁgure 12.
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Since our scales are prescribed asmultiples of l = 21 3, e.g. l= -k kQ Q1 1, the values thatα can take are
discrete and considered here as a l= + 1n for În . Considering that theQ index identiﬁes thewaveband
l= -( ]s k k,Q Q Q1 , wewrite the condition given by equation (50) for thewaveband boundaries (i.e.  lq minQ n
{ }k p,K P ) in terms of thewaveband indices as
 + +{ } ( )Q K P nmin , 1 . 51
The+1 emerges due to our choice for thewaveband index (i.e. -( ]k k,Q Q1 ) and the integer n can nowbe used as
the control parameter for our discrete waveband representation. Corresponding to a = 2wehave n=0 and
= +{ }Q K Pmin , 1min , while for the previous a = 3 examplewe have n=3 and = +{ }Q K Pmin , 4min .
Not only that we can recover aminimal dyadic separation between energy exchanging scales for n=0, butwe
can also select aminimal separation that is less than dyadic for <n 0.
Accounting for the condition expressed by equation (51), we deﬁne themodiﬁed scale-to-scale transfers as
 å=~
= + +
( ∣ ) ( ∣ ∣ ) ( )
{ }
K P K P Q 52
n
Q K P n
N
min , 1
and plot them inﬁgure 14 for different values of n, using the ion species as an example.We see that for a
separation between energy exchanging scales that is at least dyadic (n= 0) the index separation between the
intense peaks and the diagonal is 3 (since = +( )k k2 Q Q 3 ). As expected, selecting larger values for n limits the
selection of energy exchanges between scales that are farther and farther apart.
For clarity, we present inﬁgure 15 the same transfers, but only for a selected receivingwaveband =K 14.We
see that only for n=0, the scale kK is dyadic separated on each side from kP , i.e. from the black diamondwe
need to count 3 diamonds (due to l = 21 3) to reach the either left or right peaks. Compared to the full scale-to-
scale transfers that are dominated by the intra-dyadic exchanges, the dyadic separated transfers have awider k
support and decay to zeromore gradually. This is important, since the decay of the transfers for P K and
P K contains information relevant to the locality of the cascade, as we saw for the ideal case.We also note that
for a larger separation between the energy exchanging scales, the transfers decrease in intensity, a fact seen from
the diminishing value for the ratio between themaximal value of the transfer and the overall transfer norm ε.
The results presented inﬁgures 14 and 15 validates our expectation that limiting theminimal value of the
possiblemoderators q results in an effective limitation of theminimal separation between the exchanging scales
p and k.
Figure 14.The ~ ( ∣ )K Pn transfers for the ions, normalized to their respectivemaximal value, i.e. ~{ ( ∣ )}K Pmax n . The ﬁrst top panel
depicts the standard transfers ( ∣ )K P , while the rest are identiﬁed by the value of n. For each panel, the top right number represents
themaximal value used for normalization in units of the transfer norm ε.
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From the = -n 6 case (for which = { }q k pmin ,min 14 and theminimal separation is ={ }k pmax , min
5
4
{ }k p, )we can infer an additional important result.We see thatwe allow for a relatively small separation between
the k and p exchanging scales and since Î ⎡⎣ ⎤⎦{ } { }q k p k pmin , , min ,14
6
4
, the ~q k or ~q p values are possible
for themediators.We can consider this as a proxy for the intensity of the energy exchanges for the ~ ~k p q
subset of couplings. By comparison, the full case (i.e. q 0), while allowing for these exchanges to take place, it
also accounts for the exchanges between ~k pmediated by ~q k p. Inﬁgure 15, comparing the intensity of
the full transfers with the ones for the = -n 6 case, we see (from themaximal value used for normalization in
units of the transfer norm ε) that the latter (i.e. = -n 6) are ten times smaller in valuewhile exhibiting the same
overall location for the peaks. This shows that the dominant intra-dyadic exchanges are the onesmediated by
small values of q (i.e. ~q k p), which are intrinsically nonlocal from the perspective of the locality of
interactions.
6.2. Extracting locality information from the scale-to-scalemeasurements
We seek to extract information pertinent to the locality problem from the scale-to-scale transfers. For ions and
electrons, we look inﬁgure 16 at the absolute value of ( ∣ )K P as a function of kP for all K values.While
compared to the ideal (test) case (section 5)we see that the intra-dyadic exchanges lead to an abrupt fall-off of the
transfer curves (also seen inﬁgure 15, full panel) andwe see a large and small scale pollution, we are able to
identify (IR andUV) slopes for the tails. In fact, looking at the - ( ∣ )K P6 case inﬁgure 17, while noting that the
missing points are due to our inability to compute equation (52) for them,we see that the abrupt fall-off is
removedwhile the tail information remains identical. The tail information, or its scaling to bemore exact, is
what determines the locality information.We alsomention that, while - ( ∣ )K P6 removes the abrupt fall-off,
only once the transfers occur between scalesmore separated (close to a dyadic separation) dowe see them fall on
a (IR orUV) power law (this can be inferred from the inspection of the thick black lines inﬁgure 17). This is why
the dyadic separation represents a useful reference.While not crucial, as the tails can be recovered from the full
scale-to-scale transfers, they help identify the correct scalings.
In principle, a comprehensive analysis of the tails could be performed.Here, we resume to simply identify
the IR andUV slopes. For both ions and electronswe identify a 5/2 slope for the transfers towards smaller scales
Figure 15.The ~ ( ∣ )K Pn ion transfer as a function of kP for =K 14, normalized to their respectivemaximal value displayed. The
location of k 2n1 3 shell boundaries are depicted by dotted lines and every third boundary, corresponding to a dyadic separation of the
form k 2n1 , are emphasized as dashed lines. The ﬁrst top panel depicts the standard transfers ( ∣ )K P , while the rest are identiﬁed by the
value of n. For each panel, the top right number represents themaximal value used for normalization in units of the transfer norm ε.
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(UV transfers). Regarding the exchangeswith the larger scales (IR transfers), we identify a 4/2 scaling for the ions
and a 3/2 scaling for the electrons. These scalings can be identiﬁed as the locality exponents for the energy
cascade, which is contained in the full locality problem, i.e. the locality of interactions.We try next to recover
these scalings from a set ofmodiﬁed locality functions.
6.3.Modiﬁed locality functions
Weproceed now to impose the q qmin condition for the locality functions, wherewe take = { }q k pmin ,min .
Starting from the locality functions given by the equations (44) and (45) in terms of the inﬁnitesimal triple-scale
transfer ( ∣ ∣ )k p q and accounting for the  { }q k pmin , condition, we deﬁne themodiﬁed locality functions as
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In terms of ourwaveband decomposition, the equivalent deﬁnitions used in actual computations are given as
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We look at the IR inﬁgure 18 andUV inﬁgure 19 for themodiﬁed locality functions considered here. The
locality curves show a clear power law and they collapse on each other for different cutoffs (kc). This is a clear sign
thatwe recover asymptotic locality exponents. Furthermore, using thesemodiﬁed locality functions, weﬁnd a
4/2 value for the ion’s IR exponent, a 3/2 value for the electron’s IR exponent and a 5/2 value for bothUV
exponents. These are the same values as the ones found for the locality exponents of the cascade. As such, we see
thatwe can recover these exponents directly from the scaling of the tails of the scale-to-scale transfers. However,
Figure 16. ∣ ( )∣K P, for all possible K for (left) ions and (right) electrons. The slope of the IR for >K P andUV <K P exponents
are indicated for reference.
Figure 17. ∣ ( )∣K P, for all possible K for (left) ions and (right) electrons. The slope of the IR for >K P andUV <K P exponents
are indicated for reference.We emphasize the transfer for =K 14 as a thick line, to help visualize the typical K transfer curves.
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we still need to relate these asymptotic locality exponents (for the energy cascade)with the ones in section 4.7
(the exponents for the locality of interaction).We do so next andmake our ﬁnal conclusions.
7.Discussion and conclusions
7.1.Discussing the relation between the IR locality function and itsmodiﬁed form
Weﬁrstmention that in theUV limit, the locality exponents for the nonlinear interactions (obtained via the
normal locality functions) and the asymptotic locality exponents found for the energy cascade (either directly
from the scale-to-scale transfers or via the use of themodiﬁed locality functions) recover the same 5/2 value for
both ions and electrons.
Compared to theUV case, the IR locality exponents obtained for the full andmodiﬁed deﬁnitions of the
locality functions differ drastically. To understand better the signiﬁcance behind this difference, we plot in
ﬁgure 20 the (p q, ) integration domain of ( ∣ ∣ )k p q for equation (44) and its two constituent terms. Since in the
( ∣ ∣ )k p q object the position of the k p q, , scalesmatters, the two terms in equation (44) have different physical
interpretations.
Due to the deﬁnition of IR locality functions, the ordering  k k kc p is always valid. Considering now
solely the q p (ﬁrst) term, forwhich k pp , we see from the condition listed in equation (21) (or equivalently
in equation (50)) that we always have at least a dyadic separation between the giving and receiving scales (i.e.
k p2 ) for k k2c p. As explained in section 3.3, such interactions aremediated only by immediate dyadic
structures above and below the energy receiving scales. Thus, these interactions are quite local and as a
consequence scale verywell with the energy receiving scale k, i.e. the dynamics of these interactions tend to
become scale invariant and recover asymptotic locality properties. The separation imposed by kp and kc limits
now the separation between the giving and receiving scales and the locality exponents thusmeasured are directly
related to the locality of the energy cascade. Themodiﬁed IR locality functions stated in equation (53) is simply
thisﬁrst term,whichmeasures the intensity of the energy cascade as a function of the separation between the
energy exchanging scales and leads to the recovery of asymptotic locality exponents.Wementions that for
kc=kp the q p conditions can select intra-dyadic exchanges, however, these exchanges tend to bemediated
by ~q k and do not increase the nonlocal nature of interactions.Moreover, interactions of the type = =q p k
cannot be seen asmoving energy fromone scale to another.
In the second term,we have p q and   k k k qc p . This limitation on themediator scale q selects
only transfers of energy between scales contained in the same dyadic signal.While the energy exchanges are
indeed very local, the largest contributions involve couplings for which themediator is well separated from the
Figure 18.Themodiﬁed IR locality functions for the (left) ions and (right) electrons.
Figure 19.ThemodiﬁedUV locality functions for the (left) ions and (right) electrons.
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energy exchanging scales ~q p k. This leads to a strong nonlocal character for the nonlinear interactions,
which is captured by the second term’s exponents. The fact that themediation of intra-dyadic transfers ~p k is
done by scales comparable to the forcing range, scales which are thus ampliﬁed directly by the linear forcing
term, is listed as a warning to the impactmade by a force on the development of turbulence [66].
The full IR locality function captures both of these distinct aspects and, depending on their intensity,
provides an effective locality exponent. Aswe have shown, asking for k and p to be at least dyadic separated leads
to a null contribution for the second term. This fact emphasizes the interpretation that the second term
measures the locality of planewaves interacting inside the same dyadic signal and its not ameasure of the
classical turbulence energy cascade (overall, the energy exchange between a dyadic scale and itself is zero).
Indeed, for hydrodynamics andMHD turbulence, the contribution of the second term is sufﬁciently reduced as
to recover globally the asymptotic locality exponents. This is not the case forGK turbulence, where the exchange
between neighboring waves seems to remain strong even at the smallest scales.
7.2.Discussing the asymptotic locality exponents
ForGK turbulence, the effective IR locality exponents do show that turbulence is strongly nonlocal. However, at
the same time, our detailed analysis shows that the energy exchange betweenwell separated scale structures
recovers asymptotic values for the locality exponents. In the past [69], a value of ( )k kp c 5 6was estimated for
the IR andUV asymptotic locality exponents. Those values were determined using scalings computed for
statistically homogenous two-dimensional GK turbulence [27]. Here, we do not conﬁrm those predictions, as
weﬁnd, respectively, 4/2 and 3/2 values for the ion and electron IR asymptotic locality exponents. For theUV,
both ions and electrons converge on the 5/2 value for the asymptotic locality exponent, which are recovered
from the full formof the locality functions, denoting their robustness.
The recovery of asymptotic locality exponents is indeed impressive, as it shows that in spite of all existing
complications, GK turbulence possesses a strong classical characteristic for theKAWcascade. Byﬁltering the
large scalesmediators and limiting the contributions of intra-dyadic exchanges we allow the nature of the
remainder interactions to surface.We see that embedded in the full GK turbulence problem, there exists an
asymptotic turbulence component (just like hydrodynamical orMHD turbulence), which under ideal
conditionsmay yet be realized. Even if only a tendency, the asymptotic locality nature of GK turbulence can still
bemeasured and the least expensive way is through the scaling of the scale-to-scale transfers. In the future,
measuring these asymptotic locality exponents for different plasma parameters in simplemagnetic
conﬁgurationswill tell us if this classical characteristic is also universal forGK turbulence.
ForGK turbulence to recover a general asymptotic behavior, i.e. for its nonlinear dynamics to remain scale
invariant with the increase of the interval of excited scales, the contribution of intra-dyadic exchanges (mediated
by large scales) should tend towards zero. In this scenario, wewould recover the asymptotic locality exponent
directly from the locality functions (as the second term, p q, would become sub-dominant) and the locality of
the cascade and the locality of the nonlinear interactionswould become the same. If furthermoreweﬁnd the
asymptotic locality exponent to be unique, we could say that GK turbulence has a universal character. However,
even if the intra-dyadic exchanges will always dominate theGK system, the values of the asymptotic locality
exponent can still be determined from the energy cascade and their uniqueness be assessed for various plasma
parameters.
Last, wemention that all theoretical estimates that assume an inﬁnite inertial range in turbulencewill
automatically assume that the large scalesmediated intra-dyadic exchanges are zero (or inﬁnitely small), since
Figure 20.The geometric relation between the two terms entering the IR locality function, equation (44), for known kp and kc values.
The ﬁrst term constitutes themodiﬁed IR locality function.
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the largest scales that couple in a nonlocal waywill always be removed by the inﬁnite range limit (also seen as: the
large shearing ﬂows are removed and homogeneity is restored for turbulence). This last statement can be
interpreted as awarning, not to over-rely on simple scaling laws for turbulence in complex systems.
7.3. Conclusions
Using a large resolution simulation of GK turbulence in slabmagnetic geometry, we have analyzed the energy
cascade and the locality of interactions.While the interactions can be deemed as being nonlocal (1/3 scaling for
electrons and 1/12 for the ions in the IR limit), we have shown that embedded in the full GKproblem, there
exists a set of couplings that tend to develop an asymptotic turbulence behavior. These couplings possess locality
exponents that can be recovered directly frommeasurements on the energy cascade. The energy cascadewas
shown to be local in nature (3/2 scaling for electrons and 4/2 for the ions in the IR limit) and,more importantly,
it was shown that it recovers asymptotic values for the locality exponents. Thismay prove to be useful in the
development of sub-grid scalemodels forGK turbulence.
In addition, clarifying the diagnostics that can capture the asymptotic exponents forGK turbulence is
important as awide parameter space needs to be explored to evaluate the universality of turbulence at kinetic
scales. Being able to extract the asymptotic locality exponents from the less expensive scale-to-scale transfers can
prove to be invaluable, especially when seekingmore robust time averaged results.
From the perspective of theﬁve-dimensional dynamics, understanding that the exchange of energy between
perpendicular scales occurs in an asymptotically local way is important when seeking to understand the balance
between nonlinear phasemixing (that includes the perpendicular cascade) and linear phasemixing (Landau
damping) using turbulence scaling arguments. This is left for future work.
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