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ABSTRACT 
In this report we deal with the asymptotic behaviour for E + 0 of the 
solution of the elliptic boundary value problem 
on a bounded domain G c JR.2 . When E + 0, the uniformly elliptic operator 
EL 2 + L1 degenerates to the first order operator L1 which has critical points 
in the interior of G, i.e. points at which the coefficients of the first de-
rivatives vanish. We construct a formal first order approximation for the 
simple types of critical points of L1 and we prove the validity under some 
restriction on the range of the zero-th order part of L1• In a number of 
cases we get internal layers of nonuniformity (which extend to the boundary 
in the saddle-point case) near the critical points; this depends on the po-
sition of the characteristics of L1 and their direction. At special points 
outside the range, in which we could prove validity, we observe "resonance", 
a sudden displacement of boundary layers; these points are connected with 
the spectrum of EL 2 + L1• 
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I. INTRODUCTION, 
In a closed and bounded domain G c 1R2 with a piecewise smooth bound-
ary we consider the linear elliptic boundary value problem 
(I) sL 2 ¢ + L1¢ = h, ¢ prescribed at aG, 
a a LI := p(x,y)ax + q(x,y)ay - µ, 
which depends on a small positive parameter E and a real parameterµ. L2 is 
a uniformly elliptic 2nd order partial differential operator: the quadratic 
form associated with its principal part is positive everywhere in G. L1 is 
a first order partial differential operator which is allowed to have criti-
cal points in the interior of G, i.e. points at which the operator degener-
ates to zero-th order. Our aim is to study the asymptotic behaviour for 
E i O of the solution¢ of (I). We will restrict ourselves to problems in 
which existence and unicity of the solution is ensured by a maximum princi-
ple (cf. [II]). 
Most work on the singular perturbation problem (I) is done for an oper-
ator L1 without singularities; e.g. ECKHAUS & DE JAGER [4] prove that then 
¢ is approximated by the solution of the reduced equation (set E = 0 in (I)) 
in the major part of the domain and that a simple boundary layer of width 
O(s) is located along a part of the boundary. The characteristics of L1 and 
the direction in which they are traversed play a decisive role in the loca-
tion of the boundary layer. These characteristics are the curves {(x(s,t), 
y(s,t)) t constant}, directed in the sense of increasings, where the trans-
formation (s,t) t--+ (x,y) locally is a smooth diffeomorphism of the plane 
which transforms L1 into -a:+ g(s,t) while the quadratic form associated 
with L2 remains positive. At a point at which a characteristic enters the 
domain the approximation takes the given boundary value and its evolution 
inwards along the characteristic is governed by the reduced equation L1u =h. 
At the point at which the characteristic leaves, the value thus obtained 
has to be matched to the prescribed boundary value by a boundary layer term. 
The validity of such an approximation can be proved if neighbourhoods of 
characteristics which are tangent to the boundary or have more than two 
2 
points in connnon are excluded. When a part of the boundary coincides with 
a characteristic, a parabolic boundary layer of width 0(1£) is formed along 
it, cf. [4] §4.2. GRASMAN [5] constructed an approximation which is valid 
also in a neighbourhood of a poi~t at which a characteristic is tangent but 
does not enter. When a characteristic enters at a point where it is tangent 
to the boundary, we can construct an approximation by regularization as 
was proved in [6]. 
Singularities of L1 make the problem much more complicated as was al-
ready pointed out by DE JAGER [9] and by the author [7]. We may expect that 
these singularities produce internal nonuniformities ("free boundary layers") 
since at such points the operator L1 degenerates to zero-th order, though 
it will appear that this is not always the case. Here also the position of 
layers of nonuniformity depends of course on the direction in which the 
characteristics of L1 are traversed. The approximation again takes the 
boundary value at a point at which a characteristic of L1 enters the do-
main and its evolution along the characteristics is governed by the reduced 
equation. At parts of the boundary where characteristics leave the domain 
an (ordinary) boundary layer occurs. If characteristics end in a singular-
ity an internal nonuniformity is formed in a neighbourhood of that point. 
Characteristics also can start at a singularity, in which case we do not 
know a priori at what value the solution of the reduced equation has to 
start. Furthermore, characteristics having a large distance at entrance may 
run very close to each other eventually; since the boundary values at en-
trance can differ considerably, we have to expect in this case too internal 
nonuniformities in which these differences are matched. 
We will construct here (formal) first order approximations to the solu-
tion of (I), when G contains a single nondegenerate singularity of L1, cf. 
§2.a; the validity of the approximation will be proved by the maximum prin-
ciple, whenµ is larger than some bound, determined by the spectrum of £L2 + 
+ L1. At special values ofµ below this bound the formal approximations ex-
hibit the phenomenon of "resonance", as it was called among others in [14] 
and [15] for the analogous type of singular perturbation problems in ordi-
nary differential equations. In order to exclude additional difficulties 
caused by the form of the boundary, we always assume that the characteris-
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tics of L1 are nowhere tangent to the boundary (except in §7.c). After 
some preliminaries on types of singularities of LI and on the maximum prin-
ciple in §2, we treat the case LI has a saddle-point in §§3-4, a node in 
§§5-6 and a vortex in §7. In §8 we.deal with cases in which G contains sev-
eral singularities of LI and with the phenomenon of "resonance" and in the 
appendix §9 we derive a number of inequalities on special functions we need. 
A qualitative summary of the results can be read from the figures (page 3, 
fig. I) in which the domain G and some characteristics are drawn. The sha-
dings Ill and\\\ indicate the positions of the ordinary and the free boun-
dary layers respectively. The numbers and the+ and - sign refer to the dif-
ferent types of LI as displayed in §2.a. 
2. PRELIMINARIES. 
a. The singularities of the first order partial differential operator 
a a LI :=Pai+ qay +rare connected with the singular points of the system 
of ordinary differential equations 
(I) dx ds = p(x,y), ~ = ( ) ds q x,y; 
its integral curves are the characteristics of LI. Let the origin be a non-
degenerate singular point of (I), i.e. p(O,O) = q(O,O) = 0 while the deter-
minant of the Jacobian matrix J of (I) does not vanish at the origin. The 
type of the singularity is determined byJ(O,O), for which we have the fol-
lowing standard forms (cf. [8]): 
I. saddle-point: J(O,O) = (1 0) 0 ;\ with ;\ < 0, 
2. nodes: a. J(O,O) = ± (b ~) , 
b. J(O,O) = ± (b ~) with O<;\<I, 
c. J(O,O) = ± ( ! ~), 
3. vortices: a. J(O,O) = ±(1 ") 
-;\ I with ;\ * 0, 
b. J(O,O) = (~I b) . 
STERNBERG proved in [12] that (I) can be transformed into a linear 
equation by a smooth coordinate transformation, if the eigenvalues of 
J(O,O) are in the same open complex half plane which does not contain the 
origin and if one of the eigenvalues is not an integral (*I) multiple of 
the other. Hence we may assume without loss of generality that J is con-
stant in the cases 2a, 2c, and 3a and in case 2b if A! JN\{1}. It is 
noted, that in general (I) cannot be linearized by a sufficiently smooth 
transformation, if the singularity is of saddlepoint-type or is a vortex 
of type 3b. 
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b. The ma,xirrrum principle will be the tool, by which we will prove the valid-
ity of the constructed approximations. Let L be a 2nd order uniformly el-
liptic operator on a bounded domain G, whose zero-th order part is nonposi-
tive, and let the quadratic form associated with it be positive. The maxi-
mum principle may be formulated as follows: "If a twice continuously differ-
entiable function¢ attains a positive maximum in an interior point P of G, 
then L¢(P) ~ O." (cf. [II] ch. 2, th.6). From this one easily derives 
LEMMA 2.1. If¢ and o/ are twice continuously differentiable and if 1¢1 < o/ 
at the boundary of G and IL¢1 < -Lr in the interior of G, then also 1¢1 < o/ 
in the interior of G. 
REMARK. o/ is called a barrier function for¢. 
PROOF. If¢ - o/ attains a positive maximum in the interior of G, then 
L(¢-1) ~ 0 according to the maximum principle. This is in contradiction to 
the assumption L¢ >Lo/and so¢ - o/ does not attain a positive maximum in 
the interior of G. Since¢ - o/ is negative at the boundary, we have¢< o/ 
everywhere in G. In the same way we prove-¢< o/. D 
When the zero-th order part of Lis positive somewhere, then we can 
prove the following generalization (cf. [11] ch. 2, th. 10): "If there exists 
a positive function W such that LW ~ 0 in all of G and if L¢ ~ O, then ¢/W 
does not have a positive maximum in the interior of G." This results in the 
generalization: 
LEMMA 2.2. If Lis an elliptic second order operator whose associated quad-
ratic form is positive in the domain G and if there exists a positive func-
6 
tion W such that LW $ 0 on all of G, then every c2 function q:, which satis-
fies ILq:,I $ -LW in the interior of G and lq:,I $Wat the boundary satisfies 
also lq:,I $ W everywhere in G. 
f . ± • f L ± 0 A d" h . PROOF. The unctions U := -W ± q:,· sat1.s y U ::C: • ccor 1.ng to t e maximum 
principle U±/W does not attain a positive maximum in the interior of G. Since 
they are nonpositive at the boundary by definition, they are nonpositive 
everywhere and the theorem follows. D 
c. notation. The entier of a real number a, denoted by ,a] is the largest 
integer smaller than or equal to a. 
Let f(x,E:) and g(E:) be real functions with x E 1Rn and E: E JR, then we define 
f(x,E:) = O(g(E:)) for E: + a 
if there exists constants M > 0 and E: 0 > a such that !f(x,E:)I $ M!g(E:)I for 
all E: E (a, E: 0]; this equation holds unifoY'mly for x E G c 1Rn if M and E: 0 
can be chosen independent of x if x E G. We define also the small o, 
f(x,E:) = o(g(E:)) for E: + a by lim f(x,E:)/g(E:) = 0. 
E:-1-a 
A real function f on a domain G c 1Rn is called (of class) Ck for k=O, I ,2, 
etc., if its k-th derivatives are continuous 1.n G. It is called unifoY'mly 
Holder continuous with exponent a E (0,1) or Ca if 
for y • x uniformly for x E G. 
I . 11 d Ca . h O "f . [ ] h d . . Ca-[a] t 1.s ca e . wit a ::c: 1. 1.ts a -t er1.vat1.ves are · ·• 
The symbol (a) 1.s defined for complex a and nonnegative integer n by 
n 
(a) := a(a+I) ... (a+n-1) = r(a+n)/r(a). 
n 
Frequently we will use in estimates the function R, defined by 
a 
(2) R ( t) : = I if It I $ I 
a 
and R (t) := ltla if !ti > I. 
a 
The boundary of a domain G is denoted by 8G. 
We will denote consistently parts of the approximations to be constructed 
by the following letters (perhaps with indices, tildes etc.): 
u for parts of the outer expansion 
v for parts of the free boundary layer terms 
w for parts of the ordinary boundary layer terms. 
3. AN EXAMPLE OF THE SADDLE-POINT CASE; PERTURBATION BY t. 
We study the boundary value problem 
(Ia) L ¢ 
E 
on the square 
cl¢ cl¢ EM + x- - y- = h(x,y) 
clx cly 
G := {(x,y) E lR2 I lxl :::; I, IYI :::; I} 
with boundary conditions 
( lb) and ¢(±1,y) := g (±y) ± g (±y). 
+ -
The boundary functions are continuous at the cornerpoints, i.e. 
(I c) g (±1) + g (±1) 
+ -
and 
The degree of smoothness off±, g± and h will be determined later on; Eis 
a small positive parameter. 
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Our aim is to construct an asymptotic approximation for E + 0 to the 
solution¢ of (la-c) which is uniform with respect to (x,y) E G. This con-
struction is performed in a number of steps. First bounds for the solution 
will be given and information will be drawn from it on the location of the 
boundary layers. Then the outer expansion and the boundary layer terms will 
be calculated in the homogeneous case (i.e. h = 0) and correctness of the 
constructed approximation will be proved. Finally the inhomogeneous problem 
8 
is reduced to the homogeneous one. 
a. Bounds for the solution can be derived with aid of lennna 2.1. As a bar-
rier function we use the solution 1jJ of (cf. §9.a) 
iµ"+E;,iµ'=-1, $(±1//2) = O; 
it is bounded by I - log E and has the asymptotic representation 
2 2 
1/J (x//2) = -log lxl + O(E/x) for~ • 00 E 
as is proved in (9.5). If K1 is the maximum of I f±I and I g+ ± g_l and K2 
is the maximum of I hi, then we conclude from 
for all (x,y) E aG 
and 
with aid of lemma 2.1, that ~(x,y) is bounded uniformly on G by K 1 + 
K2iµ(x//2). 
A better bound can be obtained for the function 
¢(x,y) := ~(x,y) - g+(xy) - xg_(xy) 
It is zero at lxl = I and because of the continuity conditions (le) there 
exists a constant K3 ~ K2 such that 
and such that 
IL ¢(x,y)I = 
E 
Hence by lennna 2.1 
at aG 
-K 3 = L K iµ(x//2). E 
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(2) l~(x,y) - g+(xy) - xg_(xy)I ~ K3~(x/iE) everywhere in G. 
Since the C00-function ~ satisfies ~(±1/iE) = 0 we may conclude, that the 
derivatives of~ at x = ±1 are bounded independent of E and that no bound-
ary layer is to be expected there (at least in a first order approximation). 
b. The outer expansion u is, assuming h = O, a solution of the equation of 
the first order 
au 
x- -ax 
au 
Y ay = o. 
The characteristics are the family of hyperbolae 
xy = constant 
(oriented with the direction of increasing IYI) and u is constant along 
each of them. Since we did not expect a boundary layer at x = ±1, u will 
satisfy the boundary conditions there, i.e. 
(3a) 
This expression in general does not satisfy the boundary conditions at y = 
= ±1 and is not continuous at x = O, which is the dividing line of the two 
families of characteristics originating at x = ±1. Hence (ordinary) boundary 
layers have to be located at y = ± I and an internal region of nonuniformity 
or "free boundary layer" at x = 0. Though (3a) will appear to be the cor-
rect expression for the lowest order term of the outer expansion (i.e. the 
approximation outside the boundary layers), it does not have an expedient 
form since it is not continuous at x = O. Later on we need this term to be 
of class C3 , hence we subtract a part that is not c3 and try to find a free 
boundary layer term which approximates this part outside the boundary layer. 
We define 
* I 2 I 3 g_(x) := g_(x) - g_(O) - xg~(O) - 2x g~(O) - 6x g~' (0) 
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and take 
(3b) u 1 (x,y) * g_(xy) 
which is of class c3 everywhere on G. 
c. The free boundary layer teY'!7/ vis calculated in the local coordinates 
(s,y) with x = s/2. In these coordinates L takes the form 
E 
L ci2 cl cl cl2 = -- + s- - y- + E 2; E 
as 2 as cly cly 
V is, still assuming h - 0, the solution of the lowest order part 
(4a) 
') 
( a'- a a\ 
~ 2 + sTI" - Yay/ v = o, 
with asymptotic behaviour 
(4b) v(x//2,y) X 122 JJJ = R {g_(0) + xyg~(0) + Ix y g:(o) + 6x y g~' (0)} + 
+ o (I) (E+0). 
By the substitution 
(Sa) 
the equation (4a) together with the condition (4b) separates into 
(Sb) k=O, I , 2, 3, 
with the asymptotic condition 
(Sc) 
k (I r)~ x ~ (k)(O) vk x l"E p k! g_ . 
The solutions, given in §9.b, are 
I I 
and we find 
(Sd) v(E; ,y) 
wheres denotes the minus-sign if k is even and the plus-sign if k is odd. 
d. In the ordinary boundary layers u 1 +vis matched to the boundary condi-
tions at the upper and lower boundaries. Since the construction in the lower 
boundary layer is exactly the same as in the upper one, it will be assumed 
that with a term w. in the upper boundary layer also its counterpart w. in 
1. 1. 
the lower boundary layer is known. In the upper boundary layer we take the 
local coordinates (x,n) in order to match u 1 to the boundary condition f+ 
and the local coordinates (E;,n) to match v to zero, where x = t,;/2 and y = 
In the coordinates (x,n) L takes the form 
£ 
and we have to solve w1(x,n) + e:w2 (x,n) + ..•• from the equations 
with 
and 
with 
and lim w 1 ( x , n) = 0 
n• oo 
(-a2 + _a\ w __ ( a a\ 
an2 an} 2 - xax - nan; WI 
w 1 (x,0) = 0 and lim w2 (x,n) = O. 
n• oo 
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This results 1.n 
and 
(6b) = -nexp(-n) {½n(u1 (x,l) - f+(x)) 
- xf:(x) + u1(x,1) - f:(x)}. 
3u 1(x,1) 
+ x----+ 3x 
In the coordinates (~,n) the operator L takes the form 
E 
and we now have to solve z 1(~,n) + Ez 2 (~,n) from the equations 
with 
and 
with 
? 
( 3'- 3 \ 
--+-;z 0 
3n2 3n I 
and 
This results 1.n 
and 
( 7 a) z 1 ( ~, n) = -v ( ~, I ) exp(-11) 
and 
1 irn z 1 ( ~ , n) = 0 
n-+m 
o. 
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(7b) 
2 
= -nexp(-n) {v(~,I) + ~av~i,I) + a v(i,I) + ½nv(~,I)} = 
a~ 
= -nexp(-n) {v(~,l) + v 1(~) + 2v2(~) + 3v3(~) + ½nv(~,I)}. 
Hence the ordinary boundary layer solution is 
e. A proof of the validity, still assuming h = O, of the first order approx-
imation A0 , consisting of the functions constructed in c-d-e, 
r .!2 Ao ( X , y , £ ) : = u I ( X , y) + V ( x/ " £ , y) + w ( X , £ ) 
will now be given with aid of the maximum principle. 
In the interior of G we have the following estimates: 
(9a) Le:ul = e:t:.ul = 0( £) uniformly in G; 
(9b) L V 
a2 
0 (e:) uniformly in G, = e:-2 V = £ 3y 
""( .!.:'1) + w x, , 
£ 
since by (9.18-19a) the functions vk are 0( I) uniformly in G; 
(9c) L w = a2 + e:w2) a a 
a2 a 
e:-z(wl + e:(x- nchJ)Wz + e:(e: - + x- -£ 
ax 
ax 
ax2 ax 
= 0(£) uniformly in G, 
a 
n-) Zz = an 
as ec>.sily follows from the definition of w1, w2 and z 2 and from (9.18-20). 
At the upper boundary (y=I) w is exponentially small and 
u 1(x,1) + v(x/lE,1) + w(x,O) = f+(x), 
as follows from the construction of these functions, hence 
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At the right-hand boundary (x=I) we have with aid of (9.16) 
u1(I,y) + v(I/fE,y) = g+(y) + g_(y) + O(E) 
and from (le) we see that in particular 
such that 
and analogously 
At the other parts of the boundary we have analogous estimates; hence at 
the boundary of G we have the uniform estimate 
(IO) for (x,y) E aG. 
With aid of lennna 2.1 and the barrier function 
in which the constant K is related to the constants in the order terms in 
(9a-c) and (IO) we derive: 
THEOREM 3.1. Let~ be the solution of the boundary value problem (I) with 
h = 0 and let the boundary value functions f± and g± be of class c3, then 
~ is approximated by A0 uniformly in G, 
= {O(E) for x ~ o > 0, 
O(E log E) for all (x,y) E G. 
f. When the inhomogeneous term h(x,y) in (la) is not zero, we construct a 
function B0 , bounded by K2 (I + ~(x/fE)), where K2 equals the maximum of !hi, 
such that 
uniformly on G. 
This reduces the problem to the case dealt with before. 
The reduced equation L1u = h has solutions of the form 
( I I a) -fyh(!Z. t) dt 
t ' t ' 
the first expression being in general discontinuous at the line x = 0 and 
the latter at y = O. To the same purpose as in §3.b where a part of the 
boundary condition was subtracted in order to get a sufficiently smooth 
outer expansion, his split into different parts. Define the difference 
expressions 
15 
( I 2a) (V h) (x,y) := (h(x,y)-h(O,y))/x 
X 
and (V h)(x,y) := (h(x,y)-h(x,0))/y. y 
2 2 2 When his C the operators V and V connnute; V h, V hand V V hare contin-
x y x y x Yz 2 
uous and equal the respective second derivatives at (0,0) and x (V h)(x,y) 
2 2 I 2 x 
and y (V h)(x,y) are C but xy(V V h)(x,y) is still C . Furthermore we have y X y 
(12b) h(x,y) = h(O,y) + x(V h)(x,y). 
X 
Continuation of this rule, when his c8 , results in the splitting 
(12c) h(x,y) = 
in which the functions ± 0 defined h., H. and h. are by ] ] ] 
+ (Vj+IVjh) (x,O), h. (x) := 
] X y 
h:(y) := (Vj+IVjh) (O,y), 
] y X 
H.(x,y) := (VjVjh) (x,y), 
] X y 
h? := H.(0,0). 
] ] 
16 
s Clearly all parts of (12c) are of class C at least. 
We substitute each part of expression (12c) in (Ila) or (lib) and try 
to find a lower bound of integration such that the integral is of class C1 • 
Such a lower bound does not exis-t for h.xjyj, j=O, I ,2 or 3 and for these 
J 
parts we have to take in account the behaviour of their responses in the 
free boundary layer. For the remaining parts we find, if his c 8 
( I 3) u2 (x,y) 4 4 C1x1 
-I -I 
:= X y H4 (t,xyt )t dt + 
3 
k {Ix + fy - } + I (xy) O 1\(t)dt - O 1\(t)dt. 
k=O 
This expression is of class c3 everywhere in G, hence •it satisfies 
3 
(14) (s6 + L1)u2 = h(x,y) - L h~xkyk + O(s). 
k=O 
. . • • 4 4 • cs, Outside the line x = 0 the function u2 is much smoother; since x y H4 is 
u2 is CS too for x * O, so u2(±1,y), which have to be subtracted from the 
boundary values given at x = ±1, satisfy the smoothness condition on the 
boundary values of theorem 3.1. 
g. The part; of the free boundary layer term due to the inhomogeneous term 
his a solution of the equation 
( I Sa) ( a2 3 
-2 + f;,'\C" 
df;, O<, 
Again we take 
a\ Yayj V = 
3 
'i' ho k k l kx y 
k=O 
this results in the equations, cf. (Sb), 
(!Sb) 11 ~ ho !kc-k i'/lkVk = k £ .., • 
From the equations, (with integer p, 0 ~ p ~ k) 
( 16a) 
(16b) 
( 16c) 
it can be inferred, that an exact solution of (15) consists of a suitable 
k k-1 k-2 k-2 linear combination of~ w, ~ w', ~ , ~ w, ... wand w'• Hence 
( 16d) VO = -h0w 0 
vi = -h~/2<~w+w') 
0 2 
v2 = -h2£~ w+ •••• 
V3 = 0 ~ 3 -h3£ £~ w+ •••• ; 
since the lower order terms in ; 2 and ; 3 are of order 0(£) uniformly on 
G (e.g. £~k~k-lw' = 0(£) fork~ 2 as follows from (9.6)) and since we 
have the estimate (from (16), (9.6, 7 and 9)) 
uniformly on G fork~ 2, 
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we may skip the lower order terms in v2 and v3 . Clearly we have for v, con-
structed thus: 
( 17) L V = 
£ 
2~ 
d V + £-- = 
ay2 
uniformly on G; besides we have at the left- and right-hand boundaries 
(18) '.;;'.(1//2,y) = 0(£), 
since w(I//2) = 0 and w'(J//2) = 0(/2'), cf. (9.4). 
The function B(x,y,£) is now defined by 
B(x,y,£) := u2(x,y) + '.;;'.(x//2',y). 
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h. The result can be stated as follows. If A(x,y,E) 1s the approximation of 
theorem 3. I to the boundary value problem 
L <P = O 
E 
1>(±1,y) = g+(±y) ± g_(±y) -u2 (±1,y), 
then we may conclude from (14), (17) and (18) with aid of the barrier func-
tion EK((/;+ 1) and lemma 2. I, 
THEOREM 3.2. The solution 1> of the boundary value problem (l ,a-b-c) has the 
uniform approtx:imation for E + 0 
1l(x,y) {
O(E) if Jxl ~ 
= A(x,y,£) + B(x,y,s) + 
O(ElogE), 
cS > 0, 
if f± and g± are c3 and h 1..-s c8 . 
1. Remarks. 
1. Since(/; is of order unity outside a fixed neighbourhood of x = 0, the 
approximations of 1> in both theorems are of order O(E) outside a fixed 
neighbourhood of the line x = O. Moreover it is clear from the construc-
tion that the approximation of 1l in this region can be written in the 
form 
1l(x,y) = g+(xy) + JxxJ g_(xy) + Ix h(t,~) dt + (x/Jxj) t t 
1-y) x x dt 
+ exp(- ) 1 f (x)-g (x)-r::-r g (x)- h(t,-) _l + J Ix 
E L + + Ix I - (x/ Ix I ) t t J 
l+y 
+ exp(--) 
E 
+ 0(~). 
X 
{ x Ix x dt} f_(x)-g (-x)-r::,-g (-x)- h(t,--)- + 
+ 1x1 - (x/Jxj) t t 
E-+- 0, 
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This agrees with the result obtained in [4] theorem VII. 
2. Higher order approximations can be obtained for this special problem by 
iteration, if the parameters of the problem are sufficiently many times 
differentiable. The process however becomes prohibitively laborious: for 
a second order approximation the expansion of h in (12) has to be pur-
sued up to O(x 12y 12). 
3. If hg f O, the solution~ tends to infinity at the line x = O, when£ 
tends to zero, due to the singularity of L1• 
4. THE SADDLE-POINT CASE; PERTURBATION BY AN ELLIPTIC OPERATOR. 
In this section we generalize the results of §3 to the Dirichlet prob-
lem for the operator L£ := £L 2 + L1 on a bounded domain G, where L2 is uni-
formly elliptic and L1 has a single singularity of saddle-point type. We 
did succeed in determining the free boundary layer terms in the first ap-
proximation only if we assume that L1 takes the form 
(la) a a LI := X Ay - µ 
~- ~ with A < 0 and µ > -1, µ constant. 
i.e. the coefficients of a: and a~ are linear in x and y; we have to as-
sume also that the coefficient a(x,y) in L2 , 
(lb) 
a2 a2 a2 
L2 := aax2 + 2baxay + cay2 + lower order terms, 
2 
a> 0 and b < ac, 
satisfies a(O,y) is constant; by a rescaling of£ we may take a(O,y) = 1. 
If these assumptions about the coefficients are not made the separation of 
variables in the equation of the free boundary layer, cf. (3.4a - 5), is not 
possible and we are not able to calculate the free boundary layer terms ex-
2 plicitly. Positivity and ellipticity of L2 are ensured by a> 0 and b < ac. 
Since the lower order parts of L2 do not add any new difficulty we will skip 
them in the sequel. We have to takeµ> -1; for smaller values ofµ we can-
not prove the validity of the constructed approximation by the maximum prin-
ciple, since barrier functions do not exist whenµ< 1. 
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a. The problem now is to find an asymptotic approximation to the solution 
~ of the Dirichlet-problem 
(2a) L ~ 
s 
on the unit-square 
3 
x- -3x 
G = {(x,y) E 1R2 I IXI ~ I, IYI ~ I} 
with boundary conditions 
(2b) and H±l ,y) := g+(y) ± g_(y), 
which are continuous at the cornerpoints (cf. 3.Ic); furthermore f±, g± 
and hare sufficiently smooth. For convenience the splitting of the bound-
ary conditions at x = ±I into a synunetric and an antisynunetric part is 
chosen somewhat differently from (3.Ib). 
As in §3 a free boundary layer has to be located along the line x = 0 
and ordinary boundary layers along the lines y = ±1, the construction is 
not essentially different but the amount of calculations is increased. 
REMARK. The construction can be generalized easily for a domain G*, whose 
boundary can be parametrized by four curves, (a ,t), (a ,t), (t,B) and 
+ - + 
(t,B_), in which a± and B± are sufficiently smooth functions, satisfying 
(3a) a+(t) > 0 > a_(t) and B+(t) > 0 > B (t) 
-
(3b) Uta~(t) > ::i:a± ( t) and ±tB'(t) > ::i:s ct) (non-tangency condition) ± 
(3c) 1.n the j-th quadrant there is one point (x.,y.) at which two 
J J 
curves meet. 
In order to make formulae not more complicated than necessary, we will in-
dicate in some remarks how this generalization works. By the conditions (3) 
the tangent to 3G jumps at the corner points (x.,y.). If the boundary is 
J J 
smooth and hence is tangent somewhere to a characteristic, we have to add 
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the local analysis of GRASMAN [5] in a neighbourhood of that point. 
b. The outer expansion is a solution of the equation 
whose characteristics are the curves lxlAY = constant. It is solved for 
x ':/: 0 by 
(4) u0 (x,y) = lxlµg+(lxlAY) + xlxlµ-lg_(lxlAy) + 
+ Ix h(t,y(~)A)(~)µ dt. 
(x/lxl) t t t 
3 Ifµ> 3 this is of class C at x = 0 and no free boundary layer terms ap-
pear in a first order approximation; ifµ ~ 3, a suitable decomposition of 
and h has to be made. Define V and V as in (3. I 2a). Let I be the set of 
X y 
pairs of integers 
g± 
I:= {(k,1) I 1 = 0,1,2 or 3, k E 1N u {0}, k = D+µ and k < r4-µ]} 
and define the constants h~ by 
0 Ll hl := cv-11 h)(O,O) 
X y if (k,l) EI and ho := 0 1 otherwise. 
* * Defining furthermore, if his sufficiently smooth, i.e. h E Cm +n, 
+ (Vk Vmk h) (x,O) with := [k>,+µ7 + hk(x) := ~ I ' y X 
h~(y) k nk with max{O,r(k-µ)/Al+l}, := (Vx Vy h) (O,y) nk := 
* * * * 
* 
m n m n 
* max{O,r4-µJ} h (x,y) := X y (V V h)(x,y) with m := and 
X y 
* n := 
n *' m 
we get the splitting 
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(5) h(x,y) = 
* n - I m. 
1 k k + L x y hk(x) + 
k=O 
* m -I 
I 
k=O 
ho k 1 h* ( ) 1x y + x,y. 
* * When his cP then h* is Cp-max{n ,m ,l}+l and the other terms of (5) are at 
least as smooth. We now define the part u2 of the outer expansion by 
(6) u2 (x,y) 
* 
n -1 fl\ k f I 
:= I X y 
k=O 0 
11\-k\-µ-l _ 
t hk(xt)dt + 
* 
m-1 knkfl I X y 
k=O 0 
~-(k-µ)/\-1 _ 
t hk(yt)dt + 
Ix * A-\ JJ -µ-! + h (t,yx t )x t dt. 
(x/lxl) 
If h E C3 n cP with p ~ 1/ +n * it is easily seen that u2 is C3 , furthermore 
. . f L ho k l h . . 'f u2 is a solution o 1u2 = h-I:(k,l)EI 1x y, ence it satisi es 
(7) L u = h -
E 2 uniformly in G. 
Outside the line x = 0 the function u2 is as smooth ash* is. Since u2 needs 
not be zero at the boundary of G we have to subtract its value at clG from 
the given boundary value; in view of expansion (9a) u2 (±1,y) is required 
to be of class en* n C3 , so h has to be of class cP with 
* * * * * . p := max{3,n +2,2n -1,m +2,m +n }. When I is not empty, the approximation 
f 1 . L V ~ ho kl . h b d v o a so ution E = ~(k,l)EI 1x y rnig t e nonzero at the boun ary too. 
This approximation is a part of the free boundary layer expansion to be con-
structed in the next subsection and it has the asymptotic behaviour, cf. (15), 
( 8) ;; (x/ ✓~ ,y) 
Define G± by 
2 y(x,y) + O(E/x) -2 (Ex • 0). 
it then remains to find a splitting of the solution of 
u(±l ,y) = G (y) ± G (y) 
+ -
3 . 
into a part which is C and a part which is the asymptotic form of a part 
of the free boundary layer expansion. So we expand G±, 
(9a) 
* 
* n -1 ± • I g.yJ 
j=O J 
g := : = G ( j ) ( 0) / j ' J ± • ' 
and G: is O(yn) for y • O. Finally we define as in (3.3b) 
(9b) u 1(x,y) 
which is C3 if g± are C3 n C[ (3-µ)/>..]+l; hence u 1 satisfies 
(9c) and 
G* X ) REMARK. In case of domain we change the lower bound "rxf (= ±I in the 
integrals by a±(y) and we define cr± as the inverse functions of 
y f->. y!a±(y)!A. If p±(y) are the boundary values given at the part of the 
boundary parametrized by (a±(y),y), then 
u(x,y) 
if 
if 
X > 0 
X < 0 
solves L1u = 0 together with the boundary conditions at (a±(y),y). The 
functions G± now are defined by 
c. In the fy;•ee boundary layer we take the local coordinates (~ ,y) with 
~ = x//2. The lowest order part P0 of LE in these coordinates is 
We now have to solve 
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( 1 I a) 
where v(s,y) is determined by its asymptotic behaviour for s • 00 , 
( I I b) v(x//2 ,y) 
* n -I I Iµ \ + X - I I Ak k X k:O (gk + -rxT gk) X y + 2 O(f:./x ) • 
Because of the assumption a(O,y) = I on the coefficient of a2/ax2 in L2 the 
operator P0 admits separation of variables as in (3.Sab) and (3. 15ab). With 
aid of (9.10) and (9.16) we find as in (3.5d) 
( I I c) v(s ,y) 
* n -I 
1 ½kH½µ k l E y 
k=O 
Since a(x,y) ·-1 = O(x) = 0(.c_:/2), we see with aid of the estimates (9. 19) and 
± (9.20) on F and their derivatives: 
a 
( I 2) (L -P)v 
E 
if 
if 
µ ;:,: l 
-I<µ<!. 
When I is not empty we have to consider also the equation 
(13a) 1 0 k 1 l hlx y • 
(k, 1) d 
(x = c;/2)' 
with asymptotic behaviour (Sb), ';;(x//2,y) = y(x,y) + O(Ex-2). To;; we can 
add any solution of the homogeneous equation (I la), but this changes G± and 
hence also condition (lib) in such a way that the sum v +~is not affected. 
Since however all terms of the asymptotic expansion are estimated separately 
we add the condition that outside the free boundary layer vis of the same 
order of magnitude as v + v is, i.e. that y(x,y) is of order unity. 
We get a particular solution of (13a) inserting ~(s,y) = z( ) 1v1~ (E;). k,l € · k 
The equation then separates as in (3.15b) in 
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with (1,k) E I. 
The solutions are given in (3.16d), 
(13b) if k f 1 and 
Since LE - PO still contains derivatives with respect to ~ we cannot obtain 
as good a remainder of (LE-P0); as in (3.17). In fact we find from (3.16a-c) 
and (9.6-8) the estimates f 0(/cR_ 1 (x//c)) if k = o, 
( I 4) 1~ /2 l O(c>/,(x//c)) if (LE-P0)y vk(x/ E) = k = I , 
O(E) if k = 2,3. 
From (9.4-5) we derive 
(15) ';(x//2 ,y) I 0 k 1 2 = h 1x y log x + O(E/x ) , hence (k,1) d 
y(x,y) I 0 k 1 = h1x y log x. (k,l)d 
CX) 
It has to be remarked that v and v are C -functions in both variables since 
they are finite sums of products of nonnegative integral powers of y and~ 
with~ and with confluent hypergeometric functions. 
d. In ordinary boundary layers, located along the upper and lower boundaries, 
we have to match u 1 + u2 + v + v to the boundary condition f±; for this we 
take the local coordinates (x,n) with n = (1-y)/E in the upper and n = (y+l)/E 
in the lower boundary layer. We assume again that every term w, constructed 
in the upper boundary layer has a counterpart win the lower one, constructed 
in the same way. 
( I 6a) 
In the upper boundary layer we have to solve (approximately) 
L w(x,n) = 0 
E 
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with boundary conditions 
(16b) w(x,O) = f (x,x//2) and 
+ 
where f+ is defined by 
(16c) 
lim w(x,n) = 0. 
n• oo 
. CI . ( ) . . Since a -function Q x,y of two parameters satisfies 
we can deal with the parameters x and ( = x//2, on which the boundary con-
dition for w(x,O) depends, as if they were independent variables, when we 
1 3 · h . f Lb 3 I 3 f 1 b. rep ace 3-x in t e expression or E y 3x + IE 3£;' I we a so su stitute 
n in the coefficients of L and expand these coefficients into powers of s, 
E 
we get 
in which 
No 
a2 3 
.- co 2 A cln ' 
an 
Nii 
32 a 
.- C2bo a(an - x~)' 
N2 
a2 a2 2b 0 32 3 a := nc 1 -2 + ao + + x- + An- - ]J , ') 3xcln clx an 3n cl(<.. 
N3 2nb 1 
32 
:= 
cl(cln • 
2~ "12 32 ~ a2 2nl~b2 
a2 ~ a2 
NL} 
a 
.- n c2 --+ na 1 --? + a- + --+ 2n(bl+nb2)3x3n 
an2 ac ax2 3(3n 
the coefficients and their expansions are defined by 
~(x,En) 
b(x,En) 
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~ ~ 2 2~ 
:= c(x,1-E:n)-2b(x,1-En)+a(x,1-E:n) = c0 (x)+E:nc 1(x)+E: n c2 (x,En), 
~ ~ 2 2~ 
:= 2a(x,1-E:n)-2b(x,1-E:n) = b0 (x)+E:nb 1(x)+E: n b2 (x,En), 
:= a(x,1-E:n) = ; 0 (x)+E:n;1(x,En). 
2 A necessary condition for this expansion is that the coefficients of L2 are C • 
3 1k r Now we set w(x,n) = Ek=O E: 2 wk(x,s,n) (withs= x/YE:) 
and solve successively for k=0,1,2 and 3, treating formally the parameters 
sand x as independent ones, 
( I Sa) 
k-1 
N0wk = - \ Nk .w. j ~o -J J 
with boundary conditions at n = 0 
and wk(x,s,O) = 0 
and for large n (i.e. outside the boundary layer) 
lim w(x,s,n) = 0 for k=0,1,2,3. 
n-+oo 
By this we get the remainder 
3 lk 3 ]+11 4 (ISb) L I E:2 w = I E: 2 I Nkwl-k+4' E: k=O k 1=0 k=l+I 
From (ISa) we find 
(I Sc) 
for k=I ,2 ,3 
and the calculation of the other wk, which all contain the same exponential 
factor as w0 does, is straightforward, cf. [4] §3.4. A necessary condition 
in order that the iteration (ISa) makes sense is that the functions wk are 
sufficiently smooth. The coefficients of Nk for k=0,1,2,3 and fare C00 with 
respect to sand n and so do the solutions wk of (ISa). When the coeffici-
ents of L2 are C3 , the coefficients of N0 and N1 are c3 with respect to x 
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and those of N2 and N3 are C2 ; furthermore f and its ~-derivatives are c3 
with respect to x. Since N2 contains only a first x-derivative and N0 , N1 
and N3 do not contain any x-derivative, it follows from (18a) that w0 , w1 
and their~- and n-derivatives are c3 in x and w2 and w3 are c2 , so (18b) 
is continuous in all its variables. It satisfies the estimate 
( I 9a) 
3 
L L 
E: k=O 
= {0(€) + O(E:~1(x//2)) 
O(E:) + O(E:l+½µR (x//2)) 
µ 
whenµ= O, 
otherwise. 
In order to prove this formula, we first estimate the part N4w0 of it. From 
(16c), (12c), (13b), (9.9) and (9.18) we find: 
= {O( I) + O(w(x//2)), when µ = 0 for E: + o, f(x,~) I 
0(1) + 0(E: 2µR (x//2)), otherwise for E: + o. µ 
~ By (9.19-20) and (9.8) we find that all ~-derivatives of f and its first, 
second and third x-derivatives are of the same order at worst. All deriva-
tives of the exponential factor of w0 (cf. 18c), that occur in N4w0 , are 
bounded by a constant uniformly in (x,n) E [-1,1] x [0, 00). Although the co-
efficients of N4 are of order n2 , the exponential factor in w0 ensures 
existence of a bound ~or N4w0 , which is uniform inn E [0, 00). So N4w0 is 
of the same order as f is. In exactly the same way we show that all other 
terms of (19) are of this order too; hence (19a) is proved. 
Finally we show that this local first order approximation win the up-
per boundary layer is small at the other parts of the boundary. From (16c) 
and the continuity of the boundary conditions, cf. (2b), at the cornerpoints 
we find that f (±1,±1//2) = f (±1) - g (I) + g (I)+ O(E:) = O(E:), hence + + + -
from (18c) we see that w0 (±1,±l/l;,(l-y)/E:) = O(E:). By equation (18a) with 
k = I we see that w1 contains the factor af+/a~ linearly and that the re-
maining part is uniformly bounded for all€, By (9.8) and (9. 19-20) we see 
1a a that each term of v + v, which 1.s itself of order 0(£ 2 ~) for l~I ~ I and 
1a a-I for some a, has a ~-derivative of order 0(£ 2 ~ ) for l~I ~ l and hence of 
order 0(/2) at~= ±J//2. So af /a~ (=av/a~+ a;/a~) is of order 0(/2) at 
+ 
~ = ±J//2 and hence w1(±1,±1//2,(J-y)/E:) too. Since furthermore w2 and w3 
are bounded at x = ±1 independent of E and y, we have derived: 
( I 9b) w(±l,(1-y)/E) = O(E) uniformly in y, for E + 0. 
From the exponential factor in w we see furthermore that w is of an order 
smaller than every positive power of Eat the lower boundary, 
(19c) w(x,2/E) n = 0 (E ) for every n E lN. 
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REMARK. In case of domain G* we take the boundary layer. coordinates (x,n) 
with n = (B+(x)-y)/E in the upper and n = (B_(x)+y)/E in the lower boundary 
layer. 
e. The validity of the formal approximation o/, which is the sum of the outer 
expansion apd the free and ordinary boundary layer terms constructed in the 
subsection b-c-d, 
(20) o/(x,y) := u 1(x,y) + u2(x,y) + v(x//2,y) + ;(x//;,,y) + 
+ w(x,(1-y)/E) + w(x,(l+y)/E), 
will be proved by the maximum principle (cf. section 2.b). This approxima-
tion satisfies, cf. (7), (9c), (12), ( 14) and (19a), 
l+IJJ Lo/= h + O(E) + 0(E 2 2 R 1(x//2)) + E µ-
0(EijJ(x//;_)) if A + JJ is integral), (dO), 
I 
uniformly with respect to (x,y) E G; at the boundary of Git satisfies 
o/ (x, ±I) n = f ± ( x) + 0 ( E ) for every n E lN, cf. (18a) and (19c), 
o/(±1,y) = g+(y) ± g_(y) + O(E), cf. (9c), (Jib) and (19b). 
When~ is the solution of the boundary value problem (2), these formulae 
result in the uniform estimates, valid for E + O, 
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(21 a) 0(£1/J(x/l~)) if 
is integral) 
A + µ 
in the interior of G and 
(21b) (dO), 
at the boundary. With aid of lemma 2.1 or 2.2 and a suitable barrier func-
tion we derive from this an estimate on the difference of the solution¢ 
and the constructed approximation f. Whenµ~ 1 we apply lenrrna 2.1 using 
C1£ as barrier function, if A+µ is nonintegral, and C1£ + C2£w(x//2), if 
A+µ is integral; in here c1 and c2 are suitably chosen constants. When 
µ < the terms O(E:w), if present, and 0(£) in (21a) are contained in the 
third one. By (9.19-20) we deduce 
(22) if !xi ~ I, 
which by (9.18a) is negative if -1 < v <µ.Hence, when O < µ < 1 we can 
. !+!µ + / . . . 
apply leI!llila 2. 1 with a constant times £2 2 F 1(x/v£) as barrier function; µ-
from (9.18a) it follows that this function indeed majorizes the 0-term of 
I I 
(21a). When -1 < µ ~ 0 we apply lemma 2.2 withbarrierfunction CE: 2+ 2µF+(x//2) 
V 
in which -1 < v <µ;formula (22) gives the additional negativity condition, 
which has to be satisfied. By formula (9.18a) this barrier functionmajorizes 
the 0-term of (21a) for every v with -1 < v < µ ~ 0. We now can state the 
theorem we have proved: 
THEOREM 4. 1 . 
If G is the unit square (-1,1) x (-1 ,1), 
L2 is a uniformly elliptic 2nd order operator on G with C3 coefficients~ 
2 2 2 2 2 L2 := a3 /3x + 2b3 /3x3y + c3 /3y + lower order terms, with a(O,y) = I, 
~ is the solution of the boundary value problem on G: 
(£L2 + x3/3x - Ay3/3y - µ)¢ = h, A> O, £ > O, µ > -1, 
with boundary conditions 
¢(x,±1) = f±(x), ¢(±1,y) = g+(y) ± g_(y),¢ continuous at (±1,±1), 
where f± E c3 , g± E c3 n c[(3-µ)/A]+l and h E cP with 
p := max{3,[([4-µJ-µ)/A]+2,2[([4-µJ-µ)/A]+l,[6-µ],[5-µJ+t(f4-µ]-µ)/Al}, 
o/ is the foY'171al approximation of cIJ, defined in (20), 
then o/ is an asymptotic approximation of cIJ for E + 0 which is unifoY'171ly 
valid in G of order 
(23a) cp _ o/ = 0(£) ifµ~ I and\+µ nonintegral 
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-
- {o c £) , I x I ~ x0 > o , } (23b) clJ - o/ = 0(El/J(x//2)) if µ ~ I and \ + µ integral 
0(£ log£), othernise, 
(23c) cp - o/ {0(E),lxl ~ x0 > O, } = if O < µ < I, 
0(£½+½µ), othernise, 
(23d) cp - o/ 
0(£ ½(1+µ-v)),lxl 0 
= { ~XO> 'L if 
1+1µ f-1<v<µ:s;Q. 0(£ 2 2 ), othernise, 
1 if It I :,; 
In here R satisfies R (t) = { 
v v tv 1.· f I I t ~ as defined in (2.2). In the 
estimate (23d) we can still choose the parameter v freely within the con-
straint -1 < v <µ;the smaller we choose v, the better the order-estimate 
becomes. 
The size of the remainder in (23) increases asµ decreases; the re-
mainder in the free boundary layer becomes of order unity whenµ decreases 
to -I and no estimate is obtained whenµ= -1. This indicates that the re-
gionµ:,; -1 is beyond reach of the method of proving the validity used here, 
in which the absolute error is estimated. Estimates of the relative error 
however might be expected to have a larger µ-range, for o/ is of order 
I 
0(E 2µR (x//2)) and hence by (23) the relative error is 0(/2) independent of 
µ insi~e the free boundary layer and O(s½(l+µ-v)) outside for every 
v E (-1,µ) n [µ-!,µ). This conjecture however is false; in the next subsec-
tion we will show that the boundary value problem (2) has (nonzero) eigen-
functions in the rangeµ:,; -1 and that hence barrier functions satisfying 
the conditions of lennna 2.2 do not exist in this case. 
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f. The spect1'WTI a of the boundary value problem (2) is the set of complex 
E 
numbersµ, for which the homogeneous boundary value problem (2), i.e. f± 
= g = h = 0,, has a nontrivial solution. (Since the inverse operator is 
± 
compact for every E > 0, every point of the spectrum is an eigenvalue.) We 
will study here the spectrum of the operator T, defined on the space B of 
E 
C2-functions on G which are zero at aG, 
(24) T u 
E: 
3u 3y 
: = EL\U + X - - y -3x 3y with u EB. 
The eigenfunction e~uation TEu = µu, ul aG = 0 is reduced by u(x,y,E) 
X(x,E)Y(y,c)exp(y /2E) to 
SEX := EX" + xx' = µIX, 
SY := EY" + yY' = u2Y, E: 
X(±l ,c) = 0, 
Y(±J, E) 0' 
withµ= u1 + u2 + 1. SE is a selfadjoint operator on the space of func-
tions f on (--1,1), which have an absolutely continuous first derivative, 
2 fl / ,2 2 which satisfy f(-1) = f(J) = 0 and have the norm llfll = _1 f(t) exp(t /2E)dt. 
So its spectrum a(S ) is real. 
E 
Since SE: is invariant under the operation x I--+ -x, its eigenfunctions 
are symmetric or antisynnnetric; the eigenfunctions are solutions of 
(25) EX" + xx' - :\X = 0, 
2 2 hence X equals 1F 1(-½:\;½;-x /2E) or x 1F 1(½-½:\;3/2;-x /2E). The first solu-
tion has no zero's in the range 0 < x < 00 , when:\~ -1, and k zero's, when 
-1-2k < l. < l-2k; when ~. tends to -l-2k from below, the largest zero is sent 
to infinity. Hence the equation 1F 1(-½:\;½;-l/2c) = 0 has exactly one solu-
tion, :\ 2k_ 1(c), in the :\-interval -l-2k s :\ < l-2k and!!~ :\ 2k_ 1(E) = -2k-l. 
In the same way the equation 1F 1(½-½:\;3/2;-l/2E) = 0 has exactly one solu-
tion :\ 2k(c) in the interval -2-2k s :\ < -2k, which satisfies lim :\ 2k(c) = 
= -2k. Hence o(SE) = {:\k(E) / k E 1N'} and lim :\k(E) = -k. E+O 
t:+0 
The statement on the zero's of the solutions of (25), cf. 9.10, are 
proved exploiting the relations (9. 16-17) and the fact that F:(t) and F~(t) 
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are solutions of the 2nd order ordinary differential equation (9.10), which 
± is analytic int and A; hence FA(t) are meromorphic functions of A and t by 
definition (9. 15) with poles for A= -1,-3 etc. and A= -2,-4 etc. respec-
tively. Furthermore their zero's are simple and interlace. Since F: and its 
derivative do not have a conrrnonzero, we can solve F:(t) = 0 resulting in 
an at most denumerable set of zero's tk(A), which are themselves meromor-
phic in A, which do not cross each other and do not have finite accumula-
tion-points (for fixed A). When A is restricted to a compact subset A of an 
+ + I I A -2 interval (-l·-2k, 1-2k), k E JN, FA satisfies uniformly FA (t) = t (l+O(t )) , 
+ 
so the union of the ranges of all tk(A) with A EA is compact. Hence FA has 
only a finite number of zero's on A and all these zero's are bounded analy-
tic functions on some neighbourhood of A. Since they cannot vanish or co-
+ 
alesce, the number of zero I s of FA is constant for l-2k > A > -1-2k, k E ]N 
or A> -1. A zero can disappear at infinity only, when A tends to 1-2k for 
some k E JN. For the same reason the number of zero's of FA is constant, 
when >.. > -2 or -2k > A > -2k-2 (kEJN). 
+ From (9. 12) we see that FA does not have zero's, when -1 <A< 0, and 
that FA has a zero at t O only for O >A> -2. Since FA has at least one 
extremum in (0, 00 ) for O >A> -2, by (17) F+ has at least one zero in (O,oo) 
A + for -1 >A> -3. When -I >A> -2, FA has no zero's in (0, 00), hence FA can-
not have more than one, for the zero's of F+ and F interlace. So F~ has ex-
A A A + 
actly one zero in (0, 00 ) in the larger A-range -1 >A> -3 also. Now FA has 
at least one extremum in (0, 00 ) for -1 >A> -3 and we can continue the story 
ad infinitum proving the assertion on the number of zero's. When ;\_ == l-2k 
(kEJN) exp(-t2 /2)? 1 (-!A, ! ,-t2 /2) equals - apart from a constant factor -
the (2k-2)-th Hermite-polynomial which has k - 1 positive zero's, so the 
largest positive zero of 1F 1(~A,!,-½t 2) with -2k-1 <A< l-2k is sent to 
infinity when\ tends to I - 2k from below, while the other converge to 
the zero's of the Hermite-polynomial and remain bounded. 
The spectrum of Ts is the set {µ(s) I µ(s) = Ak(s) + Am(s) + I; k,mEJN}. 
Its largest element tends to -1 (from below), whens+ 0. To this largest 
eigenvalue, 2A 1(s) + 1, belongs the eigenfunction 
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which is nonnegative on G; hence 
which is nonnegative on G if µ < -I and E sufficiently smal 1. When a bar-
rier function W would exist, which satisfies W > 0 and (T -µ)W ~ 0 on all of 
E 
G for all sufficiently small E > 0 andµ< -1, this contradicts the gener-
alized maximumprinciple, cf. §2.b, for by this principle E1 cannot have a 
positive maximum. 
In this section we have constructed an approximation to the inverse 
operator (T --;\)-] for A > -1. Since this inverse operator is meromorphic 
E 
in A and has poles for ), E o(T ) , while the constructed approximation does 
E 
not, this approximation cannot be valid near these poles. It remains an 
open problem whether we can indicate subspaces of the range of T in which 
E 
the construction remains valid. By comparison theorems we can prove that 
3 3 the largest element of the spectrum of EL 2 + x8x - >.ycly tends to -1 also, 
when E 4' 0, cf. [16]. 
g. In the general situation, where L1 has such a saddlepoint-singularity at 
the origin that it cannot be reduced to the form of (la), we can do much 
less than before. Namely we cannot calculate explicitly the approximation 
in the free boundary layer. 
What we can prove is that in a part of the domain, which has a nonzero 
distance to the free boundary layer independent of E, the outer expansion 
together with the matching terms in the ordinary boundary layer approximates 
the solution to the same order as¢ approximates~ in (23) outside the free 
boundary layer. In order to prove this we first estimate the solution on 
the whole domain by some suitable barrier function (as used before). Then 
we locate an artificial boundary roughly half-way between the chosen sub-
domain and the free boundary layer, which is C3 and C3-connected to 3G. 
At this artificial boundary we pose some arbitrary c3 boundary condition 
which is C3-connected to the condition at 3G and which is bounded by the 
estimates on the solution. Finally we calculate the outer expansion and 
the ordinary boundary layer terms as is done here and e.g. in t4l and prove 
validity by the barrier function used before. The influence of the 
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part of the boundary layer term, that originates at the artificial bound-
ary, is exponentially small in the originally chosen subdomain, independent 
of the boundary condition chosen at that part of the boundary; hence it 
can be skipped in the approximation of the solution without change in order 
of the remainder. 
About the behaviour in the free boundary layer we can say little. When 
a a L1 has the form L1 := xp(x,y)ax - \yq(x,y)ay - µ with \ > O, µ > 0 and 
p(O,O) = q(O,O) = 1, we conjecture that the solution of Lu= h, u(±l,y) = l_o 
= g±(y) is of order O(xµ) for x • 0 and of Holder~class Cµ (with respect 
to x) for every o > O. Then we can regularize (cf. [6]) u, i.e. convoluate 
00 • it with some suitable £-dependent C -function which approximates the Dirac-
o-measure when£ i 0. The resulting function, together with its matching 
terms to the given boundary condition in the ordinary boundary layers, ap-
proximates both the solution of the boundary value problem as well as the 
outer expansion plus its matching terms in the ordinary boundary layers. 
The order of approximation is 0(£½µ-½o). Assuming the truth of the conjec-
ture mentioned above, we can prove this by the same method as is used in 
[4]. 
5. CHARACTERISTICS OF STABLE NODAL TYPE 
In this section we study the Dirichlet-problem for the operator 
LE := £L2 + L1 on a bounded domain G where L2 is a uniformly elliptic 2nd 
order operator of positive type. L1 is a first order operator with one 
singularity in the interior of G which is a non-degenerate node and we may 
take for it (cf. §2.a) 
a a L1 := x- + \y- - µ ax ay or L * := x~ + 1 ax 
a (x+y) ay - µ 
with\> 0 andµ> O; also we may take\~ 1. The boundary of G is smooth 
and nowhere tangent to the characteristics of L1• We start with the simplest 
problem exhibiting these features and then try to generalize the results 
obtained. 
In this section we will use both rectangular and polar coordinates 
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(x,y) and (r,¢) to describe the points of the domain. They are related by 
(x,y) = (r cos¢, r sin¢) and we will change from one set to the other 
without further notice. 
2 
a. Let G be the unit disk in JR , a a ,- xax + Y~· We try to 
approximate for E + 0 the solution¢ of 
(I) O, ¢(cos¢, sin¢) = f(¢) 
where f is of class c2 in¢. 
The characteristics of L1 are straight lines pointing to the origin, 
along which the solution u of the reduced equation L1u = 0 is constant. We 
see that u cannot satisfy the boundary conditions and also be continuous at 
the origin. It appears that we have to take u(r cos¢, r sin¢) = f(¢) and 
that a region of nonuniformity arises around the origin. In fact we will 
prove: 
(2) ¢(r cos¢, r sin¢)= f(¢) + O(Er- 2). 
With the barrier function KEr - 2 we estimate ¢ - f on the annulus 2/2 ~ r ~I. 
From the maximum principle it follows that ¢ is bounded by maxj f(¢) j; fur-
thermore we have 
-2 L r 
E 
for r > 2/2. 
Hence we can choose K such that 
I q, - f I 
I E 
and such that 
-2 
~ Ksr 
-2 L Ksr < L (¢ -f) 
E E E 
for r = 1 and r = 2/2 
-2 -2 Er f" < -L KEr , 
E 
from which (2) follows using the maximum nrinciple again. 
So we may conclude that there is no loss of boundary conditions at all; 
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due to the focussing effect of L1 the value at the boundary is propagated 
nearly unmodified to the origin along the rays of the circle and it is 
there that all difficulties crop up. If we try to find a solution near the 
origin by usual boundary layer techniques and we take the "natural" coor-
dinate stretching p = r//;_ (the only significant one in the sense of 
ECKHAUS [3]), we find that this stretching does not produce an equation of 
simpler type nor simplified boundary conditions. 
By separation of variables in polarcoordinates we can find the exact 
solution expressed as the infinite sum S of confluent hypergeometric func-
tions, cf. §9.d and exponentials 
(3) 
where p := r//2, fk are the fourier coefficients off, 
1 f 21T -ik8 fk : = 21r O f (0) e de 
and ak are normalizing factors 
-1 
~ 
Clearly sO converges absolutely and uniformly in each disc. The central 
region of nonuniformity has a very complex structure, for each term of the 
Fourier-expansion the behaviour in the "free boundary layer" is different. 
REMARK. If G is a more general domain with smooth (C2) boundary which is no-
where tangent to the characteristics and ~(r cos¢, r sin¢)= f(¢) at the 
boundary, then it is easily seen that (2) remains valid and that we have 
(4) ~(r cos¢, r sin¢)= sO(f;r//2,¢) + 0(£) 
uniformly on G. 
b. The most general problem in which the region of non-uniformity can be 
treated similar to case (a) occurs when we have A= I, and hence 
38 
" r ~ - µ (µ > 
clr 0). By a linear transformation of the x-y-plane we can 
make the principal part of L2 equal to Lat the origin. For G we take the 
unit disc again, a generalization analogous to the rel'lark in (a) being ob-
vious. So we have the boundary value problem 
(5) h, ¢(cos¢, sin¢) = f(¢). 
First we conclude from the maximum principle,using a constant as barrier 
function, (when JJ = 0 we have to take x(r//2) as defined in (9.22)), that 
¢ is uniformly bounded by a constant (by K1 + K2x(r/h)). As in the saddle-
point case we now try to find a particular solution of the equation L1u = 
= h, hence 
Sin 
A,) -1-]J 
'P p dp 
and bounds of integration are to be found such that it 
expand h, which is of class C4, 
2 is C . Therefore we 
h(x,y) 
clk+lh 
k!l! k 1 (O,O), 
clx cly 
such that the remainder h* is of order o(r2) for r + 0 and we continue h* 
in the plane such that it is zero outside a fixed neighbourhood of G. In 
order to define a particular solution of L1u = h which is C2 in all of G 
we have to distinguish between different values ofµ. 
If p > 2 then 
(6a) u 2 (x ,y) .-
and if µ <; 2 
(6b) u 2 (x,y) := I 
O<::k+l<::2 
k+1*lJ 
k 1 
hklx y 
k+l-lJ 
f oo * -l-1J 
- 1 h(xt,yt)t 'dt 
fl * -1-w + Oh (xt,yt)t dt. 
I h . b C2 . n tis way u2 ecomes a -function. When lJ equals one of the integers 
O,l or 2, (6b) is a solution of 
For the remainder of h we cannot find a particular solution (of the 
reduced equation) which is C2 (it contains always a factor rµlog r), so 
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we have to go into the central region of nonuniformity for it. We take the 
local coordinates (~,n) with~= x//e, n = y//e and define p by p2 = ~2 + n2 
(hence p = r//e). We now expand L formally into powers of E: 
E 
L 
E 
a2 
:= - + 
a~2 
a2 a a 
-z +~a~+ nar; - µ + /2( .... ); 
an 
in the remainder the coefficients of the first derivatives are uniformly 
bounded by C and the coefficients of the second derivatives by Cp, where 
C is some positive constant, independent of ~,n and E, By definition of 
(9.22) we have 
G a~ ~, ~ + P ~) x (p) = -1' 
hence by (9.24-26) the function v, defined by 
(8) 
satisfies 
(9) 
{ O(e lR _ 1 (r/li:)) ifµ = 0 orµ = 
L V lk+l= 
k 1 
= hklx y + E 
O(Ex(r//e)) ifµ = 2 
and it is zero at aG. 
It now remains to construct an approximation to the problem 
LE~= O, i(cos ¢, sin¢)= f(¢) := f(¢) - u2(cos ¢, sin¢). 
The reduced equation 
L1u = O, u(cos ¢,sin¢)= f(¢) 
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is solved by 
(10) u(r cos~, r sin~)= rµf(~). 
2 Ifµ> 2 this is of class C , hence LE(u0+u 1) = h + O(E), Since u0 + u 1 
equals f(~) at the boundary we conclude using lennna 2.1 and E times a con-
stant as barrier 
THEOREM 5. I • 
Ifµ> 2, f is of class C2 and h of class c4 , then the solution¢ of (5) 
has the uniform asymptotic approximation 
( I I) (E + o), 
It is remarkable that this first approximation for¢ does not show 
singular layers at all, though (2) has the appearance of a singular pertur-
bation problem. The reason is that the factor rµ in (10) smoothes out the 
angular dependence of the solution of the reduced equation on the boundary 
data. This effect is not restricted to the caseµ> 2; we have 
THEOREM 5. 2. 
If O < µ ~ 2, f E c2 and h E c4 , then the solution¢ of (5) has the asymp-
totic approximation 
(12) ¢(x,y) = u 1 (x,y) + u2 (x,y) + (~ I k 1 2 2 if µ = 1 or hklx y log(x +y) 
k+l=µ { '0(E 2µ) if µ > 0' µ * l, 2 } uniformly Iµ E) 1'.f in G + 0(E 2 log µ = or 2 
O(E) if r ? 6 > 0 and µ > 0. 
In the proof of the uniform estimate we regularize the approximation and 
I 
prove with aid of lennna 2.1 and CE 2µ as barrier function for some constant 
iii 
C, that this regularization is an approximation of¢, cf. §4.9 and [6]. The 
estimate on the annulus O < o ~ r ~ I is proved in the same way as formula 
(2). 
2\ I 
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c. For an analysis of the structure of the nonuniformity in the center we 
again take the local coordinate p = r//;;.; the reduced equation in these co-
ordinates is 
(pl "a p,.,a + .!.2 a22 + P"a - µ) v = o. 
op op p cl<jl op 
The asymptotic behaviour of its solution v has to be 
½µ µ~ 
v(p,<P) = E p f(<P)(I + o(I)) (p • "", € + 0). 
Hence by separation of variables we find (cf. §9.d) 
( 13) 
where 
v(p ,<P) = s (f;p,cf>) := µ ~ ~f !kl ik<P (11 I l I I l 2) l ak kp e 1F1 2 k -:zµ; k +l;- 2 p • k=-co 
In order to prove that Sµ + u2 approximates the solution~ of (2) with aid 
of the maximumprinciple,as usual, it remains to find a bound for 
E(L2-~)S (f;r//;;.,<P) or equivalently for EVS where V represents the opera-µ µ 
a 1 a a2 a2 1 a2 
tors ar' r cl<P' \r2 , clrcl<P and r cl<jl 2 . From (9.34) we have: 
(14) a2 Er- S (f;r//;;.,<ji) 
ar2 µ 
It is easily seen that we have at worst the same estimate for the other 
operators too. 
Now we can state the theorem: 
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THEOREM 5.3. If G is the unit disc, 
L2 is a uniformly elliptic operator on G with c2 coefficients, which 
equals 6 at ( 0 , 0) , 
¢ is the solution of the boundary value problem 
a a (d 2 + x - + y - - µ )¢ = h, ax ay ¢(cos¢, sin¢)= f(¢), 
4 2 ~ 
where h EC and f EC , and f(¢) := f(¢) - u2(cos ¢,sin~), 
then¢ has the asymptotic approximation 
(15) ¢(r cos~, r sin¢)= u2(r cos~' r sin¢)+ 
+ v(r cos~, r sin¢)+ S (f;r//2,~) ].l 
0(£) 
O(q(r//2)) 
I I 
+ 
0(£ 2R-J (r//2)) 
0 ( £ H I +µ-v)) for r ~ o > 0 
where R as defined in (2.2) and x in (9.22). ].l 
if ].l > ] , ].l * 2' 
if ].l = 2, 
if -I < µ < ] ' 
{f µ=I, 
if -2 < v < ].l :;; ]. 
REMARK. For -2 <µ:;;-I no estimate is gotten of the absolute error in the 
region of nonuniformity, while the relative error is still of order 0(/2). 
In order to prove this we use lemma 2.1 whenµ~ 0 and lemma 2.2 
otherwise. As barrier function we take c1 £ if µ > I, µ * 2 and c2£ + 
+ c2q(r//-;,) ifµ= 2, with suitably chosen constants c1 and c2 ; if 
-2 < µ < I we use the barrier function £C 1Wv, 
W (r,£) 
\) 
with v = -I ifµ= I, v = µ - I if -I < µ < I and v E (-2,µ) if -2 < µ s -1. 
This function satisfies, cf. (9.14c) and (9.33-34): 
a (£6 + r~- - µ)W = (v-µ)W < 0 ar \) \) if \) < ].l 
l 
E(L2-6)W = 0(£ 2 W) \) \) 
I\) t 
0 < CE: 2 R (r/v£):;; W (r//2) :;; 
\) \) if -2 < v < 0, 
where C is a positive constant, C < I. The theorem then is a consequence 
of the estimates (6c), (9) and (14). 
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Here also the µ-range in which we can prove the validity of the approx-
imation (15) is restricted toµ> -2; -2 is the limit of the largest eigen-
value µ1(e:) of 
(16) a a (e:L2 + x- + y-)4, = µcP, ax ay l(cos ~,sin~) - O. 
In order to calculate the spectrum of (16) we mention without proof that 
the regular solution pk1F1(½k-½µ;k+l;-p 2/2) of equation (9.27) has 1 posi-
tive zero's ( 1 E lN) when -k-21-2 !, µ < -k-21, the largest of which is sent 
to infinity ifµ increases to -k-21. So, there are functions µkl(e:) 
(with µkl(e:) t -k-21 if e: i 0) such that 1F 1(!k-½µ;k+l;-l/2e:) = 0. Hence 
µkl (e:), k E lN L' [0}, 1 E lN is in the spectrum of (16) and its eigenspace 
is spanned by 
d If h ' . L a ' a . 1 < 
. t e parameter A in I = xax + AYay - µ l.S not equa to one assume 
0 <).. < I) we cannot give detailed information on the structure of the cen-
tral nonuniformity. The best result we can attain now is the analogue of 
the theorems 5. I and 5.2. So we have the problem on the unit circle 
( I 7) 
l(cos ~, sin ~) 
where 0 <).. < I and 0 < µ. 
a 
"Yay 
= f(~), 
- µH = h, 
(f is 2TT-periodic), 
The characteristics of L1 are the curves a.lxl" = By, (a.,B E JR). We 
now assume that his of class CZ+[µ/)..] and define for nonnegative integers 
k,l with k+)..l !, min(2,µ) the constants 
The remainder h* in the Taylor-expansion of h, 
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* \ k 1 h '(x,y) := h(x,y) - L hklx y 
k+H:c:;min{ 2, w} 
(18) if 2 2 X +y :,:;], 
is continued outside G by a C2-function which is zero if x2 + y 2 ~ 2. A 
particular solution of L1u =his 
(19) 
k 1 
\ h X y + 
L kl k+U-w k+U=t:w 
\ kl 2 11 2/-;,_ L !hklx y log(x + y ) + 
k+U=µ 
k+Al:c:;min(w ,2) 
fl * ). -1-w h (xs,ys )s ds 0 + if jJ 
:,:; 2, 
-!~ * -;,_ -1-µ h (xs,ys )s ds if jJ > 2. 
By this definition we ensure that u2 is C2 everywhere in G, except when 
0:,:; µ:,:; 2 and k+U =µfor some pair(s) of integers (k,l); in that case u2 
is of Holderclass Cµ-o for every positive cS (uniformly in G) and C2 in any 
closed part of G not containing the origin. 
Since ur, need not be zero at aG, we correct for its contribution and take 
,!.. 
f(¢) := f(¢) - u2 (cos ¢, srn ¢). 
Define 0 1 and 0 2 to be 
x E ( -1 , I) and of y f-+ 
and I x I < 2 t 1 / A 
· · (I 2)-J/2A f the inverse functions of x I-+ x -x or 
2 -1-;,_ 
y(l-y) 2 respectively and then define fort> 0 
(20a) u 1(x,±t) µ/).{I 2( -I/A)}-µ/2).~f( := t -0 1 xt arccot 
A 
and for t > 0 and I y I < 2t 
(20b) u 1 (±t ,y) W 2 -). -
1µ~ 
:= t {J-o2(yt )} 2 f(arctan 
-1 r>-01 (xt ) 
1T 2:.) 2 I +-2+2 /fl-0 (xt-l A)} 
I 
1T - 1T 
+ 2 + 2)' 
where for arc:tan and arccot we take the principal value, which have ranges (- f, f> and (0,1T) respectively. Both expressions for u 1(x,y) satisfy 
L1u 1 = 0, u 1(cos ¢, sin¢)= f(¢), on their domains of definition and hence 
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coincide on the intersection, for the solution is uniquely determined along 
a characteristic by the initial value at the boundary. Since u2 is c2 at 
aG, u 1 is also C2 in any closed part of G not containing the origin if 
f E C2 ; in a neighbourhood of the_ origin u 1 is of Holderclass Cµ if O < µ $ 2 
and C2 ifµ> 2 and u is unbounded ifµ< 0 and of order O(lxlµ+lylll/A). By 
I 
regularization of u1 + u2 (ifµ$ 2) and with aid of lennna 2.1 with barrier-!µ-o !ll function a constant times E, E or E we obtain: 
THEOREM 5.4. 
If~ is the solution of the boundary value problem on the unit disc 
(21) a x- + ax 
a 
AYay - µH = h, Hcos <I>, sin cf>) = f(<t>), 
whereµ> 0 and O <A$ I, L2 as in theorem 5.3, f E c2 and h E c2+rµ/A], 
then~ is approximated uniformly by u 1 + u2 when E i O and 
(22) ~(x,y) = u1 (x,y) + u2(x,y) + 
if µ > 2, 
if k+U = µ $ 2;k,1 E 1N u {O}, 
otherwise if O < µ < 2. 
As we stated in formula (2) for the special case A= I andµ= O, we can 
derive a better estimate on the remainder of (22) outside a neighbourhood 
of the origin; we will prove: 
THEOREM 5.5. 
With the same assumptions as theorem 5.4, except thatµ> -1-A, we have 
the estimate 
(23) 2 + y ?: o > 0 
2 2 
which holds uniformly on every annulus O < o $ x + y $ 1, which does not 
contain the origin. 
PROOF. First we give a rough estimate of~ on all of G using a constant c 1 
as barrier function in lemma 2.1 if µ > 0 and a constant c2 times Vv(x,y,i:::) 
if -1-A < µ $ 0 in lenrrna 2.2. In here V is defined by 
\) 
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and by (9.15a), (9.18a) and (9.20) it satisfies, if v > -1, 
a 
+ x- + 
clx 
We conclude from this that¢ is uniformly bounded by c1 whenµ> 0 and by 
V C2£ when -I < v < µ/(l+A) ~ 0. Whenµ> 0 we now prove the statement, using 
. -2 . 4 2 2 I lemma 2.1 and the barrier function C1£r on the annular region £ ~ x +y ~ • 
Whenµ~ 0 we prove by lemma 2.2, that the remainder is bounded by the 
. f . -2+v . d . 2 2 C v-2/A h barrier unction c2£x in the sub- omain x > I £ and by 2£y int e 
subdomain y2 > 12£/A. 
REMARKS. 
I. Here also we have obtained the largest possible µ-range, for the largest 
eigenvalue of £L2 + x/x + AY~ on G tends to -I - A when£ i 0. This can be 
proved by comparison of this eigenvalue to the largest eigenvalues of 
" cl 
c6. + xf + AYa on the squares !xi ~ I, !YI ~ 1 and !xi ~ !12, y ~ ½12-
x !j cl 
2. For L1 :=xax + (x+y)½' - µ we can prove the analogues of the theorems 
5.4 and 5.5 ifµ> -I; we will not give the details in here. 
6. AN UNSTABLE NODE 
cl cl We now take for L1 := -x§'i -Ay§y - µ, which has an unstable nodal sin-
gularity while L2 remains uniformly elliptic of positive type. So we have 
the problem 
(I) ¢(cos¢, sin¢) = f(¢), 
where L1 = -x/x - AY~ - µ with 0 < A ~ 1 and µ > 0. The character of the 
solution is now totally different from the former case. It is even expon-
entially small outside a neighbourhood of the boundary if h = 0, as is easily 
seen using lemma 2.1 and the barrier function Vv, 
(2) 2 2 W(x,y):=exp[v(x +y -1)/e], 
\) 
for we have, if vis a sufficiently small positive number, 
L w < o 
£ \) on all of the unit disc. 
So we may expect that the only nonuniformity in~ is an ordinary boundary 
layer along the unit circle. 
The response to the right-hand-side in the reduced equation is 
(3) fl .\ µ-1 u2(x,y) := - 0 h(tx,t y)t dt, ).J > 0, 
which is easily seen to be of the same differentiability class ash is. 
This particular solution is not zero at the boundary, so we define 
f{qi) := f(qi) - u2(cos qi, sin qi); 
it now remains to approximate the solution of 
L ~ = O, 
£ 
By the above considerations 
identically zero. In order 
new coordinates ( t 'qi) such 
-t qi and X = e cos 
= f. 
already we know that its 
to calculate the boundary 
that 
-.\t 
sin qi ' LI 
d y = e = +- -dt 
outer expansion is 
layer terms we take 
).J and 
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L = 
a2 a2 a2 
2 al(t,qi)-2 + 2a2(t,qi)ataqi + a3 (t ,qi) -2 + lower order terms, 
at aqi 
where L2 is again elliptic with a 1 and a 3 positive and G is transformed in 
the halfplane t > 0 with periodic boundary condition. By substitution of 
the local coordinate, := t/e: and formal expansion into powers of e: we find 
as lowest order part of L w = 0 the ordinary differential equation 
£ 
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d2w dw 
a 1(0,¢)-2 + - = O, dT dT 
with w(O,¢) = f(¢) and lim w(T,¢) = 0 and its solution is 
T-+oo 
CX) 
Let z(t) be a C -function which is one fort< ½ and zero fort> 1, then 
we can prove in the same way as [4] theorem VII and [6] theorem I: 
THEOREM 6. 1 • 
The solution~ of the boundary value problem (1) has the uniform asymptotic 
approximation for£+ 0 
~(x,y) = u2 (x,y) + z(t(x,y))w(t(x,y)/s,arg(x,y)) + O(s) 
if f,h and the coefficients of L2 are c3 and ifµ> 0. 
REMARKS. 
1. Higher order approximations can easily be made by iteration of the pro-
cess if 
2. When 
theorem 
f and hare more smooth than mentioned in theorem 6. 1, cf. [4]. 
a a l l = xa°x + (x+y) ay we get a result that 1.s completely analogous to 
6. I. 
cl cl 3. The largest eigenvalue of sL2 + x- + >.y- tends to zero from below, ax ay 
when£ tends to zero from above, hence the µ-range of theorem 6.1 is the 
largest possible, cf. [16]. 
7. FOCAL POINTS 
In this section we study the operator L1 defined by 
a 
vr- + ar - µ' 
in which we can take without loss of generality v = ±1 and>.> O, or v = 0 
and>.= I (vortex), cf. §2.a. The characteristics of L1 are spirals 
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t (r = e , ~=At+ ~0) inward or outward directed or circles. The cases 
v = ±1 are completely analogous to the stable and unstable nodes and in the 
case v = 0 we will restrict ourselves to a purely characteristic boundary. 
L2 is still a uniformly elliptiG operator of positive type. We have the 
boundary value problem 
(1) (EL2 + L1)~ = h in the unit disc, and ~(cos~, sin~)= f(~) 
at its boundary, where f is 2n-periodic. 
a. When v = 1, L1 has a stable focus and the nonuniformity of the solution 
is located at the origin. The solution of the reduced equation is 
u(r,~) = rµf(¢-Alog r) - rµf 1 h(s cos(¢-Alog s),s sin(¢-Alog s))s-l-µds. 
r 
Completely analogous to theorem 5.4 we have 
THEOREM 7.1. The solution of the boundary value problem 
(2) ~(cos¢, sin¢)= f(¢), 
where A> O, µ > 0, L2 is uniformly elliptic of positive type and f,h and 
the coefficients of L2 are c2, has the uniform asymptotic approximation 
(for E + OJ 
ifµ 2':: 2, 
~(r cos~' r sin~) 
if O < µ < 2. 
The analogue of theorem 5.5 is 
THEOREM 7.2. With the same conditions of theorem 7.1, except thatµ> -2, 
the solution~ of (2) has the approximation (for E + O) 
(3) -2+0 ~(r cos¢, r sin~)= u(r,¢) + O(Er ), 2 r 2':: 8E, 
in which o = 0 ifµ> 0 and -2 < o <µifµ$ O. 
PROOF. For -2 < µ $ 0 a rough estimate of~ is derived from lemma 2.2 with 
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aid of the barrier function 
-2 < o < µ::; o. 
Hence~ is of order 0(E! 0) if -2 < o < µ::; 0. With aid of the barrier function 
-2+0 2 Er on the subdomain 8E::; r ::; 1 we then derive formula (3) in case 
0 < 11 ::; 0. When µ > 0, we use Er - 2 as barrier function on the same subdomain. D 
a a REMARK. Here also the largest eigenvalue of EL2 + (x-Ay)ax + (y-Ax)ay tends 
to -2 from below when E + O; when L2 =~the largest eigenvalue and the 
a 
eigenfunctions are equal to those of E~ + rai-, cf. (5.16). 
Analogous to equation (5.1) the boundary value problem 
a a (E~ + r 3r + Ac¼, - µ)~ = 0, ~(cos¢, sin¢)= f(¢) 
can be solved exactly in terms of an infinite sum of confluent hypergeo-
metric functions multiplied by the Fourier-coefficients off. As in §5.c 
this sum can be used to obtain a better approximation (near the origin) of 
the solution of (1) and to derive a theorem which is essentially the same 
as theorem 5.3. 
b. When v = -1, L1 has an unstable focus. By the barrier function W0 , defined 
in (6.2) we can estimate the solution of (EL2 + L1)~ = O, when o is chosen 
sufficiently small; we conclude from this estimate that only an ordinary 
boundary layer occurs. 
The solution of the reduced equation is 
-µfr µ-I (4) u(r cos¢, r sin¢) = r h(s cos(¢+Alog s),s sin(¢-Alog s)s ds, 
0 
which is as much times differentiable ash is. In order to calculate the 
boundary layer terms we take new coordinates (t,¢) such that 
-t 
x = e cos(At+¢), -t d y = e (sin At+¢), L1 = cit - µ and 
a2 
a 3 (t ,¢) 2 + lower order terms, 
3¢ 
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where L2 again is elliptic with a 1 and a 3 positive. G is transformed to 
the halfplane t > O. Taking the local coordinate T := Et and expanding into 
powers of E w,e find for the lowest order part of the equation LEw = 0: 
~ d2w dw 
a I (0 ,¢)-2 + dT 
dT 
with boundary conditions 
w(O,¢) = f(¢) 
]JW = 0 
and lim w(, ,¢) = O. 
T-+o:l 
Defining y(¢) := ½ + ½1(1+4µ~ 1(0,¢)), we find the solution 
w(T,¢) = f(¢)exp(-,B(¢)). 
In the same way as theorem 6.1 we prove: 
THEOREM 7.3. The solution of the elliptic boundary value problem 
(5) a (y-><x) -
cly µ)qi = h, ~(cos¢, sin¢)= f(¢), 
where f,h and the coefficients of L2 are c3 , L2 ~s of positive type and 
µ > 0 has the uniform asymptotic approximation (for E + O) 
(6) ~(x,y) = u(x,y) + z(t(x,y))w(t(x,y)/E,arg(x,y)) + O(E), 
where arg(x,y) is the argument of (x,y) and z is a C00-function, z(t) -
if t ~½and z(t) = 0 if t ~ 1. 
REMARK. The largest eigenvalue of EL 2 - (x+><y)l - (y-><x)~ tends to zero, 
when E + 0. 
c. When v = O,, L1 has a vortex point at the origin and the characteristics 
are neither converging to it nor diverging from it; furthermore the problem 
now has a so-called characteristic boundary. From the barrier function 
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2 2 r W0(x,y) = exp{o(x + y - 1)/vE} 
which satisfies for sufficiently small positive o in all of the unit disc G 
while W0 > O, 
we see that the solution of (EL 2 + L1)~ = 0 withµ> 0 is exponentially 
small in the interior of G and that a boundary layer is located along the 
boundary, whose width is at most of order 0(/2). 
A particular solution of the reduced equation of (1), L1u = h, which 
is regular at the origin, is 
u(x,y) = (l-exp2nµ) (' h(x cos ,) + y sin ,) ,-x sin ,) + y cos ,)) •"" d,). 
Since Lu= h + O(E) uniformly in Git remains to approximate the solution 
E 
of 
L ~ = O, ~(cos¢, sin¢)= f(¢) := f(¢) - u(cos ¢, sin¢), 
E 
which is already known to be asymptotically equal to zero (for E + 0) out-
side a thin layer along the boundary. Substituting polar coordinates (r,¢), 
stretching the r-variable near the boundary by r = l-p/2 and expanding L , 
E 
expressed in local coordinates, into powers of E, we get 
32 
= y(¢~ 
3p 
In ~f* are collected all terms whose coefficients are of order O ( /2) at 
least; y(¢) is defined by 
y(¢) := 2 a(cos ¢, sin ¢)cos¢+ 2b(cos ¢, sin ¢)cos¢ sin¢+ 
( . ) • 2 + c cos¢, sin¢ sin¢; 
due to the ellipticity of L2 , y is strictly positive. So we have got in 
lowest order the parabolic boundary value problem 
• 
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M0v = O, v(O,<!>) = f(<!>), lim v(p,<j>) = 0 and v(p,<j>) = v(p,<j>+2rr). 
p• oo 
By Fourier-sine transform (cf. [11]: XIII 5.32) 
(Sv)(s,<I>) := w(s,<I>) = I: v(p,<j>)sin Ps dp, 
· · f · · s2 1 h · which is sel -inverse, i.e. v = 2rrv, we get t e equation 
aw+ (µ+s 2y(<j>))w = sY(<!>)f(<j>) 
a<j> with w(s,<!>+2rr) = w(s,<I>), 
which is solved by 
2 -lf<j>+2rr~ 2f' w(s,<I>) = s(l-exp{-2rr(µ+ps )}) f(,)y(,)exp{µ<j>-µT-s y(cr)dcr}d,, 
<I> <I> 
where p :• 2~ I:"y(O)dO. By two partial integrations we find that 
~ 2~ 
~ aw a w 
all theirs-derivatives are bounded by a is such that w, "acj;" and --2 and 
2 a<j> -2 ~ 2 ~ 2 
constant times s(µ+s y(<j>)) • Hence v := - Sw is C at least and it decreases 
TT 
together with its first and second derivatives faster to zero than every neg-
ative power of p (for p • 00). From ([ 10] ch XI) at last we find 
v(p ,<I>) = f(<t>)exp{-p/µ/y(qi)} + ;'(p ,<I>) 
and from the considerations above it is clear that it satisfies 
* M v = 0( 1) uniformly in p and <ti. 
By lemma 2.1, using a constant times /2 as a barrier function, we find 
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THEOREM 7.4. The solution (j) of the elliptic bounda,ry value problem 
cl cl (EL + X - - y- -· µ) (j) = h 
2 cly dX ' (j)(cos ¢, sin¢) = f(¢), 
whereµ > 0, L2 elliptic and of positive type and f,h and the coefficients 
of L2 are of class c2 , has the uniform asymptotic approximation for s + 0 
¢(r cos ¢, r sin¢) = u(r cos ¢, r sin cp) + v((J-r)//~,cp)z(r) + 
+ 0(/2), 
in which z is a ('0-function~ z(t) = 0 if t ~½and z(t) = I if t ~ j· 
By inspection of the eigenfunctions of the operator t,, on the unit 
circle with Dirichlet-boundary-conditions, namely Jk (rvkj) ik¢ with k E ll, 
Jk the Besselfunction of order k and vk. the j-th positive zero of Jk(v), 
h . f . fJ' a a C a) "h we see that t ese are eigen unctions o EL.I + x- - y- = sf,, + - too wit 
cly clx clcp 
eigenvalues ik + sv~ . . Since the set of eigenfunctions of t,, is complete we 
J a 
did find all eigenva1ues of st,,+ 3¢" In the limits+ 0 the spectrum fills 
all of the halflines {µ+ik [ kEZ, ]JElli, µ~0} indicating that in theorem 7.4 
we cannot go belowµ= 0. 
8. CONCLUSIONS 
The analysis of degenerations of second order elliptic boundary value 
problems to first order with critical points can be continued in two ways. 
We can deal with the more complex situation, where the domain contains sev-
eral (simple and isolated) critical points, and we can try to enlarge the 
w-range. 
a. When the bounded domain G c m2 contains several simple and isolated 
3 cl 
critical points of L1 :== p(x,y)3x + q(x,y)½ - µwithµ> O, we first make 
a picture of the characteristics of L1 and their direction. At a point P, 
which is on a characteristic that enters G somewhere at the boundary and 
that does not pass through a critical point before hitting P, the outer ex-
pansion approximates the solution¢ of 
( l ) E l.2 ¢ + L I ¢ = h , (j)[aG prescribed, 
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up to O(E), In order to prove this we restrict ourselves to a subdomain 
G* c G which contains an open neighbourhood of the part of the characteris-
tic through P between the point of entrance and P. Furthermore we assume 
that aG n aG* is connected, that.all characteristics in G* enter through 
* * * aG n aG, leave through aG \aG and are nowhere tangent to aG and that 
* * aG n aG and aG \aG are smooth arcs. By lemma 2.1 with a constant as bar-
rierfunction we conclude that qi is bounded at aG. Hence we can immediately 
apply [4] theorem VII to the restriction of (I) to G*, proving the state-
ment. 
A more d,~tailed description of the approximation can be given in some 
cases by combination of the results obtained before; in other cases addi-
tional difficulties come in, such that a detailed analysis of the internal 
nonuniformiti,~s remains as yet impossible. We will elucidate this by an ex-
ample. 
a a Let L1 b1~ the first order operator L1 := sx(x-1)- + sy- - I with ax ay 
s = ±1 and let G be a domain containing (O,O) and (1,0) in its interior, 
such that aG is nowhere tangent to the characteristics of L1• We consider 
the boundary value problem 
(2) qi prescribed at aG, E > 0. 
L1 has a saddle-point at (O,O) and a node at (I ,0). This node is attracting 
ifs= +l and repulsive ifs= -1. Now we divide G into two parts by a 
curve (a1 (y),y) with O < a 1(y) < I, which is nowhere tangent to the charac-
teristics of t 1 and such that the restriction of L1 to the part G1 of G 
left of this curve can be linearized (in the sense of §2.a). A second curve 
(a2 (y) ,y) with O < a 2 (y) < a 1(y), which is nowhere tangent to the character-
istics of L1 , divides G into two parts, the right-hand part of which is cal-
led G2' 
Whens= -1, we can put an arbitrary boundary condition for qi at 
(a2(y),y) and apply theorem 6. l to the restriction of (2) to G2 ; this re-
sults in the approximation qi(x,y) = A(x,y,E) + O(E) in G2 . At the curve 
(a 1(y),y) we now put the boundary condition qi(x,y) = A(x,y,E) and apply 
theorem 4. I to the restriction of (2) to G1. In this way we find a uniform 
approximation to the solution qi of (2) on all of G ifs= -1. 
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Whens= +1, the direction of the characteristics is inverted, hence 
we start with the restriction of (1) to G1, putting an arbitrary boundary 
condition on¢ at (a 1(y),y). By theorem 3.1 we get a uniform approximation 
B(x,y,E) to~ up to O(E). At the·curve (a 2 (y),y) we now get the boundary 
condition ¢(x,y) = B(x,y,E). To the restriction of (2) to G2 however we 
cannot apply theorem 5.3 since the boundary condition near (a2 (0),0) pos-
sibly has a derivative of order O(.!.). A uniform approximation of order O(E) 
E 
can be obtained only in a subdomain of G, which does not contain a neigh-
bourhood of the node. 
As we showed in this example the construction of an approximation to 
the solution of the boundary value problem with several critical points is 
done in general by reduction of the problem to a number of problems on over-
lapping subdomains, which have to be solved in a definite order, prescribed 
by the direction of the characteristics. 
b. When the parameterµ is below the bound, imposed by the spectrum, we 
do not know how to prove the validity of some formal process of construc-
tion of an approximation. The problems in here are quite analogous to those 
met in the papers [14] and [15] (among others) in which the analogous 
boundary value problems for singular ordinary differential equations with 
turning-point behaviour are analyzed. 
In the stable nodal case for instance S (f;r/1;,¢), cf. (5.13), is the µ 
exact solution of 
(3) a (E~ + r 31 - µ)¢ = O, ¢(cos¢, sin¢)= f(¢), 
a ifµ is not in the spectrum of E~ + r 31 . When we expand this forµ> -3 
andµ fixed we get for sufficiently small E 
S (f;r/~,¢) µ 
= {rµf(¢)(1 + O(Er-2)) ifµ> -3 andµ# -2, 
-2 -2 2 
r (f(¢)-f0)(1 + O(Er )) + f 0exp((l-r )/2E) 
ifµ= -2, 
where f 0 is the mean off. The reason is that the asymptotic behaviour of 
1F1(a;y;-lsl) for s • 00 is discontinuous in a and y at a - y = 0,1,2, etc., 
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cf. (9.13) and (9.29). In particular we find that the term with index zero 
in the sum s_2 (cf. 5. 13) equals f 0exp((I-r2)/2E), which is exponentially 
large. This discontinuity in the asymptotic behaviour of S atµ= -2 has µ 
to occur because of the fact that -2 is the limit of the largest eigenvalue 
cl µ 1 ( E) of Et:. + r - · S ( ) does not exist for any E > 0 if the mean value of clr' µI E 
f is not zero. The same phenomenon occurs at all limit points (for E + 0) 
of the eigenvalues, cf. [16]. 
In the unstable nodal case we find the analogue. The solution of 
(4) cl (E6 - rar - µ)¢ = O, ¢(cos¢, sin¢) = f(¢) 
is¢= exp((r2-I)/E)S 2 (f;r/is,¢) and its asymptotic behaviour nearµ= 0 µ+ 
for sufficiently small Eis 
¢(r cos¢, r sin¢) 
2 
= {f(¢)exp((r -1)/2E) + O(E) ifµ/ O, 
fo + (f(¢)-fo)exp((r2-I)/2E) + O(E), 
ifµ= o. 
In this case too this phenomenon - called "Resonance" by ACKERBERG & 
O'MALLEY [14] in the case of ordinary differential equations, cf. also 
[15] - occurs at every limit point of the spectrum (E + 0). This type of 
discontinuity is exhibited by all formal approximations constructed here 
near the limit-points (for E + 0) of the spectrum (where we could not prove. 
validity of the formal approximation). From operator-theoretical point of 
view it is clear that the solution of (I. I) itself has to exhibit such dis-
continuity at a limit point (for E + 0) of its spectrum. Let ¢(f;x,y;µ,E) 
be the solution of 
(5) ¢ I 3G = f 
and let µ(E) be an eigenvalue of EL2 + L1 with Um µ(E) = µ(O). At the spec-E+O 
tral point µ(E) the solution¢ of (5) does exist only when the class of 
boundary functions f is restricted (alternative of FREDHOLM), moreover it 
is not unique of it exists. When we approximate µ(O) via another path µ*(E) 
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in the µ-E plane, which does not cross an eigenvalue of EL2 + L1 the solu-
tion ~(f;x,y;µ*(E),E) does exist for all f E c0 (G) and is unique for all 
positive E. In the limit for E + 0 however it has to reflect in its beha-
viour also the nonexistence occuring on the neighbouring path µ(E) when f 
is not in the restricted class. 
9. APPENDIX 
a. The asymptotic behaviour of wand its derivatives are deduced from the 
integral representation 
(1) r11rr: rt z 2 w(I;) := J~ Jo exp Hs -t )dsdt. 
It is easily seen to be the solution of 
(2) y" + ~y' = -1 & y(±l//2) = 0. 
Since w is symmetric all formulae are stated for positive argument only. 
The derivative is 
(3) 
and for large argument this gives with aid of partial integration 
w' co 
-4 1s2 -1~2 
3s e 2 ds1+0(e 2 ") 
(~ • oo)' 
hence 
(4) w' <EJ 1 = -- + ~ 
Repeated partial integration (cf. DE BRUIJN [11 ch.2 §5) results in the 
series 
Integration of (4) gives 
-2 
w(~) =-log~+ constant+ 0(~ ), 
and, since w(J//2) = 0 we conclude 
(~• oo), 
(5) w(x//2) = -log lxl + oc;), (E + 0). 
X 
Substitutions= ~-tin (3) gives 
I~ 2 w'(~) = O exp(½t -t~)dt. 
I 2 I Since -t~ + 2 t s - 2 t~ for O < t <~we get 
0 s -w'(~) s I~ exp(-½t~)dt = ½ci-exp(-½~ 2)). 
0 
In the same way we get 
This results in the estimates 
( 6) 
(7) 
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For higher order derivatives we obtain analogously constants K, such that 
n 
(8) 
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Integration of (6) gives 
(9) 
1.n view of (.5) this 1.s only of value for small E;,. 
b. The functions F+ and F are defined as the symmetric and antisymmetric 
a a 
solutions of the equation 
( I 0) y" + ty' - ay = 0 (y' = El.) dt 
with the asymptotic behaviour 
a y(t) ~ t fort • += 
2 Substitutions= -½t 1.n (10) results in the confluent hypergeometric 
equation 
( I l ) S); + (½-s)y + IY = 0, 
Independent solutions of it are ?1(-½a;½;s) and rs?1(-!a+L3/2,s). Here 
1F 1 denotes the confluent hypergeometric or Kummer's function, cf. [107 ch. 
VI. For y >a> 0 it has the integral representation 
(12) f(y) II lFl(a;y;s) = r(a)f(y-a) 0 (I ) y-a-1 a-I sod -a a e o 
and for large negative values of the argument it has the asymptotic beha-
vi.our 
(13) lFl(a;y;-lsl) = { f(y) Isl-a+ ei1r(a-y) rr((ya)) e-lsl [sla-y}(l+O(s-1)); f(y-a) 
its second term is important only when y - a= 0,-1,-2, etc. 
From the integral representation (12) we easily derive some estimates 
on 1F 1. If a> 0, y-a 2 I ands 2 O, we have 
J I y-a-1 a-I -scr Joo a-I -scr -a 0 < (1-cr) cr e dcr $ cr e dcr = r(a)s 
0 0 
and if a> O, 0 < y-a < I ands~ O, then 
J I y-a a-I -scr JI y-a a -scr Y O (1-cr) cr e dcr - s O (1-cr) cr e dcr $ 
hence we have for a> O, y-a > 0 ands~ 0 
( 14a) -a 0 $ 1F 1(a,y,-s) $ r(y+l)s /r(y-a+I). 
-a yr(a)s , 
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We can extend this inequality to the case a$ O, y-a > 0 and y I 0,-1, 
-2, etc.; taken:= [I-a], then we have for s > 0 
-a-n $ (y+n)(a) r(y)s /r(y-a+I) 
n 
and integrating this n times, using 1F1(a,y,O) = I, we find a constant C, 
depending on y and a, such that 
(14b) I 1F 1(a,y,-s)I $ C(l+s-a) for s ~ O, a$ O, y-a > 0 and 
y I o,-1,-2, etc. 
If O < y-a $ 2 and a> 0 we have for s ~ 0 
-a 
r(a)s (1-a/s); 
since the first integral is decreasing ins it is also larger than 
-I-a 
r(a)(l+a) for O $ s $ l+a. So we have for a> 0, 0 < y-a $ 2 ands~ 0 
( 14c) -1-a -a 1F 1(a,y,-s) ~ (r(y)/r(y-a))•min{(l+a) ,s /(l+a)}. 
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This inequality can be extended to every combination of a and y satisfying 
y >a> 0. F'or negative values of a we can use the same device as used for 
(14b) provided y > 0: 
-a -a F (a+l ·y+l ·-s) 2 - C R (s) y I 1 ' ' y a, y -a-1 
and by integration we get 
( 14d) C R (s) 
a,y -a for every s 2 O, y > 0 and a< y, 
where C are positive constants depending on a and y. 
a,y 
When a and y are positive and O ~ s ~ y/a, the power series expansion 
of l FI , 
~ (a)k k 
1F 1 (a,y,-s) = l , (-s) , k=0 (y\k. 
is the sum of an alternating and absolutely decreasing series, hence 
( 14e) l - as/y ~ 1F 1(a,y,-s) ~ I if y > 0, a> 0 and O ~ s ~ y/a. 
From (13) we see 
(15a) (if a i- -l ,-3 ,-·5 ,etc), 
(!Sb) la+l -1 2 2 2 2 1r 2 da+l)t? 1 (-!a+½ ;3/2;-h ) , (if a i- -2,-4,-·6,etc), 
with the required asymptotic behaviour 
(16) 
In particular we have F~(t) = erf(t//2) and F; 
polynomials of degree 0,1,2, etc. 
By differentiation of (10) we find that (F±)' satisfy y" + ty' + 
a 
- (a-l)y = 0 and by (16) and a symmetry argument we find 
( I 7) -aF 1 (if a I -1,-3,etc.) a-
+ 
= aFa-l (if a I 0,-2,-4,etc.) 
and 
The inequalities (14) provide positive constants C (k=I,2,3,etc.) de-
a,k 
pending on a such that 
( I Sa) + 0 < C IR ( t) ::::: F ( t) ::::: C 2R ( t) a, a a a, a if a>-1, 
( I Sb) if a> -2; 
by differentiation we find 
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1a+l -I -1 2 3 5 2 2 2 2 3 TT 2 t (l-a)r( 1a+I) F (- 1a+-·-·- 1t) 
2 I I 2 2'2' 2 ' 
hence it satisfies (by 14a-b) 
( 19a) ::::: C 4R 1(t) a, a- if a> -2 
and proceeding in the same way we find 1.n general 
( 19b) l(F-(t))(n)I :::; D R (t) if a> -2, 
a a,n a-n 
(20) I (F+(t)/n) I :::; D R (t) if a > -I, 
a a,n a-n 
1.n which D are constants depending on a and on the order of differentia-
a,n 
tion. 
c. The function x 1.s the solution of the equation 
(21) y" + (1;; + _!_)y' = -I 
I:;; 
which is regular at I:;;= 0 and takes the value Oat I:;;=]//;; hence 
(22) X ( i:;;) II 2 -s <ls (1-exp-)-2E: s 
r 
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For O < r $ I and E i O it has the asymptotic behaviour 
(23) x(r//2) I r 2 n -2n-l = -log r + O(r exp -2£) = -log r + 0 (E r ) 
for all n E :JN, 
as is easily seen from the last integral of (22). From the first integral 
in (22) follows 
(24) 0 $ x(s) $ x(0) II 2 dt $ -½log E + (1-exp-½t )- $ 
0 t 
$ I -Hog £ (0 $ s $ 1//2). 
Its derivatives satisfy 
(25) 
(26) 2 -2 2 x"(s) = exp(-r,) - s (1-exp-s) $ R_ 2(s). 
d. The equation 
(27) -1 2 -2 y" + (1:; + s )y' - (k s + µ)y = 0, 
a 
arising from (/1 + rat: - µ)<P = 0 by separation of variables, l.S transformed 
in the confluent hypergeometric equation 
tw" + (k+l-t)w' - ½(k-µ)w = 0, (k 2': 0), 
by substitution y(1:;) 
the origin, 
k 2 
= 1'.; w(-½s ). There 1.s only one solution, regular at 
(28) 
and it has the asymptotic behaviour (cf. 13) for s + 00 
(29) 
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whose second term is important only whenµ= -2,-4, etc. 
Now we derive a number of inequalities on yk and its derivatives. With-
out further notice we will use in the sequel the positivity of 1F1(a;y;-x) 
for x > O, y > 0 and a< y as proved in (14c-d). We assume also k ~ 0, 
s ~ 0, µ > -1. From (14e) we find for O $ s $ I and k ~ µ 
(30) and especially 
For the derivative we have, using well-known relations (cf. [101 ch. 6.2). 
(31 a) Yk'_(r) = k,k-1 F (lk-l11•k+l•-l,2) - 1,k+I k-µ F (lk-l11+J·k+2•-lr2) = s s I I 2 2,, , , 2 s 2 s k+ I I I 2 2 ,, , , 2 s 
(3 lb) 
Hence from (3 I a) 
(32a) if k > µ 
and from (Jib) 
(32b) if k > /µ/ 
Since Cs/a)µ satisfies 
we conclude from (32b) 
(33) if O < s $ a and k > /µJ. 
Formulae (30), (32) and (33) result in 
(34a) 
kyk(s) 
~ ----,-~ 
syk(a) 
k µ-l -µ 1· f l $ s a , ~ 
4 k-1 -µ 
3 ks a , 
if 0 < s ~ I ~ a and k > Jµ/. 
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For the function z, defined by (cf. 31a) 
we can do the analogue of (31) and (32), resulting in 
-1 -1 (k+2)s z(s) ~ z'(s) ~ µs z(s), 
and we get from this as in (34a) 
(34b) 
Whenµ 2 0 and k E [O,µ] we estimate yk(s) and its derivatives from above 
with aid of (14b) and yk(a) from below for sufficiently large a with aid 
of (14c-d). Hence also in this case we can find constants Ck such that at 
least for sufficiently large values of a and k E 10,µl we also have 
(34c) -µ lykc,)I -µ < C a R ( s) -- < Cka Rµ- l ( s) and 
- k µ ' y (a) -
k 
sY" Cs) 
I Y ~a) I ~ 
k 
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