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Abstract
We consider using third-order equational methods to formally verify that an infinite systolic
algorithm correctly implements a family of convolution functions. The detailed case study we present
illustrates the use of third-order algebra as a formal framework for developing families of computing
systems. It also provides an interesting insight into the use of infinite algorithms as a means of verifying
a family of finite algorithms. We consider using purely equational reasoning in our verification proofs
and in particular, using the rule of free variable induction. We conclude by considering how our
verification proofs can be automated using rewriting techniques.
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1. Introduction
Higher-order algebra [13] extends standard algebraic methods [16] by providing explicit
support for higher-order functions. These higher-order methods are substantially more
expressive than their first-order counter parts (see [7,15]) while still retaining the benefits of
initial algebra semantics, simple equational proof theory, and automated reasoning based on
rewriting techniques [14]. The theory of higher-order algebra has been studied in a number
of papers (see, e.g., [10,21,22,2,19,20,13,14,23,24,25]). In this paper we consider the finite
type theory for higher-order algebra presented in [13].
Second-order algebra [13] has been shown to provide a natural and expressive framework
for modelling and analysing computing systems over streams of data. A stream [27] is simply
a (possibly infinite) sequence of data and can be modelled mathematically by a total function
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s : T → A, where T is a discrete model of time and A is the underlying set of data values. A
computing device is then simply a stream transformer [27], that is a second-order function
device : [T → A]n → [T → A] which given n input streams produces an output stream
of results. Such descriptions of computing systems are naturally formalised as second-order
algebras
(T ,A, [T → A]; eval : [T → A] × T → A, device : [T → A]n → [T → A]),
where [T → A] represents the carrier set of all streams over A and eval : [T → A] × T →
A is the standard evaluation operation which allows us to read elements in a stream. Using
this approach, we can specify and verify computing systems using second-order equational
techniques [13]; see, for example, the case studies [17,24,18] in which a range of dataflow
and systolic algorithms are verified correct, and also [26] in which a real–time control
system is analysed.
While the practical application of second-order algebraic techniques has been well in-
vestigated, few papers in the literature have considered the use of third-order techniques
[13]. This is in part due to the fact that no further expressive power is gained by moving
above second-order, since second-order equations already allow the finite axiomatisation
of first-order quantification (see [7,15]). However, third-order algebraic methods are still
interesting since they can be seen as a natural framework in which to formalise and reason
about infinite families C = 〈Cn|n ∈ N〉 of computing systems. In particular, they allow us to
address in a natural way the problem highlighted in [18] where meta-reasoning was needed
to allow an arbitrary system Cn to be used to verify that a family of computing systems
is correctly implemented. Such an approach is problematic since the family of computing
systems is only implicitly formalised (i.e., the index n is a meta-variable) and thus we are
unable to make full use of mechanised proof support.
In this paper, we investigate using third-order equational techniques to specify and
verify that an infinite systolic algorithm correctly implements the family of convolution
functions. The detailed case study we present provides an interesting insight into the use
of an infinite algorithm to implement a family of finite algorithms, a topic which has so
far received little attention in the literature (see [12,11] for an introduction to this topic).
We begin by introducing the well-known convolution function [8] as an abstract family of
functions which we formalise as a third-order equational specification. We then consider
an infinite systolic algorithm for implementing convolution, based on [8,11], which we
present as a Synchronous Concurrent Algorithm (SCA) (see [28,11]). This infinite systolic
algorithm is able to implement each member of the convolution function family when
appropriately initialised and we verify this formally using third-order equational reasoning.
In particular, we make use of the rule of free variable induction (see, e.g., [6]) in our
verification proof to extend our equational reasoning and so overcome the ω-incompleteness
problem [16]. By restricting ourselves to purely equational reasoning we are able to consider
automating our verification proofs using term rewriting techniques [9]. We discuss how
the Elan rewriting tool [3] can be used as a proof assistant in our third-order verification
process.
The structure of this paper is as follows. In Section 2, we introduce some basic results of
higher-order algebra. In Section 3, we present an abstract family of convolution functions
which we specify using third-order equational techniques. In Section 4, we specify an
infinite systolic algorithm for convolution. We then use third-order equational reasoning
and the rule of free variable induction in Section 5 to prove formally the correctness of our
infinite systolic algorithm. Finally in Section 6 we make some concluding remarks.
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2. Higher-order algebraic methods
In this section, we present the basic definitions of higher-order algebra needed in this
paper. For a detailed introduction to the theory of higher-order algebra see [13,14]. In the
sequel, we assume that the reader is familiar with basic universal algebra constructions and
results (see [5,16,9]).
Definition 1. Let B be any non-empty set, the members of which will be termed basic
types, the setB being termed a type basis. The type hierarchy H(B) generated byB is the
set H(B) =⋃n∈ω Hn(B) of formal expressions built up inductively by
H0(B) = B, Hn+1(B) = Hn(B) ∪ {(σ × τ), (σ → τ) | σ, τ ∈ Hn(B)}.
Each element (σ × τ) ∈ H(B) is termed a product type and each element (σ → τ) ∈ H(B)
is termed a function type. We can assign an order to each type σ ∈ H(B) as follows. Each
basic type σ ∈ B has order 0. If σ, τ ∈ H(B) have order m and n, respectively, then (σ × τ)
has order sup{m, n} and (σ → τ) has order sup{m + 1, n}.
A type structure S over a type basis B is a subset S ⊆ H(B), which is closed under
subtypes in the sense that for any σ, τ ∈ H(B), if (σ → τ) ∈ S or (σ × τ) ∈ S then both
σ ∈ S and τ ∈ S. We say that S is a basic type structure over B if, and only if, S ⊆ B. A
type structure S over a type basisB is said to be an nth-order type structure if, and only if,
the order of each type τ ∈ S is strictly less than n.
In a higher-order signature  we take a type structure S as the sort set and include
distinguished evaluation and projection operation symbols for all function and product
types as follows.
Definition 2. Let S be a type structure over a type basis B. An S-typed signature  is
an S-sorted signature such that for each product type (σ × τ) ∈ S it contains two unary
projection operation symbols
proj(σ×τ),1 : (σ × τ) → σ, proj(σ×τ),2 : (σ × τ) → τ,
and for each function type (σ → τ) ∈ S it contains a binary evaluation operation symbol
eval(σ→τ) : (σ → τ) σ → τ.
When the types σ and τ are clear, we let proj1 and proj2 denote the projection operation
symbols proj(σ×τ),1 and proj(σ×τ),2, respectively. Note in the sequel we assume that any
S-typed signature implicitly contains the appropriate evaluation and projection function
symbols it requires.
Let S be a type structure over a type basis B and  be an S-typed signature. Next we
introduce the intended interpretations of a higher-order signature .
Definition 3. Let A be an S-sorted  algebra. We say that A is an S-typed  algebra if,
and only if, for each product type (σ × τ) ∈ S we have A(σ×τ) ⊆ Aσ × Aτ , and for each
function type (σ → τ) ∈ S we have A(σ→τ) ⊆ [Aσ → Aτ ], i.e., A(σ→τ) is a subset of the
set of all (total) functions from Aσ to Aτ . Furthermore, for each product type (σ × τ) ∈ S
the operations
proj1A : A(σ×τ) → Aσ , proj2A: A(σ×τ) → Aτ
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are the standard first and second projection mappings; for each function type (σ → τ) ∈ S,
we have eval(σ→τ)A : A(σ→τ) × Aσ → Aτ is the evaluation operation defined by eval(σ→τ)A
(a, n) = a(n), for each a ∈ A(σ→τ) and n ∈ Aσ .
In the sequel given any S-typed  algebra A, any (σ → τ) ∈ S and any a ∈ A(σ→τ)
and n ∈ Aσ we write a(n) as an abbreviation for eval(σ→τ)A (a, n).
We are interested in specifying classes of higher-order algebras by means of higher-order
equations, i.e., many-sorted first-order equations over a higher-order signature . We let
Eqn(,X) denote the set of all higher-order equations over  and an S-indexed family X
of sets of variables. Given any  algebra A, we have the usual validity relation |= on a set
of higher-order equations.
Definition 4. A higher-order equational specification Spec = (,E) is a pair consisting
of a higher-order signature  and a set of higher-order equations E over  and X.
By a basic result of higher-order universal algebra (see [13]), there exists an S-typed
 algebra IExt (Spec) which is initial in the subclass of all minimal, S-typed  algebras
satisfying Spec, and is unique up to isomorphism. We refer to this algebra as the higher-
order initial model and use it as the appropriate higher-order initial algebra semantics of
a higher-order equational specification Spec. We refer the interested reader to [13] for a
detailed account of how this higher-order initial algebra is constructed for a higher-order
equational specification.
Note in order to correctly specify a full stream space [A → B] under higher-order initial
algebra semantics we need to add stream constants aˆ for each actual stream a : A → B,
along with appropriate defining equations to our specifications. It turns out that in practice
these stream constants play no part in our verification proofs and thus for brevity we omit
them in the sequel (see [18]).
Higher-order equational specifications are substantially more expressive than their first-
order counter parts and have been shown to be adequate for specifying any algebra of
arithmetic complexity, i.e., up to 11 (see [7,15]). This is due to the fact that first-order
quantification can be modelled using second-order equations (see [7]).
Let X be an S-indexed family of sets of variables. The following higher-order equational
logic is used to reason about higher-order equational specifications.
Definition 5. Higher-order equational logic extends the reflexivity, symmetry, transitivity
and substitution rules of first-order equational logic [16] with the following two additional
inference rules.
(i) Projection rule: For each (σ × τ) ∈ S and any terms t0, t1 ∈ T (,X)(σ×τ),
proj1(t0) = proj1(t1), proj2(t0) = proj2(t1)
t0 = t1 .
(ii) Evaluation rule: For each function type (σ → τ) ∈ S, any terms t0, t1 ∈ T
(,X)(σ→τ) and any variable symbol x ∈ Xσ not occurring in t0 or t1,
eval(σ→τ)(t0, x) = eval(σ→τ)(t1, x)
t0 = t1 .
We let E  e denote the fact that there exists a proof of equation e from the set of
equations E using the inference rules of higher-order equational logic. This higher-order
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equational calculus has been shown to be complete with respect to higher-order models
[13].
3. Specifying a family of convolution functions
Let Z denote the ring of integers with unity. We view convolution of sample size n ∈
N over Z as a stream transformer (second-order function) convn : Zn+1 × [N → Z] →
[N → Z], defined for weights (w0, . . . , wn) ∈ Zn+1, each input stream a ∈ [N → Z] and
each time point t ∈ N by
convn(w0, . . . , wn, a)(t) = (wn × a(t + n)) + · · · + (w0 × a(t)).
We can formalise such a definition using a second-order equational specification and may
then use this to verify the correctness of various systolic algorithm implementations using
second-order equational reasoning (see [17,18]).
However, a problem arises with the above approach since the corresponding verification
proofs rely on using a meta-variable n to allow an arbitrary instance of the convolution
function convn to be verified. This restricts attempts to automate the corresponding veri-
fication proofs (see [18]) since they require meta-reasoning. By considering the definition
above it becomes clear that convolution can naturally be viewed as an infinite family of
stream transformers, i.e.,
CONV = 〈convn : Zn+1 × [N → Z] → [N → Z] | n ∈ N〉
which can be defined recursively as follows:
conv0(w0, a)(t) = w0 × a(t),
convn+1(w0, . . . , wn+1, a)(t)= (wn+1 ×a(t +n+1))+convn(w0, . . . , wn, a)(t).
In this section, we build on the above idea and use third-order equational techniques to
specify convolution as an infinite family of stream transformers. We begin by recalling the
usual first-order equational theory of rings with unity (cf. [1]).
Definition 6. Let S = {ring} be a sort set and let (Ring) be the single-sorted first-order
signature for rings with unity defined to contain only the following symbols:
0, 1 : ring, − : ring → ring, +,× : ring ring → ring.
Let X be an infinite set of variables and let x, y, z ∈ X. The first-order equational theory
E(Ring) of rings with unity consists of the following equations over (Ring) and X:
x + y = y + x, (1)
x + (y + z) = (x + y) + z, x × (y × z) = (x × y) × z, (2,3)
x + 0 = x, x + (−x) = 0, (4,5)
x × 1 = x, 1 × x = x, (6,7)
x × (y + z) = (x × y) + (x × z), (x + y) × z = (x × z) + (y × z). (8,9)
The initial algebra semantics of the above specification can be easily described.
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Proposition 7. I ((Ring), E(Ring)) ∼= Z.
Thus, we may take the pair Spec(Ring) = ((Ring), E(Ring)) as a correct equational
specification of the ring Z of integers under first-order initial algebra semantics.
In the sequel let the product type σn be defined recursively by σ 1 = σ and σn+1 =
(σ × σn) for n ∈ N, n > 0. We now define a third-order signature to name the components
required by the family of convolution functions.
Definition 8. LetB = {nat, ring} be a type basis and let S(Conv) ⊆ H(B) be the third-
order type structure defined over the type basis B by
S(Conv) = { nat, ring, (nat → ring), (nat → ring)2,
((nat → ring)2 → (nat → ring))}.
Let (Conv) be the third-order S(Conv)-typed signature defined by extending the signature
(Ring) with the following constant and function symbols:
0 : nat, succ : nat → nat, + : nat nat → nat,
〈., .〉 : (nat → ring) (nat → ring) → (nat → ring)2,
CONV : nat → ((nat → ring)2 → (nat → ring)).
We now construct a third-order equational specification Spec(Conv) for the family of
convolution functions.
Definition 9. Define the third-order equational specification
Spec(Conv) = ((Conv), E(Conv)),
where the equational theory E(Conv) consists of the equations E(Ring) for a ring with
unity together with the following equations to axiomatise addition, pairing and the family
of convolution functions:
(0 + x) = x, (succ(x) + y) = succ(x + y), (1,2)
proj1(〈s, w〉) = s, proj2(〈s, w〉) = w, (3,4)
CONV(0)(〈w, s〉)(t) = (w(0) × s(t)), (5)
CONV(succ(x))(〈w, s〉)(y)
= (w(succ(x)) × s(y + succ(x))) + CONV(x)(〈w, s〉)(y), (6)
where x, y ∈ Xnat and w, s ∈ X(nat→ring).
Recall that to improve readability we omit the eval functions from the terms in the
equations above. This means, for example, the third-order term CONV(succ(x))(〈w, s〉)(y)
should be read as eval(eval(eval(CONV , succ(x)), 〈w, s〉), y).
It is straightforward to show that Spec(Conv) is a consistent third-order equational theory
by constructing a model of Spec(Conv) based on our informal explanation of the convolution
family (see, e.g., [18]).
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4. An infinite systolic algorithm for convolution
In this section, we present a systolic algorithm implementation for our family of con-
volution functions. Instead of developing a family of systolic algorithms we choose to
consider using an infinite systolic algorithm, based on [8,11], which is capable of computing
convolution of any sample size n ∈ N when appropriately initialised. The idea of using such
infinite algorithms has so far received little attention in the literature; see [12,11] for an
introduction to this interesting area. We begin by describing the infinite systolic algorithm in
an informal way using the notation and terminology of Synchronous Concurrent Algorithms
(SCA) (see [28,11]).
The infinite architecture for the systolic convolver algorithm is depicted in Fig. 1. The
behaviour of each module Mi,j is synchronised to a global clock and at each clock tick the
modules perform the following functions:
(i) Module M1,j , computes the identity function IdZ(x) = x.
(ii) ModuleM3,j , returns a constant weight valuew(j) ∈ Z (assuming some initial weight
stream w : N → Z).
(iii) Module M2,j , computes the ring inner product IPZ(x, y, z) = (x ×Z y) +Z z.
The input stream to the convolver is read at module M1,0 and the result stream is
produced at module M2,0. We formalise the behaviour of each individual module Mi,j for
i ∈ {1, 2, 3} and j ∈ N by specifying a value function V i : N → [N × [N → Z]4 → Z],
whereV i(j)(t, a, x1, x2, x3) defines the output of moduleMi,j at time t ∈ N given the input
stream a and the initial value streams x1, x2, x3 (where xi(j) is the initial value for module
Mi,j ). The overall black box behaviour of the convolver is formalised by a network function
Net : [N → Z]4 → [N → Z] defined by Net(a, x1, x2, x3)(t) = V2(0)(t, a, x1, x2, x3). To
formalise the interaction of the convolver with its external environment we specify input
and output scheduling functions. The input schedule IS pads the input stream so that data
is loaded into the network during alternate clock cycles. The output schedule OS takes into
account the initialisation period of the network, which is 2(n + 1) clock cycles, and then
retrieves data during alternate clock cycles. An example trace of the convolver with n = 1,
weight stream w : N → Z such that w(i) = 0 for i > 1, and padded input stream a is given
in Table 1.
We begin to formalise the infinite convolver by defining a third-order signature (SCA)
to name all algorithm components.
Definition 10. LetB = {nat, ring} be a type basis and let S(SCA) ⊆ H(B) be the third-
order type structure defined over the type basis B by
M1,0 M1,1 M1,2
M2,0 M2,1 M2,2
M3,2M3,1M3,0
Legend
Module
ChannelOutput Stream
Input Stream
Fig. 1. Infinite architecture of the systolic convolver.
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Table 1
A trace of the infinite convolver for convolution of size n = 1
Time Input M1,0 M1,1 M2,0 M2,1 M2,2
0 a(0) 0 0 0 0 0
1 0 a(0) 0 0 0 0
2 a(1) 0 a(0) w(1) × a(0) 0 0
3 0 a(1) 0 0 w(0) × a(0) 0
4 a(2) 0 a(1) w(1) × a(1) + w(0) × a(0) 0 0
5 0 a(2) 0 0 w(0) × a(1) 0
6 a(3) 0 a(2) w(1) × a(2) + w(0) × a(1) 0 0
S(SCA) = { nat, ring, (nat → ring), (nat → ring)2, (nat → ring)3,
(nat → ring)4, ((nat → ring) → (nat → ring)),
(nat × (nat → ring)4), ((nat × (nat → ring)4) → ring)}.
Let (SCA) be the third-order signature which contains all the symbols of (Ring) and
the following constant and function symbols:
0 : nat, succ, twice : nat → nat, + : nat nat → nat,
for each product type (σ × τ) ∈ S(SCA) we have 〈., .〉 : σ τ → (σ × τ). We have the
following third-order value function symbols, network function symbol and scheduling
function symbols:
V 1, V 2, V 3 : nat → ((nat × (nat → ring)4) → ring),
Net : (nat → ring)4 → (nat → ring),
IS : (nat → ring) → (nat → ring), OS : nat → ((nat → ring)→ (nat → ring)).
For brevity we let 〈x1, . . . , xn〉 denote the nested pair term 〈x1, 〈x2, . . . , 〈xn−1, xn〉 . . .〉〉,
for any n > 1. We now formulate a third-order equational specification Spec(SCA) for the
infinite systolic convolver.
Definition 11. Define Spec(SCA) = ((SCA), E(SCA)) to be the third-order equational
specification where the third-order equational theory E(SCA) consists of the first-order
equations E(Ring) of rings with unity together with the following equations:
(0 + x) = x, (succ(x) + y) = succ(x + y), (1,2)
twice(0) = 0, twice(succ(x)) = succ(succ(twice(x))), (3,4)
proj1(〈u, v〉) = u, proj2(〈u, v〉) = v, (5,6)
V 1(j)(〈0, s, x〉) = x1(j), V 2(j)(〈0, s, x〉) = x2(j), (7,8)
V 3(j)(〈t, s, x〉) = w(j), V 1(0)(succ(t), s, x) = s(t), (9,10)
V 1(succ(j))(〈succ(t), s, x〉) = V 1(j)(〈t, s, x〉), (11)
V 2(j)(〈succ(t), s, x〉)
= (V 3(j)(〈t, s, x〉) × V 1(j)(〈t, s, x〉)) + V 2(succ(j))(〈t, s, x〉), (12)
Net(〈s, x〉)(t) = V2(0)(〈t, s, x〉), IS(s)(succ(twice(t))) = 0, (13,14)
IS(s)(twice(t)) = s(t), OS(n)(s)(t) = s(twice(t + succ(n))). (15,16)
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where x, y, t, j, n ∈ Xnat , s, x1, x2, w ∈ X(nat→ring), and x = 〈x1, x2, w〉. Eqs. (5) and (6)
represent a scheme of equations to axiomatise the pairing function for each product type
(σ × τ) ∈ S(SCA), where u ∈ Xσ and v ∈ Xτ .
We can show that Spec(SCA) is a consistent third-order equational theory by constructing
a model of Spec(SCA) based on the informal definition of the systolic convolver presented
at the beginning of this section.
5. Verifying correctness of the infinite systolic convolver
We now consider verifying that the infinite systolic convolver presented in Section 4
correctly implements the family of convolution functions specified in Section 3. We begin
by defining a verification theory that provides a context in which the verification process
can take place. We then present the verification proof and conclude by considering how we
can automate the verification process.
5.1. Verification theory
Before starting the verification process, we need to define a context in which the ver-
ification proof can be performed. We do this by defining a verification theory which
combines the requirement specification Spec(Conv) and the implementation specifica-
tion Spec(SCA), and also adds some additional functionality needed in the verification
process.
Definition 12. Define the verification theory Spec(Ver) = ((V er), E(Ver)) as follows.
Let S = S(Conv) ∪ S(SCA) and define (V er) to be the third-order S-typed signature
which contains all the symbols in (Conv) and (SCA) plus the following constant and
function symbols:
0ˆ : (nat → ring), app : ring (nat → ring) → (nat → ring),
put : nat (nat → ring) → (nat → ring).
Define the third-order equational theory E(Ver) to contain all the equations in E(Conv) and
E(SCA), plus the following new equations:
0ˆ(t) = 0, app(x, s)(0) = x, app(x, s)(succ(t)) = s(t), (1,2,3)
put(0, s) = app(s(0), 0ˆ), put (succ(t), s) = app(s(succ(t)), put (t, s)), (4,5)
where t ∈ Xnat , x ∈ Xring and s ∈ X(nat→ring).
The put function allows us to copy elements on to the front of the zero stream, i.e.,
put(n, s) consists of the elements s(n), s(n − 1), . . . , s(0)placed at the front of the constant
stream 0ˆ of zeros. It is straightforward to show the above equational verification theory is
consistent.
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We observe that for every term t of sort nat there exists some k ∈ N such that E(Ver) 
t = succk(0) (i.e., every term of sort nat has a normal form succk(0), for some k ∈ N).
In order to make use of this important fact when reasoning equationally and so overcome
the well-known ω-incompleteness problem [16], we introduce the rule of free variable
induction (see, e.g., [6]).
Definition 13. Let S be a type structure such that nat ∈ S and let  be an S-typed signature
such that 0 ∈ λ,nat and succ ∈ nat,nat . LetE be a set of equations over. Then for s ∈ S,
any terms t, t ′ ∈ T (,X)s , variable x ∈ Xnat and c a new constant symbol of sort nat not
occurring in λ,nat we define the rule of free variable induction (for equations) as follows:
E  t[x/0] = t ′[x/0] E ∪ {t[x/c] = t ′[x/c]}  t[x/succ(c)] = t ′[x/succ(c)]
E  t = t ′ .
It is understood that with each application of this proof rule a fresh constant c of sort nat
is introduced. We let E ind e denote the fact that there exists a proof of equation e from a
set of equations E using the deduction rules of higher-order equational logic and the rule
of free variable induction.
It is straightforward to show that the rule of free variable induction is a sound inference
rule for the third-order initial model IExt (Spec(Ver)) due to the minimality of sort nat . Note
that the rule of free variable induction is an equational rule and this enables us to consider
automating the rule using rewriting techniques (see Section 5.3).
The following are some useful facts which hold in the verification theory.
Lemma 14. Let t, k, n ∈ Xnat , and let s, w,w2, x1, x2 ∈ X(nat→ring).
(i) E(Ver) ind n + k = k + n;
(ii) E(Ver) ind twice(k + n) = k + k + twice(n);
(iii) E(Ver) ind V 3(succ(n) + k)(〈t, s, x1, x2, put (n,w)〉) = 0;
(iv) E(Ver) ind V 1(n)(〈t, s, x1, x2, w〉) = V 1(n)(〈t, s, x1, x2, w2〉).
5.2. Verification proof
We now develop a verification proof to show that the infinite systolic algorithm we
presented can correctly implement the family of convolution functions. More formally, we
show that the following third-order correctness equation holds
CONV(n)(〈w, s〉) = OS(n)(Net(〈IS(s), 0ˆ, 0ˆ, put(n, w)〉)).
We begin by considering how we can use the infinite convolver to compute convolution
of size n using weights w(0), . . . , w(n). The following result shows how to initialize the
infinite convolver by defining a weight stream put(n,w) in which all but the first n + 1
elements are zero. This allows us to ignore all the modules in the infinite convolver that are
not needed for calculating convolution of size n.
Lemma 15. Let t, k, n ∈ Xnat , let s, w ∈ X(nat→ring), and let x denote the tuple of initial
values 〈0ˆ, 0ˆ, put (n,w)〉. Then we have
E(Ver) ind V 2(succ(n) + k)(〈t, s, x〉) = 0.
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Proof. We use the rule of free variable induction on the variable t as follows.
Base case: We need to show that E(Ver)  V 2(succ(n) + k)(〈0, s, x〉) = 0. This is straight-
forward to do using equational reasoning, the definition of x, Definitions 11(8) and 12(1).
Induction case: Let c be a fresh constant of sort nat and define the induction hypothesis
equation (IH) as follows:
V 2(succ(n) + k)(〈c, s, x〉) = 0. (IH)
Then we need to prove:
E(Ver) ∪ {(IH)} ind V 2(succ(n) + k)(〈succ(c), s, x〉) = 0. (I)
We begin by unwinding the value function definitions as follows:
E(Ver)  V 2(succ(n) + k)(〈succ(c), s, x〉)
= (V 3(succ(n) + k)(〈c, s, x〉) × V 1(succ(n) + k)(〈c, s, x〉))
+ V 2(succ(succ(n) + k))(〈c, s, x〉) (1)
by Definition 11(12), reflexivity and substitution; and
E(Ver) ind V 3(succ(n) + k)(〈c, s, x〉) = 0 (2)
by simple equational reasoning and Lemma 14(iii);
E(Ver) ∪ {(IH)}  V 2(succ(succ(n) + k))(〈c, s, x〉) = 0 (3)
using Eq. (IH), Definition 11(2), and reflexivity and substitution. Thus by reflexivity,
substitution using (2) and (3), and transitivity with (1) we have
E(Ver) ∪ {(IH)} ind V 2(succ(n) + k)(〈succ(c), s, x〉)
= (0 × V 1(succ(n) + k))(〈c, s, x〉)) + 0. (4)
So using (4) above and the equations for a ring with unity (Definition 6) we can derive that
the required result (I) holds. 
It is interesting to consider whether the above lemma can be proved with out the rule
of free variable induction using higher-order equational logic alone (see Definition 5).
We can show that the rule of free variable induction was necessary above by proving an
independence result. The idea is to define a non-standard modelA of Spec(Ver) in which sort
nat has an additional set of values, i.e., Anat = N ∪ {ω,ω + 1, . . .}. Then at time ω none
of our equations apply for V 2A(succ(n) + k)(〈ω, s, x〉) and so we can define its behaviour
at this time such that the above result is invalid. Thus it follows by completeness (see [13])
that higher-order equational logic alone is insufficient to prove the above lemma.
We now come to the key result needed in the verification proof which formalises the link
between related initial setups in the infinite convolver.
Lemma 16. Let t, i, n ∈ Xnat and let s, w ∈ X(nat→ring). Then we have
E(Ver) ind V 2(n)(〈succ(i + t), s, 0ˆ, 0ˆ, put (n + i, w)〉)
= V 2(succ(n))(〈succ(succ(i + t)), s, 0ˆ, 0ˆ, put (succ(n + i), w)〉).
Proof. We use the rule of free variable induction applied to variable i.
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Base case: Let x1 = 〈0ˆ, 0ˆ, put (n,w)〉 and x2 = 〈0ˆ, 0ˆ, put (succ(n),w)〉. We begin by
unwinding the left hand side of the equation:
E(Ver) ind V 2(n)(〈succ(0 + t), s, 0ˆ, 0ˆ, put (n + 0, w)〉)
= (V 3(n)(〈t, s, x1〉) × V 1(n)(〈t, s, x1〉)) + V 2(succ(n))(〈t, s, x1〉) (1)
by Definition 11(1,12), Lemma 14(i), and simple equational reasoning;
E(Ver)  V 3(n)(〈t, s, x1〉) = put(n,w)(n) (2)
by Definition 11(9) and equational reasoning;
E(Ver) ind V 2(succ(n))(〈t, s, x1〉) = 0 (3)
by equational reasoning using Definition 11(1), Lemma 14(i), and Lemma 15;
E(Ver) ind V 2(n)(〈succ(0 + t), s, 0ˆ, 0ˆ, put (n + 0, w)〉)
= (put (n,w)(n) × V 1(n)(〈t, s, x1〉)) + 0 (4)
by reflexivity and substitution using (2) and (3) above, and then transitivity using (1) above.
Using a similar approach we can also derive
E(Ver) ind (put (succ(n),w)(succ(n)) × V 1(succ(n))(〈succ(t), s, x1〉)) + 0
= V 2(succ(n))(〈succ(succ(0 + t)), s, 0ˆ, 0ˆ, put (succ(n + 0), w)〉). (5)
We can then use Definition 12(3,5), Definition 11(11), Eq. (5) above and simple equational
reasoning to derive
E(Ver) ind (put (n,w)(n) × V 1(n)(〈t, s, x1〉)) + 0
= V 2(succ(n))(〈succ(succ(0 + t)), s, 0ˆ, 0ˆ, put (succ(n + 0), w)〉). (6)
The result then follows by transitivity of (4) and (6) above.
Induction case: Let c be a fresh constant of sort nat and define the inductive hypothesis
equation (IH) as follows:
V 2(n)(〈succ(c + t), s, 0ˆ, 0ˆ, put (n + c,w)〉)
= V 2(succ(n))(〈succ(succ(c + t)), s, 0ˆ, 0ˆ, put (succ(n + c), w)〉) (IH)
Let x1 = 〈0ˆ, 0ˆ, put (n + succ(c), w)〉, x2 = 〈0ˆ, 0ˆ, put (succ(n + succ(c)), w)〉. We begin
by unwinding the value function definitions as follows:
E(Ver)  V 2(n)(〈succ(succ(c) + t), s, x1〉)
= (V 3(n)(〈succ(c) + t, s, x1〉) × V 1(n)(〈succ(c) + t, s, x1〉))
+ V 2(succ(n))(〈succ(c) + t, s, x1〉) (7)
by Definition 11(12) and simple equational reasoning;
E(Ver) ∪ {(IH)}  V 2(succ(n))(〈succ(c) + t, s, x1〉)
= V 2(succ(succ(n)))(〈succ(succ(c) + t), s, x2〉) (8)
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by (IH) and equational reasoning using Definition 11(2) and Lemma 14(i);
E(Ver) ∪ {(IH)}  V 2(n)(〈succ(succ(c) + t), s, x1〉)
= (put (n + succ(c), w)(n) × V 1(n)(〈succ(c) + t, s, x1〉))
+ V 2(succ(succ(n)))(〈succ(succ(c) + t), s, x2〉) (9)
using reflexivity and substitution with Definition 11(9) and (8) above, and then transitivity
with (7). It is also straightforward to show that:
E(Ver) ind V 2(succ(n))(〈succ(succ(succ(c) + t)), s, x2〉)
= (put (n + succ(c), w)(n) × V 1(n)(〈succ(c) + t, s, x1〉))
+ V 2(succ(succ(n)))(〈succ(succ(c) + t), s, x2〉) (10)
using Definition 11(9,11,12), Definition 12(3,5), Lemma 14(iv), and equational reasoning.
Thus, the result follows by transitivity of (9) and (10) with symmetry. 
We may now formally prove that the family of convolution functions specified by
Spec(Conv) is correctly implemented by the infinite systolic algorithm specified in Spec(SCA)
when suitably initialized.
Correctness Theorem 17. Let n ∈ Xnat and w, s ∈ X(nat→ring). Then the following cor-
rectness equation holds:
E(Ver) ind CONV(n)(〈w, s〉) = OS(n)(Net(〈IS(s), 0ˆ, 0ˆ, put(n, w)〉)).
Proof. We show that for t ∈ Xnat we have:
E(Ver) ind CONV(n)(〈w, s〉)(t) = OS(n)(Net(〈IS(s), 0ˆ, 0ˆ, put(n, w)〉))(t). (I)
We can then apply the evaluation rule of higher-order equational logic (see Definition 5)
to derive the result. We prove (I) by applying the rule of free variable induction on n as
follows.
Base case: Let x = 〈0ˆ, 0ˆ, put (0, w)〉. We start by unwinding the systolic convolver’s
definitions:
E(Ver)  OS(0)(Net(〈IS(s), x〉))(t)
= (V 3(0)(〈succ(twice(t)), IS(s), x〉) × V1(0)(〈succ(twice(t)), IS(s), x〉))
+ V 2(succ(0))(〈succ(twice(t)), IS(s), x〉) (1)
by Definition 11(4,12,13,16) and equational reasoning;
E(Ver)  V 3(0)(〈succ(twice(t)), IS(s), x〉) = w(0) (2)
by Definition 11(9), Definition 12(2,4), and simple equational reasoning;
E(Ver)  V 1(0)(〈succ(twice(t)), IS(s), x〉) = s(t) (3)
by Definition 11(10,15), and simple equational reasoning;
E(Ver) ind V 2(succ(0))(〈succ(twice(t)), IS(s), x〉) = 0 (4)
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by Lemma 15, Definition 11(1), Lemma 14(i), and equational reasoning. We now combine
(2)–(4) using reflexivity and substitution, and then apply transitivity using (1) above, the
ring equations (Definition 6) and symmetry to derive:
E(Ver)  (w(0) × s(t)) = OS(0)(Net(〈IS(s), x〉))(t) (5)
The result then follows using transitivity with Definition 9(5) and (5) above.
Induction case: Let x1 = 〈0ˆ, 0ˆ, put (c, w)〉, x2 = 〈0ˆ, 0ˆ, put (succ(c), w)〉. Let c be a fresh
constant of sort nat and define the induction hypothesis equation (IH) as follows:
CONV(c)(〈w, s〉)(t) = OS(c)(Net(〈IS(s), x1〉))(t) (IH)
Then it follows by the induction hypothesis (IH), Definition 9.(6), and equational reasoning
that
E(Ver) ∪ {(IH)}  CONV(succ(c))(〈w, s〉)(t)
= (w(succ(c)) × s(t + succ(c))) + OS(c)(Net(〈IS(s), x1〉))(t). (6)
Thus it remains to prove:
E(Ver) ind (w(succ(c)) × s(t + succ(c))) + OS(c)(Net(〈IS(s), x1〉))(t)
= OS(succ(c))(Net(〈IS(s), x2〉))(t), (II)
which can then be combined with (6) above using transitivity to derive the required result.
We start by unwinding the infinite convolvers definitions:
E(Ver)  OS(c)(Net(〈IS(s), x1〉))(t) = V2(0)(〈twice(t + succ(c)), IS(s), x1〉)
(7)
by Definition 11(13,16), and simple equational reasoning; and
E(Ver) ind V 2(0)(〈twice(t + succ(c)), IS(s), x1〉)
= V 2(succ(0))(〈succ(twice(t + succ(c))), IS(s), x2〉) (8)
by Lemma 16 using Definition 11(1,2), Lemma 14(i,ii), and equational reasoning. Thus we
have
E(Ver) ind (w(succ(c)) × s(t + succ(c))) + OS(c)(Net(〈IS(s), x1〉))(t)
= (w(succ(c)) × s(t + succ(c)))
+ V 2(succ(0))(〈succ(twice(t + succ(c))), IS(s), x2〉) (9)
using transitivity with (7) and (8), and equational reasoning. Then it is straightforward to
derive:
E(Ver)  (w(succ(c)) × s(t + succ(c)))
+ V 2(succ(0))(〈succ(twice(t + succ(c))), IS(s), x2〉)
= OS(succ(c))(Net(〈IS(s), x2〉))(t) (10)
using Definition 11, Definition 12, and equational reasoning. The required result (II) now
follows using transitivity with (9) and (10) above. 
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5.3. Automating the verification process
One important benefit of using equational specifications is that they can be simulated
using rewriting techniques [9]. We now briefly consider using the rewriting tool Elan1 [3]
to automate our verification process. We note that a variety of other rewriting tools exist
which we could have used here including, for example, Maude (see the Maude website2)
and CafeObj [4].
The basic idea is to extract a set of rewrite rules from our equational verification theory
(Definition 12) by orientating each equation as a left to right rewrite rule. This simple
approach can result in problems, for example, applying the rewrite rules for twice can act
to block the rewrite rules for the input schedule function. We can avoid such problems by
using Elan’s rewrite strategy language to control the order rules are applied (see [3]). We
can then simulate and test our specifications as the following excerpt from an Elan session
demonstrates for convolution of size n = 2 using input stream a = 1, 2, 3, 4, 5, . . . and
weight stream w = 3, 5, 4, . . .
[] start with term:
CONV(succ(succ(0)))(<a,w>)(succ(0))
[] result term:
37
[] start with term:
OS(succ(succ(0)))(Net(<IS(a),zero,zero,
put(succ(succ(0)),w)>))(succ(0))
[] result term:
37
Using this approach, we can also automate our verification proofs by using Elan as a
proof assistant. The idea is to prove new equivalences using Elan, which can then be added
as new rewrite rules. We can simulate the rule of free variable induction by first rewriting the
base case and then adding the induction hypothesis as a new rewrite rule for the induction
case. Due to the problems mentioned above, the rewriting process needs to be guided and
automating the verification proofs involves developing appropriate rewrite strategies. As a
simple illustrative example we consider automating the proof for Lemma 15 using Elan.
Recall that this proof involves an application of the rule of free variable induction, so we
start by proving that the base case holds as follows:
[] start with term:
V2(succ(n)+k)(<0,s,zero,zero,put(n,w)>)
[] result term:
0
We then add a new constant c of type nat to our theory along with a new rewrite rule to
represent the induction hypothesis:
V2(succ(x)+y)(<c,<s,<zero,<zero,put(x,w)>>>>) => 0
1 http://elan.loria.fr/
2 http://maude.csl.sri.com/tutorial/
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We can now complete the proof by showing the induction case holds:
[] start with term:
V2(succ(n)+k)(<succ(c),s,zero,zero,put(n,w)>)
[] result term:
0
Clearly, the above simple approach does have its limitations; developing the required
rewriting strategies for a proof is not always straightforward and the approach used so
far has relied heavily on the practioner’s intuition and a simple trial and error process. Work
is ongoing to address these problems by providing further automated support and more
advanced rewriting strategies. However, we note that despite the current shortcomings,
such semi-automatic proofs are still considerably simpler than those done by hand.
6. Conclusions
In this paper we have considered using third-order equational methods [13] to for-
mally specify and verify the correctness of an infinite systolic algorithm for convolution.
This case study has illustrated how third-order equational techniques provide a natural
framework in which to model and reason about families of stream processing functions.
In particular, it has shown how such an approach can overcome the problem of requir-
ing meta-reasoning to implicitly verify such families as highlighted in [18]. During our
verification proofs we used the rule of free variable induction, an equational rule that
allowed us to utilise the minimality property of the sort nat . We showed that this additional
rule was essential in our proofs to overcome the well-known ω-incompleteness problem
[16].
One important feature of the verification proofs we presented is that they rely entirely
on simple equational reasoning. This allowed us to consider automating our proofs using
rewriting techniques and we discussed some preliminary work on using Elan [3] to do
this. In future work we intend to further investigate exploiting this important feature, the
long term aim being to develop an integrated tool set for the higher-order verification
process.
The detailed case study we have presented provides important insight into the approach
of using an infinite algorithm C∞ to model and verify an infinite family 〈Cn|n ∈ N〉 of
finite algorithms. This interesting approach has far received little attention in the literature;
see [12,11] where the notion of an Infinite Synchronous Concurrent Algorithm (ISCA) is
introduced and illustrated. We aim to further investigate applying this approach to verifying
families of algorithms within the framework of third-order algebra and in particular, we are
interested in developing a general template for applying this idea to Synchronous Concurrent
Algorithms.
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