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By encoding high-dimensional light filed imaging information into a detectable two-dimensional
plane, ghost imaging camera via sparsity constraints (GISC camera) can directly catch the high-
dimensional light filed imaging information in a snapshot. This makes it worth to revisit the limi-
tation of spatial resolution of these optical imaging systems. Here we show both theoretically and
experimentally that, though the resolution in high-dimensional light filed space is still limited by
diffraction, the spatial resolution of GISC camera can be greatly improved comparing to Rayleigh’s
criterion by increasing the discernibility in other dimensions of the high-dimensional light field space.
Our results demonstrate that far-field super-resolution is achievable by utilizing the imaging channel
capability of an incoherent imaging system more efficiently.
Due to the diffraction of light, Rayleigh’s criterion has
been the most influential resolution limit of incoherent
optical imaging system for over a century [1]. In re-
cent decades, various exciting optical techniques aim-
ing at breaking Rayleigh’s criterion have emerged. By
utilizing structured illumination with several sinusoidal
striped patterns or restricting the focused light spot with
pinholes, one can break the diffraction limit of the cor-
responding imaging system, represented by the struc-
tured illumination microscopy (SIM) [2] and confocal
laser scanning microscopy (CLSM) [3], despite the fact
that they are still limited by diffraction including illu-
mination system. While for scanning imaging systems,
reducing the size of scanning point based on near-field or
stimulated emission depletion effect, represented by the
near-field scanning optical microscopy (NSOM) [4] and
stimulated emission depletion microscopy (STED) [5],
also render Rayleighs criterion irrelevant to the imag-
ing resolution. Another category for far-field super-
resolution technology is based on statistical methods [6,
7] reprensented by stochastic optical reconstruction mi-
croscopy (STORM) [6] and photoactivated localization
microscopy (PALM) [7], where the positions of fluores-
cence molecules are accurately estimated and then a
global picture as a whole is formed. More recently, a vari-
ety of both classical and non-classical quantum effects are
also investigated to overcome Rayleighs curse [8–10]. In
parallel to above physical super-resolution technologies,
plenty of super-resolution algorithms [11] are developed
to create the super-resolution image from low-resolution
images, such as the spectrum extrapolation [12], multi-
frame super-resolution [13], and deep learning [14].
Light field can be fully characterized by a high-
dimensional plenoptic function [15]. By now, nearly all
imaging systems is based on a point-to-point imaging
mode, where the emission light from each point in real
space (or spacial Fourier space) on the object plane is di-
rectly recorded by the corresponding pixel on the imaging
plane of the system. This kind of imaging mode makes
directly imaging in high-dimensional light filed space in
a snapshot very difficult, and the corresponding super-
resolution imaging techniques to improve the spatial re-
solving power of conventional imaging system are equiva-
lent to increasing the precision of separating two adjacent
point light sources on object plane of real space. Dif-
ferent from conventional imaging schemes, ghost imag-
ing (GI) extracts objects information from the mutual
correlation of light intensity fluctuation[16]. By encod-
ing high-dimensional information of light field irradiated
from the object plane into speckle patterns on a de-
tectable two-dimensional plane, ghost imaging camera
via sparsity constraints (GISC camera) [17] can directly
record object’s high-dimensional information in a snap-
shot. Besides directly increasing the accuracy of deter-
mining the positions of two adjacent point sources on the
object plane of imaging system, GISC camera provides
a new kind of possibility to break Rayleighs criterion via
the discernibility in the high-dimensional (e.g., spatial
dimension, spectrum, polarization) light field space.
In this paper, we firstly introduce GISC camera’s
schematic diagram, and analyze its resolution in high-
dimensional light field space. Then, simulated and exper-
imental results, which demonstrate the super-resolution
capacity of GISC camera, are presented. Finally, we give
the discussion and conclusion.
The schematic of GISC camera is shown in Fig. 1. The
object is projected onto the focus plane through a con-
ventional optical imaging system, which is composed of
the objective lens with focus length f1 and aperture D,
and the tube lens with focus length f2 after the objective
lens with distance L. The light field after the focus plane
with distance z1 is modulated by a spatial random phase
ar
X
iv
:2
00
4.
00
13
5v
1 
 [p
hy
sic
s.o
pti
cs
]  
31
 M
ar 
20
20
2Detector 
D
Object 
plane
1f 2fL
Tube lensObjective lens
(xr, λl)
z1 z2 
SRPMFocus
plane
FIG. 1. The schematic of GISC camera.
modulator (SRPM), and the light intensity distribution
behind SRPM with distance z2 is detected by a detector.
Considering the incoherent illumination, the speckle
intensity on the detection plane of GISC camera is [17]
It(xt) =
∫∫
T (xr, λl)Ir(xt; xr, λl)dxrdλl, (1)
where T (xr, λl) represents high-dimensional (xr, λl) im-
age of object, Ir(xt; xr, λl), which is detected in the pre-
determined process, denotes the system response of GISC
camera corresponding to one monochrome point light
source with wavelength λl at the position xr. xr and
xt are two-dimensional vectors on the object plane and
the detection plane of GISC camera, respectively.
From the viewpoint of GI [17, 18], each pixel of CCD
detector acts as a bucket detector of the test arm, and
Ir(xt; xr, λl) for the fixed xt acts as a pixelated signal of
the reference arm. The high-dimensional image of object
is recovered by calculating the second-order correlation
function between the intensity fluctuations at the pre-
determined reference arm and test arm [17],
∆G(2,2)(xr,λl)=〈∆It(xt)∆Ir(xt;xr,λl)〉xt
(1)
=
∫∫
T(x′r,λ
′
l)∆G
(2,2)
r (xr,λl;x
′
r,λ
′
l)dx
′
rdλ
′
l, (2)
where 〈· · · 〉xt means the spatial average over the coordi-
nate xt, (for simplicity, the subscript xt is omitted in the
following content), and
∆It(xt) = It(xt)− 〈It(xt)〉, (3a)
∆Ir(xt;xr,λl) = Ir(xt;xr,λl)−〈Ir(xt;xr,λl)〉, (3b)
∆G(2,2)r (xr,λl;x
′
r, λ
′
l)=〈∆Ir(xt;xr,λl)∆Ir(xt;x′r,λ′l)〉 . (3c)
Equation (2) implies that the physical resolution of
GISC camera is determined by ∆G
(2,2)
r (xr, λl; x
′
r, λ
′
l).
In many cases, the light field Er(xt; xr, λl) of the pre-
determined reference speckle pattern obeys the complex
circular Gaussian distribution [19]. By the moment the-
orem for complex Gaussian process [20], we have
∆G(2,2)r (xr,λl;x
′
r,λ
′
l)= |〈E∗r (xt;xr,λl)Er(xt;x′r,λ′l)〉|2, (4)
and the normalized second-order correlation function is
g(2)(xr,x
′
r;λl, λ
′
l)
def
=
∆G
(2,2)
r (xr, λl; x
′
r, λ
′
l)
〈I(xt; xr, λl)〉〈I(xt; x′r, λ′l)〉
(4)
=
|〈E∗r (xt;xr,λl)Er(xt;x′r,λ′l)〉|2
〈I(xt; xr, λl)〉〈I(xt; x′r, λ′l)〉
. (5)
According to the Fresnel diffraction theorem, the light
field E(xt; xr, λl) on the detector plane is
Er(xt; xr, λl) =
E0D
2
4λ4l z1z2f2L
exp
(
jpi(2f21 + 1)x
2
r
λlf1
)∫∫
exp
(
jpi
λl
(
t
f2
+
1
z1
)
x21
)J1(2pi D2λlf2 ( f2f1 xr+x1)
)
D
2λlf2
(
f2
f1
xr+x1
)
× exp (−2jpi
λlz1
x1x2
)
exp
( jpi
λlz1
x22
)
exp
( jpi
λlz2
(xt − x2)2
)
th(x2, λl)dx1dx2, (6)
where E0 denotes the amplitude of light field of the
monochromatic point light source, x1 and x2 are two-
dimensional vectors on the focus plane and the front
plane of SRPM, respectively. J1(·) is the 1st-order Bessel
function, t := 1−L/f2 and th(x2, λl) is the transmittance
function of SRPM. The autocorrelation function of the
height η(x) of SRPM is assumed as [21]
Rη(x,x
′) = 〈η(x)η(x′)〉 = ω2e−(x−x′)2/ζ2 , (7)
where ω and ζ are the standard deviation and the lateral
correlation length of the height of SRPM, respectively.
Substituting Eq. (6) into Eq. (5) yields
g(2)(xr,x
′
r;λl,λ
′
l)
= exp
{
−
(
2pi(n−1)ω∆λ
λ
2
)2}(2J1(piD∆xλf1 )
piD∆x
λf1
)2
, (8)
with the condition
ζ|z1 + z2|
ω|z2|  2pi(n− 1)
f
D
, (9)
where ∆λ = λl − λ′l, and ∆x = xr − x′r, and λ is the
center wavelength between λl and λ
′
l, and n is the re-
fractive index of SRPM. Equation (8) reveals that the
spectral resolution of GISC camera mainly depends on
the parameter ω of SRPM, and the spatial resolution is
still limited by Rayleigh’s criterion [1] without consider-
ing the discernibility in the high-dimensional space.
In the viewpoint of matrix analysis, Eq. (1) is usually
approximated as [16, 22]
y = ΦX, (10)
in a way that the existing optimization theoretical
achievements such as compressive sensing (CS) [23, 24]
3can be directly applied, where X ∈ Rn denotes the
high-dimensional image of object, y ∈ Rm is a re-
shaped intensity distributions It(xt), the sampling ma-
trix Φ ∈ Rm×n whose columns consists of the speckle
patterns Ir(xt; xr, λl), m is the sample number. Consid-
ering sparsity priors, X in Eq. (10) can be retrieved by
solving such an inverse problem
min
X
‖X‖0 subject to y − y¯ = (Φ− Φ¯)X, (11)
where ·¯ denotes an operation to calculate the mean value
of column. For notational simplicity, we denote Ψ =
Φ− Φ¯ and y0 = y − y¯.
In the framework of CS, the mutual incoherence prop-
erty (MIP) [23] is commonly used to analyze the inverse
problem (11), which is defined as
µ(Ψ) = max
1≤i<j≤n
|ψTi ψj |
‖ψi‖2‖ψj‖2 , (12)
where ‖ · ‖2 is the `2-norm, and ψi denotes the i-th col-
umn of Ψ.
The relationship between the normalized second-order
correlation function g(2)(xr,x
′
r;λl, λ
′
l) and MIP is
µ(Ψ)= max
1≤i<j≤n
|ψTi ψj |
‖ψi‖2‖ψj‖2
= max
1≤i<j≤n
∣∣(φi − φ¯i)T (φj − φ¯j)∣∣
‖φi − φ¯i‖2‖φj − φ¯j‖2
(a)≈ max
1≤i<j≤n
∣∣φTi φj −m〈φi〉〈φj〉∣∣√
mC(φi)〈φi〉
√
mC(φj)〈φj〉
= max
1≤i<j≤n
1√
C(φi)C(φj)
∣∣∣∣ 〈φiφj〉〈φi〉〈φj〉 − 1
∣∣∣∣
= max
1≤i<j≤n
∣∣∣∣ 〈φiφj〉〈φi〉〈φj〉 − 1
∣∣∣∣= max1≤i<j≤n |g(2)(i, j)| (13)
where (a) is because the ensemble average of a random
variable x is approximate to the mean value of its m
measurements for a large m. The contrast C(φi) of
speckle corresponding to the i-th column of Φ is de-
fined as C(φi) = (φi − 〈φi〉)T (φi − 〈φi〉)/(m〈φi〉〈φi〉) and
C(φi) = 1 in GI is because the probability of intensity of
speckle obeys the negative exponential distribution.
Equation (13) indicates that µ(Ψ) is proportional to
the maximum value of g(2)(i, j), which denotes the corre-
lation of system responses of any two points in the high-
dimensional space. That is, the MIP of a GISC cam-
era represents the correlation of system responses of two
nearest points in the high-dimensional space when the
condition Eq. (14) is satisfied. Tropp [25] showed that
µ < 1/(2K−1) is sufficient to guarantee the exact recov-
ery of any K-sparse signals in the noiseless case by the
orthogonal matching pursuit (OMP) algorithm and basis
pursuit (BP) algorithm. Cai et al. [26] confirmed that
this condition is sharp. Therefore, the nearest distance
in the high-dimensional space to guarantee any K-sparse
signals exactly recovery is bound by
exp
{
−
(
2pi(n−1)ω∆λ
λ
2
)2}(2J1(piD∆xλf1 )
piD∆x
λf1
)2
<
1
2K − 1 . (14)
Equation (14) builds the resolution bound of GISC cam-
era in the high-dimensional space. Namely, we can guar-
antee the exactly recovery of K points when their differ-
ences (∆x,∆λ) in the high-dimensional space exceed the
constraint of Eq. (14). For a GISC camera, where f1 =
50 mm, f2 = 300 mm, D = 1.48 mm, z1 = 5 mm, z2 =
40 mm, L = 200 mm, ω = 3.5 um, ζ = 12 um and λ =
530 nm, the Rayleigh’s criterion of the objective lens is
∆x = 1.22λf1/D ≈ 21.8 um, and the recovery resolution
bound for K = 2 in high-dimensional light field space is
shown in Fig. 2. As observed in Fig. 2, the recovery spa-
tial resolution is much better than Rayleigh’s criterion.
Moreover, the recovery spatial resolution is promoted by
increasing the discernibility in spectral dimension.
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FIG. 2. Recovery resolution bound of GISC camera in high-
dimensional light field space (K = 2).
Fig. 3 represents the experimental system diagram of
GISC camera. The focus length of the objective lens
and the tube lens is f1 = 50 mm and f2 = 300 mm, re-
spectively. The aperture diameter of the objective lens
is D = 1.48 mm. A SRPM (DGUV10-1500, thorlab)
is adopted in the experiments, and the corresponding
diffraction limit is 21.8 um. A relay lens (UPlanSApo 4×,
Olympus) is used to match the pixel size of CCD (Andor
iKon-M, pixel size of 13 um) and the average size of the
pre-determined speckle patterns. Moreover, as a com-
parison, a (1:9) beam splitter splits another optical path
to record the blurred image by a detector (AVT cam-
era Stingray F-504B). In the pre-determined calibration
process, a monochrome light where a wide-band white
source (Xenon lamp) is filtered by a monochrometer, is
coupled into an optical fiber with core diameter 16 um.
The experimental spectrum varies from 530 nm to 605
nm with spectral interval ∆λ0 = 7.5nm. When the opti-
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FIG. 3. Experimental system diagram of GISC camera.
cal fiber shifts ∆x = 1 um in the field of view 40 um ×
40 um by an electric translation stage, the corresponding
speckle patterns are recorded. In the imaging process, a
multicolour object is placed on the object plane and the
speckle images is obtained. By solving the problem (11),
the spatial super-resolution image is reconstructed.
We construct a serials of objects which consists of two
adjacent points with different spatial distance (∆x = 3
um, 5 um, · · · , 29 um) and spectral difference ∆λ = 0
nm, 7.5 nm and 15 nm. y is produced by Eq. (10), where
an experimental sampling matrix Φ is obtained in the
pre-determined calibration process. For each distance
(∆x,∆λ), we perform 100 independent trials by chang-
ing the absolute positions of two point sources. In each
trial, we adopt OMP algorithm to recover the image and
use the testing strategy in [27] by checking the empirical
frequency of exact reconstruction of two adjacent points
(shown in Fig. 4(a)). On the point of statistical reso-
lution, the localization precision represents the perfor-
mance of GISC camera’s resolution [28–30]. By calculat-
ing the Euclidean distance between reconstructed points
and real points, we use the localization error to measure
the distribution of the reconstructed point around the
real point in Fig. 4(b). The diffraction limit of GISC
camera is 21.8 um. The recovery resolution bound (K =
2) for ∆λ = 0 nm, 7.5 nm and 15 nm are 11.38 um, 10.92
um, 9.32 um, respectively. Since the calibrated point
light source for each wavelength in the experiment is not
an ideal monochrome light and the dispersion of light
through spatial light modulator decrease the calibration
speckles contract, g(2)(xr,x
′
r;λl, λ
′
l) of the experimental
sampling matrix Φ is 0.3, which is less than 1. It leads
to the recovery performance of GISC camera as a func-
tion of the distance in the high-dimensional space doesn’t
reach the recovery resolution bound in Fig. 2. As shown
in Fig. 4, the spectral difference of two point sources is
conducive to promote the frequency of the exactly re-
covery as well as the location accuracy. The simulation
results in Fig. 2 and Fig 4 indicate that the discernibility
in high-dimension light field space (such as spectral di-
mension) indeed improves the spatial resolution of GISC
camera and achieves breaking Rayleighs criterion in spa-
tial domain.
Two adjacent points at different spatial separation dis-
tances ∆x and wavelength intervals ∆λ is selected for
experimental resolution analysis. As shown in Fig. 5(a),
we choose three different spatial separation distances 4
um, 4.57 um and 5.14 um, and the corresponding wave-
length intervals are 23 nm, 17 nm and 9 nm, respec-
tively. The diffraction limited images and reconstructed
super-resolution images are shown in Fig. 5(b) and (c).
Fig. 5(d) draws the relationship between the spatial reso-
lution of GISC camera and the wavelength interval ∆λ of
object, which implies that the spatial resolution of GISC
camera is improved by increasing the spectral difference.
Fig. 6 represents the experimental result of three slits.
As shown in Fig. 6(a) and (b), its spatial seperation
distance and wavelength interval are 5 um and 15 nm,
respectively. Fig. 6(c) and (d) show the corresponding
diffraction limited image and the reconstructed super-
resolution image. Since the diffraction limit is 21.8 um
and three slits’ spatial seperation distance is 5 um, it
implies that based on the discernibility in the (x, λ) di-
mensional light field space, over four folds of Rayleigh’s
criterion is achieved in this experiment.
The discernibility in the polarization dimensional
space is also investigated. Two adjacent points with dif-
ferent linear polarization states are selected as an object.
The distance between two points is 4 um, 6 um, 8 um and
10 um, respectively. By rotating a polarizer to different
detections of polarization θ (0◦, 45◦, 90◦, and 135◦) in
front of CCD, a polarized detector is built. Fig. 7 shows
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FIG. 4. The recovery performance of GISC camera as a func-
tion of the distance in the high-dimensional space. (a) Fre-
quency of exact recovery as a function of the distance of two
points in high-dimensional light field space (∆x, ∆λ). (b) The
localization error as a function of the distance of two points
in high-dimensional light field space (∆x, ∆λ). (c) The dis-
tribution probability of localizations in (b). The diffraction
limit of GISC camera is 21.8 um. The recovery resolution
bound (K = 2) for ∆λ = 0 nm, 7.5 nm and 15 nm are 11.38
um, 10.92 um, 9.32 um, respectively.
the spatial resolution as a function of the polarization
state’s difference ∆θ. Based on the difference of the po-
larization state, the best spatial resolution is 4 um, which
is five folds of Rayleigh’s criterion. It observes that the
spatial resolution is also promoted by increasing the dif-
ference of the polarization state.
In this paper we demonstrate both theoretically and
experimentally that, on the contrary to eliminate the
propagation effects relative to wavelength and polariza-
tion in conventional camera, the non-spatial dimensional
discrepant information of light field irradiated from ob-
ject can be exploited to break spatial Rayleighs criterion
of GISC camera. There is still Rayleighs curse induced by
diffraction effect when resolving two closely-spaced points
in high-dimensional light field space. However, consider-
ing the spatial resolution of two closed-located points,
the Rayleighs curse can be avoided only if two points are
distinguishable on other dimensions of light field. There-
fore the spatial resolution beyond the Rayleigh limit is
indeed possible based on the discernibility in the high-
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dimensional space.
Some next work are as follows. 1) As a computational
imaging technology, the super-resolution ability of GISC
camera strongly depends on the recovery algorithm, and
the current computational complexity for the large sens-
ing matrix is prohibitively high. Therefore, there is a
large space to improve for developing new high-efficiency
recovery algorithms that can integrate more prior infor-
mation [31, 32], new method of precondition the sens-
ing matrix [33] and new recovery approach to reduce
the computational complexity [34, 35]. 2) The super-
resolution ability can be further enhanced by optimizing
610 um
6 um
20 30 40 50 60 70 80
3
4
5
6
7
8
9
10
11
∆ θ  ( ° )
R
es
ol
ut
io
n 
( u
m 
)
4 um
8 um
FIG. 7. Spatial resolution as a function of the polarization
state’s difference ∆θ.
the random phase modulator and detection for higher
imaging efficiency [36] and signal-to-noise ratio (SNR)
[37, 38]. 3) Appealing directly to concepts in informa-
tion theory, research forward in an overall methodology
of studying imaging system and follow-up processing is
extremely important for the confidence level of GI. Dif-
ferent from the canonical case study of resolving two
closely-spaced sources with possibly unequal brightness
to investigate the performance of conventional incoherent
imaging systems and image restoration techniques in the
point-to-point imaging scenario [10], the overall perfor-
mance of GI systems strongly depends on the structure
of the signal to be restored, and the constraints based
on prior information should be included in analysis tools
from modern statistical detection and estimation the-
ory [39, 40]. And 4) Considering more practical factors of
imaging, the theoretical work of the condition in Eq. (14)
needs further study.
High-dimensional light field contains rich information
about the natural or artificial scenes, which widely ex-
ists in astronomy [41], fluorescence microscopy [42], stim-
ulated Raman scattering microscopy [43] and polariza-
tion microscopy [44]. Recently GISC nanoscopy with
80 nm spatial resolution in a single frame has been ex-
perimentally demonstrated by utilizing only the sparsity
of fluorescence emitters [29]. As demonstrated in this
paper, GISC nanoscopy exploiting the discernibility of
light field in the high-dimensional space will further pro-
mote its performance in breaking the classical Rayleigh
limit of spatial resolution. Compared to existing physi-
cal super-resolution methods, the technology of breaking
Rayleighs criterion based on the discernibility in high-
dimensional light field space, which is in consistent with
CS, has higher information acquisition efficiency, and
can achieve wide-field super-resolution imaging in a sin-
gleshot. Therefore, it can not only be directly applied
to remote sensing, but also can be applied to the wide-
field super-resolution detection of dynamic processes with
the detection sensitivity and SNR guaranteed. With the
rapid development in signal processing [45–47], light field
modulation (such as metasurface [28, 48, 49]), and detec-
tion [50] technologies, it will be widely applied in remote
sensing, microscopy and astronomy.
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