Abstract-This note proposes a model predictive control (MPC) algorithm for the solution of a robust control problem for continuous-time systems. Discontinuous feedback strategies are allowed in the solution of the min-max problems to be solved. The use of such strategies allows MPC to address a large class of nonlinear systems, including among others nonholonomic systems. Robust stability conditions to ensure steering to a certain set under bounded disturbances are established. The use of bang-bang feedbacks described by a small number of parameters is proposed, reducing considerably the computational burden associated with solving a differential game. The applicability of the proposed algorithm is tested to control a unicycle mobile robot.
Special Section Technical Notes and Correspondence

I. INTRODUCTION
In this note, we address the problem of synthesizing a discontinuous feedback law to stabilize a constrained nonlinear system subject to bounded disturbances.
It is well known that there is a class of nonlinear systems (including some with interest in practice, such as nonholonomic systems) that cannot be stabilized by a smooth (C 1 ) feedback law [1] , [2] . Despite that, there are not many constructive design methods to generate nonsmooth stabilizing feedback laws. See, for example, the survey [3] and the references therein (having an emphasis on backstepping methods that are limited to systems in triangular form), the work [4] using continuous (though nonsmooth) feedbacks, the work [5] transforming the system into a discontinuous one, and the work [6] addressing homogeneous systems, among a few others. Regarding frameworks that additionally deal explicitly with some form of uncertainty, the number of existing methods is even more reduced. We mention, as example, methods based on constructing robust control Lyapunov functions [7] , and adaptive methods for systems with parametric uncertainty [8] . If, in addition, we allow the system to have input constraints, pathwise constraints, and be subject to bounded disturbances, then we are not aware of any general constructive methodology to generate stabilizing feedbacks having been previously reported in literature. The technique used here is based on the model predictive control (MPC) concept, also known as receding horizon control. Generally speaking, the feedback control law is constructed by solving online a sequence of dynamic optimization problems, each of them using the current (measured) state of the plant. MPC is an increasingly popular control technique. It has been widely used in industry: it has been classified as the only control technique with a substantial impact on industrial control [9] . MPC has also been witnessing in the recent years a considerable interest of the research community and, consequently, important theoretical developments (see, e.g., the survey [10] ). This success can be explained by the fact that, similarly to optimal control, MPC has an inherent ability to deal naturally with constraints on the inputs and on the state. Moreover, since the controls generated are closed-loop strategies obtained by optimizing some criterion, the method possesses some desirable performance properties and also intrinsic robustness properties [11] . The applicability of the MPC method to continuous-time systems has recently been extended to admit discontinuous feedbacks [12] , allowing MPC to address a large class of nonlinear systems, including nonholonomic systems. Remarkably, as it is underlined in [21] , and thanks to the recent extensions, MPC is the only general method for calculating stabilizing feedbacks in the absence of an explicit Lyapunov function.
In the last years the synthesis of robust MPC laws is considered in different works; see, e.g., [13] , where the robust problem is solved for nonlinear continuous-time systems if smooth control laws are considered. Guaranteeing robustness of MPC is even more important when discontinuous feedbacks are allowed because, in that case, problems of lack of robustness might arise, as shown recently in [14] . A continuous-time MPC framework generating discontinuous robust control laws is, to the best of our knowledge, a novelty of this note.
In robust MPC approaches, as the one reported here, the dynamic optimization problems to be solved are min-max optimal control problems. A keystone in such frameworks, that is now becoming accepted, is that the optimal control problems should search for feedback strategies and not open-loop controls. The open-loop min-max MPC may be very conservative. It is often unrealistic to presume that a unique open-loop control function would lead to the expected behavior in all possible disturbance situations. This may lead to low performance solutions (the value of a feedback min-max optimization problem is always lower than the value of the corresponding open-loop min-max optimization problem; see [15] ) and even unfeasibility problems [10] , [16] , [17] .
However, the optimization problem of finding a feedback strategy is considerably more complex than the problem of finding an open-loop control function. (The high complexity remains even when using the equivalent formulation of searching for nonanticipative strategies for the minimizing player [18] ). Thus, most of the "feedback MPC" methods reported have been considered more conceptual rather than practical. To make computations viable the feedback strategies sought for must be parameterized in same way. In this respect, we investigate here the use of discontinuous feedback control strategies of bang-bang type, which can be described by a small number of parameters and so make the problem computationally tractable.
In bang-bang feedback strategies, the controls values of the strategy are only allowed to be at one of the extremes of its range. Many control problems of interest admit a bang-bang stabilizing control. These include some input constrained problems in the process industry, some nonholonomic systems which frequently arise in robotics and other applications. Examples of such nonholonomic systems are the unicycle system investigated below, and the Brockett integrator addressed by bang-bang in [6] . Bang-bang control is, for example, the solution in 0018-9286/03$17.00 © 2003 IEEE optimal control of linear systems when the optimality criterion is linear or minimum-time [19] . The problem of finding an optimal bang-bang feedback control can be equivalently stated as the problem of finding an optimal switching surface. This switching surface (x) = 0 can be seen as dividing the state space into a positive and a negative side, (x) 0 and (x) < 0, respectively. If the state is on the positive side of the surface, the maximum control value is used; if the state is on the negative side of the surface, then the minimum control value is used. If we restrict the admissible switching surfaces to be, say, hyperplanes in the state-space IR n , then they can be described by n + 1 parameters.
Therefore, each component of the bang-bang feedback strategy can be parameterized by n + 1 scalars, reducing significantly the complexity of the optimal feedback problem.
II. SYSTEM AND THE STRUCTURE OF THE FEEDBACK CONTROL
Our objective is to drive to a given target set 2( IR n ) the state of the nonlinear system _x(t) =f (x(t);u(t);d(t)) a:e: t 0 x(0) = x0 2 X0 x(t) 2 X for all t 0 u(t) 2 [4] and [20] ). Since we allow discontinuous feedbacks some care is required to interpret the solution to the dynamic equation (1) . This is because the solution to a differential equation with discontinuous right-hand side is not defined in a classical (Caratheodory) sense (see [21] for details).
There are a few alternative definitions of solutions to ordinary differential with discontinuous right-hand side. The best known is the concept of Filippov solutions, which possesses some robustness and other desirable properties. However, it was shown in [22] and [23] that there are controllable systems-the unicycle, for example-that cannot be stabilized, even allowing discontinuous feedbacks, if the trajectories are interpreted in a Filippov sense. Another way to define feedback strategies in differential games was recently proposed in [24] which is to interpret the discontinuous feedbacks laws as nonanticipative mappings between the control function and the disturbance.
A solution concept that has been proved successful in dealing with stabilization by discontinuous feedbacks is the concept of CLSS solution [25] . This solution concept was developed from works of Krasovskii and Subbotin in a context of differential games [26] , [27] and has later been shown to combine successfully with stabilizing MPC approaches [12] , [28] . It is, therefore, the concept used here. We describe it as follows.
Consider a sequence of sampling instants := ft i g i0 in [0; +1) with t 0 < t 1 < t 2 < 1 1 1 and such that t i ! 1 as i ! 1. Let the function t 7 ! btc give the last sampling instant before t, that is btc := max i ft i 2 : t i tg:
For such sequence
That is, the feedback is not a function of the state at every instant of time, rather it is a function of the state at the last sampling instant. The MPC algorithm, described in the next section, implements naturally this solution concept. As a consequence, the resulting closed-loop trajectories are well defined, even when discontinuous feedbacks are used.
III. MPC STRATEGY
Consider an auxiliary feedback law k aux . Define a parameterization of a feedback law k 3 such that defining the parameter matrix 3 defines the feedback k 3 (x) for all x 2 IR n . Moreover, the parameterization is done in such a way that when 3 = 0, we have k 3 = k aux . (A concrete example of one such parameterization is provided in a later section.) We shall call K to the space of all feedback laws obtained through this parameterization.
Consider a sequence of sampling instants := fti g i0 with constant intersampling times > 0 such that t i+1 = t i + for all i 0.
Let the control horizon T c and prediction horizon T p , with T c T p , be multiples of (Tc = Nc and Tp = Np with Nc, Np 2 IN). Consider also a terminal set S( IR n ), a terminal cost function W : IR n ! IR, and a running cost function L : IR n 2 IR m ! IR.
The quantities time horizons Tc and Tp, objective functions L and W , terminal constraint set S, the inter-sampling time , and auxiliary feedback strategy k aux are the quantities we are able to tune-the so-called design parameters-and should be chosen to satisfy the robust stability condition described in the next section.
At In this optimization problem, we use the convention that if some of the constraints is not satisfied, then the value of the game is +1. This ensures that when the value of the game is finite, the optimal control strategy guarantees the satisfaction of the constraints for all possible disturbance scenarios. The MPC algorithm performs according to a receding horizon strategy, as follows.
1) Measure the current state of the plant x t .
2) Compute the Nc matrices 31; 32; .. .; 3N , defining the feedbacks k 3 , for j = 1; . ..;N c , solution to problem P(x t ; T c ; T p ).
3) Apply to the plant the control given by the feedback law k 3 (x t ) in the interval [t i ; t i + ), (discard all the remaining data for t t i + ).
4)
Repeat the procedure from 1) for the next sampling instant ti+1.
We note that the strategy k aux may never be actually applied to the plant. It is only applied if it coincides with the best option, i.e. if 3 1 = 0 is in the optimal solution to problem P(xt ; Tc; Tp).
IV. ROBUST STABILITY ANALYSIS
The main stability result is provided in this section. It states that if the design parameters are chosen to satisfy the robust stability conditions (RSC), then the MPC strategy ensures steering to a certain target set 2.
The following definition will be used. The use of a nonsmooth W is necessary for generic choices of the terminal set S (for example, if S = IR n ). This is because there are some systems that do not admit a smooth CLF. The unicycle system studied here is precisely one of such systems. It has been shown [29] , that the nonholonomic integrator does not admit a smooth CLF, and the unicycle system can be transformed into the nonholonomic integrator by an appropriate change of coordinates [30] . A locally Lipschitz CLF, on the other hand, is guaranteed to exist for every globally asymptotically controllable system, as shown in [31] . We are in the conditions to state the following stability result where the function x 7 ! dA(x) denotes the distance from a point x to the set A (i.e., d A (x) := min y2A kx 0 yk).
Theorem 4.2:
Assume condition RSC is satisfied and that the differential games P(xt;Tc; Tp) have a value for all xt 2 X. Then, for a sufficiently small intersampling time , the state approaches asymptotically the target set 2, that is d 2 (x(t)) ! 0 as t ! 1.
Remark 4.3:
This notion of stability includes the usual attractiveness but not the Lyapunov stability concept. The use of this notion is justified by the fact that it is not possible to satisfy attractiveness and Lyapunov stability simultaneously for some systems that we would intuitively classify as controllable, such as a car-like vehicle model (see [28] for a further discussion).
Proof: At a certain sampling instant ti, we measure the current state of the plant x t and we solve problem P(x t ; T c ; T p ) obtaining as solution the feedback strategy k to which corresponds, in the worst disturbance scenario, the trajectory x and control (6) Suppose that the worst disturbance scenario did not occur and so, at time t, we are at state x 3 (t) which is, in general, distinct from
Because such a scenario is more favorable, and by the assumption on the existence of value to the differential game, we have that The following lemma establishes a monotone decreasing property of V (see [32] for the proof). We can then write that for any t t 0 0 V (t; x M (x(s))ds is also bounded. Therefore, t 7 !x(t) is bounded and, since f is continuous and takes values on bounded sets of (x, u, d), t 7 ! _ x is also bounded. Using the fact that x 3 is absolutely continuous and coincides withx at all sampling instants, we may deduce that t 7 ! _x 3 (t) and t 7 ! x 3 (t)
are also bounded. We are in the conditions to apply the following lemma, a modification of Barbalat's lemma, yielding the assertion in the theorem (the proof of the lemma can be found in [32] ). 
V. PARAMETERIZED BANG-BANG FEEDBACK LAWS
We describe here a possible parameterization of the feedback law. We are interested in feedback controls of bang-bang type. That is, for each state, the corresponding control must be at one of the extreme values of its range. The exception is the target set 2 where the control is chosen to be zero. The control will attain its maximum or minimum value depending on which side of a certain surface the state is. More 
The function j is a component of the switching function , and is associated with the switching surface j (x) = 0 which divides the state-space in two. Since these surfaces must be parameterized in some way to be chosen in an optimization problem, we will define them to have a fixed part aux , possibly nonlinear, and a variable part 3 which is affine and defined by a parameter matrix 3 (x) = aux (x) + 3 (x): Consider the mobile robot in Fig.1 described by the following model: Our objective is to drive this system to the target set 2 = f(x; y; ) : k(x; y)k 1 ; jj 2 g for given 1 ; 2 > 0.
The MPC control law is obtained with the algorithm described in Section III with the following parameters. 
A. Auxiliary Control Law
A possible stabilizing strategy, not necessarily the best, might be the following. i) Choose a positive number 0 and reduce 1 if necessary so that 0 < 1 =2 < 2 =2. ii) Rotate the robot until its heading angle is directed to a point at a distance less than 0 from the origin of the plane. iii) Move forward until reaching the origin of the plane or an 1 distance of it. iv) Rotate again until is smaller that 2 .
To formally describe this strategy it is convenient to define (x; y)
to be the angle that points to the origin from position (x; y) away from the origin, more precisely if k(x; y)k > 1 ; x < 0:
Note that (x; y) is conventionally defined to be equal to zero when k(x; y)k 1. Similarly, we define 1(x; y) and 2(x; y) to be the angles pointing from position (x; y) to a point in the x and y-axis, respectively, distancing 0 from the origin; see Fig. 2 So, the auxiliary switching function is aux 1 (x; y; ) =0+M(x; y) aux 2 (x; y; ) =0m(x; y): The M P C strategy will select at each sampling instant a matrix 3 2 IR 224 defining a feedback law k 3 through the following switching function: 
C. Prediction and Control Horizons
The prediction horizon is chosen longer than the maximum time necessary to steer any state to the set S, that is the time to complete an 180 turn with the worst possible disturbance
The control horizon Tc does not affect robust stability; it can be any number between and T p . Then, the choice of the control horizon must consider a tradeoff between performance and computational burden. Obviously, because 3i 0 is an admissible solution to the optimization problem, the M P C controller, based on solving optimization problems, performs better than the auxiliary strategy with respect to the considered objective function. For a deeper discussion on the use of two different control and prediction horizons, see [33] . 
E. Intersampling Time
To satisfy RSC, we should choose > 0 such that min 1; 2; sin 01
The inequality with the last expression is required when we are far from the origin. In such situation, the angle j 1 0 2 j becomes small. We must therefore guarantee that when we are outside S and start rotating toward S during seconds, the robot would not cross to the other side of the cone S.
A detailed verification that the parameters introduced above fulfill the condition RSC-which ensures steering to the target set 2-can be found in [32] . Conditions RSC1-RSC4 and RSCb are directly verifiable in an easy way. To verify condition (RSC5a), it is convenient to analyze separately the cases when k(x; y)k 1 -in which we use the control u1 = 0u2 = 0sign(); and (ii) when k(x; y)k > 1-in which we use the control u 1 = u 2 = 1.
VII. CONCLUSION
In this note, we address the problem of robust stabilizing constrained nonlinear systems using discontinuous state-feedback control laws. The control laws obtained are of a bang-bang type and are derived using a MPC technique based on the solution of a finite-horizon min-max optimization problem with respect to closed-loop strategies. Conditions under which steering to a set is guaranteed are established. A set of parameters satisfying all these conditions for the control of a unicycle mobile robot are derived. Three features used to reduce the computational burden are noteworthy: i) the use of discontinuous control strategies; ii) the use of bang-bang control law described with the switching surfaces parameterized with a possible small number of parameters; and iii) the use of two different prediction and control horizons.
