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Abstract
For any set X and any relation  on X, let T (X, ) be the semigroup of all maps a : X → X that preserve . Let S(X) be the
symmetric group on X. If  is reﬂexive, the group of automorphisms of T (X, ) is isomorphic to NS(X)(T (X,)), the normalizer of
T (X, ) in S(X), that is, the group of permutations on X that preserve T (X, ) under conjugation. The elements of NS(X)(T (X,))
have been described for the class of so-called dense relations . The paper is dedicated to applications of this result.
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1. Introduction
For a mathematical structureA, let End(A) denote the monoid of endomorphisms ofA. A large amount of effort
in mathematical research has been devoted to the study of relations between the monoid End(A) and the structureA
itself. Of particular interest along this line of research has been the description of the automorphism group of End(A).
For example, Schreier [35] and Mal’cev [25] described all automorphisms of End(X), where X is a set. Similar results
have been obtained for various other structures such as orders, equivalence relations, graphs, and hypergraphs. (See [29],
the survey paper, and [30]) More examples are provided, among others, by Gluskıˇn [14] (where the automorphisms of
the endomorphism monoid of a vector space are described), Levi [19,20], Liber [23], Magill [24], Schein [34], Sullivan
[37], and Šutov [38]. In [2], the authors described the automorphism group of End(X, , R), where X is a set,  is an
equivalence relation on X, and R is a cross-section of X/. Recently, this general problem of describing Aut(End(A))
has attracted an even wider attention for its links to universal algebraic topology (see [26]). Examples of the research
prompted by this new motivation are, among others, [9,27].
The purpose of this paper is to describe a method of ﬁnding the automorphism group of End(A) for certain relational
systemsA. The method is based on a result concerning dense relations (Theorem 3.1).
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The starting point of this paper is an idea that goes back to Schreier [35]: let S be a semigroup of transformations on
a set X, that is, a semigroup consisting of maps from X to X with composition of maps as multiplication. Suppose that
S contains for any z ∈ X a constant map cz assigning z to any x ∈ X. The subsemigroup of all these constant maps
is the maximal right zero subsemigroup of S (czcy = cy for all z, y ∈ X) and therefore it is invariant with respect to
any automorphism of S. Then any automorphism  of S induces the bijection g of X (deﬁned by xg = y if and only if
cx = cy), which in turn deﬁnes  by s = g−1sg. Many applications of Schreier’s idea are well known. The paper
contributes to this line of research.
Here we are concerned with the semigroup T (X, ) consisting of all maps a from X to X that preserve a reﬂexive
relation  on X. Since T (X, ) clearly contains all constant maps, it follows from the observation of Schreier [35]
described in the previous paragraph that any automorphism of T (X, ) is deﬁned by a bijection of X. It then easily
follows that Aut(T (X,)) is isomorphic to the normalizer NS(X)(T (X,)) of T (X, ) in the symmetric group S(X).
Therefore, to describe Aut(T (X, ))we only need to describe the elements ofNS(X)(T (X,)), that is, the permutations
g ∈ S(X) such that g−1T (X, )g = T (X, ).
This fact has universal application. Let A be a mathematical structure. Whenever the monoid End(A) of endo-
morphisms ofA can be interpreted as T (X, ) for some set X and some reﬂexive relation  on X, we can determine
the automorphism group of End(A) provided we can describe the normalizer NS(X)(T (X,)). Theorem 4.1 provides
a usable description of NS(X)(T (X, )) for any dense relation . We show that endomorphism monoids of partially
ordered sets, graphs with loops, p-hypergraphs, and ternary equivalences can be interpreted as T (X, ), where  is a
dense relation, and hence we obtain descriptions of their automorphism groups.
2. Preliminaries
Let S be a semigroup.Any bijection : S → S such that (ab)=(a)(b) for all a, b ∈ S is called an automorphism
of S. (We write maps on the right, that is, a rather than (a), and compose them from left to right.) The group of
automorphisms of S will be denoted by Aut(S).
Let X be an arbitrary non-empty set and let S be a subsemigroup of T (X), where T (X) is the semigroup of full
transformations on X, that is, the semigroup of all maps from X to X under composition. Following [7], we will call an
automorphism  of S quasi-inner if there is g ∈ S(X) such that a= g−1ag for every a ∈ S. (In such a case, we say
that is the quasi-inner automorphism induced by g.) Note that if g ∈ S, then induced by g is an inner automorphism
of S. The set QInn(S) of all quasi-inner automorphisms of S is a subgroup of Aut(S).
Given a subsemigroup S of T (X), we denote by NS(X)(S) the normalizer of S in S(X), that is, the subgroup of
the symmetric group S(X) consisting of all permutations g on X such that g−1Sg = S. Subgroups G of S(X) such
that G = NS(X)(S) for some transformation semigroup S have been studied by Levi [21,22]. Note that every element
g ∈ NS(X)(S) induces a quasi-inner automorphism g of S (deﬁned by ag = g−1ag for every a ∈ S) and that the
group QInn(S) is a homomorphic image of NS(X)(S) (via a homomorphism that maps g to g).
For a positive integer n, let In = {1, . . . , n}. An n-tuple of elements of X is any function f : In → X. As customary,
we may denote f by (1f, . . . , nf ). An n-ary relation  on X is any set of n-tuples of elements of X. By a relation on X,
we will mean an n-ary relation on X for some n.
Let  be a relation on X. We deﬁne T (X, ) to be the set of all a ∈ T (X) that preserve , that is,
T (X, ) = {a ∈ T (X) | f ∈  ⇒ f a ∈ },
where f a : I → X is the composition of f : I → X and a : X → X. With the usual n-tuple notation, we have
T (X, ) = {a ∈ T (X) | (x1, . . . , xn) ∈  ⇒ (x1a, . . . , xna) ∈ }.
It is clear that T (X, ) is a subsemigroup of T (X). It is in fact the endomorphism monoid of the structure (X, ), that
is, T (X, )= End(X, ). When  is the universal relation on X, that is,  consists of all n-tuples of elements of X, then
T (X, ) = T (X). We also have T (X, ) = T (X) when  is the identity relation on X.
A relation  on X is said to be reﬂexive if it contains all constant functions f : In → X, that is, if (x, x, . . . , x) ∈ 
for every x ∈ X.
For the remainder of the paper X will denote a non-empty set, In = {1, . . . , n}, and  a reﬂexive n-ary relation on X.
Since the relation  is reﬂexive, any constant map preserves , and so T (X, ) contains all constant maps. Thus, the
next theorem follows from results of Schreier [35].
J. Araújo, J. Konieczny / Discrete Mathematics 307 (2007) 1609–1620 1611
Theorem 2.1. Let  be a reﬂexive n-ary relation on a set X. Then
Aut(T (X,)) = {g | g ∈ NS(X)(T (X, ))}.
Let S be any subsemigroup of T (X). A function  : NS(X)(S) → Aut(S) deﬁned by g = g is always a group
homomorphism. Indeed for all g, h ∈ NS(X)(S) and a ∈ S, we have
agh = (gh)−1a(gh) = h−1(g−1ag)h = (ag)h = a(gh),
and so (gh) = (g)(h). If Aut(S) = QInn(S) then  is onto. If, in addition,  is also one to one then Aut(S) is
isomorphic to NS(X)(S).
WeknowbyTheorem2.1 thatAut(T (X, ))=QInn(T (X,)).Thus, the grouphomomorphism : NS(X)(T (X,)) →
Aut(T (X,)) is onto. In fact, it is also one to one. Indeed, suppose g ∈ Ker(), that is, ag = a for every a ∈ T (X, ).
Let ax be the constant map with image {x} (x ∈ X). Then axg =g−1axg=axg =ax , and so xg=x (for every x ∈ X).
Hence g = idX, Ker() is trivial, and  is one to one. We just proved the following theorem. (For groups G and H, we
write GH when G is isomorphic to H.)
Theorem 2.2. Let  be a reﬂexive n-ary relation on a set X. Then
Aut(T (X,))NS(X)(T (X, )).
3. Dense relations
In general, itmay be difﬁcult to describe the normalizerNS(X)(T (X,)). In this section,we obtain a usable description
of NS(X)(T (X,)) for any dense relation . The class of dense relations, introduced in [3], includes the partial orders,
binary relations that are reﬂexive and symmetric, and generalized equivalence relations.
Denote by ∗ the set of all functions f : In → X such that f /∈  for every  ∈ S(In), where S(In) is the symmetric
group on In. That is,
∗ = {f : In → X | (∀ ∈ S(In)) f /∈ }.
A reﬂexive relation  on X is said to be dense if it satisﬁes the following two properties:
(D1) For every injective f1 ∈  ∪ ∗ and every f ∈ , there is a ∈ T (X, ) such that f1a = f .
(D2) There is an injective f1 in .
We say that a bijection g : X → X is a p-automorphism of the relational system (X, ) if there is a permutation
 ∈ S(In) such that for all f : In → X,
f ∈  ⇔ fg ∈ .
Denote by Autp(X, ) the set of p-automorphisms of (X, ). It is easy to see that Autp(X, ) is a subgroup of S(X):
Autp(X, ) clearly contains idX, it is closed under composition (f ∈  ⇔ 1fg1 ∈  and f ∈  ⇔ 2fg2 ∈  implies
f ∈  ⇔ 21fg1g2 ∈ ), and it is closed under inverses (f ∈  ⇔ fg ∈  implies f ∈  ⇔ −1fg−1 ∈ ).
Note that the group Autp(X, ) contains the group Aut(X, ) of automorphisms of (X, ), that is, bijections g : X →
X such that for all f : In → X, f ∈  ⇔ fg ∈ .
Suppose n = 2. The only elements of S(I2) are idI2 (the identity permutation of I2) and the transposition (1 2). It
follows that if  is a binary relation then any p-automorphism g of (X, ) is either an automorphism ((x, y) ∈  ⇔
(xg, yg) ∈ ) or an anti-automorphism ((x, y) ∈  ⇔ (yg, xg) ∈ ). Thus for every binary relation  on X,
Autp(X, ) = Aut(X, ) ∪ Aut′(X, ), (3.1)
where Aut(X, ) is the group of automorphisms of (X, ) and Aut′(X, ) is the set of anti-automorphisms of (X, ).
The sets Autp(X, ) and Aut(X, ) ∪ Aut′(X, ) are endowed with the same operation, namely the composition in the
symmetric group S(X). Thus, since we already established that Autp(X, ) is a subgroup of S(X), “=” in (3.1) means
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the equality of groups. When n= 2, we will write Aut(X, )∪Aut′(X, ) instead of Autp(X, ) to make it clear that in
the binary case, the elements of Autp(X, ) are just automorphisms and anti-automorphisms of (X, ).
Now, it follows from the proof of [3, Theorem 2.4] that for every dense relation  on X,NS(X)(T (X,))=Autp(X, ).
Thus, by Theorem 2.2 and (3.1), we have the following result.
Theorem 3.1. Let  be an arbitrary dense relation on X. Then
(1) Aut(T (X,))Autp(X, ).
(2) Aut(T (X,))Aut(X, ) ∪ Aut′(X, ) if  is a binary relation.
Statement (2) of Theorem 3.1 is a special case of (1) (see (3.1)). For completeness, we outline the proof of (1). By
Theorem 2.2, it sufﬁces to show NS(X)(T (X, )) = Autp(X, ). Since the proof of NS(X)(T (X,)) ⊇ Autp(X, ) is
straightforward, we only prove the converse. Let g ∈ NS(X)(T (X,)). Since  is dense, there is an injective f ∈ .
We claim that there is a permutation  ∈ S(In) such that fg ∈ . Indeed, either fg−1 ∈ ∗ or fg−1 /∈ ∗. In the
ﬁrst case, select a ∈ T (X, ) such that fg−1a = f (such an a exists by (D1)). Thus f ∈  ⇒ f (g−1ag) ∈  ⇒
fg ∈  ⇒ idInfg ∈ . If fg−1 /∈ ∗, then fg−1 ∈  for some  ∈ S(In), so that there is a ∈ T (X, ) such that
fg−1a = f . Then fg−1a = −1f and we have f ∈  ⇒ f (g−1ag) ∈  ⇒ −1fg ∈ . Thus we have a desired :
= idIn if fg−1 ∈ ∗, and = −1 if fg−1 /∈ ∗.
The next step in the proof is to show that fg ∈  implies that f ′g ∈  for every f ′ ∈ . Again use (D1) to select
a ∈ T (X, ) such that f a = f ′. Then fg ∈  ⇒ fg(g−1ag) ∈  ⇒ f ag ∈  ⇒ f ′g ∈ .
To conclude the proof that NS(X)(T (X, )) ⊆ Autp(X, ), observe that for an injective f ∈ , f1 = fg is an
injective element of  and −1f1g−1 = f ∈ . Thus, by the foregoing argument, −1f ′g−1 ∈  for every f ′ ∈ . It
follows that for every f ′ : In → X, f ′ ∈  ⇔ f ′g ∈ , and so g is a p-automorphism of (X, ). The result follows.
4. Partial orders and graphs
In this section, we show how two known results concerning partial orders and graphs with loops immediately follow
from Theorem 3.1.
There has been a considerable amount of research concerning automorphisms and, more generally, isomorphisms
of endomorphism monoids of directed graphs. By a directed graph (digraph), we mean a structure G = (X, ), where
X is a set and  is a binary relation on X. Gluskıˇn [13] proved that if G1 is a nontrivial quasi-order digraph and G2 is
a reﬂexive digraph, then End(G1) and End(G2) are isomorphic if and only if the digraphs G1 and G2 are isomorphic
or anti-isomorphic. Vaz˘enin [40] proved that Gluskıˇn’s result remains true when G1 is a reﬂexive digraph containing
an edge that does not lie on any cycle of G1. However, it is not true in general that the endomorphism monoid of a
reﬂexive digraph G determines G up to isomorphism or anti-isomorphism. Ref. [1] contains (inﬁnitely) many examples
of reﬂexive digraphs G such that Aut(End(G)) is not isomorphic to Aut(G) ∪ Aut′(G). The reader is referred to [29]
for a survey of results concerning endomorphism monoids of digraphs.
A binary relation  on a set X is called a partial order on X if it is reﬂexive, anti symmetric, and transitive. A poset
is a pair (X, ), where X is a set and  is a partial order on X.
Lemma 4.1. Let  be a partial order on X. If  is not the identity relation on X then  is dense.
Proof. Since  is not the identity relation, there are x, y ∈ X such that x = y and xy. Thus f1 = (x, y) ∈  is
injective, and so  satisﬁes (D2).
To prove that  satisﬁes (D1), let f1 = (x, y) ∈  ∪ ∗ be injective and let f = (w, z) ∈  . That is, x = y,
either xy (when f1 ∈ ) or x, y are incomparable (when f1 ∈ ∗), and wz. We need to construct a ∈ T (X, )





where r ∈ X. Since xx, we have xa = w. If xy then yx (since x = y and  is antisymmetric). If x and y are
incomparable then yx. Thus in either case ya=z. Let r, s ∈ X with rs. If sx then rx, and so ra=ww= sa.
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If rx and sx then ra =wz= sa. Finally, if rx and sx then ra = zz= sa. Hence a ∈ T (X, ). The result
follows. 
Let (X, ) be a poset. An endomorphism of (X, ) is a map a : X → X that preserves the order, that is, for all
x, y ∈ X,
xy ⇒ xaya.
(Order-preserving maps are known in the theory of partial orders as isotone functions [8, p. 2].) The semigroup of all
endomorphisms of (X, ) will be denoted by End(X, ).
It is clear that End(X, ) = T (X, ). Thus, if  is not the identity relation then Aut(End(X, ))Aut(X, ) ∪
Aut′(X, ) by Theorem 3.1 and Lemma 4.1. If  is the identity relation then both NS(X)(T (X,)) and Aut(X, )
are equal to S(X). Thus, by Theorem 2.2, the above congruence also holds for the identity relation, and we have the
following result, which was proved by Gluskıˇn [13, Theorem 1] and Schein [34, Corollary 5].
Theorem 4.2. Let (X, ) be a poset. Then
Aut(End(X, ))Aut(X, ) ∪ Aut′(X, ).
A relation  on X (not necessarily reﬂexive) is called symmetric if for all f : In → X,
f ∈  ⇒ (∀ ∈ S(In)) f ∈ .
Note that if  is a binary relation then  is symmetric if and only if for all x, y ∈ X, (x, y) ∈  implies (y, x) ∈ .
We now return to our global assumption that  denotes a reﬂexive n-ary relation on X. Suppose that  is symmetric.
Then it is easy to see that Autp(X, ) = Aut(X, ), and so the following result follows from Theorem 3.1.
Theorem 4.3. Let  be a symmetric relation on X. If  is dense then
Aut(T (X,))Aut(X, ).
The conclusion of Theorem 4.3 is true for every (reﬂexive) non-identity binary symmetric relation on X since every
such a relation is dense.
Lemma 4.4. Let  be a binary relation on X that is reﬂexive and symmetric. If  is not the identity relation on X then
 is dense.
Proof. Since  is not the identity relation, there are x, y ∈ X such that x = y and (x, y) ∈ . Thus f1 = (x, y) ∈  is
injective, and so  satisﬁes (D2).
To prove that  satisﬁes (D1), let f1 = (x, y) ∈ ∪ ∗ be injective (that is, x = y) and let f = (w, z) ∈ . Since  is
symmetric, we also have (z, w) ∈ . Deﬁne a : X → X by: xa = w, ya = z, and ua = w for every u ∈ X − {x, y}. It
is clear that f1a = f . Let r, s ∈ X with (r, s) ∈ . By the deﬁnition of a, (ra, sa) is equal to (w,w) or (w, z) or (z, w)
or (z, z). In either case, (ra, sa) ∈ . Hence a ∈ T (X, ). The result follows. 
As an immediate application of Theorem 4.3 and Lemma 4.4, we obtain the group of automorphisms of End(G),
where G is any graph (undirected, no multiple edges) with a loop at every vertex.
A graph is a pair G = (X,E), where X is a non-empty set and E ⊆ {{x, y} | x, y ∈ X}. Elements of X are called
vertices. An element {x, y} ∈ E is called an edge between x and y. If {x, x} = {x} ∈ E, we say that G has a loop at the
vertex x.
Let G = (X,E) be a graph. An endomorphism of G is a map a : X → X such that for all x, y ∈ X, {x, y} ∈ E ⇒
{xa, ya} ∈ E. The semigroup of all endomorphisms of G will be denoted by End(G). An automorphism of G is a
bijection g : X → X such that for all x, y ∈ X, {x, y} ∈ E ⇔ {xg, yg} ∈ E. The group of automorphisms of G will
be denoted by Aut(G).
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Theorem 4.5. Let G = (X,E) be a graph with a loop at every vertex. Then
Aut(End(G))Aut(G).
Proof. Suppose E = {{x} | x ∈ X}. Then End(G) = T (X) and Aut(G) = S(X). Thus, the result follows by the fact
that Aut(T (X)) is isomorphic to S(X) (which is a special case of Theorem 2.2).
Suppose E = {{x} | x ∈ X}, that is, there is at least one edge in G that is not a loop. Deﬁne a binary relation 
on X by (x, y) ∈  if {x, y} ∈ E. Since G has a loop at every vertex,  is reﬂexive. Moreover,  is symmetric,  is
not the identity relation, End(G) = T (X, ), and Aut(G) = Aut(X, ). Thus, the result follows by Theorem 4.3 and
Lemma 4.4. 
5. Generalized equivalence relations and hypergraphs
Many authors have studied isomorphisms of hypergraphs, see for example [4,6,32]. Molchanov [30] proved that any
p-hypergraph H (we deﬁne p-hypergraphs later in this section) is determined up to isomorphism by the endomorphism
monoid of H.
In this section, we apply our dense-relation technique to the systems (X, ), where  is a generalized equivalence
relation on X. An immediate corollary of our result on generalized equivalence relations (Theorem 5.2) is that for any
p-hypergraph H, Aut(End(H)) is isomorphic to Aut(H) (Corollary 5.3).
Hartmanis [15] generalized partitions to partitions of type n (n = 1, 2, . . .). Let |X|n. A family P of subsets of X
is called a partition of type n of X if it satisﬁes the following two properties:
(P1) If A ⊆ X with |A| = n then there is exactly one P ∈ P such that A ⊆ P .
(P2) Every P ∈ P contains at least n elements.
Following [15], we agree that if |X|<n then {X} is a partition of type n of X. Note that a partition of type 1 is a partition
in the usual sense, that is, a set of mutually disjoint, non-empty subsets of X whose union is X.
Pickett [31] generalized equivalence relations to equivalence relations of type n (n = 1, 2, . . .). An (n + 1)-ary
relation  on X is called an equivalence relation of type n on X if it satisﬁes the following three properties for all
x0, x1, . . . , xn+1 ∈ X:
(R) (x1, . . . , xn, x1) ∈ .
(S) For every permutation  of {1, . . . , n + 1},
(x1, . . . , xn+1) ∈  ⇒ (x1, . . . , x(n+1)) ∈ .
(T ) If x1, . . . , xn are pairwise distinct then
(x0, x1, . . . , xn) ∈  and (x1, . . . , xn, xn+1) ∈  ⇒ (x0, x1, . . . , xn−1, xn+1) ∈ .
Note that when n= 1 (that is, when  is a binary relation), the conditions (R), (S), and (T) mean that  is, respectively,
reﬂexive, symmetric, and transitive. Thus, an equivalence relation of type 1 is an equivalence relation in the usual sense.
There is a natural 1–1 correspondence between generalized partitions and generalized equivalence relations of the
same type [31]. Let P be a partition of type n of X. The corresponding equivalence relation  of type n on X is
deﬁned by
(x1, . . . , xn+1) ∈  if x1, . . . , xn+1 ∈ P for some P ∈ P.
When n = 1, this gives the usual correspondence between equivalence relations and partitions.
For n1, denote by n the (n + 1)-ary relation on X consisting of all non-injective (n + 1)-tuples, that is,
n = {(x1, . . . , xn+1) | xi = xj for some i, j such that i = j}. (5.1)
It is clear that n satisﬁes the conditions (R), (S), and (T), that is, n is an equivalence relation of type n. Moreover, it
follows from (R) and (S) that every equivalence relation  of type n contains all non-injective (n+ 1)-tuples. Thus, n
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is the smallest (with respect to inclusion) equivalence relation of type n. It corresponds to the partitionMn of type n
consisting of all subsets of X with n elements. Note that 1 = {(x, x) | x ∈ X} andM1 = {{x} | x ∈ X}.
With the exception of n, all equivalence relations of type n are dense.
Lemma 5.1. Let  be an equivalence relation of type n on X. If  = n then  is dense.
Proof. Since  = n, there are x1, . . . , xn+1 ∈ X such that xi = xj for i = j and (x1, . . . , xn+1) ∈ . Thus
f1 = (x1, . . . , xn+1) ∈  is injective, and so  satisﬁes (D2).
To prove that  satisﬁes (D1), let f1 = (x1, . . . , xn+1) ∈  ∪ ∗ be injective (that is, xi = xj for i = j ), and
let f = (y1, . . . , yn+1) ∈ . Deﬁne a : X → X by xia = yi for every i ∈ {1, . . . , n + 1}, and ua = y1 for
every u ∈ X − {x1, . . . , xn+1}. It is clear that f1a = f . Let (z1, . . . , zn+1) ∈ . If (z1a, . . . , zn+1a) is not injective
then (z1a, . . . , zn+1a) ∈  by (R) and (S). Suppose (z1a, . . . , zn+1a) is injective. By the deﬁnition of a, we have
zia ∈ {y1, . . . , yn+1} for every i ∈ {1, . . . , n + 1}. It follows that (y1, . . . , yn+1) is injective and (z1a, . . . , zn+1a) =
(y1, . . . , y(n+1)) for some permutation  of {1, . . . , n + 1}. Thus (z1a, . . . , zn+1a) ∈  by (S). Hence a ∈ T (X, ),
and the result follows. 
In fact, we proved a stronger result: if  is an (n + 1)-ary relation on X such that  satisﬁes (R) and (S) and  = n
then  is dense. This gives Lemma 4.4 as a special case.
With Theorem 4.3 and Lemma 5.1, we can describe the automorphism group of T (X, ) for any generalized equiv-
alence relation .
Theorem 5.2. Let  be a generalized equivalence relation on X. Then
Aut(T (X,))Aut(X, ).
Proof. Let n be the type of . Suppose  = n. Then every a : X → X preserves  (since if (x1, . . . , xn+1) is not
injective then (x1a, . . . , xn+1a) is not injective). Thus T (X, )=T (X) and Aut(X, )=S(X), and so the result follows
from the fact that Aut(T (X)) is isomorphic to S(X).
Suppose  = n. Then  is dense (by Lemma 5.1) and symmetric (by (S)). Thus Aut(T (X,)) is isomorphic to
Aut(X, ) by Theorem 4.3. 
Asan application ofTheorem5.2,wedetermine the groupof automorphismsofEnd(H),whereH is anyp-hypergraph.
A hypergraph is a pairH = (X,E), where X is a non-empty set (whose elements are called vertices) and E is a family
of non-empty subsets of X (whose elements are called edges) [5]. Note that if every edge of a hypergraph H consists
of one or two elements then H is a graph (see Section 4).
Let H = (X,E) be a hypergraph. An endomorphism of H is a map a : X → X such that for every edge e ∈ E
there is an edge e′ ∈ E such that ea ⊆ e′. The semigroup of all endomorphisms of H will be denoted by End(H).
An automorphism of H is a bijection g : X → X such that for every e ⊆ X, e ∈ E ⇔ eg ∈ E. The group of
automorphisms of H will be denoted by Aut(H).
Let p be a positive integer such that p2. Following [30], we deﬁne a p-hypergraph to be a hypergraph H that
satisﬁes the following three properties:
(H1) Any p vertices of H are contained in one and only one edge.
(H2) Every edge contains at least p + 1 vertices.
(H3) There exist p + 1 vertices of H that are not contained in the same edge.
An example of a 2-hypergraph is (X,E)=(R2, L), whereR2 is the Euclidean plane and L is the set of Euclidean lines.
(We note that every 2-hypergraph is an incidence geometry [28].) An example of a 3-hypergraph is (X,E)= (R2, C),
where C is the set of Euclidean lines and circles. For an example of a ﬁnite 3-hypergraph, see [30, Example 2.2].
It follows from (H1) and (H2) that a p-hypergraph H = (X,E) is a partition of type p of X. The corresponding
equivalence relation of type p is given by
= {(x1, . . . , xp+1) | x1, . . . , xp+1 ∈ e for some e ∈ E}.
Note that End(H) = T (X, ) and Aut(H) = Aut(X, ). Thus, Theorem 5.2 gives us the following corollary.
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Corollary 5.3. Let H = (X,E) be a p-hypergraph. Then
Aut(End(H))Aut(H).
6. Ternary equivalence relations
In this section we deal with families of sets intersecting in at most one element. These families have been extensively
investigated (see for example [10–12,16–18,33,36]). They are known undermany different names such as nearly disjoint
hypergraphs [17], families of nearly disjoint sets [36], etc. Since they are more general than the partitions of type 2
considered in Section 5, we will call them g-partitions of type 2.
We will prove that there is a 1–1 correspondence between these families and ternary relations that we call ternary
equivalences, and that ternary equivalences are dense relations. Consequently, we will obtain a description of the
automorphism group of End(X, ), where  is any ternary equivalence on X, and of End(P), whereP is any g-partition
of X of type 2.
A ternary relation  on X is called a ternary equivalence on X if it satisﬁes the following ﬁve properties:
(R) (x, x, x) ∈  for every x ∈ X.
(S) For all x1, x2, x3 ∈ X and every permutation  of {1, 2, 3},
(x1, x2, x3) ∈  ⇒ (x1, x2, x3) ∈ .
(T) For all x, y, z, w ∈ X such that x, y, z are pairwise distinct,
(x, y, z) ∈  and (y, z, w) ∈  ⇒ (x, y,w) ∈ .
(U) For every x ∈ X, there is y ∈ X with y = x such that (x, y, x) ∈ .
(V) For all x, y ∈ X,
(x, y, x) ∈  ⇒ (y, x, y) ∈ .
The symbols (R), (S), and (T) stand for reﬂexivity, symmetry, and transitivity, respectively. Note that if |X|2, then
every equivalence relation of type 2 on X (see Section 5) is a ternary equivalence on X.
We start by proving that the ﬁve axioms deﬁning a ternary equivalence are independent. For f ∈ , let f = {f |
 ∈ S(I3)} and 	 = {(w,w,w) | w ∈ X}. For all relations deﬁned below, the underlying set is X = {x, y, z}, where
x, y, z are pairwise distinct. To prove that (V) is independent, consider
V = 	 ∪ (x, y, y) ∪ (x, x, z) ∪ (z, z, x).
The relation V obviously satisﬁes (R) and (S); it vacuously satisﬁes (T) and it satisﬁes (U) since (x, z, x), (y, z, y),
(z, x, z) ∈ V . However, (y, x, y) ∈ V , but (x, y, x) /∈ V and hence axiom (V) is not satisﬁed. To prove that (U) is
independent just take U = 	. The independence of (T) follows from
T = 	 ∪ (x, y, z) ∪ (x, x, z) ∪ (x, z, z) ∪ (y, y, z) ∪ (y, z, z).
This relation satisﬁes (U) since (x, z, x), (z, x, z), (y, z, y) ∈ T , and it clearly satisﬁes (R), (S) and (V). However,
(y, x, z), (x, z, x) ∈ T , but (y, x, x) /∈ T . To prove the independence of (S) let
S = 	 ∪ {(z, y, x), (y, x, y), (x, y, x), (x, z, x), (z, x, z), (z, y, y)}.
This relation obviously satisﬁes (R) and (V), but it does not satisfy (S). Regarding (T), we have (z, y, x), (y, x, y) ∈ S
and also (z, y, y) ∈ S . Since there is no other way of applying the transitivity, it follows that the relation satisﬁes
(T). It satisﬁes (U) since (x, z, x), (z, x, z), (y, x, y) ∈ T . Finally, the independence of (R) results from R deﬁned as
follows:
R = {(y, y, y), (z, z, z)} ∪ (x, x, y) ∪ (x, y, y) ∪ (x, x, z) ∪ (x, z, z).
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Axioms (S) and (V) are obviously satisﬁed, and (T) is vacuously satisﬁed. Axiom (U) follows from the fact that
(x, z, x), (z, x, z), (y, x, y) ∈ R .
Now that we have established the independence of the deﬁning axioms of ternary equivalence relations, we prove
three easy properties of these relations.
Lemma 6.1. Let  be a ternary equivalence relation on X. For all pairwise distinct x, y, z ∈ X, if (x, y, z) ∈  then
(x, x, y) ∈ .
Proof. Suppose (x, y, z) ∈ . Then, by symmetry, (y, z, x) ∈ . By transitivity, (x, y, z), (y, z, x) ∈  implies
(x, y, x) ∈ , and so (x, x, y) ∈  by symmetry. 
Lemma 6.2. Let  be a ternary equivalence relation on X. Suppose (u, v,w) ∈ . Then (x, y, z) ∈  for all x, y, z ∈
{u, v,w}.
Proof. Suppose that u, v,w are pairwise distinct. If |{x, y, z}|=3, then the result follows from (S). Suppose |{x, y, z}|=
2.By (S),wemayassumewithout loss of generality thatx=y = z and thatw /∈ {x, z}.Wewant to prove that (x, x, z) ∈ .
We have {x, z,w} = {u, v,w} and hence (x, z, w) ∈ . Therefore (x, x, z) ∈  by Lemma 6.1. Finally, if x = y = z,
then (x, x, x) ∈  since  is reﬂexive.
Now suppose that u, v,w are not pairwise distinct. By (S), we may assume that v = w. Then we have (u, v, v) ∈ 
and x, y, z ∈ {u, v}. In this case, (x, y, z) ∈  by (S) and (V) (if {x, y, z} = {u, v}) and by (R) (if {x, y, z} = {u} or
{x, y, z} = {v}). 
Lemma 6.3. Let  be a ternary equivalence relation on X. Suppose (x, y, z) ∈  and (y, z, w) ∈  with y = z. Then
(x, y,w) ∈ .
Proof. If x /∈ {y, z}, then (x, y,w) ∈  by (T). If x ∈ {y, z}, then x, y,w ∈ {y, z,w}, and so (x, y,w) ∈  by
Lemma 6.2. 
A family P of subsets of X is called a g-partition of type 2 of X if it satisﬁes the following three properties:
(1) ⋃A∈PA = X.
(2) |A|2 for every A ∈ P.
(3) |A ∩ B|1 for all distinct A,B ∈ P.
Note that every partition of type 2 of X (see Section 5) is a g-partition of type 2 of X.
We want to prove that there is a 1–1 correspondence between the ternary equivalences on X and g-partitions of type
2 of X. Let  be a ternary relation on X. For x, y ∈ X with x = y, we denote by Ax,y the set {z ∈ X | (x, y, z) ∈ }.
Lemma 6.4. Let u, v ∈ X be such that u, v ∈ Ax,y . Then Au,v ⊆ Ax,y .
Proof. We have (x, y, u), (x, y, v) ∈ . Since x = y, (u, x, y), (x, y, v) ∈  implies (u, x, v) ∈  by Lemma 6.3.
Suppose z ∈ Au,v , that is, (u, v, z) ∈ . Since u = v, (x, u, v), (u, v, z) ∈  implies (x, u, z) ∈  by Lemma
6.3. If u = x, then (y, x, u), (x, u, z) ∈  implies (y, x, z) ∈  by Lemma 6.3. Suppose u = x. Then we have
(x, y, x), (x, y, v), (x, v, z) ∈ . Note that x = v since u = x and u = v. Thus (y, x, v), (x, v, z) ∈  implies
(y, x, z) ∈  by Lemma 6.3.
Thus in every possible case, (y, x, z) ∈ . Hence (x, y, z) ∈ , that is, z ∈ Ax,y , and so Au,v ⊆ Ax,y . 
Theorem 6.5. There is a 1–1 correspondence between g-partitions of type 2 of X and ternary equivalences on X.
Proof. Let  be a ternary equivalence on X. Deﬁne
P= {A ⊆ X | A = Ax,y for some x, y ∈ X such that Ax,y = ∅}. (6.1)
We claim that the family P is a g-partition of type 2 of X.
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Let x ∈ X. By (U), there exists a y ∈ X with y = x such that (x, y, x), (y, x, y) ∈ . Thus x ∈ Ax,y , implying
that
⋃
A∈PA = X. Further, (y, x, y) ∈  implies (x, y, y) ∈ , and so y ∈ Ax,y . Since x = y, we have |Ax,y |2. We
proved that the family P satisﬁes (1) and (2).
Now suppose that |Ax,y ∩ Au,v|2, say z,w ∈ Ax,y ∩ Au,v with z = w. Then (x, y, z), (x, y,w),
(u, v, z), (u, v,w) ∈ . Since x = y, (z, x, y), (x, y,w) ∈  implies (z, x,w) ∈  by Lemma 6.3. By a similar
argument, (z, u,w) ∈ .
We want to prove that x ∈ Au,v , that is, that (u, v, x) ∈ . Since z = w, we have by Lemma 6.3 that (x, z, w),
(z, w, u) ∈  implies (x, z, u) ∈ . If z = u, then (x, u, z), (u, z, v) ∈  implies (x, u, v) ∈  by Lemma 6.3.
Suppose z = u. Note that then u = w. Then we have (x, y, u), (x, y,w), (u, v, u), (u, v,w) ∈ . Since x = y,
(u, x, y), (x, y,w) ∈  implies (u, x,w) ∈  by Lemma 6.3. Since u = w, we have by Lemma 6.3 again that
(x, u,w), (u,w, v) ∈  implies (x, u, v) ∈ .
Thus, in any case, (u, v, x) ∈ , and so x ∈ Au,v . In the same way we prove that y ∈ Au,v , and so Ax,y ⊆ Au,v by
Lemma 6.4. By symmetry, Au,v ⊆ Ax,y , and so Ax,y = Au,v . This proves that P satisﬁes (3).
Conversely, let P be a g-partition of type 2 of X. Deﬁne
= {(x, y, z) | x, y, z ∈ A for some A ∈ P}. (6.2)
We claim that  is a ternary equivalence on X. Let x ∈ X. Then, by (1), x ∈ A for some A ∈ P, and so (x, x, x) ∈ .
Moreover, by (2), |A|2 so that there exists y ∈ A with y = x. Hence (x, y, x) ∈ . We proved that  satisﬁes (R)
and (U).
It is obvious that is symmetric and that it satisﬁes (V). It remains to prove that is transitive. Let (x, y, z), (y, z, w) ∈
 with x, y, z pairwise distinct. Then x, y, z ∈ A and y, z,w ∈ B for some A,B ∈ P. Thus |A ∩ B|2 and hence
A = B. Therefore, x, y,w ∈ A, and so (x, y,w) ∈ .
It is easy to see that the functions deﬁned in (6.1) and (6.2) are inverses of each other. The result follows. 
Let 2 be the ternary relation on X consisting of all non-injective triples (x1, x2, x3) of elements of X (see (5.1)).
Lemma 6.6. Let  be a ternary equivalence on X that is not included in 2. Then  is dense.
Proof. Since  is not included in 2, it must contain at least one injective triple, that is, it satisﬁes (D2).
Let (x, y, z) ∈  ∪ ∗ be injective and let (u, v,w) ∈ . Let a : X → {u, v,w} be any map such that xa = u,
ya = v, and za = w. Then clearly (x, y, z)a = (u, v,w). Let (x1, x2, x3) ∈ . Then x1a, x2a, x3a ∈ {u, v,w}, and so
(x1a, x2a, x3a) ∈  by Lemma 6.2. Thus a ∈ T (X, ), and so  satisﬁes (D1). 
Lemma 6.7. Let  be a ternary equivalence on a set X that is included in 2. Then Aut(T (X,))Aut(X, ).
Proof. Deﬁne a binary relation 0 on X by
(x, y) ∈ 0 ⇔ (x, y, x) ∈ .
By (R) and (V), 0 is reﬂexive and symmetric.We claim that T (X, 0)=T (X, ). Let a ∈ T (X, 0). Let (u, v,w) ∈ .
Since  is included in 2, u, v,w are not distinct, that is, {u, v,w}={x, y} for some x, y ∈ X. Then x, y ∈ {u, v,w}, and
so (u, v,w) ∈  implies (x, y, x) ∈  by Lemma 6.2. Hence (x, y) ∈ 0, and so, since a ∈ T (X, 0), (xa, ya) ∈ 0.
By the deﬁnition of 0, we now have (xa, ya, xa) ∈ . Since {u, v,w} = {x, y}, we have ua, va,wa ∈ {xa, ya}, and
so (xa, ya, xa) ∈  implies (ua, va,wa) ∈  by Lemma 6.2. Hence a ∈ T (X, ), and so T (X, 0) ⊆ T (X, ).
Conversely, let a ∈ T (X, ). Then for all x, y ∈ X,
(x, y) ∈ 0 ⇒ (x, y, x) ∈ 
⇒ (xa, ya, xa) ∈ 
⇒ (xa, ya) ∈ 0.
Thus, a ∈ T (X, 0), and so T (X, ) ⊆ T (X, 0). The claim has been proved.
SinceAut(X, 0) andAut(X, ) are the groups of units ofT (X, 0) andT (X, ), respectively, it follows from the claim
that Aut(X, 0) = Aut(X, ). By Theorem 4.3 and Lemma 4.4, Aut(T (X,0))Aut(X, 0). Hence Aut(T (X,))
Aut(X, ). 
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Theorem 6.8. Let  be any ternary equivalence on a set X. Then
Aut(T (X,))Aut(X, ).
Proof. If  is included in 2, then the result follows from Lemma 6.7. If  is not included in 2, then  is dense by
Lemma 6.6, and so Aut(T (X, ))Aut(X, ) by Theorem 4.3. 
Let P be any family of subsets of X. An endomorphism of P is a map a : X → X such that for every A ∈ P,
there is B ∈ P such that Aa ⊆ B. An automorphism of P is a bijection g : X → X such that for every A ⊆ X,
A ∈ P⇔ Ag ∈ P. We denote by End(P) and Aut(P) the endomorphism monoid of P and the automorphism group
of P, respectively.
Let P be a g-partition of type 2 of X. Recall that the corresponding ternary relation on X is deﬁned by
= {(x, y, z) | x, y, z ∈ A for some A ∈ P}.
It follows from Lemma 6.2 that End(P)= T (X, ) and Aut(P)=Aut(X, ). Thus Theorem 6.8 gives us the following
corollary.
Corollary 6.9. Let P be any g-partition of type 2 of a set X. Then
Aut(End(P))Aut(P).
7. Problems
We conclude with listing several problems suggested by the general approach used in the paper. In Section 3, we
determined Aut(T (X,)) for an arbitrary dense relation  on a set X.
(1) Describe the n-ary dense relations on a set X. The starting point might be a description of the binary dense relations
on a ﬁnite set X.
For various binary reﬂexive relations , Aut(T (X, ))Aut(X, )∪Aut′(X, ) (see [30,34]). We proved (see Theorem
3.1) that for every dense relation , Aut(T (X, ))Autp(X, ) (which reduces to the above isomorphism in the case
of binary relations).
(2) Describe the binary reﬂexive relations on a setX such thatAut(T (X,))Aut(X, )∪Aut′(X, ).More generally,
describe the n-ary reﬂexive relations  on X such that Aut(T (X,))Autp(X, ). (This class includes the class of
dense relations.)
In Section 4, we showed how our method yields a description of Aut(End(X, )), where  is a partial order on X.
(3) Describe Aut(End(X, )), where  is a generalized partial order on X (see [39]).
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