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COORDINATION IN DISTRIBUTED ORGANIZATIONS 
Kannan Srikanth 
Indian School of Business 
Kannan_srikanth@isb.edu  
 
 
ABSTRACT 
 
How is innovative work coordinated across geographic distance? Innovative work performed in 
several locations does not lend itself either to pre-planned coordination or frequent, rich 
communication – the two well known coordination strategies. We study this question in the setting of 
global software service organizations. Our findings indicate that neither coordination by plan nor 
coordination by feedback play a large role in achieving coordination in distributed software services.  
Instead, we find that global software firms coordinate action by generating and leveraging common 
ground by tacit means – which we call Tacit Coordination Mechanisms (TCM). Coordinated action in 
distributed settings is achieved by generating three types of common ground: Procedural, Cross 
contextual and Interpersonal. (111 words)  
 
KEY WORDS: Coordination, Geographically Distributed Organizations, Common Ground, ICT 
tools, Modularity.  
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INTRODUCTION 
How do organizations coordinate interdependent work across geographically distant locations? 
The question is more than a matter of academic interest – it is central to understanding the 
phenomenon of Business Process Offshoring (BPO). In offshoring, activities that were hitherto 
performed collocated are moved to geographically distant locations, typically to low wage locations in 
other continents. BPO is no longer restricted to routine services such as call centre operations; 
increasingly complex innovative processes such as chip design and drug development are moving 
offshore. In their analysis of offshoring trends, Manning, Lewin and Massini (2008) suggest that there 
is an increased propensity for firms to offshore activities with a large science and technology 
component. Lewin, Massini and Peeters (2009), based on data from the Offshore Research Network 
survey, conclude that firms are increasingly locating product development and R&D activity offshore 
to take advantage of talent available in offshore locations. In this study, we aim to understand how 
coordination of innovative work occurs across geographies.  
Coordination is the alignment of actions among interdependent actors, by creating reciprocal 
predictability of action (Camerer, 2003; Heath and Staudenmayer, 2000; Simon, 1947)1. The 
successful organization of innovative work in a distributed fashion poses a theoretical puzzle, as it is 
not obvious how traditional approaches to coordination can suffice2. When patterns of 
interdependence are stable, a structured approach to coordination that relies on regularity of action- 
plans, schedules, procedures or routines- can be both effective and efficient (March and Simon, 1958; 
Thompson, 1967; Nelson and Winter, 1982). In contrast, when the nature of interdependence is 
unknown or changes frequently, effective coordination requires extensive and ongoing 
communication (March and Simon, 1958; Thompson, 1967; Tushman and Nadler, 1976). Innovative 
work, by definition, is likely to involve complex and changing patterns of interdependence, and when 
geographic distribution limits the effectiveness of ongoing communication (Kraut et al, 2002; Olson 
                                                    
1
 In contrast cooperation refers to interdependent individuals being motivated to achieve the collective outcome. 
Cooperation failures occur due to incentive misalignment. Coordination failures can occur quite independent of 
cooperation failures (Simon, 1947; March and Simon, 1958; Schelling, 1960; Camerer, 2003; Heath and 
Staudenmayer, 2000; Grant, 1996).   
2
 Our emphasis on coordination is complimentary to the extensive literature in international business on factors 
that facilitate knowledge transfer across subsidiaries of multi-national corporations (Bartlett and Ghoshal, 1989; 
Nohria and Ghoshal, 1997; Kogut and Zander, 1993; Almeida et al, 2002; Hansen, 1999).  
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et al, 1998; Olson et al, 2002; Crampton, 2001).  So how is such work coordinated across geographic 
distance?  
To answer this question, we studied coordination practices in offshore software services 
delivery, an area in which the distribution of work between onsite and offshore locations is very 
widespread (Athreye, 2003; Ethiraj et al, 2005). Software development is a highly innovative task 
with significant interdependence and coordination needs associated with it (Adler, 2005; Cataldo et al, 
2006; Herbsleb and Mockus, 2003), but the industry has truly globalized.  This we believe provides an 
excellent setting to test the boundaries of existing theories with regard to coordination of 
organizational action in the presence high interdependence but significant constraints to 
communication.   
In this study, we draw on qualitative data on 60 software development and maintenance 
projects conducted in two firms, to build a deeper understanding of how coordination occurs in 
distributed setting despite the limits to both real time communication as well as pre-planned 
coordination. In doing so, we hope to strengthen the theoretical foundations of our understanding of 
how coordination occurs in multi-national organizations.  
The paper is structured as follows: in the next section we provide a brief review of the 
literature on coordination as relevant to our specific question. Next we provide our empirical 
methodology and then our findings regarding how coordination is achieved in distributed organization 
when both communication and task standardization is difficult.  We conclude with a discussion of our 
findings, some limitations of the study and future research directions.   
LITERATURE REVIEW 
A voluminous literature in the international business context discusses the problem of 
transferring knowledge across subsidiaries in a MNC, but pays scant attention to issues of 
coordinating distributed work, probably because, joint work across geographies is a fairly recent 
phenomenon. Prior approaches to understanding coordination between geographically distant 
locations can be roughly divided in two streams. The first stream concentrates on planning work in 
order to minimize the need for coordination across geographies, while offering limited guidance on 
resolving residual interdependence. The second stream concentrates on identifying the unique 
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advantages of collocation and tries to understand how distributed projects can replicate these features 
or compensate for their absence.  
Knowledge Transfer vs. Coordination 
International business scholars typically consider that the advantage of multi-national firms 
(MNC) over locally specialized firms lies in effectively transferring knowledge across geographies 
(Bartlett and Ghoshal, 1989; Nohria and Ghoshal, 1997). The aim of knowledge transfer is to equalize 
knowledge differences between the sender and recipient – exemplified by Szulanski’s (1996) work on 
best practice transfer. An example is innovation in Philips and Proctor and Gamble that Bartlett and 
Ghoshal (1990) describe – where subsidiaries transferred marketing or technological knowledge that 
was used by another subsidiary to generate an innovation. Kogut and Zander (1993) found that 
multinational firms are more likely to transfer complex, tacit knowledge to their subsidiaries rather 
than to third parties. Almedia et al (2002) found that MNC firms cite their own foreign patents more 
frequently than patents of alliance partners, or those of competitors. Their fieldwork suggests that 
firms have greater access to multiple formal and informal mechanisms that facilitates transfer of both 
codified and tacit knowledge within their boundaries. In sum, these arguments suggest that multi-
national firms are effective at transferring knowledge across geographic distances.  
However, in this paper we are interested, not in knowledge transfer, but in how coordination 
occurs across geographic distance. The aim of coordination is the integration of specialists’ work 
necessitated by division of labour – the distinction exemplified by several scholars (Demsetz, 1988; 
Conner and Prahalad, 1996). An example is Boeing’s attempt to design planes with Seattle based and 
Moscow based scientists working together on a single project (Friedman, 2005). Kumar et al (2009) 
suggest that managing interdependence across geographies remains a neglected research area in IB. 
Next, we specifically try to understand how coordination is achieved in organizations, and if these 
mechanisms are useful across geographic distance.   
Coordination by Plan 
Many scholars suggest that structured management approaches such as modularization or task 
decomposition is an alternative to have to talk repeatedly about what to do in order to coordinate 
(March and Simon, 1958, Galbraith, 1977; Tushman and Nadler, 1978). Simon’s (1962) insights 
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about modularity and near decomposability found early reflection in the work of software architects 
such as David Parnas in coordinating complex work (Parnas and Siewiorek, 1975; Parnas, 2001). 
Techniques such as object oriented programming and information hiding that use ideas from modular 
systems are now widespread in software development and considered best practice. 
These techniques are used to coordinate development across multiple geographies in Open 
Source Software (OSS). Moon and Sproull (2002) have discussed the importance of modularity to 
coordinate a complex OSS project such as developing the Linux kernel. They suggest that a few 
individuals with very deep knowledge of the system such as Linus Torvalds and a few key 
“maintainers” vetted all submissions and modified them heavily to make them fit in the existing 
structure (p395), ensuring modularity in Linux. OSS have the luxury of maintaining elaborate test 
versions for long periods of time before release, which allows them to understand the precise nature of 
interdependence that the “maintainers” can exploit to “keep” the system modular.  
In firm specific offshoring projects, unlike OSS, a clear understanding of interdependence is 
not available apriori. In many situations inter-module dependencies are irreducibly high as well as 
unstable through the life cycle of the project (Herbsleb and Grinter, 1999; Kraut and Streeter, 1995; 
Cataldo et al, 2006; Herbsleb and Mockus, 2003; Herbsleb and Moitra, 2001), and the huge upfront 
investment in creating a modular structure may not be feasible. Therefore, planned approaches to 
coordination only partially effective in this situation (March and Simon, 1958; Thompson, 1967; 
Tushman and Nadler, 1978).  
Coordination by feedback 
When “plan” is ineffective, the alternative strategy to achieve coordination is “feedback” – 
i.e., repeated communication to resolve any interdependencies.  Traditionally, collocation enabled 
such communication to achieve effective coordination. This stream of literature has mainly focused 
on how geographically distributed teams could achieve virtual “collocation”.   
Advantages of collocation: The most salient differences between collocated and distributed 
teams stem from two affordances of collocation – the presence of others in a shared social context and 
the ability to have face-to-face communication (Hinds and Kiesler, 2002). When individuals are more 
than 30m apart, they have much less informal/spontaneous communication (Allen, 1977; Kraut, et al, 
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1990; Monge et al, 1985) and such communication has been shown impact performance by allowing 
team members to learn informally about other’s work (Kraut et al, 2002; Nardi and Whittaker, 2002; 
Kraut et al, 1990). Apart from the advantages of communication, mere proximity and social presence 
improves coordination by being rooted in a shared context such as a room, the use of shared artefacts, 
shared conventions and awareness of each others’ work (Kraut et al, 2002; Olson et al, 2002; 
Crampton, 2001).   
This finding is similar to recent work in organization research, where scholars have found that 
coordination may be achieved by means of common ground. Extending Schelling’s (1960) pioneering 
work on focal points, these scholars have suggested that coordination can be achieved by mutual 
knowledge of role responsibilities (Bechky, 2006; Faraj and Xiao, 2006), the environment (Bechky, 
2006; Clark, 1996) or background scientific knowledge (Puranam, Singh and Chaudhuri, 2009). 
However, these mechanisms for creating common ground are present typically not present in offshore 
software services settings.  
Using IT-tools as a substitute for collocation: The null hypothesis is that when collocation is 
not possible, coordination occurs by ongoing communication using Information and Communication 
Technology (ICT) tools. Since in distributed settings, face-to-face communication is costly, it is 
important to understand how well ICT-mediated communication can substitute for face-to-face 
communication. A rich research stream has examined whether and how IT mediated communication 
is different form face-to-face communication (De Meyer, 1991; Kraut et al, 1988; McGuire et al, 
1987).  The general consensus is that IT media are currently constrained, especially in terms of 
bandwidth (Daft and Lengel, 1984; Short et al, 1976), and therefore ICT mediated communication is 
not suitable for all tasks.  Even video-conferencing, the highest bandwidth tool currently in use, fails 
because it neither provides high-fidelity interactivity nor the social benefits of sharing common space 
(Doherty-Sneddon et al, 1997; Heath and Luff, 1991; O’Conaill et al, 1993). Finally, when personnel 
work from different time zones, limited co-availability is a crucial barrier to using synchronous IT 
tools such as telephone or videoconferencing. Therefore, such tools are of limited utility in many 
distributed settings (Armstrong and Cole, 2002).   
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Prior research suggests that ICT are an effective in coordinating, especially when the tasks 
involved are complex, not well defined and require high levels of coordination across geographies 
(see Kraut et al, 2002; McLeod, 1996 for reviews). Several suggestions are available on how to 
improve the effectiveness of virtual teams that rely on ICT tools to coordinate. The first is simply to 
recognize that electronic groups function much more slowly than collocated groups and give them 
time to develop the social and relational aspects of groups as well as a shared personal history 
(Walther, 2002). Other strategies include developing technologies with high resolution video and 
audio (Olson and Olson, 2000), training in cultural awareness (Olson et al, 2002; Kiesler and 
Cummings, 2002), provide technologies that improve passive awareness without overburdening teams 
with information (Kraut et al, 2002) and to share local contextual information (Crampton, 2001). 
Many scholars also advocate early face-to-face contact as well as face-to-face meetings intermittently 
through the duration of the project (Armstrong and Cole, 2002; Maznevsky and Chuboda, 2000) to 
maintain and develop social identity and build strong ties.   
While these studies have immeasurably added to our understanding of how distributed groups 
functions, the following gaps remain unfilled.  First, several studies (Olson et al, 2002; Kraut et al, 
2002) recommend essentially technological solutions – the use of superior (and as yet unavailable) 
technologies as likely to improve performance of distributed groups.  However, they do not account of 
the phenomenal success today and in the past of the offshore software services industry in 
coordinating across distance. It is especially unclear how common ground is generated across 
locations to achieve coordination, since it is fairly clear ICTs are unlikely to be equal to the task in 
offshore software services that frequently involves novel and complex tasks.  
Second, most prior studies do not distinguish between cooperation and coordination failures 
(Kiesler and Cummings, 2002; Armstrong and Cole, 2002), and seem to primarily attribute 
coordination failures as resulting from lack of motivation of distributed team members to work 
together. We believe that coordination failures can occur even in highly motivated teams (Simon, 
1947; Heath and Staudenmayer, 2000; Camerer and Knez, 1996) and seek to understand how they can 
be avoided.  
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Our focus on coordination failures complements prior literature that has addressed issues of 
motivation (Orlikowski, 2002; Miteu, 2003; also see review by Mannix et al, 2002). We believe that 
distinguishing between cooperation and coordination failures is important both theoretically, since 
they could have different drivers, as well as in practice, since mechanisms to address cooperation such 
as travel, building social identity etc. (Orlikowski, 2002; Wageman, 2003; Armstrong and Cole, 
2002), are expensive and yet may not address the underlying coordination issues. Finally, much 
previous work is based on experimental settings (Weisband, 2002; Crampton, 2001; among others). 
However, it is not clear how effective strategies used in labs translate in the field.  For instance, 
Walther (2002) refers to significant differences in behaviour between lab teams and field teams. 
Hence, we suggest that there is value in studying distributed field teams to study how they achieve 
coordination.   
 
METHODS 
To understand coordination across geographies, we conducted case studies in the offshore 
software services industry. In the past two decades, software development has globalized with 
development spread across both different organizations and geographies – a trend showcased by the 
rise of the Indian IT industry. However, software development still remains a highly innovative task 
with significant interdependence and coordination needs (Adler, 2005). This we believe, provides an 
excellent setting to test the boundaries of existing coordination theories in the presence of high 
interdependence and high constraints to communication.  
Site Selection: For this project we are interviewed 32 project managers regarding 60 projects 
undertaken by two large software services firms, one headquartered in the US (USF) and the other in 
India (INF). Both USF and INF are well known software service providers that often work in a 
distributed fashion and increasingly compete for very similar projects. Each firm provided 
information on 30 of their projects.  
Case Selection: Selection of cases for this study followed theoretical sampling (Eisenhardt, 
1989; Yin, 1994) and is displayed in Figure 1. The idea was to compare and contrast coordination 
mechanisms used in collocated and distributed projects – and specifically understand how the 
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“affordances of collocation” (Kraut et al, 2002) were mirrored in distributed projects. Specifically, we 
interviewed only those project managers who had experience managing projects in at least two cells in 
Figure 1. The managers were asked to think of two specific “named” projects, one for each cell, and 
asked to draw comparisons between them on the coordination mechanisms used and their 
effectiveness.  
INSERT FIGURE 1 HERE 
Data Collection: Data collection and analysis followed grounded theory building techniques 
(Strauss and Corbin, 1997; Miles and Huberman, 1984). In this research, we gathered data from field 
interviews of expert informants – project managers – similar to Uzzi (1997). To understand how 
software development and maintenance activities are coordinated we believe project managers are the 
most relevant expert informants for two reasons: First, project managers are uniquely responsible for 
defining the formal coordination mechanisms, and as budget controllers, decide on the tools and 
technologies that are used in the project.  They are also formally responsible for the coordination 
across geographic and firm boundaries – it is one of their priorities that they constantly track. Second, 
project managers are the one source that can provide information on the entire lifecycle of the project, 
from the architecture phase through development and change requests phase and delivery. Therefore, 
they are likely to have insights into how developers and other project members behave.   
The interviews with project managers typically lasted between 60 and 180 minutes.  28 of the 
32 were recorded (with permission), and we also took extensive notes during the interview.  In many 
instances the respondents drew diagrams and charts on a white board to explain concepts and also 
provided us with copies of documents, slides and templates used in their firm.   
Data Analysis: The study was conducted in the following phases. In the first phase, we 
conducted preliminary interviews with four project managers (not part of this sample) in order to 
identify issues and phases that we should focus on, and was used to familiarize us with the setting and 
the jargon.  In this phase we asked open-ended questions regarding coordination issues in software 
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projects. Based on this pilot study, we prepared a list of questions to act as a guide to semi-structured 
interviews3.  
In the second phase of data collection, we interviewed a set of managers who could talk to us 
about their experiences in specific (named) projects that they were involved in across at least 2 cells in 
our design. These managers were identified by our sponsors in the organizations and were contacted 
with a short statement of the purpose of our research and a short list of the type of questions we would 
be asking in the interviews to help them prepare and also assemble secondary material before our 
arrival. The interviews in this phase followed the interview protocol that was prepared.  Apart from 
recording these interviews with permission, the researchers took notes, which were typed up 
immediately along with any field observations. Some project managers were contacted again to 
clarify doubts. In essence, the managers were asked about the coordination mechanisms used in the 
two projects across the two cells; explain why different choices were made, and their performance 
consequences.  
In the third phase, analysis of the evidence proceeded by iteration, and proceeded in tandem 
with the second phase. Both researchers read the interview transcripts and discussed emerging ideas 
and themes that were incorporated in subsequent interviews to gain more data. Specifically, we 
followed the flip-flop technique and the far-out comparison technique (Strauss and Corbin, 1997) to 
enhance theoretical sensitivity. Once the major conceptual themes were identified, we read and reread 
interview transcripts to link the evidence to recurring themes and to understand the relationships 
between themes.  Finally, we compared our framework with prior theories to understand how our data 
fits in the literature.   
 
FINDINGS 
In our sample of 60 projects, 42 projects were distributed across two or more locations and 18 
projects were conducted wholly from a single location.  We first compared distributed projects to 
collocated projects in terms of size and complexity and relative performance4. We found that 
distributed projects were more likely to be as large as or larger than collocated projects and had 
                                                    
3
 The interview guide is available from the authors.  
4
 Analyses are not included here due to space constraints, and are available from the authors.  
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similar levels of complexity. Also, distributed projects seem to be as successful as collocated 
projectsi. The aim of our research is to uncover the mechanisms that explain this contradiction 
between the expected poor performance of distributed projects primed by prior theory and the 
practical success of the offshoring industry. 
1. Are distributed projects coordinated through modular code architectures?  
In software services, developing code based on the principles of modularity is considered best-
practice (Parnas, 2001; Parnas and Sieworeck, 1975; Parnas et al, 1981). To coordinate software 
delivery from multiple locations, a possible strategy could be to divide programming tasks such that 
the different locations act as code modules.  Such architecture would impose strong interdependencies 
within a location but few interdependencies across locations, and therefore little need for coordination 
across geographies.   
Our data does not however support this intuition. Table 1 provides information regarding the 
degree of interdependence between locations for the distributed projects in our setting. Of the 42 
distributed projects in our sample, our informants described 38 projects as having high 
interdependence between locations. All 26 projects described as large complex projects and organized 
across multiple locations had high interdependence between locations. Our respondents told us that 
most projects were not organized to leverage the coordination benefits from modular code 
architectures.  
Our informants recognized the potential benefits of modularity, but faced several practical 
constraints in adopting this solution. First, the technical architecture is usually specified to a large 
degree by the client. Clients have various objectives, such as getting the latest technologies, 
harmonizing the architecture with their long-term vision and cost.  Hence, distribution decisions are 
not a big concern for the client in most cases, though it may be critical to the vendor’s cost model.  As 
one of our managers expressed it,  
“At high level architecture, business impact is very high.  Hence, only those non-negotiable 
considerations are important. For example, security in banks, availability of systems in this 
project.  The location of personnel (distribution) is then tailored to the mandates of the high 
level architecture.” (Manager 2, Project 4, INF) 
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Even when the client is almost fully guided in location decisions by the vendor, pre-existing 
legacy systems significantly reduces the opportunities to build modular systems. For instance, in 
maintenance projects the system already exists – its health is merely being maintained from a different 
location.  In development projects, legacy considerations, availability of software licenses, need to use 
strategic partner’s products and regulatory considerations significantly constrain architecture 
decisions.  As a manager reported:  
“Architecture decisions were outside our control in this project, since this was customizing a 
3rd party vendor's product.  This is a 3rd party software product that the client had customized 
extensively for its purposes over the years.  However, the basic architecture remains that of the 
product as sold.  This project started with all [vendor] personnel located onsite.  But [the client] 
began a major cost cutting drive. To keep the contract we had to bid as onsite-offshore model 
and shift work offshore” (but could not partition modules that way). (Manager 7, Project 14, 
INF) 
 
Our sample included 12 maintenance projects, 7 of which are distributed, and whose 
architecture is a given. In the rest of the 48 development projects, managers reported that for 30 
projects there was no relation between the architecture decision and the location distribution decision, 
and in another 9, though managers tried to attempt some modular architecture design, their ability to 
do so was severely constrained by other factors. Even when the architecture is changed in the middle 
of a project (which in itself is a rarity), coordination considerations seem to play no role.  As one 
manager commented:  
“For this project, there was a dramatic change in the architecture midway through the project.  
Certain technical assumptions were made that drove the initial work on the project.  However, 
in the design phase the team found that the assumptions were wrong.  This led to a complete re-
think on the architecture of the system.  However, the team structure itself or the distribution of 
work among locations did not change.” (Manager 10, Project 19, USF)  
 
As the above quote illustrates, there does not seem to be much relation between technological 
architecture and distribution decisions. Evidence in Table 1 suggests that distributed projects typically 
have high interdependence between locations.  
2. Are distributed projects primarily coordinated through the use of ICT’s? 
In distributed projects given the infeasibility of real face-to-face conversations, we turn to an 
analysis of the use of ICT tools as communication channels. ICT based communication is facilitated 
by telephone, email, instant messenger (IM), desktop sharing or electronic whiteboard facilities such 
as NET Meeting or Live Meeting, videoconference, and webcams (Kraut et al, 2002). These ICT tools 
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could be classified on the basis of the richness of communication as shown in Figure 2. Most 
researchers hold face-to-face communication as the gold-standard for interaction. Under conditions of 
low analyzability, high complexity and low familiarity between interacting individuals, such as those 
in different locations, tools that provide high visual and social cues (or high bandwidth tools) are 
considered very important (Rice, 1993; Kraut et al, 2002).   
INSERT FIGURE 2 HERE 
In offshore projects we expected widespread usage of rich media ICT’s (such as 
videoconferencing, NET meeting, Live meeting), in order to substitute, however imperfectly, for face-
to-face communication. In fact, we were curious to see how these technologies might have been 
adapted to improve their ability to simulate face-to-face communication. The importance of 
technologies such as videoconferencing has been documented elsewhere:  
“Boeing has set up a 24-hour work day where they just pass their designs back and forth from 
Moscow to America …There are videoconferencing facilities on every floor of Boeing’s 
Moscow office, so engineers don’t have to rely on email when they have a problem to solve 
with their American counterparts.  They can have a face-to-face conversation.” (Friedman, 
2005; p 195; our emphasis) 
 
However, in our sample of 42 distributed projects, only 10 used any kind of rich ICT tools. Of 
these projects, eight used NET Meeting; of these one also used Live Meeting and another also used 
webcam. Only two projects used videoconferencing. Of these 10 projects, 9 were from USF.  
Even more surprising, the low usage could not have been due to the lack of access or 
familiarity to such tools.  NET Meeting and Live Meeting are readily available and arguably, IT 
professionals are the ones most familiar with this technology.  However, managers found them to be 
rather inconvenient.  As a manager told us:  
We do not have instant messenger or videoconferences, no.  That (using net meeting, IM) 
is against the client's security policy.  I don't see why it will be helpful, basically, we don’t 
have the same time [zone]. I don't think it will work in my project. (Manager 31, Project, 
59, INF) 
 
Another manager told us that their team stopped using Net Meeting after trying it out.   
We used NET meeting, we haven't used it for a while, they are not that useful, we 
typically used it for project reviews or code reviews, installation issues, those kinds of 
things (Manager 11, Project 21, USF) 
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For video conferencing, bandwidth could not have been the constraint, because these 
companies have high capacity leased lines for carrying data and the cost of the equipment pales in 
comparison to the budgets and the complexity of some of these projects. We did some of our 
interviews with INF at their offshore locations, and all the facilities we visited were equipped with 
video conferencing equipment. However, they mainly used these facilities for internal meetings, sales 
presentations, and frankly, to impress potential clients. The managers we met told us they never used 
them for project related discussions. It is unlikely managers did not know about actual use of rich 
media tools, since they have to approve budgets, buy licenses and modify firewalls for these to be 
used in the project.  
Even the use of IM was rare, though many respondents agreed that it was very convenient 
because it allowed multi-tasking (i.e., answering something while on the telephone) and had lower 
psychological cost – “you can ignore an IM when it comes at an inconvenient time, it is very hard to 
ignore a ringing telephone” (Manager 5, Project 10, USF). Only 11 projects in our sample used IM 
tools. Of these 11, 10 were from USF, where the firm had invested in creating a proprietary system to 
be used within its firewall, though even in USF not all distributed projects used this tool. Of these 11 
projects, 7 also used NET Meeting or other rich media. In sum, rich media tools were rarely used 
despite their availability.  
To be sure, there are practical constraints unconnected to cost or availability to using richer 
media in offshore software services.  Meeting tools such as telephone, IM or videoconferencing 
require co-presence, which is usually difficult in projects spanning different time zones. In our 
sample, one project required that the offshore office work nights, at the same time zone as the US (for 
USF), a project each in USF and INF used an extended day to have a few hours overlap. 18 
distributed projects worked with almost no overlap in normal working hours, while 6 more projects 
had limited overlap5.  In these cases, special arrangements were made, such as pre-scheduling 
telephone calls.  This limited the usefulness of telephones and IM to achieve coordination by allowing 
“spontaneous” communication.  
                                                    
5
 We made the decision to include those projects with 3-hour time difference, as between EST in New York and 
PST in California, as allowing unlimited opportunity for spontaneous communication using ICT-tools.  This, we 
believe is quite a conservative estimate of available co-presence.   
 15
Instead, the media of choice for conducting the bulk of communication across locations 
appeared to be email, supplemented by scheduled telephone conversations. Why do such relatively 
poor media play a dominant role in communication, even when relatively richer media are available? 
When asked about the non-use of richer media, and their reliance on email and telephones, managers 
suggested, intriguingly, “those were enough”.  
Our respondents explained that both email and telephone were extremely useful to clarify 
information and check status. Teleconferences were routinely scheduled to discuss project related 
matters. Interestingly, the timing and the content of the conversations on the telephone were mainly 
scripted. However teleconferences did not resemble unstructured joint problem solving that we expect 
given the nature of interdependence. A manager recounted how teleconferences were used in his 
project:  
The London team will send a completed TDS (a document) offshore.  The offshore team 
will refer to all the documents in the repositories and their own knowledge and 
exhaustively complete the TDS including all details.  This will be emailed to the London 
team. In the teleconference very specific questions regarding the document will be raised 
and answered or become an action item for somebody to answer. (Manager 6, Project 11, 
INF) 
 
Thus the communication that did occur through email and scheduled phone calls between 
locations in the case of offshore software development tended to be highly structured. How could this 
“be enough” to coordinate the significant and changing patterns of interdependence typically found in 
software development and maintenance (Kraut and Streeter, 1995; Cataldo et al, 2006; Herbsleb and 
Mockus, 2003)? We pause to note here that lack of use of rich ICT tools does not imply that there was 
no need for coordination between onsite and offshore locations.  These projects were characterized by 
important coordination episodes involving change requests, debugging and other maintenance issues 
that had to be jointly solved by onsite and offshore personnel.  We report an example incident:  
This project was tailored to maximize reuse of existing code.  However, it did not fit very 
well the clients’ needs [this was unanticipated by both client and vendor] and later in the 
project the client insisted on adding another requirement.  This needed very extensive 
interface development with all the modules both onsite and offshore that had to be 
designed and accommodated.  (Manager 6, project 11, INF)  
 
These findings are quite puzzling. On the one hand, we do not find any evidence for the usage 
of modularity as a coordination strategy; this implies that there should be significant interdependence 
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between locations. In line with this expectation and consistent with findings from prior work, in our 
sample, we find evidence of significant and changing patterns of interdependence across geographic 
distance.  
Rich communication is typically emphasized under conditions of such interdependence. Even 
in the field of software development, Orlikowski (2002) emphasized the need for face-to-face 
interaction and ‘tons of travel’ (p259). Similar work on coordination in the automobile industry has 
emphasized collocation of supplier and assembler engineers and face-to-face communication to 
achieve coordination (Helper et al, 2000; Dyer, 1996). Yet in the software development projects we 
studied, ongoing communication through rich media did not seem to be an important coordination 
strategy.  
The unaddressed question is how complex interdependence between coding locations is 
apparently managed through fairly standardized and structured forms of communication? For software 
development teams, each project is essentially unique.  Even if the firm is highly experienced in this 
type of project, there is no such thing as an algorithm to create code. Managers repeatedly emphasize 
that everything about a situation necessary to write code cannot be captured in documents.  Janicki et 
al (1977) eloquently describe the problems in creating ‘perfect’ documents:  
“Most of the bugs that delayed completion and led to unreliable products were caused by 
misunderstandings that would have been alleviated by better documentation. Since that time, 
“hundreds” of standards have been proposed; each was introduced to improve the consistency, 
precision and completeness of natural language documents. In spite of these efforts, 
documentation is still inadequate. Because of the vagueness and imprecision of natural 
languages, even the best software documentation is unclear.  Because informal documentation 
cannot be analyzed systematically, it is usually inconsistent and incomplete as well”.  [p71; our 
emphasis] 
 
One possibility of course, is that our respondents were simply mistaken and these poor ICT 
tools were in fact “not enough”, this would have impaired project performance. However, it did not 
appear to us that distributed projects performed worse than collocated ones. We note that respondents 
were often expressly comparing an offshored and an onshore project in the same interview, so any 
performance differences should have surfaced.  
So, how is coordination achieved across geographic distance? In our data, we find a third class 
of coordination strategies – neither plan nor feedback – but one that leverages and enhances common 
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ground by means other than ongoing communication. We call these strategies “Tacit Coordination 
Mechanisms” (TCM) – tacit because they do not depend on ongoing communication.   
3. Coordination with limited communication in dynamic settings – Tacit Coordination 
Mechanisms (TCM). 
To consciously coordinate actions, agents need sufficient common ground – knowledge that is 
shared and known to be shared – to predict others’ actions (Schelling, 1960)6. Clark (1996) explains 
the need for common ground for coordination thus:  
In any joint act, participants face a coordination problem: what participatory actions do they 
expect each other to take? To solve this problem, they need a coordination device – something 
to tell them which actions are expected.  …Everything we do is rooted in information we have 
about our surroundings, activities, perceptions, emotions, plans and interests.  Everything we 
do jointly with others is also rooted in this information, but only in that part we think they 
share with us.  [p91-92; our emphasis].   
 
Exactly how much common ground is necessary is something that varies by situation. 
Ongoing communication coordinates by dynamically updating common ground by repeated 
interaction. On the other hand, modularity or plans in general, coordinate using a fixed level of 
common ground – embedded in the interface. One can think of plan as “one-time” communication – 
when the interface is designed and put in common ground. A recent and exciting stream of research 
has considered how coordination may be achieved by building or leveraging common ground by tacit 
means7.  
Schelling (1960) pioneered understanding coordination based on shared knowledge such as 
using conventions and focal points, but these have gained prominence only recently. Now there is 
substantial evidence on what aids/impedes tacit coordination in laboratory settings (Camerer, 2003). 
Scholars in the field of organizations have begun to explore how TCM may be useful in organizations. 
Olson et al (2002) show how collocation – as in shared physical space – can be an extremely valuable 
means of achieving tacit coordination. Bechky (2006) and Faraj and Xiao (2006) document tacit 
coordinating using both collocation and scripted role behaviours in film crews and trauma teams 
                                                    
6
 Actions between agents may also be coordinated unconsciously as when each adapts individually to an 
environment that happens to include the other.  
7
 Tacit coordination should not be confused with tacit knowledge. “Tacit” coordination merely suggests that 
coordination happens by means of leveraging shared knowledge without recourse to ongoing communication. 
The knowledge it relies on may be explicit or tacit. For example, all the situations that Schelling (1960) 
describes achieve tacit coordination using focal points; but the focal points are not tacit knowledge.  
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respectively. However, it is currently unclear how such tacit coordination is possible in innovative 
project teams separated by significant geographic distance.  
We find that offshore software services rely on TCM as the primary mechanism to coordinate 
across distance. Specifically, we find that coordination is enabled by leveraging common ground from 
working to uniform procedures or procedural common ground, leveraging prior joint work 
experience or interpersonal common ground and by enhancing transparency of actions and outcomes 
across locations or contextual common ground. We elaborate below:   
Procedural Common ground: Procedural common ground can be defined as the knowledge 
that interdependent individuals share about the procedures used by each other to make decisions 
regarding the joint task. In game theory terminology, procedural common ground is similar to 
common knowledge of rationality as well as common knowledge of decision procedures such as 
‘mini-max’ or ‘regret’.  
In software projects procedural common ground is instantiated by standardized coding 
procedures that the developers are required to follow in the project.  The tool that managers most 
frequently mention to achieve coordination is the firm’s adherence to the Capability Maturity Model 
(CMM).  When asked about coordination, the managers immediately say, “We are at the CMM Level 
X and follow those recommended processes”. We even had a few managers say “we are at a low 
CMM level and have to work hard to improve our process standardization”. Adler (2005) provides an 
excellent introduction to CMM.   
Here we provide a very brief introduction to the salient characteristics of CMM to make our 
case.  CMM is a set of process standards that specify the practices to be followed in a project.  These 
are generic guidelines for coding, requirements analysis, documentation, testing etc. – instantiation of 
CMM in each firm is unique to that firm.  Higher the firm’s CMM level, better the articulation of 
standards and adherence to them – i.e., the more the standards reside in common ground.  
A manager presented the following example to understand the coordinating role of CMM. 
Suppose one developer is creating the “clock” function and another “global time zones” function. 
Each coder may choose from several different options to code such functionality. CMM in this 
instance suggests that all developers follow exactly the same option. This allows the coders to 
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implement their solutions in parallel in the certain knowledge that the other coder will follow a given 
procedure. A manager speaking about a poor coordination episode and lessons learnt suggested:  
“Developers do not code to adhere to a standard; they code to get the job done.  [In this project] 
there were sixty developers and they tried to use as much of their skill as they could, and 
therefore there’s a lot of code that isn’t similar in nature that should be similar in nature.  …This 
multiplicity of patterns leads to problems when one developer wants to leverage code by 
another developer…[next time] I would probably, try and make sure there were better 
templates in place.” (Manager 15, Project 29, USF) 
 
In the above quote, the template does not refer to an “interface” to pass code from one 
developer to another; it refers to the standards a single developer will adhere to in her own work. 
These standards will not produce a single standard output, (the output currently exists in terms of 
pieces of functionality), but it will enable another developer to write code that leverages pieces of 
someone else’s code in the assurance that it was written a certain way.  Another manager spoke about 
avoiding the exact same issue in identical terms:  
“In this technology there are many templates to code the exact same functionality. But this 
multiplicity of patterns will become a problem later. We instead overlaid a higher level 
language that will force the developers to use a consistent pattern throughout…In this project 
we had the time to design such a solution. Else, we would have imposed a process and spent 
resources monitoring to make sure it was followed.” (Manager 23, Project 44, INF) 
 
The greatest advantage of this type of standardization comes from the ability to perform work 
(code in this case) in the certain knowledge that the interdependent other will work in a known way – 
enabling anticipation of others’ actions. Mutual adjustment by repeated communication, the standard 
prescription from coordination theory for this situation becomes unnecessary due to the pre-existing 
stock of procedural common ground.  However, anticipation is possible only when everybody follows 
procedures and expects everybody else to follow them, underlining the importance of monitoring.  
How does procedural common ground simultaneously reduce the volume of ongoing 
communication and make it more meaningful, especially in innovative settings? For example, a 
manager said that to avoid coordination problems, all interactions between her coders and analysts 
occurred via standardized templates.  When asked how she ensured that these templates were not 
misinterpreted, she said: 
“the templates are very refined such that there is minimal ambiguity and need for 
communication, especially when used by our trained employees”. (Manager 4, Project 7, INF) 
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Does this mean the documents are so detailed to include every possible piece of information? 
In our interviews, managers confirm that documents cannot be written in such detail that there is no 
ambiguity – they suggest, it is easier to write the code than to specify the coding requirements in 
exhaustive detail8. Another manager from the same firm confirms:  
“it is going to be extremely difficult for us to give a program spec level.  We can stop at class 
design, but beyond that level it is going to be extremely difficult.” (Manager 23, Project 44, 
INF) 
 
However, managers claim there is no ambiguity in the documents. These comments in 
conjunction suggest that what appears to an observer as thin and structured communication occurring 
using poor media, such as passing standardized documentation via email, is actually very rich from 
the perspective of the individuals that are engaged in the communication. This occurs not only 
because the ‘template’ that is emailed is common ground (as Orlikowski, 2002 and Adler, 2005 
suggest), but also the process that the individual used to fill out the template is part of the common 
ground. The reader is able to put himself in the shoes of the writer and interpret what the documents 
most likely mean.  
Relying on standardized process may result in coordination failure if these processes are not in 
common ground. For instance, a typical example our respondents described is when a unit with low 
process maturity interacts with one with high maturity: the less mature unit does not specify or adhere 
to processes leading to coordination failure across the units. Similar problems occur in interactions 
between firms, since they typically have different processes, though both may be very mature. In the 
projects we studied, travel facilitates ongoing face-to-face communication to generate adequate 
common ground about processes before remote coordination can occur. Often personnel travelled to 
get trained on the ‘methodology’, so that as some managers put it ‘the process could be nailed down’.  
Relying on procedural common ground is different from coordination by “plan” or 
“modularity” in two ways. First, procedural common ground acts akin to focal points – they may be 
used successfully in circumstances different from the ones in which they arose, unlike coordination by 
plan. Second, procedural common ground ensures that the modules are aligned by leveraging 
knowledge regarding how they are built without the interface being specified in advance. In contrast, 
                                                    
8
 Recall earlier discussion on impreciseness that accompanies natural language (in page 16).  
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the essence of “plan” or “modularity” is well-specified interfaces designed ex-ante and information 
hiding.   
Contextual Common Ground: When interdependent individuals share a stock of contextual 
common ground, they coordinate by understanding how others’ environment impacts their actions. In 
game theory terminology, contextual common ground is similar to common knowledge of the payoff 
matrix in a “noisy” game.   
In software projects contextual common ground is created by technological tools that provide 
information about the environment, documentation, and in collocated projects, the experience of 
working in a common physical space.  When information regarding the unique constraints and 
opportunities facing developers are in common ground, developers are able to anticipate the potential 
actions of others. Examples include factors such as available toolsets, legacy code considerations and 
work environments.  
For example, one project we studied was spread across India, London and New York. When 
requests for code changes arrived from New York – they are specific to the conditions in New York.  
However, while implementing these changes, the coders in India were able to adjust their actions 
keeping in mind the potential repercussions for London. This was possible because the documentation 
regarding the system landscape in London and New York was available in India, allowing these 
coders to anticipate changes from London that had not yet arrived!  
In many projects, the technical infrastructure varied across locations or across different firms. 
Achieving coordination depended on the developers adjusting their work to account for these 
differences. In one project, coders had coordination issues because subtle differences in “test tiers” in 
the different offices caused integration issues. Once understood, the problems disappeared (Manager 
11, Project 21, USF).  
Software projects also made extensive use of technological tools such as code repositories, 
configuration management systems and workflow tools to generate contextual common ground that 
make the interdependencies more transparent. For example, a manager noted the coordination 
problems caused by the lack of current information in shared repositories:  
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“[Common repositories] helps everybody to know where they are.  However, suddenly the 
USA team stopped using the repository and that caused a lot of problems.  We did not know 
what they were doing.” (Manager 20, Project 39, USF) 
 
This had a significant negative effect on project’s outcomes. For example, developers 
received conflicting requirements since analysts were not able to take into account the needs of 
different locations. This resulted in code that could not be integrated causing significant rework.  
The extent of adoption of these tools varied depending on whether the projects were collocated 
or distributed. While collocated projects typically only had configuration management tools, 
distributed projects typically had more sophisticated work sharing tools such as web-based tools for 
tracking and assigning work, querying other members, and identify previous owners of a piece of 
code. For example, a manager of a large world-wide distributed project told us:  
“We have a web-based tool that has the ability to not only assign changes when they come in 
but also see how each person has worked on it, what they think the problems are and who they 
have routed it to.  Developers have the ability to not only work on the code, but add 
notes/commentary as attachments that provide the others with more contextual knowledge that 
they can take into account in their work or further escalate it if warranted.” (Manager 9, Project 
17, USF)  
 
The contextual knowledge from these tools enables coordination since interdependent parties 
are able to observe others actions without the need for communicating. Another manager shared an 
example of the importance of contextual knowledge:  
“Our offshore team had access only to the secondary test tier [for this client]. The primary test 
tier was accessible only from onsite. When offshore code comes in, if something does not work, 
the onsite guys will test it in the secondary tier to observe its behaviour there and see how it 
changes from the primary tier. Based on that, they will either get back to offshore or do the 
change themselves. It will be tedious to explain the primary tier’s behaviour to offshore to get it 
corrected.” (Manager 3, Project 6, INF)  
 
Tools can build such real-time cross contextual common ground since they can easily display 
the technological context in which the work occurs in other locations and enable understanding of the 
relevant issues. In summary, in distributed projects, IT-based communication tools are less important 
than the technological tools that simulate co-presence to achieve coordination by tacit means.  
Interpersonal Common Ground: When interdependent individuals share a stock of 
interpersonal common ground, they achieve coordinate using their knowledge of each others’ 
preferences, strengths, weaknesses, and other idiosyncrasies.  
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In software projects pre-existing stocks of interpersonal common ground are leveraged by 
staffing projects with personnel who have prior shared working experience. Interpersonal common 
ground may also be created by using technology tools that make artefacts transparent – since artefacts 
display individual preferences.   
Interpersonal common ground helped coders understand each other’s expertise and work 
preferences and therefore divide tasks more effectively. It also helps anticipate work strategies and 
communicate more effectively. For example:  
“All the people in [this location] have worked together before. One of the out-of-towners used 
to work here before, and he transferred to our team. So we knew who he was. And that helps 
quite a bit, having that prior knowledge. We knew what his abilities were. He knew us, we 
knew him.” (Manager 11, Project 21, USF) 
 
Prior work has documented the importance of expertise coordination in software teams (Faraj 
and Sproull, 2000). However, both staffing projects with personnel with prior experience as well as 
relying on technological tools have their constraints. Software services is a highly specialized 
profession with differentiated skills, and shortage of skills constrains managers’ ability to staff 
projects optimally. When staffing members with prior experience is a guiding factor, it represents an 
important investment in coordination. Technological tools that increase transparency are not always 
available, especially in multi-firm multi-location projects. Under these conditions, employee visits for 
short durations is used to generate interpersonal common ground.  
DISCUSSON  
This paper explores how coordination occurs in situations of complex interdependence with 
severe constraints to effective ongoing communication. The limitations of the two dominant 
coordination mechanisms – plan and feedback – are well known (March and Simon, 1958); Plan 
cannot coordinate unstable or unknown patterns of interdependence, where interfaces cannot be 
designed. Feedback relies mainly on communication, and rich media such as face-to-face is required 
to coordinate complex patterns of interdependence. In the global software services industry, both 
mechanisms are constrained. Therefore it is an ideal setting to test the limits of coordination theory.  
In this study we find a third class of coordination mechanisms – one that involves neither plan 
nor feedback – but relies on Tacit Coordination Mechanisms (TCM) to generate and leverage 
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common ground. TCM differ from ongoing communication, since no communication is involved. 
TCM differ from plan, since they rely both on dynamically updating common ground as well as 
leveraging pre-existing common ground from unrelated prior experience in subsequent coordination 
situations. Specifically, in distributed software services, we find that TCM leverage three types of 
common ground: procedural, cross-contextual and interpersonal.  
It is worthwhile reiterating the relationship between TCM and communication. On the one 
hand, TCM provide the ability to anticipate others actions and therefore make communication 
unnecessary. On the other hand, since any communication is interpreted in light of pre-existing 
common ground, potentially made available by TCM, even thin scripted communication using poor 
media such as email can convey thick meanings in ways that are not intuitive to the observer. These 
findings support earlier findings regarding the importance of artefacts and situational awareness in 
effective communication (Bechky, 2003; Adler, 1995; Clark, 1996). 
Our findings on the role of procedural common ground lead us to a re-understanding of the 
role of process standardization in coordination.  March and Simon (1958) suggested that process 
standards are used under circumstances when output standards cannot be specified, or the relation 
between actions and outputs is technical knowledge, or when actions needs to be closely synchronized 
to activities rather than to outputs. They suggest that process standards are to be used when the 
designer has overall knowledge of the pattern of coordination and has achieved it by means of a clear 
division of labour.  For this reason, both March and Simon (1958) and Mintzberg (1980) suggest that 
standards cannot achieve coordination under conditions of uncertainty.  
Our findings however indicate that standardization of tasks has important coordination 
advantages when the pattern of interdependence is unstable. Process standards, by making the 
decision making processes common ground enable interdependent others to anticipate actions. This 
implies that, when it is difficult to achieve well-specified interfaces, making the process within the 
modules visible, can achieve coordination.  
The implication of these findings is that in the organizational context, modularity is not 
synonymous with information hiding. Work on modularity suggests that when the interface is “well-
specified”, the inner workings of the modules could be ‘hidden’ from the other modules. These 
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principles underpin the flexibility of modular systems, both from component innovations and from 
mix and match flexibility (Baldwin and Clark, 2000). However, when interdependencies are large and 
unstructured, these principles do not work. Our findings suggest that under these “systemic” 
circumstances, coordination ability is maximized by making the internal workings of the modules 
completely transparent. In other words, the solution space for information hiding is dominated by two 
corner solutions – one with complete hiding and one with complete transparency.  
Our findings also contribute to a better understanding of the use of ICT tools in coordination 
across locations. Prior experimental research has consistently suggested that virtual teams, 
communicating using ICT perform much worse than teams interacting face-to-face (See Kraut et al, 
2002; McLeod, 1996 for reviews). However, distributed software teams achieve very good 
performance using ICT tools of low richness. Our findings resolve this contradiction by suggesting 
that high performance teams using low media can successfully coordinate if cross-contextual common 
ground is generated by other means – in this instance using other ICT tools that generate such 
“awareness”.  
This supports recent research by Crampton (2001) who finds that distributed teams often do 
not share contextual knowledge in their interactions and this frequently leads to low performance. Our 
findings are also consistent with other experimental findings which show that virtual team 
performance is enhanced when the members using ICT media to coordinate follow a process that is 
known to all (Montoya-Weiss et al., 2001; Ocker et al., 1995). These findings also have two 
interesting implications: First, they pose a major challenge to the media-richness literature (Daft and 
Lengel, 1986) and in particular support the contention that traditional ways of measuring media 
richness are flawed (Carlson and Zmud, 1999). Second, they suggest that the traditional emphasis, at 
least in popular imagination, on ICT-communication tools for remote coordination is misplaced. 
Rather, the emphasis should be on other IT tools such as configuration management tools, code 
repositories and workflow systems that play a vital role in enhancing common ground, but are not 
communication tools.  
Bartlett and Ghoshal (1989) and Nohria and Ghoshal (1997) found two very important 
mechanisms for “normative integration” in MNCs: formal integration between HQ and subsidiary and 
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social integration by transferring people across subsidiaries as well as bringing them together for 
training/workshops etc. Our findings are largely congruent with these, with an emphasis on 
understanding the underlying mechanisms. In software services, for instance, we found that rotating 
personnel across locations is a quick means of gaining common ground, and therefore is likely to have 
an independent effect on coordination apart from the effect of socialization on motivation. Formal 
integration mechanisms on the other hand are likely to enhance procedural common ground. 
Understanding the bases of common ground generation is likely to be a fruitful research avenue to 
further explore the advantage of MNCs.  
In line with the above suggestion, in our study, we find that while coordination within firms 
can happen across geographic distance by leveraging common ground, coordination across firms 
almost always occurs via collocated face-to-face communication. It is likely that many of the common 
ground enhancing mechanisms are likely to be more available within firm boundaries than across firm 
boundaries. The ability to generate and leverage common ground may be an interesting advantage of 
“firms” over “markets” – and further research along these lines is likely to significantly enrich our 
understanding of firm boundary issues.  
This study is subject to a number of limitations.  First, qualitative studies do not readily lend 
itself to generalizations. We chose our industry for reasons of appropriateness rather than 
representativeness (Yin, 1994).  Both the firms chosen for this study and the cases for interviews were 
selected based on theoretical sampling (Yin, 1994) rather than because they were representative of the 
industry or the firms respectively. While we do present some comparative data, they are not likely to 
be representative of all projects.  Since we looked at a large number of cases within each firm, we can 
be relatively assured about the prevalence of these coordination mechanisms in these firms, they are 
still small when compared to the volume of projects these firms handle. Quantitative work is required 
to understand the prevalence of these mechanisms and their performance implications. The data, 
especially past projects could also be subject to hind-sight bias on the part of our informants.  
However, we believe these limitations are offset by some unique strengths of this study. First, 
it is one of the first studies to focus exclusively on coordination across geographic distance – as 
against knowledge transfer or motivation issues. Second, it is designed to take advantage of 
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comparative case research, where our informants are explicitly comparing two situations and 
explaining the rationale for their choices. Finally, the findings derive from a common pattern of 
responses derived from a large number and variety of projects in two very different firms, somewhat 
allaying the usual fears in case study research such as retrospective bias and generalizability.  
CONCLUSIONS 
This study finds evidence for class of mechanisms that achieve coordination under conditions 
of uncertainty – Tacit Coordination Mechanisms (TCM). Firms can achieve coordination in 
innovative but geographically distributed settings by developing procedural, cross-contextual and 
interpersonal common ground. Hence, managers should pay sufficient attention to generating 
common ground rather than just concentrating their efforts on providing rich communication in 
distributed settings. To the extent that generating and leveraging common ground is firm-specific and 
time dependent, these findings suggest a nascent theory of (persisting) advantage of multi-national 
corporations.  
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FIGURE 1 PROJECT SAMPLING STRATEGY 
 
 Developers belong to SINGLE firm 
 
Yes No 
 
 
PROJECT 
PERSONNNEL 
COLLOCATED  
IN ONE 
LOCATION 
 
CELL 1 
Projects in which all personnel 
work in the same location, and 
all developers are employed 
by the vendor.   
 
8 Projects 
CELL 2 
Projects in which all developers 
(and analysts) work in the same 
location, but work for different 
firms.  
 
10 Projects 
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PROJECT 
PERSONNNEL 
DISTRIBUTED 
AMONG 
SEVERAL 
LOCATIONS 
CELL 3 
Projects where all developers 
are employed by the vendor, 
but they work from several 
locations  
 
22 Projects 
CELL 4 
Projects in which personnel work 
from different locations and are 
employed by different firms.  
 
 
20 Projects 
 
 
 
 
 
 
42 
Total 30 30 60 
 
 
 
 
TABLE 1 
INTERDEPDENDENCE ACROSS LOCATIONS FOR DISTRIBUTED PROJECTS 
 
  PROJECT SIZE  
  
SMALL MEDIUM LARGE Totals 
DISTRIBUTED 
PROJECTS 
 
High Interdependence 2 10 26 38 
Low Interdependence 1 3 0 4 
Totals 3 13 26 42 
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FIGURE 2 
DISTRIBUTION OF ICT TOOLS IN THE MEDIA RICHNESS SPACE 
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i
 Project performance was measured as the achievement of stated objectives.  The measures included were 
adherence to budget, adherence to the original schedule, meeting pre-defined service level agreements, and a 
subjective measure of the quality of the software in terms of client satisfaction and vendor satisfaction with the 
project. In 30% of the projects performance data was obtained from a source other than the manager interviewed 
and in other cases was obtained from the manager but a week or more after the interview. It is well known that 
distributed projects usually take longer to complete than collocated projects (Herbsleb et al, 2005; Herbsleb and 
Mockus, 2003) due to coordination overheads, and in our sample managers did consciously choose longer 
schedules for distributed work.  However, we are interested in successful coordination as in meeting pre-defined 
objectives.   
