In this paper, we propose a method for robot self-position identification by active sound localization. This method can be used for autonomous security robots working in room environments. A system using an AIBO robot equipped with two microphones and a wireless network is constructed and used for position identification experiments. Differences in arrival time to the robot's microphones are used as localization cues. To overcome the ambiguity of front-back confusion, a three-head-position measurement method is proposed. The position of robot can be identified by the intersection of circles restricted using the azimuth differences among different sound beacon pairs. By localizing three or four loudspeakers as sound beacons positioned at known locations, the robot can identify its position with an average error of 7 cm in a 2.5 × 3.0 m 2 working space in the horizontal plane. We propose adjusting the arrival time differences (ATDs) to reduce the errors caused when the sound beacons are high mounted. A robot navigation experiment was conducted to demonstrate the effectiveness of the proposed position-identification system. key words: sound based position identification, active robot position identification, adjusted pre-measurement ATDs, robot navigation by spatial sound localization
Introduction
Self-position identification is very important for mobile robots. Many related studies have been conducted based on vision and image processing [1] - [3] . However, vision is not perfect. For example, in darkness or poor light, robots lose position and direction. When a home security robot is working at night in the absence of the owner, sound beacons are useful for robot self-position identification. Such soundbased position identification has advantages in poor lighting conditions and is robust against obstacles [4] - [6] .
In this paper, we propose a new method for position identification using active sound localization for humanoid or pet robots like AIBO that are equipped with two microphones. The system requires three or more sound beacons located at different known positions. By actively localizing those sound beacons, the robot can identify its self-position. Here, the term "active" means that the robot can change head direction and control the sound beacons to emit sounds at any time.
The sound-based position identification system con- sists of two parts, sound source azimuth estimation and robot position identification.
Since the sound source can be actively controlled, we can choose a signal with one or several frequency components so that the sound energy will be concentrated and therefore robust against environment noise.
In developing sound-based robot sensing systems, it is beneficial to refer to the auditory systems of humans and other animals. The excellence of human and animal audition can serve as a good model for robot auditory systems. Inter-aural time difference (ITD), inter-aural intensity difference (IID), and head-related transfer function (HTRF) are important cues for sound localization in human audition [7] , [8] . Of these, the ITD cue is easy to treat and has high localization accuracy. Similar to the ITD cue in human audition, the ATD between two microphones is used in this study for robot self-position identification. In general, the ATD between two microphones restricts a sound source to the surface of a rotated hyperbola. It can be approximated by the surface of a cone, known as the "cone of confusion" in psychoacoustic research [9] , [10] .
Two coordinated robot are used in the system. The sensing part is a pet robot, the AIBO robot provided by Sony, Inc. The AIBO robot has microphones located on each side of its face. With these microphones, the robot can obtain ATDs for sound signals. To avoid the cone of confusion, the azimuth of the sound source is determined by two or three trials, changing the direction of the robot head. We refer to this method as a two-or three-head-position method. By localizing three or four loudspeakers as sound beacons positioned at known locations, the robot can identify its position by the intersections restricted by the time differences among different microphone pairs. The motion part is a wheel-based mobile robot, LABO-3. By setting the AIBO on the LABO-3 at a height of 50 cm, the AIBO can inform the LABO-3 system of its current position to correct the position errors caused by the motion system.
In case there are difficulties to locate sound beacons at the same height as the robot microphones because of the positions of room furniture and other obstacles, we can mount the sound beacons at higher locations. The adjusted ATDs method is proposed to reduce the error caused by the elevation. Experiment results show that two-or three-headposition method can localize robot position in high accuracy even for the high mounted beacons.
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System Structure
The whole system is structured with the AIBO robot for sound recording, the LABO-3 robot for motion, and the PC client for calculation. The AIBO robot (Model ERS-210A/220A, Sony, Inc.) contains a 384 MHz processor and supports a wireless LAN. The microphones on the two sides of its head can receive stereo sound at a 16 kHz sampling rate. The head can turn left and right within 92.6 degrees in the horizontal axis, lean back within 46 degrees, and nod within 85 degrees in the vertical axis. As the moving speed of AIBO robot is relatively slow and is not accurate enough because of its leg-based moving mechanism. We use LABO-3, which is wheel-based and actuated by two motors with an output of 90 W and a maximum speed of 1.8 m/s, as the mobile subsystem.
In our system, the AIBO and LABO are connected with a PC by a wireless networks. Figure 1 depicts the processing flow between the PC server, and the AIBO and LABO-3 robots. For each measurement, the PC server sends a pure tone or a multi-frequency sound signal with 1 s duration time, to one of the selected sound beacons. Sound data is then recorded by the AIBO robot and sent to the server by wireless networks. After sound period extraction, the ATDs are calculated with cross-correlation or phase difference methods. The ATD measurements are performed for three times to estimate direction of a sound beacon (Sect. 4.2). Using the sound beacon pair selection method (Sect. 5.3), the robot position is identified by the intersection point of restricting circles which are obtained from the azimuth difference between two different sound beacons. With the identified position data, the remote PC performs the tasks of path planning, obstacle avoidance and robot navigation (Fig. 1 ).
ATD Measurements

Pre-Measurement of ATDs
In order to estimate the sound source azimuth and identify the robot position, ATDs for different sound azimuths were pre-measured in an anechoic chamber (5 × 5 × 5 m 3 ). The sound source was set at the same height as the two microphones and 1.5 m from the center of the robot head (Fig. 2) . Empirically, when the sound distance is much bigger than the distance between the two microphones, the arrival time difference basically depends on the azimuth of sound source. Therefore, we set the azimuth θ from 0 to 180 degrees by a 5 degree step. The ATDs were calculated from the measured impulse responses. Figure 3 plots the pre-measured ATDs. The graph is nearly a sine curve but is not symmetric with respect to the front and back because of the asymmetry of the robot head and microphone locations, which are slightly toward the front. phones after a sound onset. The waveform disparities are not consistent; they are largely influenced by echoes and reverberations of the environment, except at their onset (a period of several milliseconds from the signal start point).
Sound Period Extraction
In human auditory research, localizing sound sources with higher priority on their onset is known as the precedence effect [11] , [12] . The echo estimation can be obtained by
where τ 0 is the first reverberant time, and k is the decay ratio of the ordinary room generated by learning algorithm. The sound onset was detected and extracted for ATD calculation.
ATD Calculation
The signals from two microphones are transformed by FFT, and the cross spectrum is calculated. To improve the resolution of the peak position, the FFT signals are zero-padded; thus, the sampling rate is increased by a factor of 16. The cross-correlation (CC) is then obtained to transform the signals back to the time domain by IFFT. The ATD is obtained from the peak position of the CC function.
Experiments of ATD calculation by phase differences were also conducted. The time delay Δt can be obtained using the phase difference Δφ:
where f is the frequency of sound source. In this method, when there is more than one frequency, the common time difference for all frequency components is calculated. This method can also be used to avoid phase warping if there are high-frequency signals, such as the characteristic delay in animal audition [13] . Experiments of azimuth estimation were conducted in an ordinary room using sound stimuli of 1000 Hz pure tone and a mixture of 500, 1000 and 1200 Hz tones. The sound azimuths were calculated by both CC and phase difference (PD) methods (ignoring the front-back confusion discussed in the next section). For the PD method, the signals were filtered by a bandpass filter with the center frequency same as the sound signal to reduce environment noise. The results in Table 1 indicate that the average azimuth calculation errors were 3.2 to 3.3 degrees for both methods using the pure tone.
Azimuth Estimation
Two-Head-Position Method
As indicated by the pre-measured ATD graph, the sound source azimuth cannot be identified with just one measurement because of front-back confusion. Therefore, the robot changes the direction of its head and records sound two or more times. The first approach is to change the head 90 degrees to the right for a second measurement. The sound direction can then be judged by the intersection of two curves restricted by two ATDs. Since azimuth sensitivity depends on the slope of the ATD curve, the accuracy of azimuth calculation is higher in high-slope areas (front and back) than in low-slope areas (left and right).
Azimuth estimation experiments were conducted in an anechoic chamber in order to analyze the azimuth estimation errors. The sound source direction was set from 0 to 360 degrees in 5-degree steps, and the average of azimuth errors was calculated for four estimates. In azimuth estimation, a smaller ATD yields a higher slope and accuracy; so the azimuth was calculated by the smaller ATD in the two measurements. Figure 5 indicates the average calculation errors for each azimuth.
The estimated azimuths have higher accuracy near 0, 90, 180, and 270 degrees because at such angles the robot head faces the sound source in at least one measurement. From this result we can expect the localization to be more precise if we turn the robot head to the sound source for the third measurement.
Another factor is the front-back difference. Table 2 presents the average errors for right-side (from 0 to 180 degrees) and left-side (from 180 to 360 degrees) sound sources. In the second measurement, the robot head turns to the right, and sound waves from the left side are influenced by the body of the robot. To overcome this drawback, we changed the method and turned the robot head 90 degrees to the sound source side in the second measurement. This improvement reduced the average azimuth calculation errors for both sides to 1.73 degrees.
Three-Head-Position Method
A three-head-position method was adopted to improve the azimuth calculation error for sound sources at 45, 135, 225, and 315 degrees. With the two-head-position method, we obtained a relatively rough direction of the sound source. We then could turn the robot head toward the sound source to take a third measurement. Since the third measurement is performed in nearly the best condition, the robot is able to calculate the azimuth more precisely. However, since the robot can turn its head only ±90 degrees, it cannot turn its head to sound sources behind it. There are three options with rearward sound sources:
1. turn the back of the head to the sound source. 2. avoid the third measurement and calculate the azimuth with only two measurements. 3. perform the third measurement if the azimuth of the sound source is between 115 and 155 degrees.
Experiments were conducted for these methods in the setup illustrated in Fig. 6 . The robot was positioned in 12 locations in directions of 0 and 45 degrees (see Sect. 5 for details). The results presented in Table 3 indicate that the three-head-position method reduced the estimation errors, especially when the sound source was in front of the robot, and the best choice is option 3.
Active Robot Position Identification
Experimental Environment
The experiments were conducted in an open space (2.5 × 3.0m
2 ) in an ordinary room, as depicted in Fig. 6 . The walls, floor and ceiling of the room were not acoustically treated. The reverberation time is 36 ms and the average value of S/N is about 6.05 dB. Four sound beacons were arranged in the four corners at the same level as the microphones of the robot AIBO. The robot AIBO was positioned in 12 locations (circles in Fig. 6 ), in directions of 0 and 45 degrees. The robot received sound signals from the four sound beacons, and calculated the azimuth of each sound beacon by the methods described above. Then, from the estimated azimuths of sound beacons, the robot identified its self-position.
Identification Method
The azimuth information of one sound beacon is not enough to identify the self-position of the robot. Azimuths of two sound beacons can provide the azimuth difference (Δθ) between the two sound beacons. With this information, the robot can restrict its position in a circle. If we can identify two circles by different sound beacon pairs, then the robot position can be identified as the intersection of the circles (Fig.7) . Here, the intersection point at the position of the common sound beacon is eliminated. In this identification process, if we localize the four sound beacons sequentially, we need to turn the robot head 12 times using the three-head-position method. However, we can do this in a parallel manner. First, roughly localize all the four sound beacons concurrently with the towhead-position method. Then, turn to each sound beacon and perform the final measurement with the third head position measurement. Thus, the total number of robot head turning will reduce to six.
Sound Beacon Pair Selection Methods
Since we use a four-sound-beacon system, we can obtain a maximum of six different circles. In order to select microphones pairs for the best identification, three selection methods were compared in experiments.
1. Four-sound-beacon average: Use the average of intersections of six circles. There will be fifteen intersection points of different combinations. 2. Obtuse angle priority: Select the circles that form an obtuse angle Δθ from the robot position to the two sound beacons, because an obtuse angle is less error sensitive than an acute angle. The position of the robot is identified by averaging the selected circles. 3. Front priority: Select the circles obtained by front sound beacons, because the accuracy of azimuth estimation in front of the robot is higher than in back. Table 4 shows position azimuth estimation errors by different sound beacon selection methods. From the results, the obtuse angle priority method has the highest accuracy than other methods.
Identification Results
The results of the active robot position identification, by the obtuse angle priority method is shown in Fig. 8 . The error was about 7 cm in average.
Improvement of Position Identification in 3D Space Orientation
For the use of robots in home environments, sometimes it is difficult to locate sound beacons at the same height of the robot microphones because of the positions of room furniture and other obstacles. In these cases, we can mount the sound beacons higher than robot microphones with a height of h. Compared to the horizontal sound beacons, the ATD of a high mounted beacon will be reduced by a factor of cos α, where the elevation α depends on the horizontal distance d from the robot to the sound beacon (α = arctan h d ).
Adjusted Pre-Measured ATDs
ATDs were pre-measured with the sound beacons placed at the same level as the robot's microphones in the horizontal plane. For accurate localization of the sound source by ATDs at a certain height, adjusted pre-measured ATDs were proposed (as shown in Fig. 9 ):
where Δt is the adjusted pre-measured ATDs, Δt is the premeasured ATDs, and α is the angle of elevation.
Experiments and Results
The experiments were carried out in open space the same environment as mentioned in Sec.5.1, with the sound beacons placed 0.5 m above the horizontal plane of the robot's head. The robot's position identified by pre-measurement ATDs and adjusted ATDs are indicated in Fig. 10 . Table 5 presents the average difference between the actual position where the robot was placed and the position identified by sound localization with pre-measurement ATDs and adjusted ATDs. Even if the improvement of the adjusted was not significant, the adjustment approach confirmed that the head-related transfer function can improve the accuracy of identification. 
Robot Navigation and Position Identification
This experiment tested the robot navigation system with position identification in a room environment with a size of 11.5 × 10 m 2 (Fig. 11) . The reverberation time of the room was 475 ms and the average S/N was about 4.98 dB.
In this experiment, the robot was sitting in the initial position and moving to the goal. Because of the error of motion mechanism, there was an error between the real robot position and the robot position in the environment map. When the robot entered the position calibration area (the slashed area in Fig. 11) , the robot performed position identification based on sound localization to calibrate its current position. After the calibration, the map position was updated. Then, the robot would find a new path from the updated position and finally approached to the goal. Table 6 indicates the motion errors with and without position calibration by sound localization. The distance error to the destination was significantly corrected by the sound-based position calibration.
Conclusions
This paper proposed a sound-based robot position identification system based on active sound localization. In the horizontal plane, we analyzed the azimuth estimation errors produced by different methods of time difference calculation and sound source azimuth estimation. The best accuracy was improved to 1.8 degrees by a three-head-position measurement method. This improvement finally improved the performance of robot self-position identification to within 7 cm in a space of 2.5 × 3.0 m 2 . With the pre-adjusted ATDs, the system can locate its position to within 8 cm even in a spatial setting of sound beacons at a certain height. A robot navigation experiment was also conducted to demonstrate the effectiveness of the position-identification system.
The proposed sound-based robot position identification will be useful in various applications, including autonomous mobile or security guard robots.
