Abstract -In this paper we address the problem of multicasting in military ad hoc networks from the viewpoint of energy efficiency. We discuss the impact of the wireless medium on the multicasting problem and the fundamental trade-offs that arise, and we propose and evaluate several algorithms for defining multicast trees when transceiver resources are limited.
I. INTRODUCTION
In this paper, we investigate source-initiated multicasting of "session" (or connection-oriented) traffic in military ad hoc wireless networks that consist of "light" (or "disadvantaged") users, such as individual warriors. In such networks, operation is ultimately limited by the constraint of finite battery life at the individual users. This constraint is of critical importance in military operations, since it may be impossible to recharge batteries during the course of a mission. Thus, there is a need to develop networking techniques that make efficient use of the limited energy that is available, while taking into consideration the properties of the wireless communication environment.
We extend the work of [l] by developing new and improved algorithms for energy-efficient multicasting. To assess the complex trade-offs one at a time, we assume in this paper that there is no mobility. After a discussion of the basic issues of multicasting in wireless networks, we formulate a multicasting problem, in which we model the network's resources by means of "node capacity" (namely by assuming finite numbers of transceivers at each node), while assuming a large number of available bandwidth resources (i.e., unlimited number of frequencies or time slots or orthogonal CDMA codes, so that contention for the channel is not an issue). Future studies will incorporate the impact of finite bandwidth. We do not address the protocol issues associated with determining connectivity and reserving resources, but instead focus on the fundamental issues associated with the determination of energy-efficient broadcast and multicast trees.
In [l] we demonstrated how wireless network characteristics and the constraints of limited energy impact on multicast protocol operation. For example, unlike the case of wired networks, the set of network links and their capacities are not determined a priori, but depend on factors such as distance between nodes, transmitted power, errorThis work was supported by the Office of Naval Research. tony @ eng.umd.edu control schemes, other-user interference, and background noise. Thus, even when the physical locations of the nodes are fixed, many of the factors that affect network topology (and hence network control schemes) are influenced by the actions of the network nodes. In wireless networks, there is a trade-off between the long "reach" of a single transmission and the interference (and/or delay) effects it creates in its communication neighborhood. Another undesirable impact of the use of high transmitter power is that it results in increased energy usage. Thus, the choice of transmitted power levels depends ultimately on complex trade-offs between energy limitations and networking requirements.
In this paper, we develop several algorithms for multicasting and compare their performance. We evaluate the trade-offs between algorithm complexity (and hence scalability) and performance. This work commenced with early approaches reported in [21, [ 13, [3] .
WIRELESS MULTICAST CONSIDERATIONS
We consider source-initiated, circuit-switched, multicast sessions. The network consists of N nodes, which are randomly distributed over a specified region. Any node is permitted to initiate multicast sessions. Multicast requests and session durations are generated randomly at the network nodes. Each multicast group consists of the source node plus at least one destination node. Additional nodes may be needed as relays to provide connectivity to all members of the multicast group. The set of nodes that support a multicast session (the source node, all destination nodes, and all relay nodes) is referred to as a multicast tree.
The connectivity of the network depends on the transmission power. We assume that each node can choose its power level, not to exceed some maximum value pmor The nodes in any particular multicast tree do not necessarily have to use the same power levels; moreover, a node may use different power levels for the various multicast trees in which it participates.
A constant bit rate (CBR) traffic model is assumed; one transceiver is required to support each active multicast session at every node participating in the multicast tree throughout the duration of the session. Each node has K transceivers, and can therefore participate in up to K multicast sessions simultaneously. Since, we assume in this paper that ample bandwidth is available, the only hard constraints we consider are the number of transceivers and the maximum permitted transmitter power P,,,~.
We assume that the received signal power varies as f a ,
where r is the range and a is a parameter that typically takes on a value between 2 and 4, depending on the characteristics of the communication medium. Based on this model, the = P , where r = distance between nodes i and j .
It is important to note how the broadcast property of wireless communication can be exploited in multicast applications. Consider the example shown in Fig. I , in which a subset of the multicast tree involves node i, which is transmitting to its neighbors node j and node k. The power required to reach node j is P, and the power required to reach node k is P l L , We assume the use of omnidirectional antennas. Under this assumption, a single transmission of power P,,,,,, = max( P,,, PI,} is sufficient to reach both node j and node k. This situation is fundamentally different from wired applications, in which the cost of node i's transmission to nodes j and k would be the sum of the costs to the individual nodes.' We refer to this property of wireless communication as the "wireless multicast advantage." 
A. Broadcasting and Multicasting: Differences Between Wireless and Wired Networks
The objective of the broadcasting problem, for either wired or wireless applications, is to determine a minimumcost tree from the source node to all other nodes in the network. (By contrast, in the multicasting problem a subset of the nodes are designated as destinations, and other nodes may be used as relays.) However, there is a fundamental difference that distinguishes the wireless problem from the standard wired-network formulation.
In wired networks, the broadcasting problem can be formulated as the well-known minimum-cost spanning tree (MST) problem. This formulation is based on the existence of a cost associated with each link in the network; the total cost of the broadcast tree is the sum of the link costs. The situation in wireless networks is different, however, because of the wireless multicast advantage property. Therefore, the standard MST problem, which reflects the link-based nature of wired networks, does not capture the node-based nature of wireless networks. Nevertheless, the MST problem may serve as the basis for heuristics for the construction of suboptimal multicast trees in wireless networks.
In a wired network, the determination of the minimumcost multicast tree is equivalent to the Steiner tree problem, which is NP-complete; by contrast, the MST problem (in wired networks) is polynomial in complexity.
A MULTICASTING PROBLEM
We now address the problem of determining an appropriate multicast tree for each arriving multicast call request, so that a reward function (which incorporates both throughput and energy efficiency) is maximized. The establishment of a multicast tree requires the specification of the transmitted power levels and the commitment of the needed transceiver resources throughout the duration of the multicast session. In some cases, where one or more of the intended destinations is costly to reach, the "best" multicast tree may include only a subset of the reachable destinations.
A. Admission-Control Policies
A destination can be reached if there exists a path from the source to it, and provided that a transceiver is available (i.e., not already supporting another session) at each node along the path. Most of the results presented in this paper are based on the use of the "admit-all" admission-control policy, in which all multicast requests are accepted as long as one or more of the intended destinations can be reached, and in which paths are established to all reachable destinations, regardless of the cost required to do so (subject to the restriction that the transmitted power does not exceed p,,).
B. Pegormanee Metrics
We define ni = # of intended destinations by ith multicast arrival. mi = # of destinations reached by ith multicast session. p i = sum of the transmitter powers used by all nodes in ith multicast session.
Multicast efJiciency
We define the multicast efficiency of the ith multicast session to be the fraction of desired destinations of the ith multicast service request that are actually reached. Then, the overall multicast efficiency over an observation interval of X multicast requests can be defined as:
The "Yardstick" metric T o take into consideration the often-conflicting objectives of reaching as many destinations as possible and of maximizing the number of destinations reached per unit energy, we define a local yardstick measure:
Our global yardstick Y is the average value of this quantity:
In wired networks, energy is not a concern; the cost of a link would typically be related to bandwidth and congestion (and hence delay) considerations.
C. Cost Metrics
In view of the complexity associated with finding the multicast tree that maximizes the local yardstick for each new multicast request, we have found it necessary to take the approach of minimizing a cost function that is related to the ultimate objective. In particular, most of the algorithms discussed in this paper are based on the determination of the minimum-energy tree that reaches all reachable destinations. We consider both link-based and node-based cost functions.
I ) Link-Based Costs
Consider link ij, which is established between nodes i D, = cost associated with link ij. and j . We define
In this paper2 we define ej if transceivers are available at nodes i and j otherwise 9 (4) where P, is the power required to support the link between nodes i and j . The total cost of the tree can be defined (especially in wired networks) as the sum of the costs of all links in the tree.
In a wireless network, the total cost to implement the multicast tree can be less than the sum of the link costs, however. As a result of the wireless multicast advantage, it is sufficient for a node to transmit only once to reach all of its neighbors. However, in several of our algorithms the tree is selected without the ability to exploit the wireless multicast advantage in the choice of transmitting nodes.
2) Node-Based Costs
Since (under our assumptions of omnidirectional antennas and no interference) a node's transmission can be received by all of its neighbors, it would be desirable to design a tree that exploits the wireless multicast advantage. The total cost of the tree is then the sum of the powers of all transmitting nodes. A minimum-cost tree is then one that reaches all reachable nodes with minimum total power.
IV. ALGORITHMIC CONSIDERATIONS
The determination of the exact solution for the maximization of the global Yardstick function (3), is prohibitively complex in all but trivial examples. Therefore, it is necessary to consider heuristic approaches. One such approach is the greedy maximization of the local Yardstick ( 2 ) on a call-by-call b a s k 3 For example, exhaustive search can be used to determine the multicast tree that optimizes the yardstick value associated with multicast request i, given the source and desired destinations associated with this request, as well as the current state of the network (i.e., the set of active multicast trees, and hence the resources currently available in the network). Since the complexity of such exhaustive search methods makes this approach practical only for small examples, we have developed heuristics.
In all but one of the algorithms discussed in this paper, we focus on the determination of the minimum-energy tree that includes all of the reachable intended destinations. As above, we do this on a greedy (request-by-request) basis.
In [9] we discuss link cost functions that incorporate congestion, Such myopic optimization does not guarantee the long term as well as energy considerations.
optimization of the Yardstick.
V. ALTERNATIVE ALGORITHMS
In this section we discuss several of the algorithms for the multicasting problem; full descriptions are available in [4] . When the number of transceivers at each node ( K ) is finite, it may not be possible to establish minimum-energy trees because of the lack of resources (transceivers) at one or more nodes. In this case, greedy algorithms can be applied to the subset of nodes that have non-zero residual ~a p a c i t y .~
A. A Unicast-Based Multicast Algorithm
A straightforward approach is the use of multicast trees that consist of the superposition of the best unicast paths to each individual destination. It is assumed that an underlying unicast algorithm (such as the Bellman-Ford or Dijkstra algorithm) provides "minimum-distance" paths from each node to every destination. The trees obtained based on unicast information are not expected to be optimal. Nevertheless, they do perform reasonably well, and with much lower complexity than that of truly optimal algorithms.
Note that, although algorithms based on minimumdistance paths are normally used for packet-switched applications, we are using this approach here for sessionoriented traffic. We feel that it is appropriate to do so in wireless applications because a cost (involving power and possibly congestion) can be defined for each link in the network. By contrast, in circuit-switched wired applications it is difficult to define a link cost because energy is not of concern and because delay is not an appropriate metric (as it would be in packet-switched applications) since resources are reserved in circuit-switched applications. Summarizing the above, we have:
A minimum-cost path to each reachable destination is established. The multicast tree consists of the superposition of the unicast paths. Paths to all reachable destinations are established, regardless of the cost required to do so. This algorithm is scalable.
B. Algorithms Based on Pruning MSTs
One approach we have taken in the development of heuristics for multicasting is the pruning of broadcast spanning trees. To obtain the multicast tree, the broadcast tree is pruned by eliminating all transmissions that are not needed to reach the members of the multicast group.
It is well known that, for the case of wired networks, the determination of minimum-cost broadcast (spanning) trees is considerably easier than the determination of minimum-cost multicast trees. Nevertheless, the determination of minimumcost broadcast trees for wireless networks remains a difficult problem for which no scalable solutions appear to be available at this time. In small network examples we have determined minimum-energy spanning trees by using a recursive technique [ 5 ] ; in moderate to large networks it is necessary to use heuristics. In this subsection we discuss the main features of three algorithms that are based on the technique of pruning. Further details are provided in [4] .
The residual capacity at node j is the number of transceivers at node j that are not currently supporting traffic, and hence are available to support new sessions.
Algorithm 2) Pruned Link-Based MST Multicast
This algorithm is based on the use of the standard MST formulation in which a link cost is associated with each pair of nodes (i.e., the power to sustain the link); thus the wireless multicast advantage is ignored in the construction of the MST. Since the MST problem is of polynomial complexity, it is scalable. To obtain the multicast tree, the MST is pruned by eliminating all transmissions that are not needed to reach the members of the multicast group. Once the MST is constructed in this manner, the evaluation of its cost (i.e., the total power needed to sustain the broadcast tree) does take into consideration the wireless multicast advantage.
Algorithm 3) Pruned Node-Based MST Multicast
This algorithm requires the determination of the minimum-energy spanning tree. Unlike Algorithm 2, the wireless multicast advantage is taken into consideration in the determination of the power needed to sustain the tree. An exhaustive search has been used. Thus, this method is not scalable. Once the MST has been determined in this manner, it is pruned as in Algorithm 2.
Algorithm 4 ) Pruned Node-Based Spanning Tree Multicast
A heuristic (see [4] for details) is used to determine a suboptimal spanning tree, i.e., a spanning tree with low (but, in general, not minimum) power. Once the MST has been determined in this manner, it is pruned as in Algorithm 2.
C. Additional Algorithms with High Complexity Algorithm 5 ) Least-Multicast-Cost Multicast
As in Algorithm 1, paths to all reachable destinations are established, regardless of the cost required to do so. An exhaustive search of all multicast trees that reach all reachable destinations is performed. The tree with the lowest cost is chosen.
Algorithm 6 ) Local-Maximum-Yardstick Multicast
The yardstick function y, is computed for each arriving multicast request i. Multicast trees are formed to all subsets of intended destinations. The tree that results in the maximum value of y i is chosen. This tree does not necessarily include all reachable destinations.
VI. PERFORMANCE RESULTS
We have simulated the performance of the six algorithms for the 8-node network shown in Fig. 2 In our simulations, multicast requests arrive randomly; interarrival times are exponentially distributed with rate d.
Service durations are exponentially distributed with mean 1. The multicast group, which must have at least two nodes (the source plus at least one destination) is chosen randomly at each arrival instant as follows. In a network with N nodes, one of the 2N -N -1 subsets with at least two members is chosen with probability ( 2 N -N -I)-'. Then, a uniform distribution is used to choose one of the members of the multicast group to be the source. Each simulation run consists of X = 1,000 multicast session requests. transceivers at each node. The ordering of the algorithms in the figure is based on their relative performance (at low to moderate traffic loads); e.g., the best performance is provided by Algorithm 6 and the worst by Algorithm 2. It is not surprising that the best performance is obtained by Algorithm 6 , which was designed specifically to maximize the local yardstick. The next best performance is obtained by Algorithm 5, which (like Algorithm 6 ) is based on an exhaustive search of all possible multicast trees. Thus, the two most highly complex algorithms provide the best performance. Although these two algorithms are too complex for practical applications, they are being studied because they can provide a benchmark of the performance that is achievable through appropriate choice of transmitter power levels and multicast trees. Three of the four other algorithms are scalable. It is interesting to compare the performance of Algorithm 6 with that of Algorithm 1 (the first algorithm we studied and one of the simplest to implement). The fact that Algorithm 6 provides approximately 19% better yardstick performance than Algorithm 1 suggests that improvement can, in fact, be obtained through the exploitation of wireless networking properties, i.e., the choice of transmitter powers and relay nodes. On the other hand, the fact that simple algorithms can provide relatively good performance and the relatively small differences in performance among Algorithms 1 through 4 indicates a high degree of robustness in that a variety of wellmotivated algorithms can provide similar, and possibly acceptable performance. Figs. 5 and 6 show Y and e for the same network, but with a = 4 and p,,,,, = 100. Qualitatively, the plots are similar to those for a = 2, in the sense that Algorithm 6 provides the best yardstick Y and the worst efficiency e . However, the difference in performance between Algorithm 6 and the others is much greater for a = 4. As a increases, the incentive to use the shortest possible links increases. Thus, there is an incentive to exclude costly destinations from the multicast tree, which is an option only for Algorithm 6. Based on these observations, our future studies will develop algorithms that d o not necessarily use the admit-all admission-control policy.
VII. CONCLUSIONS
In this paper, we have addressed some of the issues associated with energy-efficient multicasting in ad hoc wireless networks, and we have presented preliminary algorithms for the solution of this problem. Our studies to date indicate that improved performance can be obtained when exploiting the properties of the wireless medium, e.g., the wireless multicast advantage. The fact that improved performance can be obtained by jointly considering physical layer issues (such as the choice of transmitter power levels, which determine connectivity) and network layer issues (the choice of multicast trees) suggests that novel approaches to wireless networking, which incorporate the vertical integration of protocol layer functions, may provide advantages over traditional network architectures.
However, further study of our algorithms is needed, including the study of additional (and larger) networks. Additionally, further research is needed to develop scalable algorithms that can achieve nearly optimal performance. On the other hand, we have demonstrated that reasonably good performance can be obtained by using simple, scalable heuristics. 
