one can expect to identify pOI. For suppose dn,, = poi&, dt + dm,, 7 i = 1,2, and let n, = n,, + nzf. Then eventually all the observations of n, are almost entirely those of rz2,, which does not yield much information about pOl. Indeed C now becomes [ 1 i 7 . Similarly, if lim, _ m+l,/+ZL = c E (0, cc), one can only expect to identify cpOl + p02.
It might be difficult to check assumptions 2 and 3 of Theorem 2. Assumption 1 will in general be easy to verify. A sufficient condition for assumptions 1 and 2 to hold is, for example, +t -to (a > -l/2). A necessary condition for assumption 3 is that the eigenvalues of &#@~ ds are of the same order as t + cc. Assumption 3 is similar to the notion of persistence of excitation that appears in identification problems for ARMAX systems.
Condition 3 of the theorem appears as a technical condition, necessary for the proof of Theorem 2. It seems, however, to be related to 1 lim ~ J t WJZ--dr > 0 f ' m P,T4r, 0 Porps almost surely (6.1)
Wiener filters. A general model of a suboptimal Wiener filter over a group is defined, which includes, as special cases, the known filters based on the discrete Fourier transform (DFT) in the case of a cyclic group and the Walsh-Hadamard transform (WHT) in the case of a dyadic group. Statistical and computational performances of various group filters are investigated. The cyclic and the dyadic group filters are known to be computationally the best ones among all the group filters. However, they are not always the best ones statistically and other (not necessarily Abelian) group filters are studied. Results are compared with those for the cyclic group filters (DFT), and the general problem of selecting the best group filter is posed. That problem is solved numerically for small-size signals (I 64) for the first-order Markov process and random sine wave corrupted by white noise. For the first-order Markov process with the covariance matrix II"," = pi'-'1 as p increases, the use of various non-Abelian groups results in improved statistical performance of the filter as compared to the DFT. Similarly, for the random sine wave with covariance matrix B(",') = cos X (s -I) as h decreases, non-Abelian groups result in a better statistical performance of the filter than the DFT does. However, that is compensated for by the increased number of computations to perform the filtering.
where Qr = /&& ds. Here (6.1) has an appealing interpretation. To see this, define a normalized version of (3.1) by I. INTRODUCTION H,(P) = j&J,(P).
(6.2) t Then minimization of H,( .) is equivalent with minimization of J,(.). One can easily check that for large t H/(p)l,=,, can be approximated by (6.1). Hence (6.1) says that for t --f cc pO is indeed a minimum point of H,(e).
We have not discussed the asymptotic distribution of the estimates j, generated by (3.2) and (3.3). This issue will be addressed in another publication.
In recent years interest has grown in utilizing orthogonal transforms in digital signal processing in order to improve statistical or computational performance to permit a trade-off between these two criteria by utilizing a certain chosen orthogonal transform PI, [31, 171, 1141 Inform. Trunsmission, vol. 18, pp. 63-16, 1982 .
[ J. M&h. Anul, A&., vol. 96, pp. 209-225. 1983 .
[7] V. Solo, "The convergence of AML," IEEE Trans. Automut. Contr., vol. -24. pp. 958-962, 1979. A common quality shared by many fast transforms which enables their classification (see, e.g., [4] , [5] ) is that they can be represented as Kronecker products of matrices which may or may not be sparse or structured. By virtue of this Kronecker product representation new transforms can be generated from old ones simply by using the Kronecker product. In a given problem, such as Wiener filtering with given statistical characteristics of a signal and noise, one can select a computationally good approximating transform to a statistically optimal transform and the selection can be done out of the family of known fast transforms with a Kronecker product representation. ( Ahstrac~-A class of suboptimal Wiener filters is considered, and their computational and statistical performances (and the trade-off between the two) are studied and compared with those for known classes of suboptimal Another approach to the same problem of Wiener filtering would be to construct a computationally good approximation to a given statistically optimal transform. A possibility of solving that problem analytically for classes of signals defined by their covariante matrices (e.g., for signals whose covariance matrices are Toeplitz) has been pointed out in [12] , [18] , [19] , [28] and this approach deserves further elaboration. Yet another approach is to construct experimentally a computationally good approximating transform to a transform which is known to be good statistically. For example, the discrete cosine transform (DCT) has a nearly optimal statistical performance for highly correlated Markov signals (see [24] ), and it has recently been approximated by computationally convenient transforms [8] . Here even for small n (up to 32 vector-components of a signal) the problem is difficult, involves tedious trial and error procedures, and requires artistry rather than clear-cut methods. Another disadvantage is that a success with approximating one transform (as DCT) for some n (say n = 16, 32) cannot be generalized to be used to approximate other transforms [8] These transforms exist for any number n, are computed analytically by formulas, and possess Kronecker product representations (which guarantee speed of computation for nonprime 0018-9448/86/0300-0303$01.00 01986 IEEE n's). Also, their statistical performances can be computed by formulas, and as will be shown later, in many cases they compare favorably with other transforms. The cyclic and dyadic groups are not always the best to use [3] , [7] , and attempts have been made to develop a general theory of approximation of systems and signals by those over groups. Elements of this theory as presented in [13] , [14] embrace problems in digital signal processing such as filtering, encoding, data compression, etc. (e.g., see [3] ).
AC
In the present work we apply methods of this theory to the , well studied problem of Wiener filtering. The applications of representations of noncommutative as well as Abelian groups are the subject of our investigation. The results are compared with those in the current literature, and it will be shown (see Sections II and III) that the DFT and the WHT are often not the best group transforms to use for suboptimal Wiener filtering. Using the examples of random sine and first-order Markov processes, we shall show that the use of a noncommutative group may be more advantageous than the use of a commutative group because they yield a better approximation for a given speed (see also [13, sec. 51 ).
The correspondence comprises three sections. The suboptimal Wiener filtering problem is treated in Section II as that of constructing the best group Wiener filter approximation to a given classical Wiener filter over a given group. The general solution of this problem is presented and previously studied cases of cyclic and dyadic group filters are deduced. The results of computer experiments are given and analyzed in Section III for stochastic sine wave and first-order Markov processes.
II. GENERALIZED WIENER FILTERING OVER GROUPS
We consider the set 9 = (0, 1, . . . , n -l} of n integers without a group structure being imposed on it. Let u, e be random functions of signal and noise, respectively, defined on B and taking values in the field of complex numbers C; that is, u, e: 9 -+ a3 with the mean values E( u( t)) = E( e(t)) = 0, t E 3. Let w: 9 x 9 + C be a deterministic impulse response function of a digital device (a filter) which is processing the corrupted signal f = u + e. Then the classical Wiener filter problem of separating the signal from noise is to find wept : 9 x 9 -+ C such that where E,>(t) = C{G(BW(f, w(S)-0, t E 9; D(c,) = c ,,9D(c,(t)); D(c,(t)) = E(c,(t)c,(t))/n is the dispersion squared which depends upon the choice of impulse response function w( . , .) of the filter; and E represents the expectation operator. Using the notation, u = (u(O), u(1); . . , u( n -1))r and e = (e(O), e(1);. ., e( n -1))' where T stands for the transpose of a row vector, we reformulate the same problem (1) of the optimal filtering of the zero-mean n-vector of noise e from the corrupted, zero-mean signal f = u + e by means of the (n x n)-matrix of the optimal filter IV&, = (Wd,s;')), Wd,";') = woPt(s, r), s, I = 0,l; . ., n -1 such that m${VnE(IIW-4)) = l/nE(IIK,ptfuII>, (1') where l/nE( ]]r,,J2) B l/nE(tr(e&)) = c o(e,,,<t>) = O(e,,,). ICC4
Let B,,,, Be,, and B,, be the covariance matrices of the signal and noise which may be either stationary or nonstationary. Then the least square error e between the signal u and its filtered estimate f b u + e occurs in (1) and (1') when
where
In that case Do,, = l/n tr(4, -W,,BfJ.
The case of uncorrelated signal and noise has been discussed in P51, [31, v71. The generalized Wiener filter utilizes a unitary transform which is represented by the matrix T in Fig. 1 (see [15] , [3] ). Do f in (3) is independent of T. The direct Wiener filtering (when f-is the identity matrix) is fastest as it requires at most n2 multiplications and additions. The Karhunen-Loeve transform which uses the T that diagonalizes W,,, 2 n2 + n operations is the slowest as it requires on the order of T-'(TWo,,Tp')Tf, to perform the filtering W,,,f = eigenvalues of where TW&,,T-' is the diagonal matrix of W,,, and multiplications by vectors are being performed from the right. 
T-lW Tf OPf
However, the mathematically optimal Dopt in (3) is never achievable in reality (e.g., because of roundoff). We must therefore accept some degradation in performance. The idea in the suboptimal Wiener filter (see [15] , [17] , [3] ) is to allow an acceptable performance degradation in filtering while increasing the computational performance of the filter. That is achieved by using a fast unitary transform for which a procedure exists to simplify the matrix TW,,,T-' by, e.g., making it sparse or structured. The statistical performance D(c) In what follows, we apply ideas and methods of that theory to construct optimal filters over an arbitrary group. Let us introduce a group structure in 9= {O,l; . ., n -1). That is, G stands for the group of cardinal&y n defined on the underlying index set 9 with 0 as group identity and with o as the group operation. Let Q: be the field of complex numbers. In the space {f: G -+ @} the elements of the nonequivalent unitary irreducible representations of G over the field C will be used as an orthogonal basis [20]-[23] . That is, the representation o of degree d, over C is a unitary (d, X d,)-matrix. The value of representation o at the point t E G will be denoted by [w, t] , and the functions generated by [w, t] when w and t are fixed will be denoted by [w, .] and [. , t,l, respectively.
Let G = {w} denote the set of all nonequivalent ,un'tary representations of G, indexed so that w is of degree d,. G is the dual object for G. In the important case of Abelian groups, G may be represented as a direct product of its cyclic subgroups: G = HI x ... xH,, t E G, t= (fl;..,tr), t,E {O,l;..,n,-l}, n, is a power of a prime number, the group operation is componentwise addition mod n,, 11 1,,2,. . . , r. In this case d, = 1 for all w E G, 8 = ri, x . . . x H,, G is the multiplicative group of characters which is isomorphic to G and H, is isomorphic to H,, i.e., o = (wi;.., w,.), w, E {O,l;.., n, -l} and we have [a, tl = ,jjexp(2niw,/n,), w,t E {O,l;..,n -l}, ~,,t,E{O,l;..,n,-1}, i=J-1, n=fin,. [13] ) that the Fourier transform F,: f -+ f on the group G may be defined as
tee Computation of Fourier F, and inverse Fourier F;' transforms can be done using fast algorithms, and it is based on the following representation of elements of G by the Kronecker product of matrices. Let G be a group, isomorphic to a direct product of some groups H,, I = 1,2; . ., r, G = n;=, H,. Then (see WI)
[w,t] = 03 [q,t,l, We will now treat the signal and noise u, e as centralized random functions defined on the group G, i.e., u, e: G + C and E( u( t)) = E( e( t)) = 0, t E G. The action of the group filter can now be described by group convolution:
IEG where f = u + e and h: G + C is the impulse response function of the group filter. Then hopt : G + C of the optimal group filter will be obtained by minimizing the dispersion h:$nc {Dtfd) = Do.
We note that the same results can be obtained by computing the optimal Wiener filter (2) and then choosing the group G of the given order n and constructing the best Hilbert-Schmidt approximation to W,,,. That is, the optimal group is the unique solution of the following minimization problem H$&ll%pt -HII = IIK,, -%,,Il
where cir (G) is the set of all impulse response matrices of group filters defined as follows
The solution of that problem is considered in [13, 141. Such optimal group filters (which are suboptimal models of classical Wiener filter (2)) 
Hence, using the Plancherel theorem, for the Fourier transform over G we obtain from (11) D ( 
It follows from (17), (12) that the dispersion squared that is achieved by utilizing the optimal group filter (17) (18) WEt3 The dispersion Do depends upon the choice of the group G, i.e., Do = D$. We formulate the problem of selecting the optimal group (among all the groups of a given order n) minimizing Dz. This problem is difficult in the general case, and we shall restrict ourselves to special cases of the first-order Markov process and of the random sine wave corrupted by white noise. For these cases, different group filters will be investigated in the next section using computer experiments. All the computations in optimal group filters (17), (18) [25] for filters based on the Karhunen-Loeve transform (KLT) which is known to be statistically optimal, that is, its matrix consists of eigenvectors of W,,, defined by (2). Other known transforms IEEE TRANSACTIONSONINFORMATIONTHEORY,VOL. IT-32,N0. 2,MARCH 1986 considered here are the DCT which is asymptotically equivalent to the KLT for the first-order Markov process [24] and the DFT which is represented by the matrix of characters of the cyclic group G = C,, of integers 0, 1, . . . , n -1. We shall consider two nonAbelian groups, namely, S, (the symmetric group of the third order) and Q2 ,(the quatemion group of the eighth order, and C,, (the cyclic group). Their duals is, Q, , ?n are given in [22] , [23] . We shall use the direct products S, X C,, C, X S,, Q2 x C,,, C,, x Q2, S3 X Q2, Q2 x S,, S3 X &, Q2 X Q2. The corresponding duals are computed by (6kusing the Kronecker product property of group representations. The computation of dispersion squared Dz in (18) is done using the fast Fourier transform algorithm over the group G (see [20] , [21] , [23] ). The number n Cicln, of operations needed to compute the Fourier transform (5) (see Section II) is the upper bound on the computational complexity. The actual number of operation: depends upon the number of zeros in the elements of the dual G for a given group G. For example, for G = S, four zeros are among the elements of w = 2. Therefore, to compute (5) for S, X C, we need not 12(6 + 2) = 96 computer operations but only 12 . 8 -2 . 4 = 88 operation?. Analogously, 16 zeros are among the elements of o = 4 E Q2. Hence, e.g., to compute (5) for Q2 x Q, we need 64 . 16 -8 * 16 -8 . 16 = 3 . 2' = 768 computer operations.
It was pointed out in the discussion of Fig. 1 in Section II (see also [15] , [l] , [3] ) that when using a transform i", the filter T-'(TWT-')Tf is performed in the following three steps, which determine the overall amount of computer operations:
The numbers of computer operations required to perform generalized filtering in the cases of identity, Karhunen-Loeve, and DFT's are n2 (step 2 only), 2n2 f n (n2 operations at steps 1, 3, and n operations to multiply a diagonal matrix TWT-' by a vector Tf ), nz + 2n log, n, n = 2'( n log, n at steps 1 and 3 and n2 operations at step 2), respectively.
The suboptimal filtering results in reducing the number of operations at step 2 to the order of n at the expense of setting all the off-diagonal entries in TWT-' to zero (as in the case of DFT, WHT, or any Abelian group based transform T) or by structuring TWT-' to a canonical block diagonal form, uniquely determined by the group G (as in the case of a noncommutative group, see [13] ).
Based on these considerations, the results of comparing different transforms (see [3] , [9] for DFT and DCT) in suboptimal filtering from the point of view of the number of operations required are given in Table I We consider the following signals:
1) the first-order Markov process with the covariance matrix B,,, = (p"-'I), s,I=O,l;..,n-1,
where 0 <p < 1; 2) the random sine wave process x(t) = sin (At + a) with phase a distributed uniformly on the segment [0,27r], which has covariance matrix B,, = (cosX(s -I)), s,I=O,l;..;n-1.
The noise e is assumed to be white with identity covariance ' matrix and the signal and noise are assumed to be uncorrelated.
The KLT is computed for the first-order Markov process in [15] . In the case of the random sine wave, the matrix of eigenvectors of the corresponding Wept in (2) (the KL'I) was computed for each n. The DCT is asymptotically equivalent to the KLT of the Markov process (see [24] ) and is defined in [6] , [25] .
The computer experiments for the first-order Markov process are summarized in Tables II and III . Their purpose is to compare statistical performance of suboptimal group filters (see Table II) as well as to compare the known results for the DFT with other (not necessarily Abelian) groups. It follows (see Tables II, III) that as p increases, the use of various nonAbelian groups results in improved statistical performance as compared with the DFT. That is, however, compensated for by the increased number of computations.
It follows also that D$ increases as p decreases, e.g., for G = S, x C, see Table III . That happens because B,, approaches the identity matrix as p decreases. It follows that as p increases, various noncommutative groups compare favorably with C,,. We note that the order of the groups G, and G, in their direct product affects the dispersion without affecting the computational speed; i.e., the number of operations required to compute the dispersion is the same. In the general case it is a difficult problem to select the optimal group among all the groups of a given order [13] . However, this problem can be solved numerically for moderate values of n.
The computer experiments for the random sine wave process are summarized in Table IV . It follows (see Tables I, IV) that as X decreases, the use of various nonAbelian groups results in improved statistical performance as compared with the DFT. For example, for n = 64 and X = 0.01 (or X = 0.05) the statistical gain in 17.59 percent (or 20.95 percent) for Q2 X Q2 as compared with C,, That is, however, compensated for by an increase in speed of nearly 100'percent in the DFT as compared with the group Q2 x Q2 (see Table I ). It follows also that the dispersion D$ increases as h increases. This happens because B,,, approaches the matrix all of whose entries are ones as X decreases, i.e., correlation between u-components increases and the dispersion decreases. Alternatively, as X increases, B,,, approaches the identity matrix and the dispersion increases. It follows that for small X various noncommutative groups compare favorably statistically with the cyclic group C,. We note that as X increases, the group transforms compare favorably with the DCT; that is, the cyclic group C,, provides a better approximation to the KLT than does the DCT. It can be expected that the more a stochastic process differs from the first-order Markov (in the behavior of its covariance matrix), the worse the results of employing the DCT will be because DCT is equivalent to the KLT of the first-order Markov process [24] . At the same time, a great variety of fast group transforms can always be used to choose the best from using (17) and (18). Therefore, group filters might find their use in practical situations in which we do not know computationally good approximating transforms for the KLT for a given process. The best group model is constructed for a given group which performs the filtering using a fast group transform algorithm. The problem of choosing an optimal group among all the groups of the given order has been discussed. Its solution is very difficult in the general case, but for small n (up to 64) it can be solved numerically for given statistics of the signal and noise. s, x""Q, S, x C, Q2 x C, S, ?C,, Q22Q; S, x ~3 S3 x C, S3 x C, Q2 x C, S3 X G Q2 X G s, x c, S, x C, S, x C, Q2 x C, 1.05 2 ;: 22 ", 2 z;x",': 
