This work is concerned with the inverse problem for ocean acoustics modeled by a multilayered waveguide with a finite depth. We provide explicit formulae to locate the layers, including the seabed, and reconstruct the speed of sound and the densities in each layer from measurements collected on the surface of the waveguide. We proceed in two steps. First, we use Gaussian type excitations on the upper surface of the waveguide and then from the corresponding scattered fields, collected on the same surface, we recover the boundary spectral data of the related 1D spectral problem. Second, from these spectral data, we reconstruct the values of the normal derivatives of the singular solutions, of the original waveguide problem, on that upper surface. Finally, we derive formulae to reconstruct the layers from these values based on the asymptotic expansion of these singular solutions in terms of the source points.
1. Introduction
The model
The propagation of acoustic waves in the waveguide Ω := R 2 × (L, 0), L < 0, is governed by the following model, see [5] : and n(x) := c 2 (x)ρ(x). Here ρ is the density, c is the speed of sound and κ is the frequency of the propagation which is assumed to be constant and fixed.
We are interested in stratified waveguides, that is the coefficients a and n are assumed to satisfy the properties:
• a(x) := a(x 3 ) := 
with a positive constant C independent on f .
The inverse problem
In this work, we are concerned with the following inverse problem: reconstruct the vectors
from the measurements a ∂ ∂x 3 u(x , 0), for x ∈ R 2 , corresponding to finitely many excitations f .
In other words, we aim at localizing the layers and reconstruct the density and the speed of sound in each layer from finitely many measurements on the surface.
A classical idea is to solve such inverse problems for stratified media by reducing the problem to 1d inverse spectral problems. There is an extensive literature on these problems. Instead of reviewing the known results, we recall some of the most popular ideas proposed to solve these problems. We mention the asymptotic expansion technique used for the first time by Borg and then simplified by Levinson at the end of the 40s, see [6, 14] . A second approach is the integral equation method by Gelfand and Levitan introduced in the 50s for solving Sturm-Liouville inverse spectral problems, see [12] . During the period from the 50s till the 80s these two approaches have been extensively studied by many authors, see the references [15, 17, 21] for more details on these methods and the related results till mid 80s. A third approach is the so called the C-property by Ramm, see [23] . A fourth approach is the boundary control method (BC method in short) by Belichev and Kurylev introduced in the mid 80s, see [4] for the original version and [13] for a different presentation. It is worth mentioning that two of them (the Gelfand-Levitan method and the boundary control method) are constructive. In addition, the three first methods are designed to solve the problem for equations of the standard or normal form, i.e. the coefficient a is taken to be smooth enough so that we can reduce the equation in (1.4) to the form d 2 dy 2 v + q v = λ v. The boundary control method has been generalized to the general Sturm Liouville problem (1.4) with discontinuous coefficients a in [27] . So, in principle this method could be used to solve our problem. However in the present work, we will not do so for two reasons. The first one is that the BC method, which is designed for quite general models, see [4] , is quite expensive and requires several steps. We wish to propose direct formulae to solve our problem. The second reason is that we wish, as a next step to our work, to solve similar problems for the Lamé system and the coupled system of connected beams, see [5] and [10, 19] , where we have multiple speeds of propagation. It is known that for these systems the BC method faces the difficulty of finding local estimates for the time domain of influence of the different waves, see [4] for more details. Finally, let us mention the work [1] , and the references therein, regarding the recovery of discontinuities of the lower coefficients n, when a is smooth, from only the asymptotics of the eigenvalues. However, these asymptotics are not enough to recover the discontinuities of the leading coefficients a, see for instance the point (5) of the epilogue of [1] and the cited references there on this issue.
Instead, we propose to use ideas from the multidimensional inverse problems. The main idea is to reconstruct the vectors (a i )
as singularities of singular solutions of the problem (1.1). These singular solutions can be generated using our collected measurements. Hence, we derive explicit formulae linking the measurements to the unknown coefficients. This approach has its roots in the probe and the sampling methods proposed in the last 15 years to solve the inverse scattering problem by interfaces, see [22] for a review. The use of asymptotic expansions of singular solutions to detect interfaces originated from the works [16, 20] . Compared to the other approaches mentioned above, our approach is limited to reconstructing singularities (i.e. localization of the discontinuities of the coefficients and reconstructions of their jumps). However, it has the advantage that it can be applied to a wider range of models as the two systems we mentioned above. Let us finally stress that our approach also solves, with a reconstruction algorithm, the inverse spectral problem for discontinuous coefficients a and n by locating their jumps, compare [1] and the references therein.
The paper is organized as follows. We complete the current section by giving more details on our approach. In section 2, we derive the formulae for the first two layers and in section 3, we state the results for the other layers. In section 4, we discuss the forward problem.
The approach to solve the inverse problem
We divide our approach into two steps.
1.3.1.
Step 1. Reconstruction of the spectral data from one measurement In this step, we use a finite number of special excitations f , which are not δ-type functions, to reconstruct the spectral data (λ i , |a
are the eigenvalues and eigenfunctions of the corresponding Sturm-Liouville problem:
with the understanding that the eigenfunctions are normalized as e i L 2 (L,0) = 1, i = 1, ..., ∞. This idea has been proposed for the first time in [3] and it has been applied for the recovery of the refraction index in the acoustic waveguide in [2] . In the model used in [2] , the excitation is located inside the waveguide and it is of the form δ(x )f (x 3 ). It is shown, in particular, that for bounded refraction index, one particular excitation f is enough to recover the corresponding Gelfand-Levitan spectral data if we measure the response of the medium both on the surface and on the bottom.
In the following, we show how we can do it for our model by choosing only one excitation. We take as a candidate the Gaussian type function:
Its Fourier transform is again a Gaussian type functionf (λ) =
|λ| 2 , λ ∈ C 2 and vanishes nowhere in C 2 . Let u be the solution of (1.1) corresponding to f . Then its Fourier transform with respect to x ,û(λ, x 3 ) := F x (u)(λ, x 3 ), is the solution of the following problem:
(1.5)
Using a spectral expansion, we obtain the following representation of the Fourier transform of the measured data a
(λ, 0):
Here α ∈ C \ R is taken as a fixed complex number, hence different from the eigenvalues λ j , j = 1, ..., ∞, see section 4.
In the one hand, if we take λ = (iξ, 0) in (1.6) where ξ ∈ R then we can compute
This equality makes sense for every ξ in R since in this setf (λ) is not vanishing. From this equality, we can reconstruct all the poles given by the positive eigenvalues λ j and the corresponding zeros, given by |a
In the other hand, if we take λ := (ξ, 0) with ξ ∈ R in (1.6) and arguing as above, we recover all the negative eigenvalues λ j with the corresponding traces of the derivatives of the eigenfunctions. Remark 1.1. To recover the positive eigenvalues, we need to evaluate (1.7) for ξ in the whole R. However, to recover the negative eigenvalues, we need, in principle, only a finite interval for ξ since we have only a finite number of such negative eigenvalues. If we know apriori the upper bounds of a and n, then the length of this interval can be estimated by these bounds using the Lieb-Thirring Theorem.
Step 2. Reconstruction of the layers from the spectral data From step 1, we can assume that we know the spectral data which we use to detect the vectors (a i )
For this we proceed step by step. First we generate a special excitation f 1 with which we reconstruct (a 1 , n 1 ), see the formulae (2.4), (2.5) and (2.6). Knowing these values, we generate another data f 2 with which we locate z 1 and simultaneously reconstruct (a 2 , n 2 ), see the formulas (2.10), (2.11) and (2.12). We continue the process until the last layer, see the formulas (3.5), (3.6) and (3.7). In section 2, we explain the idea for the first two layers. Then in section 3, we state the results for all the other layers by induction. In addition, we explain how one can locate the seabed {x = (x , x 3 ) ∈ R 2 ; x 3 = L}, see the formulas in (3.8) and Remark 3.2. In our analysis, we assume that we know a lower bound of the depth L. Take z := (0, 0, z 3 ), where z 3 > 0 and set
From section 4, we know that the corresponding solution, u(x; z), of (1.1) is in H 1 loc (Ω) with the normal traces on the boundary of Ω as L 2 loc -functions. Let A(λ; z) :=f 1 and setû(λ, x 3 ; z) to be the solution of the following problem:
Again using a spectral expansion, we obtain the following representation u(x , 0; z), with x ∈ R 2 , which is the inverse Fourier trans-
(λ, 0; z), can be computed from the spectral data (λ i , |a
To any fixed R > 0, we correspond the cylinder Ω R := B 2 (0, R) × (L, 0) where B 2 (0, R) is the 2D ball of center 0 and radius R. We partition its boundary as follows:
Multiplying the first equation of (1.1) by Φ and integrating by parts, recalling the regularities of Φ and u, we obtain:
But ∆Φ = 0 since z / ∈ Ω. Hence we have the representation:
Note that the left hand side is computable from our data. The next proposition provides the dominant part of each term of the right hand side in terms of z.
Proposition 2.1. Recall that z 3 > 0. We have the following asymptotic expansions:
We deduce that the indicator function
has the following asymptotic expansion
from which we can compute a 1 and n 1 as follows
.
(2.6) 2.2. Localization ofz 1 and reconstruction of a 2 and n 2 Let us now show how we can locatez 1 and reconstruct a 2 and n 2 knowing the coefficients a 1 and n 1 (which we already reconstructed). Indeed, we start with a point z := (0, 0, z 3 ) such that z 3 < 0 and z located near 0. We set Φ 1 (x; z) to be the fundamental solution satisfying (
It is known that the single layer potential S :
is not a Dirichlet eigenvalue of the Laplacian on Ω z R , see [8] for instance. From the monotonicity of the Dirichlet eigenvalues with respect to the domain, varying a little Ω z R if needed, we can assume that κ 2 n 1 a 1 satisfies this condition. Hence there exists a sequence g in
1 Recall that we assume that we know a lower bound L of the depth L. We use now as an excitation field f 2, (x ). Let u be the solution of (1.1) with the excitation f 2, (x ). It enjoys then the regularity properties given in section 4. Then the trace on x 3 = 0 of the Fourier transform of the normal derivative of u is nothing but a
(λ, 0; z) and it is computable using the spectral data as
where we set A (λ; z) :=f 2, . Hence
u (x , 0; z) is also computable from the spectral data. Replacing in (2.3) Φ by S(g ) we obtain:
. From the above we get
In addition,
where
and
Summing up, we deduce the representation
Note that the left-hand side is computable using our data. The following proposition provides the dominant part of each term of the right hand side in terms of z.
Proposition 2.2. For z 3 nearz 1 , we have
Hence, the indicator function
has the following asymptotic expansion as z 3 →z 1 ,
(2.11) Remember that I 1 (z 3 ) is computable from our data. Hence using the previous behavior of I 1 (z 3 ), we can locatez 1 . Indeed, plotting I 1 (z 3 ) for z 3 starting from z 3 = 0, thenz 1 is located where I 1 (z 3 ) becomes very large. After localizingz 1 , we can compute a 2 and c 2 by the formulas:
2.3. Proof of the propositions 2.1 and 2.2 2.3.1. Proof of Proposition 2.1 Proof. Let G M be the Green function of the waveguide with (a, c) : [5] for an explicit form of G M . The solution u can be written as :
(2.13) for x ∈ Ω R . By a standard use of the radiation conditions 2 , see [5] , we know that
(1). We have
From (2.14), we obtain
We know that
Φ(t; z)|ds(t) for x ∈ C R and z near 0. Since Φ(t; z) :
4π|t−z| 3 for t 3 = 0 and
Also, due to the singularity of the fundamental solution Φ, C R |Φ(x; z)| 2 ds(x) is bounded for z near 0. This ends the proof of the point (1).
(2). (2.a). Again from (2.14), we have
. Hence, as in the point (1),
2 By radiation conditions, we mean the ones stated in (4.30)-(4.32).
(2.b). With similar considerations as in (2.a), we show that
(2.c).
From the boundary conditions, we have
Hence using the explicit form of Φ, we deduce that
Summing up (2.a), (2.b) and (2.c), we deduce (2).
We know that, ∇Φ(t; z) = O(1) for z 3 → 0, (z / ∈ Ω R,1 and t ∈ Ω R,1 ). Using again (2.14), we obtain
For t ∈ Ω R,1 and
which implies that
(4). We have
As in (3), we can show that Ω R,1 (n − n 1 )uΦ ∼ O(1). Let us now estimate, Ω R n 1 uΦ. We decompose it as
As in (1), we can show that the second term is bounded for z = (0, 0, z 3 ) near 0. Let us estimate the first term. We set w := u − ∂ ∂x 3 Φ. Hence w satisfies: Φ. Note that
. From (2.14) with some simple estimates, we show also that u (and then w) is bounded in L p (B(0, R) × (z 1 , 0)). Hence, the problem (2.15) can be read as :
. By elliptic regularity, w is bounded in 0) ), in particular. Using the Cauchy-Schwartz inequality, B(0,R)×(z 1 ,0) w(x; z)Φ(x; z)dx is also bounded in terms of z. This implies that
where we have used the estimate 
S(g ) which we can develop as
However
S(g ) . We observe then that the left hand side of the first equation in (2.18) can be written as
F + G where
Here we used the notaion ∆ :=
and ∇ := (
T and the fact that a depends only on the variable x 3 . In addition, due to the properties ofχ R , the functions F and G are smooth and supported in the interior of Ω
, then by the well posedness of the problem ∇ · a 1 ∇u + κ 2 nu = 0, in Ω z R and u = f on ∂Ω z R , and the interior estimates, recalling that a 1 is constant here, we deduce that
We have also the convergence in L 2 (Ω) of their 2D-Laplacian ∆ . Similarly, G converges in L 2 (Ω) to
Then from the part 2 of Theorem 4.1, we deduce that
where v z satisfies
. Here, we used the fact that
F + G is equal to the right hand side of the first equation in (2.21). This can be seen by similar computations as we did just after (2.18). Now, we observe that
δ in Ω, w z satisfies the radiation conditions, |x | → ∞,
From (2.19) and (2.20), we deduce that
Note that C L , C R and Ω R,1 are strictly included in Ω z R . Since for z near (0, 0, z 1 ) ∂ ∂x 3 Φ 1 | C 0 is bounded with respect to z with all the Sobolev norms on C 0 , then w z behaves as the derivative with respect to x 3 of the Green function, G M , of the PDE problem in (2.22), i.e. w z ≈ ∂ ∂x 3 G M . Using these properties, we obtain the following estimates:
since w z (x; z) ≈ |x − z| −1 and
Let us estimate ∂Ω R,1,2 w z (x; z)
∂ ∂ν Φ 1 (x; z)ds(x). We write it as
From (2.22), using interior estimates, we deduce that w z ≈ ∂ x 3 Φ 2 , where Φ 2 is the fundamental solution of the stratified medium given by (a 1 , n 1 ) if x 3 >z 1 and (a 2 , n 2 ) if x 3 <z 1 , since G M ≈ Φ 2 , with their derivatives, in the interior of B 2 (0, R) × (z 1 , 0). Similar estimates are also true for the derivatives. Hence
as z 3 tends toz 1 since (0, 0,z 1 ) is away from ∂Ω R,1,2 \{x 3 =z 1 }. In addition, we have ∂Ω R,1,2 ∩{x 3 =z 1 } w z (x; z)
for z 3 tending toz 1 . Summing up, we obtain
for z 3 tending toz 1 . Similarly, we obtain
for z 3 tending toz 1 . We have the following lemma which, lengthy but simple, proof is based on the explicit forms ofΦ i , i = 1, 2, given in section 2.4, and the fact thatΦ i , i = 1, 2 are the dominant parts of Φ i , i = 1, 2. Lemma 2.3. The following asymptotic expansions hold as z 3 tends toz 1 :
Using the properties (A), (B), (C), (D), (E), we obtain the sough formulas of Proposition 2.2.
Explicit forms ofΦ
1 andΦ 2 2.4.1. Explicit form ofΦ 1 SinceΦ 1 satisfies a 1 ∆Φ 1 = −δ in R 3 , then we see thatΦ 1 (x; z) = 1 a 1 Φ(x; z) = 1 4πa 1 1 |x−z| .
Explicit form ofΦ 2
Recall thatΦ 2 satisfies
We do the calculations for I. We represent W 1 ± as:
These functions satisfy the first two equations of (2.23) . From the 3rd equation, we obtainΨ + =Ψ + =:Ψ. Let us consider the fourth equation of (2.23) . We obtain
We set z * 3 := −z 3 + 2z 1 . Note that z * := (z 1 , z 2 , z * 3 ) is nothing but the symmetric of z := (z 1 , z 2 , z 3 ) with respect to the plan z 3 =z 1 i,e z 3 −z 1 =z 1 − z * 3 . Then
In a similar way, we obtain, taking into account the differences in the 4th equations of (2.23) and (2.24),
Finally, we have the close form ofΦ 2 as follows:
Φ(x; z * ), if z 3 <z 1 and x 3 >z 1 ,
Φ(x; z), if z 3 <z 1 , (or z 3 >z 1 ) and x 3 <z 1 ,
(2.25)
3. The reconstruction formulae for the other layers 3.1. The reconstruction formulae for (a j , c j ,z j−1 ), 3 ≤ j ≤ M Following the same way as for reconstructing (a 2 , n 2 ,z 1 ), we reconstruct (a j , n j ,z j−1 ), 3 ≤ j ≤ M . Assume that we have already reconstructed the coefficients (a i , n i ), i = 1, ..., j − 1 andz 0 , ...,z j−2 . For j = 3, we have already shown in the previous section how to reconstruct (a 1 , n 1 ,z 0 ), recalling thatz 0 = 0, and (a 2 , n 2 ,z 1 ). Let Φ j−1 be the fundamental solution of ∇ ·ã∇Φ j−1 + κ 
We use now as an excitation field f j−1, (x ). Let u j−1 be the solution of (1.1) with the excitation f j−1, (x ). From section 4, the trace on x 3 = 0 of the Fourier transform of the normal derivative of u j−1 is no thing but a d dx 3û j−1 (λ, 0; z) and it is computable using the spectral data as
where we set A j−1 (λ; z) :=f j−1, . Here also
is nothing but the inverse Fourier transform of a d dx 3û j−1 (λ, 0; z). Hence it is computable from the spectral data. We state the corresponding relations to (2.8).
Arguing as after (2.8), we obtain the corresponding representation to (2.9)
where Ω R,j−1,j := B 2 (0, R) × (z j ,z j−1 ) and
Note again that the left-hand side of (3.4) is computable using our data. The following proposition provides the dominant part of each term of the right hand side in terms of z. Proposition 3.1. For z 3 nearz j−1 , we have
Using the previous behavior of I j−1 (z 3 ), we can locatez j−1 . After localizingz j−1 , we can compute a j and c j by the formulas:
(1 + (
3.2. Proof of Proposition 3.1 Proof. We proceed as in the proof of Proposition 2.2 using the fact thatΦ j−1 is the fundamental solution of a j−1 ∆U = −δ i,eΦ j−1 (x, z) =
Φ(x; z) andΦ j is the one of ∇ ·ã j ∇U = −δ, where nowã j (z , z 3 ) = a j−1 in z 3 >z j a j in z 3 <z j , which has the same explicit form as in (2.25) replacing (a 1 , a 2 ) by (a j−1 , a j ). As a truncating function we useχ R (x) := χ R (x )l j (x 3 ) where l j is a smooth function such that l j (x 3 ) = 1 near x 3 = 0 and x 3 = z j with l j (x 3 ) = 0 near x 3 = z m , m := 1, ..., j − 1, and x 3 = L. In addition, the property (2.19) is now satisfied in each layer. This property should be combined with the form of the truncating functionχ R (x) to justify the steps of the proof.
Localization of the seabed {x
. Hence taking j = M + 1 in (3.1) and in the paragraph after (3.1), then from (3.3), we obtain
As in the propositions (2.1), (2.2) and (3.1), we show that
from which we obtain the asymptotic behavior
for z 3 near L. As a conclusion, we can locate L by the behavior of I j−1 (z 3 ), for j ≥ 2, given as follows:
8) observing that a j−1 and a j are computed before estimating L.
Remark 3.2. Observe that
since otherwise a j −a j−1 a j−1 +a j = −1 and then a j = 0 which contradicts our hypothesis on the positivity of the coefficient a. We remark that a j = 0 (or a j ≈ 0) means that the density ρ of the corresponding layer is very large since a = 1 ρ . Hence in this case, the upper surface of this layer will play the role of the bottom surface of the waveguide.
The forward problem
The object of this section is to justify the following theorem Theorem 4.1. Let a := a(x 3 ) and n := n(x 3 ) be L ∞ (L, 0)-coefficients where a is bounded from below by a positive constant. We have the following two results:
; with compact support} or satisfies e b|·| f (·) ∈ H 2 (R 2 ) with some positive constant b. Then the problem
has one and only one weak solution in H 1 loc (Ω) satisfying appropriate radiation conditions, see (4.32) . This solution enjoys the estimate
, with a positive constant C independent on f . (4.2)
In particular, we have the estimate
with a positive constant
has one and only one weak solution in H 1 loc (Ω) satisfying the radiation conditions in (4.32) . This solution enjoys the estimate
One way to study the forward problem (1.1) is to use the limiting absorption principle, see for instance [9] and [25] . However, to apply this principle, we need to assume that 0 is not an eigenvalue of the spectral problem (1.4). This assumption is not appropriate since the coefficients a and n are unknowns of our inverse problem. To avoid this eigenvalue assumption, we proceed in a straightforward way based on the Fourier analysis.
Let f ∈ H 2 comp (R 2 ) and set A(λ) :=f (λ). To A(λ), we correspondû(λ, x 3 ), the solution of the problem
This problem is well posed for every λ :
where λ j , j = 1, ..., ∞ are the eigenvalues of the spectral problem corresponding to (1.4) . Recall that (1.4) admits a countable set of eigenvalues accumulating at +∞ and only a finite number of them is negative. We set N to be the number of these negative or zero eigenvalues.
Let also v be the solution of the problem:
We introduced α ∈ C \ R to make the problem (4.7) well posed for every κ real. If we writeû = v + w, then w satisfies w(x)e j (x)a(x)dx. Multiplying the first equation of (4.8) by e j and integrating by parts, we find
Multiplying the first equation in (4.7) by e j and integrating by parts, we obtain (v, e j ) =
Finally, we deduce that
where v is the solution of (4.7) with A(λ) replaced by 1. We writê
Since the series defining w is converging in H 1 (L, 0) (and actually in the domain of the selfadjoint operator corresponding to the problem (4.6)), then we can evaluate term by term to compute
We recall the estimates
with a positive constant C. The estimate (4.15) is obtained from the variational formulation of the spectral problem satisfied by (λ j , e j ) and (4.14). The estimate (4.16) is obtained by taking the L 2 (L, 0) norm in the differential equation satisfied by (λ j , e j ) and using (4.14) .
By Sobolev imbedding and interpolation we obtain:
We deduce from (4.14) and (4.15) the following point-wise estimate:
Similarly, we have
In the case a = 1, i.e. the Sturm Liouville problem is of a normal form, then based on the Gelfand-Levitan integral equation method one can derive better estimate than (4.17) and (4.18). Namely |e j (x 3 )| ≤ C|λ j |, and | d dx3 e j (x 3 )| ≤ C|λ j | 1 2 , j = 1, ..., ∞, with a positive contact C. These last estimates can also be generalized to the case where a is piecewise constant in (L, 0), see [7] . To our Knowledge, we do not know if these estimates are also justified for any L ∞ -coefficient a. However, the weaker estimates (4.17) and (4.18) are enough for our purpose.
From (4.13), (4.15) and (4.18), we have
for every p, q > 1 such that p −1 + q −1 = 1. Here we used the inequality α
. If we take any p such that 1 < p < 4 3 , then there exists t > , s ∈ (
This means that if the function λ → |λ|
and by the inverse Fourier transform we deduce that
where u 2 is the inverse Fourier transform ofû 2 . In addition, with similar estimates we obtain
This implies that if the function λ → |λ|
(Ω) with the corresponding estimates in terms of f . Once more, multiplying the identity (4.13) by λ 1 or λ 2 where λ := (λ 1 , λ 2 ) and arguing as above, we deduce that if the function λ → |λ|
(Ω) with the corresponding estimates in terms of f . This means that if we take f ∈ H 1+s (R 2 ) then the function λ → |λ| 1+s |A(λ)| is in L 2 (R 2 ) and then u 2 is in H 1 (Ω) with the corresponding estimates:
with a positive constant C independent on f . On the other hand, from (4.13), we deduce thatû 2 (λ, x 3 ), and also Here we used the fact that These two last estimates show in particular that u 2 satisfies the radiation conditions in the waveguide directions (x , x 3 ), |x | = 1 for an arbitrary but fixed depth x 3 .
II. Evaluation ofû 1
Let us now deal withû 1 (λ, x 3 ). From (4.12), we observe that (λ j + α)(λ 2 + λ j ) e j (x 3 ) + v(x 3 ) F 1 (λ) (4.36) where v is the solution of (4.7) withF 1 (λ) replaced by 1. This form is reminiscent to the form (4.10). Hence arguing as in the steps after (4.10), we obtain the desired result. In case the source is G, then in place of (4.36), we obtain u(λ, x 3 ) = ∞ j=1 (−λ 2 + α)(G 2 , e j ) L 2 (L,0) (λ j + α)(λ 2 + λ j ) e j (x 3 ) + v(x 3 ) F 1 (λ), (4.37) with the corresponding function v, where we first assume G(x , x 3 ) = G 1 (x )G 2 (x 3 ) and then conclude by density.
Conclusion and future works
We have justified reconstruction formulae to detect and estimate the various layers and their speeds of sound as well as their densities from a single measurement collected on the surface of the waveguide. This concerns the stratified acoustic waveguide. This is the first step towards studying the elastic waveguide which is of a fundamental importance in geophysics (i.e. Mineral prospect ions) and interesting from the mathematical point of view as well. Recall that, in the Lamé model, we have two types of body waves: the shear waves ( S-waves ) and the pressure waves ( P-waves ). It would be interesting to see if only one of them is enough to be used to reconstruct the stratified coefficients. Our guess is that we need both waves. Using shear waves, we reconstruct the shear coefficient µ and the density ρ and using the pressure waves, we reconstruct the pressure coefficient λ + 2µ (and also the density ρ). We can deduce then the two Lamé coefficients λ and µ and the density ρ (which are the 3 coefficients modeling the Lamé model). Another problem we can tackle using the techniques developed in this paper is the connected beams problem, see [19] and the section 5 in [10] where a more elaborated model is described.
