Introduction
The brain possesses the remarkable capability to filter incoming signals of multiple speakers in such a way that the subject's attention can be focused on a single sound source, the other sources being suppressed.
Much effort has been spent in order to mimic this behaviour by machines or clever algorithms which try to reconstruct the separated sources. A key issue in such attempts is the question 'Which is the quantity to optimise', i.e., which function tells us whether the original sources have been separated. An appealing answer to this question might be given by the concept of Independent Component Analysis. Here, the mutual statistical independence of the different source signals is exploited. I.e., one of the source signals does not give us information about any of the other sources.
However, when different mixtures of the source signals are detected, e.g., at the two ears of a human subject, the mixtures are strongly correlated, i.e., not independent of each other. Therefore, in source separation one attempts to filter recorded mixtures in such a way that mutually independent signals are obtained which resemble the original source signals.
Since learning rules for this task exist which employ simple, 'neuronal' operations only, it is conceivable that the brain exploits the principle of mutual independence of the sources in order to separate them.
Source Separation in the time-domain
In this section, we sketch a simple algorithm for separating an instantaneous mixture of independent signals. For a review refer to, e.g., [1] . 
The goal is to find a weight-matrix 6 such that the reconstructed signals 
Afterwards, the weight-matrix is changed by an increment
This learning scheme is iterated at each time-step ¥ .
Sound Source Separation in the frequency-domain
In the case of acoustic superposition of sound sources we are dealing with echoes and reflections. Hence, the multiplication in eq. (1) has to be replaced by the convolution of the source signals with the room's impulse responses. However, in the frequency domain, we rediscover multiple versions of the instantaneous source separation problem, one for each frequency band at frequency v the component 9 X £ v @ § belongs to the opposite source, . We solve this problem for the case where the mixing process introduces time-and leveldifferences only, which is fulfilled in an ideal anechoic chamber. In this situation, the coefficients C s £ v X § of the mixing matrices at different frequencies can be derived from the propagation-times C x and -levels C x from source to microphone
The algorithm starts adaptation at low frequencies and propagates time-and leveldifferences towards higher frequencies, see also fig. 1 . Hence, a rough estimate of the sources' parameters is obtained at low frequencies while the information obtained in high frequency components improves on this estimate. For more details refer to [3] . Finally, we resolve the scaling invariance by fixing the diagonal elements of the estimated mixing matrices 
Moving sources in an anechoic chamber
Signals from a moving and a standing speaker were recorded in stereo in the anechoic chamber of the University of Oldenburg. The proposed algorithm was used to separate the mixed signals.
The experimental setup was as follows: Two microphones were placed 35 cm apart. The stationary speaker was standing in a distance of 3 m at 60 degrees left of the mid-perpendicular of the microphones. The moving speaker started at a distance of 4 m at 70 degrees to the right. He walked in a straight line parallel to the microphones until he reached a position at about 30 degrees left. The algorithm started off from the (wrong) assumption that no mixing of the signals occurs. Figure 2 illustrates the outcome of the experiment.
