We measure the average mass properties of a sample of 41 strong gravitational lenses at moderate redshift (z ∼ 0.4 -0.9), and present the lens redshift for 6 of these galaxies for the first time. Using the techniques of strong and weak gravitational lensing on archival data obtained from the Hubble Space Telescope, we determine that the average mass overdensity profile of the lenses can be fit with a powerlaw profile (∆Σ ∝ R −0.86±0.16 ) that is within 1-σ of an isothermal profile (∆Σ ∝ R −1 ) with velocity dispersion σ v = 260 ± 20 km s −1 . Additionally, we use a two-component de Vaucouleurs+NFW model to disentangle the total mass profile into separate luminous and dark matter components, and determine the relative fraction of each component. We measure the average rest frame V-band stellar mass-to-light ratio (Υ V = 4.0±0.6 h M ⊙ /L ⊙ ) and virial mass-to-light ratio (τ V = 300±90 h M ⊙ /L ⊙ ) for our sample, resulting in a virial-to-stellar mass ratio of M vir /M * = 75 ± 25. Relaxing the NFW assumption, we estimate that changing the inner slope of the dark matter profile by ∼20% yields a ∼30% change in stellar mass-to-light ratio. Finally, we compare our results to a previous study using low redshift lenses, to understand how galaxy mass profiles evolve over time. We investigate the evolution of M vir /M * (z) = α(1 + z) β , and find best fit parameters of α = 51 ± 36 and β = 0.9 ± 1.8, constraining the growth of virial to stellar mass ratio over the last ∼7 Gigayears. We note that, by using a sample of strong lenses, we are able to constrain the growth of M vir /M * (z) without making any assumptions about the IMF of the stellar population.
INTRODUCTION
Observations over the last few decades have suggested that galaxies are embedded in an extended, diffuse halo of dark matter (e.g. Peterson et al. 1978; White & Rees 1978; Rubin et al. 1979; Blumenthal et al. 1984) , which contributes up to 95 percent of the total mass (Hoekstra et al. 2005; Jiang & Kochanek 2007; Avila-Reese et al. 2008 ). Because of the overwhelming fraction of dark matter, numerical simulations dealing with the formation and assembly of galaxy mass often focus on dark matter alone (e.g., the Via Lactea Simulation; Kuhlen et al. 2008) , and these simulations have made very specific predictions about the overall profile of galaxy-sized mass distributions (e.g., Navarro et al. 1997; Moore et al. 1998; Jing 2000; Stoehr 2006; Diemand et al. 2007; Schmidt et al. 2008 ). However, when compared to observations, these simulations often fail to accurately recreate the observed shape of galaxy mass profiles (Salucci 2001; Gentile et al. 2004; Simon et al. 2005; Gentile et al. 2007 ; Kuzio de Naray et al. 2008; Seigar et al. 2008; Sand et al. 2008 ).
This disagreement is attributed largely to the complex physics of baryon interaction (e.g. frictional dissipation and radiative cooling) which is still not well understood and is difficult to model.
There are many possible methods capable of measuring the distribution of matter on small (< 1 Mpc) scales, and techniques used for characterizing a radial mass profile include measuring the rotation curves from planetary nebulae (Romanowsky et al. 2003; Arnaboldi et al. 2004; Merrett et al. 2006; de Lorenzi et al. 2008; Napolitano et al. 2009 ), kinematics of stellar populations (Bertin et al. 1994; Cappellari et al. 2006; van der Wel & van der Marel 2008) and H I gas (Uson & Matthews 2003; Jackson et al. 2004; Andersen et al. 2006; , or the temperature of X-ray emitting gas (Humphrey et al. 2006; Churazov et al. 2008) .
In this paper, we use a powerful alternative technique:
gravitational lensing (e.g., Brainerd et al. 1996; Fischer et al. 2000; Wilson et al. 2001 ; Kleinheinrich et al. 2006; Parker et al. 2007 ).
The power of lensing is due to the fact that the technique is able to directly trace the total mass (luminous + non-luminous) enclosed within a given radius without needing to make any assumptions about the dynamical state of the mass in question. In addition, lensing does not rely on the presence of kinematic tracers, which are often only visible in very low-redshift galaxies, and even then are typically not present in the outer halo regions where dark matter dominates. Furthermore, since we analyze a sample of strong lenses, we are able to combine the mass constraints determined from both strong lensing and weak lensing. This allows us to probe the total mass distribution over a much wider range of physical distances than by using weak lensing alone, and also allows us to constrain the properties of stellar mass distribution without selecting a specific stellar initial mass function (IMF). Instead, we rely on directly-derived properties: lensing-inferred mass and total luminosity (although we do make an assumption about the shape of the dark matter halo).
For early-type galaxies, several lensing-based studies have shown the typical shape of the mass density profile to be consistent with an isothermal (ρ(r) ∝ r −2 ) model, given the uncertainties on the measurements, between distances of ∼ 50 − 300 h −1 kpc (Sheldon et al. 2004; Mandelbaum et al. 2006 ). However, due to the low signal-to-noise ratio (SNR) on the lensing signal obtained from an individual galaxy, these studies rely on stacking a large number of galaxies into a single sample to determine the average profile of the entire stack. For this work, we utilize deep imaging from the Hubble Space Telescope (HST). In general, space-based data will have a much higher density of background galaxies (n s ) when compared to data taken from the ground over an identical exposure time. This increased background density count not only enables us to detect a weak lensing signal much closer to the center of the lensing galaxy, but also allows for a significant detection with fewer stacked galaxies (N lens ), because the expected weak lensing SNR scales as √ N lens n s . The ability to work on a small sample size is particularly useful, given the relative paucity of known strong lenses at all redshifts.
In this work, we are able to extend the results of Gavazzi et al. (2007, hereafter G07) , who conducted a similar mass profile study on a small (22 lens) sample of low redshift (z ∼ 0.2) early-type strong gravitational lenses collected from the Sloan Lens ACS Survey (SLACS; see e.g. Bolton et al. 2006 Bolton et al. , 2008 over a wide range of physical distances (∼ 3 − 300 h −1 kpc). From this work, it was shown that, like their non lensing counterparts, the total mass density profile of strong lensing ellipticals could be described by a roughly isothermal model (although they note that the comparison between the data and the model was done without a formal fit). This was thought to be due to the combination of baryonic and dark matter, the so-called Bulge-Halo Conspiracy, in which a relatively steep luminous matter profile and a shallower dark matter profile combine in such a way that the total mass distribution of the galaxy can be well approximated by an isothermal model . By comparing this data set to our moderate redshift sample, we thus explore the evolutionary trends of massive early-type galaxies.
This paper is organized as follows: In Section 2, we describe our lens sample, the lens selection criteria, and the data reduction pipeline used for this work. At this point, the interested reader may turn to the appendix, where we describe our techniques for analyzing weak lensing shear, paying specific attention to signal to noise optimization and the removal of systematic errors. In Section 3, we use a two-component model to determine the contributions of the stellar and dark matter components to the total profile. We present all of our results in Section 4, the reader interested in the science may skip directly to this section. We discuss the results and compare them to the SLACS results in Section 5, looking for evolutionary differences between the samples. Finally, we summarize our results in Section 6.
Throughout this work, we assume a flat cosmology with H 0 = 100 h km s −1 Mpc −1 , Ω M = 0.3, and Ω Λ = 0.7. All magnitudes presented in this paper are AB magnitudes.
DATA

Imaging Data
For this analysis, we focus on a sample of 41 strong gravitational lenses at moderate redshift (z ∼ 0.4 − 0.9, z median ∼ 0.6). A majority of the sample was observed as part of the CASTLES program 7 , but it also contains lenses found in the COSMOS survey 8 (Faure et al. 2008 ) and the Extended Groth Strip ), as well as targeted exposures of individual lens systems. Unlike other data sets that have been selected in some uniform way (such as the SLACS lenses), our lens sample is drawn from a variety of sources and selected simply for being lenses with earlytype morphologies in the desired redshift range. However, we do note that systems known to be strongly affected by the presence of a galaxy cluster (Q0957+561, SDSS1004+4112, and B2108+213) were excluded from the sample. A full list of the lenses can be seen in Table 1 .
Each system in the sample was chosen based on the existence of publicly available HST images, subject to the following criteria: the system needed to be observed using the Wide Field Channel (WFC) of the Advanced Camera for Surveys (ACS; Ford et al. 1998) , and the total exposure needed to be at least ∼ 1800 seconds through the F814W filter. This exposure time yields background densities of ∼ 70 galaxies arcmin −2 or more. The imaging data for all the lenses were obtained through the Multimission Archive at STScI (MAST 9 ), from programs G0-9744 (CASTLES: PI Kochanek), GO-9822 and 10092 (COSMOS: PI Scoville), GO-10134 (EGS: PI Davis), GO-10158 (B1608+656: PI Fassnacht) , and GO-9450 (B0218+357: PI Jackson). The lens systems that had been specifically targeted by HST (B1608+656, B0218+357, and the CASTLES lenses) are located at the WF1 target point, whereas the serendipitously discovered COSMOS and EGS lenses appear at random positions in the ACS field of view.
In addition to the F814W data, some lens systems have secondary imaging in either the F555W or F606W filter. These extra data could prove to be useful in future refinements to this study, especially in using color selection to reject foreground interlopers from the population of background sources (see the appendix). However, we do not use the information in our present weak lensing analysis: a significant fraction of our sample has only F814W imaging, and for systems that do have multi-band data, the redshift/color relationship can be highly degenerate a Lenses with no known z l were placed at a fiducial redshift z = 0.6. b For the COSMOS lenses, redshift values with 3 significant figures were determined spectroscopically, and redshift values with 2 significant figures are determined photometrically, according to the catalog of Ilbert et al. (2009) . c w(z l ) is the weight value associated with each lens field, described in the appendix. when dealing with only two filters. Thus, we do not expect significant improvement in the signal.
The raw data were processed through a reduction pipeline created for the HST Archive Galaxy-scale Gravitational Lens Survey (HAGGLeS, P.J. Marshall et al., in preperation), which we briefly describe. First, each individual raw exposure of a given lens system is calibrated, using the calacs package in STSDAS 10 , a software system built on top of IRAF 11 . Once calibrated, the 10 STSDAS is a product of the Space Telescope Science Institute, which is operated by AURA for NASA 11 IRAF (Image Reduction and Analysis Facility) is distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundaexposures are aligned and combined into a single stacked image using multidrizzle (Koekemoer et al. 2002) . Since even slight misalignments can introduce systematic errors in the weak lensing signal, the HAGGLeS pipeline refines the image alignment derived from the astrometric header by cross-correlating the positions of bright, welldefined objects (bright unsaturated stars, nebular knots in spiral galaxies, etc.) in each exposure in order to look for residual shift or rotation misalignments. These residual shifts are then fed to multidrizzle, and this process is repeated until the shift refinements become negligibly small. After final alignment and combination, the composite output image is resampled in multidrizzle from the tion. ′′ pixel −1 , using the "Square" interpolation kernel. This is done primarily to better sample the ACS instrumental point-spread function (PSF). Lastly, the resampled image is registered to a common World Coordinate System using positions from the USNO-B1 catalog (Monet et al. 2003) .
After processing the images, we create initial photometric galaxy catalogs for each field using SExtractor (Bertin & Arnouts 1996) . As a goal of this study is to compare our results as closely as possible to those in G07, we use their SExtractor parameter set for our analysis. The parameters can be seen in Table 2 . These parameters are selected to optimize detection of a suitably high number of small, dim objects, while also deblending close neighbors. This leads to a large number of spurious detections but the "false positives" are rejected during the analysis by applying a series of cuts to the data. This procedure is discussed more fully in the appendix.
Spectroscopic Data
While the determination of the weak lensing signal uses a generalized description of the redshift distribution of the background objects, the additional inclusion of the strong lensing information in the analysis ( §3.3) is only possible if the redshifts of both the lens and the multiply-imaged background have been measured. Thus, to improve the utility of the lens sample, we obtained spectroscopic data on some of the best lens candidates from the COSMOS sample using the Low-Resolution Imaging Spectrograph (LRIS; Oke et al. 1995) , and 0216+2955 were observed through slitmasks and the remaining systems were observed using a 1 ′′ longslit. The exposure times were set by the F814W magnitude of the lensing galaxy and ranged from 1200 to 7200 s. The lensed source galaxies were much fainter than the lenses and, thus, the chosen exposure times were not sufficient to measure redshifts unless strong emission features or breaks in the spectrum were observed. In cases where we could not determine a redshift for the source galaxy, strong lensing constraints could not be obtained. However, these lenses are still useful for, and are included in, the weak lensing analysis. The data were reduced using custom Python scripts that performed the flat-field corrections, wavelength calibrations, rectifications, and extractions of the spectra. The extracted spectra were examined for multiple emission and/or absorption features. We were able to determine lens redshifts for six of the seven systems that were targeted (the slit for 0056+1226 was placed only over the lensed source because the lens redshift was previously known), but only two source redshifts. Thus, the new redshifts for COSMOS systems resulting from this work are: J095930.93+023427.7 (z lens = 0.892), 0038+4133 (z lens = 0.738), 0056+1226 (z src = 0.808, based mostly on the 4000Å break), J100140.12+020040.9 (z lens = 0.879), 0211+1139 (z lens = 0.92, based mostly on the 4000Å break), 0216+2955 (z lens = 0.608), and 0254+1430 (z lens = 0.417, z src = 0.779).
DISENTANGLING MASS AND LIGHT
After reducing the data, we perform a full weak lensing analysis on the galaxy fields to infer the average mass properties of our lenses. The interested reader can find the full details of this analysis in the appendix. To summarize however, we measure the shapes of all background galaxies, apply a series of data cuts to remove contaminants, and employ a system of tests to minimize systematic uncertainty. We then convert these galaxy shape measurements into a measure of mass overdensity as a function of radius (∆Σ(R)), which we can compare with specific models to infer other properties of the lenses. The ∆Σ(R) profile reflects the total mass distribution of the lens galaxy. We can investigate the dark matter contribution by jointly modeling the luminous and dark components, constrained by the lens galaxy surface brightness profiles. To disentangle the luminous stellar mass profile from its surrounding dark matter halo, we employ a simple two-component mass model, whereby the stellar mass profile traces the light profile, and the dark profile exists as a single dark matter halo, centered on the galaxy itself (a one-halo central term in the framework of the "halo model"). This simplifying assumption explicitly excludes any mass contribution from an underlying group/cluster halo, or nearby satellite galaxies (the two-halo term), but we feel it is a well warranted assumption, because only a small fraction of massive elliptical galaxies ( 15%) are located away from the center of their host halos (Mandelbaum et al. 2006 ).
Luminous Component
We begin our process of modeling stellar light by using GALFIT 12 (Peng et al. 2002 ) to fit a de Vaucouleurs profile (de Vaucouleurs 1948) to the F814W images of each strong lensing galaxy, carefully masking out any contaminating light from nearby satellites or (more importantly) the strongly lensed images. In most cases, this masking is achieved by running GALFIT on a small cutout of the galaxy (typically a square 2.5 times the galaxy's FWHM parameter -as determined by SExtractor -on a side). Nearly all of the light from our moderate-redshift lenses is contained well within the lensing Einstein radius, making it possible to exclude all of the lensed background structure without excluding significant portions of the light profile of the foreground galaxy. In the few cases where this cutout method is not feasible (e.g. compact 4-image quasar lenses such as SDSS1138+0314 or HE1113-0641) we generate custom GALFIT masks to block out the remaining contaminating light. An example of the GALFIT modeling can be seen in Figure 1 .
By explicitly fitting with a de Vaucouleurs profile, we obtain two parameters for each galaxy that can be used in the mass profile modeling: an effective radius (R e ) and an F814W (I-band) magnitude (m I ). We first convert the I-band apparent magnitudes into F555W (V-band) absolute magnitudes (M V ) by calculating K-corrections using the elliptical galaxy template from the KinneyCalzetti spectral atlas (Kinney et al. 1996) , and correcting for galactic extinction using the Schlegel et al. (1998) dust maps. This is done so that we may more readily compare our results to both G07 and previous mass-tolight (M/L) studies. To homogenize the sample, we passively evolve all V-band luminosities to a fiducial redshift z = 0.6, using the relation (Grillo et al. 2009 ):
We also convert the total luminosity into effective surface brightness (I e ) using the equation:
where n and κ are the general Sérsic parameters (for the de Vaucouleurs profile, n = 4, κ = 7.67). The relevant parameters obtained through the photometric modeling are in Table 3 . We model the stellar contribution to the mass profile as:
where Σ * is the stellar mass surface density, and Υ V is the rest-frame V-band stellar mass to light ratio (M * /L V ). Since both I e and R e are fixed by the GAL-FIT model for any given galaxy, this stellar mass profile has the benefit of being described by only a single free parameter, Υ V .
Dark Component
For the dark matter, we assume a functional form of the Navarro, Frenk and White (NFW; Navarro et al. 1997 ) profile. The projected, two dimensional NFW mass density profile (Σ NFW ) can be described generally by:
(e.g., Wright & Brainerd 2000) , where R s is the NFW "scale radius", ρ c is the critical density of the universe,
] is a function of the concentration parameter (c ≡ R ∆ /R s ). R ∆ is the radius at which the total mass density is ∆ times ρ c . For each model, the value of ∆ is determined solely by the redshift of the lens galaxy using the prescription of Bryan & Norman (1998) , which for our assumed cosmology allows R ∆ to be considered the virial radius of the system. For galaxies at z ∼ 0.6, ∆ is ∼ 140, and all galaxies in our lens sample have overdensity values between ∆ ∼ 125 and ∆ ∼ 160.
By defining the virial radius, we are also able to further constrain the concentration parameter by assuming a functional form given by:
as found in numerical dark matter simulations (Bullock et al. 2001; Eke et al. 2001; Hoekstra et al. 2005) , and where M vir is the total virial mass. While we assume no intrinsic scatter in the mass-concentration relation for our initial analysis, we do consider the effects of scatter, as well as other systematic effects that can implicitly alter this relationship, in §5.3. Rather than attempt to constrain the virial mass for each galaxy in our sample individually, we instead choose to parameterize these masses as a function of V-band luminosity (L V ). Specifically, we choose the form M vir = τ V L V , where τ V is defined to be the virial mass to light ratio. This then allows us to define the dark matter mass profile in terms of:
As in the case of the stellar mass profile, we take L V from the GALFIT models and, since the redshift is already known for each lens, we once again are left with a model with a single free parameter, this time τ V .
Model Fitting
Mass Overdensity Models
We fit the models to the observed ∆Σ profile, determining the best-fit M/L ratios associated with the lens galaxies through a χ 2 minimization procedure. We compare the observed weak lensing profile to the twocomponent models and average over contributions from individual models in order to mimic the procedure used in the weak lensing analysis. The merit function for our χ 2 procedure is:
where ∆Σ(R i ) is the observed mass overdensity at radius R i (Table 4) , σ ∆Σ,i is the error associated with that measurement, and ∆Σ * ,j and ∆Σ NFW,j are the stellar and dark matter mass overdensity models evaluated at R i (using the parameters of lens j), constructed according to Equation (A12). This optimization to the weak lensing data set is performed for the full sample of lenses. Galaxy parameters obtained through GALFIT photometry fitting. REin is the Einstein radius of the lens (determined outside of GALFIT), and Re is the effective (half-light) radius of the de Vaucouleurs profile. mI is the modeled F814W apparent magnitude of the galaxy, K-corr represents the F814W to F555W K-correction, E(B-V) is the galactic extinction correction term, MV is the absolute F555W magnitude (scaled by the Hubble parameter), and Ie is the effective surface brightness of the galaxy's de Vaucouleurs profile, as determined from MV . Finally, q represents the axis ratio of the galaxy, and PA is its position angle, defined to be north through east. While these final two parameters are reported as part of the GALFIT modeling, they are not used in the mass modeling of §3.
To take full advantage of our data set, we also incorporate the strong lensing information. We note that, for all strong lenses, the average value of the mass surface density within the Einstein radius is equivalent to the critical lensing density, Σ crit . This can be proven by noting that for a circularly symmetric lens, the tangential reduced shear profile (g t ) can be written in the form:
Because g t is, by definition, equal to 1 at R Ein it is a simple matter to show that Σ(< R Ein ) = Σ crit . Thus, for all lenses for which we know both the lens and source galaxy redshift, we can accurately determine the value of the critical density of the system and further constrain the models. The strong lensing merit function is given by:
where Σ crit,i is the actual critical density of lens i, σ Σcrit,i is the uncertainty on that value, Σ * (R Ein,i ) and Σ NFW (R Ein,i ) are the stellar and dark matter average mass density models of lens i, evaluated at the Einstein radius of that specific lens, and N lens,zs is the number of lenses for which the source redshift has been measured.
Reduced Shear Models
In addition to the mass overdensity model fit described in §3.3.1, we also fit models directly to our reduced shear data. Although shear is correlated with mass overdensity, we do expect there to be a slight discrepancy between the two methods: by creating models to fit reduced shear directly, we no longer need to rely on the basic assumption of the weak lensing regime that convergence is always small (i.e., κ ≪ 1). Indeed, this assumption will break down as we approach the Einstein radius, and to fully incorporate these smaller radii into the model, we should account for the non-linear response of lensing in this regime. To that end, we create two new merit functions that parallel the χ 2 wl and χ 2 sl used in the mass overdensity fit.
For weak lensing data, we use the function:
(10) where g t (R i ) is the observed reduced shear signal in a given radial bin (Table 4) , σ gt,i is the measured uncertainty, and g t mod ,j is the model combined (de Vaucouleurs + NFW) reduced shear profile for lens j, given by:
since individual components of reduced shear do not add linearly. Once again, χ 2 wl,shear is calculated for the full sample.
For lenses where both z l and z s are known, we create a strong lensing merit function, of the form:
where R Ein,i is the observed Einstein radius of lens i, σ REin,i is its measured uncertainty, and R Ein (g t mod ,i ) is the model Einstein radius -determined by inverting Equation (11) to find the radius where the model reduced shear profile is equal to 1.
RESULTS
Total Mass Profile
The observed mass overdensity profile can be seen in Figure 2 . We can see a significant signal in the ∆Σ (Emode) profile, while the ∆Σ × (B-mode) profile is consistent with zero. Measured values of both ∆Σ and ∆Σ × are reported in Table 4 , along with their associated shear values. To measure the slope of the density profile, we fit both a generic power law model (∆Σ ∝ R γ ) and an isothermal model (∆Σ ∝ R −1 ) to the data (Figure 2) . We find that the best-fit power-law model (γ = −0.86±0.16) does not deviate from the best-fit isothermal model, parameterized by a velocity dispersion of σ v = (260 ± 20) km s −1 , by more than 1-σ. Given our uncertainties, both models are consistent with the data, allowing us to conclude that the average mass overdensity profile of our sample is approximately isothermal.
Luminous and Dark Matter Profiles
We minimize the total merit function for each of the two approaches: χ Figure 3 . The results from the model fitting procedures disagree by less than one standard deviation. Thus, we feel we can use the results from the mass overdensity model fit without worrying about inaccuracies in the profile due to the simplifying assumptions made about shear.
The mass overdensity profiles generated from our bestfit parameters are shown in Figure 4 , plotted along with the total mass profile from our weak lensing analysis. The figure shows the contributions of the stellar (blue dashed line) and dark matter (red dash-dotted line) mass profiles to the best-fit total mass profile (solid black line). The best fit to our data has χ 2 ν = 0.98, indicating a good agreement between our model and the observed overdensity profile. As a comparison, the pure power-law fit in §4.1 has χ 2 ν = 0.81, meaning that, given our errors, neither the the 1-nor the 2-component model fit is strongly preferred over the other.
We find a virial M/L ratio τ V = 300 13 h −1 M ⊙ respectively. Furthermore, the average virial mass we find corresponds to a typical virial radius of 332 h −1 kpc and a typical NFW scale radius of 62 h −1 kpc. Combining our mass ratio data with the assumed cosmology, we are also able to estimate the stellar baryon fraction (f * ) present in our lens sample, according to the relation:
where the quantity
Ωm represents the total baryon to dark matter ratio in the galaxy, and is given by the global value of Ω b Ωm = 0.176 ± 0.013 (Spergel et al. 2007 ). For our sample, we find a stellar baryon fraction of f * = 0.075 ± 0.030, which is in excellent agreement with Mandelbaum et al. (2006) , who find f * = 0.055
+0.015
−0.010 for their "sm6" bin, consisting of earlytype galaxies having M * = 2.13 × 10 11 h −1 M ⊙ and M vir = 1.58 × 10 13 h −1 M ⊙ , and in good agreement with Heymans et al. (2006) who find f * = 0.10 ± 0.03. The Heymans et al. (2006) galaxy sample is somewhat different from our own, in that it consists of both early-and late-type galaxies. The sample is dominated (∼ 75% ) by early types, though, and the authors note that adopting a more restrictive selection criterion of Sérsic index n > 2.5 does not change their results. The average stellar and virial masses of the Heymans et al. (2006) sample (∼ 7 × 10 10 h −1 M ⊙ and ∼ 3 × 10 12 h −1 M ⊙ , respectively) are an order of magnitude smaller than our own sample, making it difficult to accurately compare results. However, as the Heymans et al. (2006) sample has similar masses to the Mandelbaum et al. (2006) "sm4" earlytype sample, scaling this value by f * ,sm6 /f * ,sm4 = 0.33 gives a result of f * = 0.03 ± 0.02, which is still within 1.25 − σ of our value.
Finally, our f * value is in marginal agreement with Fukugita et al. (1998) , who estimate a universal stellar A quantitative description of the mass overdensity profile (Figure 2 ) for our lens sample. Here, Galaxy Counts refers to the number of galaxies in each radial bin (given by projected radius). The outer radius of each bin is shown in the radial bin boundaries column. The next three columns show respectively the excess surface mass overdensity, "B-Mode" overdensity, and uncertainty on each mass measurement in a given bin. The final three columns show the associated shear quantities. a The inner radius for the innermost bin is 6 h −1 kpc. baryon fraction of f * ∼ 0.12 for spheroids, using data acquired from the local universe. Figure 2 shows that the best-fit power law profile to the total mass overdensity data between physical scales of ∼10 and ∼1000 h −1 kpc has γ = −0.86 ± 0.16, where ∆Σ(R) ∝ R γ . This is consistent with an isothermal (γ = 1) profile and, thus, is similar to the results of G07, who found that the low-redshift SLACS lens sample Figure 5 . Top: Evolution of the ratio of dark to luminous matter between SLACS and our lens sample, after splitting our sample into two separate redshift bins. The best-fit slope of the data is shown as a solid line, with α = 51±36 and β = 0.9±1.8. Bottom: Redshift histograms for each data point, showing the redshift distribution of lens galaxies within each bin. Data values associated with Figure 5 . The z and Lv values for each data point are, respectively, the average redshift and V-band luminosity of all lenses included in the bin.
DISCUSSION
Mass Profiles
also displays a characteristically isothermal mass profile between ∼1 and ∼300 h −1 kpc. However, a closer inspection of the right panel of Figure 2 reveals that we may be seeing some flattening in the profile at large radii. These points are located at distances outside of the average virial radius of our lens sample. Background galaxies located at these radii could thus be affected by the dark matter halos of other massive galaxies nearby the lens, which would explain the larger-than-expected shear signal in the profile. Alternatively, since many of the galaxies in these bins lie near the edge of the ACS field, we could be seeing excess "shear" due to CCD edge effects. Rerunning the profile analysis after excluding the outermost two data bins, we find a best-fit profile γ = −1.06 ± 0.09 that is much more consistent with an isothermal distribution.
Even with the possibility of flattening at large radii, though, combining the results of G07 with our results suggests that the average mass overdensity profile of strong gravitational lenses is consistent with an isothermal model over three orders of magnitude in physical radius. This result is in good agreement with previous mass profile studies of non-lensing ellipticals (Sheldon et al. 2004; Mandelbaum et al. 2006 ) between ∼ 50 − 300 h −1 kpc, which would suggest that there is little difference between the mass profiles of field strong lenses and their non-lensing counterparts at moderate radii.
Comparing the mean velocity dispersion of our lens sample (σ v = 260 ± 20 km s −1 ) to that of the G07 SLACS sample (σ v ≃ 248 km s −1 ), and noting the broad similarities between the slopes of their mass profiles, it would appear that there is little difference between the overall mass properties of strong lenses at z = 0.6 and the properties of those at z = 0.2, although large uncertainties on both profiles could easily hide any real evolutionary results. Additionally, the best-fit M/L ratios of our sam-
Considering the hierarchical merging model of galaxy formation, which posits that the majority of the mass assembly of massive red ellipticals (the dominant morphology of lensing galaxies) takes place at redshifts z ≥ 2, it is not surprising that the differences in total mass between these two samples is not dramatic. More surprising however is the fact that the individual M/L ratios do not change, as passive luminosity evolution could significantly affect the total brightness of a galaxy over this redshift range. We investigate the effects of purely passive evolution on the stellar M/L component in two ways, back-evolving the G07 Υ V result from z = 0.2 to z = 0.6 using both the methods of Treu et al. (2001) (method 1) and van Dokkum & Franx (2001) (method 2). After applying these relations, we find a theoretical M/L ratio of Υ V,z=0.6 = 3.1 ± 0.3 using method 1 and Υ V,z=0.6 = 3.4 ± 0.3 using method 2. Both results agree with our measured Υ V within the errors. From this, we conclude that the passive evolution and no-evolution models are both plausible descriptions of stellar M/L ratio evolution between z ∼ 0.2 and z ∼ 0.6, given the current size of our errors. Future studies with larger sample sizes should be able to place tighter constraints on these parameters, making it easier to distinguish between the possible outcomes.
Mass Ratio Evolution
We also search for evidence of the evolution of mass ratio, looking for any significant changes in the ratio of M vir /M * , which could suggest evidence of a merger or satellite accretion event (Conroy et al. 2007 ). We do this by comparing our results to those of G07, after splitting our sample into two redshift bins: subsample z1, where z < 0.6 and subsample z2, where z > 0.6. We fit a slope to the data of the functional form:
The results of the fit can be seen in Figure 5 , and the data are presented in Table 5 . We find a best-fit α = 51 ± 36 and a best-fit β = 0.9±1.8, which is consistent with a noevolution model (β = 0). This result is in agreement with the work of Heymans et al. (2006) , who use weak-lensing alone to probe the evolution of a sample of predominantly (∼ 75%) early-type galaxies between z = 0.2 and z = 0.8. After explicitly assuming a linear growth factor, they find that M vir /M * (z) = (34±11)+(31±35)z. In using weaklensing alone however, Heymans et al. (2006) are unable to constrain stellar mass directly, since weak-lensing is not able to probe mass at small radii where stellar matter dominates. Instead, they make an assumption about the nature of stellar mass, using a Kroupa stellar IMF (Kroupa et al. 1993 ) to scale the average halo mass for their galaxy sample. This is similar to techniques used by other weak-lensing only mass ratio studies, such as Mandelbaum et al. (2006) who used a Kroupa IMF and Hoekstra et al. (2005) who used a scaled Salpeter IMF (Salpeter 1955) . Unlike these previous studies, our stellar mass values are obtained purely from a luminosity-scaled fit to the mass data, without the need to invoke a specific stellar IMF. Indeed, this is the first such study to attempt to quantify the evolution of the stellar mass ratio without making any assumptions about the nature of the stellar IMF, and the fact that we are able to obtain a consistent result, even with such a small sample of lenses is promising. It is likely that future studies with larger lens samples will be able to place even better constraints on stellar mass evolution, without having to worry about possible systematic errors associated with the IMF, focusing instead on only the lensing-inferred mass and total luminosity, which are both directly determined from the data.
Mass to Light Ratio Systematics
In determining the best-fit stellar and virial M/L ratios for our lens sample, we determine statistical uncertainties from the model-fitting procedure that are on the order of ∼ 20 − 30%. In this section, we investigate the impact of systematic uncertainties. Specifically, we look at two such effects: varying the inner slope of the dark matter profile, and modifying the dark matter concentrationmass relation (CMR).
Dark Matter Inner Slope
When discussing the disentanglement of stellar and dark matter, we have, to this point, specifically assumed a standard NFW profile for the dark matter. This has been done not only to take advantage of the analytic form of the dark matter shear profile described in Wright & Brainerd (2000) , but also to compare our results to the numerous previous studies that have assumed NFW dark matter profiles as well (e.g. Hoekstra et al. 2005; Mandelbaum et al. 2006; Heymans et al. 2006; G07) . Recently however, studies have shown that lensing data actually favor a dark matter profile with a slightly modified inner slope (γ), often motivated by some physical process such as adiabatic contraction (AC; Blumenthal et al. 1986; Gnedin et al. 2004 ) that affects the regions of a galaxy where R < R s (Jiang & Kochanek 2007; Gao et al. 2008; Schulz et al. 2009 ). Because this modification only alters the distribution of the dark matter on small ( 50 h −1 kpc) scales for galaxy-scale masses, the total dark matter mass and virial M/L ratio derived from these new profiles remain statistically consistent with the original NFW model. However, this is not the case for the derived stellar M/L ratio (Υ), as even a change in γ on the order of a few percent can significantly impact Υ, and hence the inferred stellar mass.
To gauge the systematic impact of altering γ on our data, we rerun the two-component stellar+dark matter analysis described in §3, replacing the standard NFW profile with a generalized NFW (gNFW) profile (e.g. Keeton 2001 ):
that is similarly projected into 2-dimensions (see Keeton 2001 for details). While this prescription is somewhat different than applying an AC model to a galaxy (AC also modifies the concentration parameter, whereas altering the gNFW slope does not), the effect on the halo's inner slope can be comparable: Gnedin et al. (2004) have demonstrated that, assuming an initial NFW dark matter halo with a distribution of baryons that condenses to form an elliptical galaxy, the final inner slope of the dark matter halo ranges between γ ∼ 1.1 and γ ∼ 1.5.
To be conservative, we vary γ between 0.1 and 1.5, measuring the best-fit V-band stellar M/L ratio (Υ V ) for each case. The results can be seen in Figure 6 . We find that the best-fit Υ V is strongly dependent on γ, suggesting a degeneracy between these two parameters that affects stellar mass in the expected way: an increase in dark matter fraction in the core of the galaxy (characterized by a steeper inner slope) results in a smaller fraction of stellar mass (characterized by a lower stellar M/L ratio).
Assuming a fiducial uncertainty on γ of 20%, the variation in γ corresponds to a range in stellar M/L ratio of 2.
Adding this systematic uncertainty to our previous estimate of statistical error yields (Υ V = 4.0 ± 0.6
As a comparison, Jiang & Kochanek (2007) measure a ∼30% decrease in stellar M/L ratio by including the Blumenthal et al. (1986) AC model on a subsample of lower-redshift strong lenses, in good agreement with the results we see when we increase the inner slope of the NFW profile by ∼20%.
Concentration-Mass Relation
By using a CMR to reduce the number of free parameters in our model fitting routine, we are explicitly coupling the best-fit mass to the observed shape of the mass density profile. If instead we were to make different assumptions about the CMR, this would lead to different best-fit mass values, which ultimately would yield systematically different stellar and virial M/L ratios. While we, like G07, have assumed the Bullock et al. (2001) CMR (Equation (5)) in our anal-ysis, recent work involving higher resolution numerical simulations (Macciò et al. 2007 have argued for an alternative CMR that is less sensitive to halo mass and evolves more slowly with redshift. In particular, using the cosmological parameters from the WMAP 5-year data set, Macciò et al. (2008) determine a CMR of the form:
where H(z) is the Hubble parameter. Comparing these CMRs for galaxies with total mass of the order of our sample (∼ 10 13 h −1 M ⊙ ), we find that the Macciò et al. (2008) CMR yields a concentration parameter that is ∼ 15% smaller than the Bullock et al. (2001) CMR at redshift z = 0, but (because of the slower evolution with redshift) actually becomes ∼ 10% larger than the Bullock et al. (2001) CMR at z = 0.6, the median redshift of our sample. Re-running our initial de Vaucouleurs + NFW model fit with this new CMR, we find that the best fit τ V and Υ V parameters vary by approximately 10% and 5% respectively, which is much less than the statistical uncertainties presented in §4.
In addition to completely modifying the CMR, we also investigate systematics associated with the intrinsic scatter of the relation itself. Including the 1-σ errors, Bullock et al. (2001) measure a ∼ 40% variation in halo concentrations for their sample of ∼ 10 13 h −1 M ⊙ halos, which we incorporate into our analysis. Specifically, assuming an extreme case where we increase the concentration parameter of each galaxy in our sample by ∼ 40% (and the alternative case where we decrease each halo by ∼ 40%), we measure variations in τ V and Υ V of 25% and 15% respectively. Adding these uncertainties in quadrature with the uncertainties associated with our choice of CMR, we therefore include an additional ∼ 15% and ∼ 25% uncertainty on our best-fit stellar and virial M/L ratios due to the systematics of the CMR.
Propagation of Systematic Uncertainties
Ultimately, by investigating modifications to both the inner slope and concentration parameter of the dark matter halo, we believe that we are able to characterize the potential impact of important systematics on our results, enabling us to propagate these uncertainties to all other measured quantities that depend on them. In particular, we find a total systematic uncertainty of ∼ 30% on our best-fit Υ V (dominated by the systematics of the dark matter inner slope) and a ∼ 25% uncertainty on our best-fit τ V , which subsequently correspond to ∼ 30% and ∼ 25% uncertainties on our derived stellar and virial masses. Propagating these uncertainties to the other derived parameters, we measure a ∼ 40% systematic uncertainty on both the mass ratio (M vir /M * ), and stellar baryon fraction f * .
CONCLUSIONS AND FUTURE WORK
Taking advantage of the large density of background galaxies obtained by relatively short (∼ 1800 sec) ACS exposures, we present the results of a joint weak and strong lensing analysis of a sample of 41 massive elliptical galaxies at moderate (z ∼ 0.4 − 0.9) redshift, determining the mass overdensity profile over nearly 3 orders of magnitude in physical radius. Using a 2-component de Vaucouleurs + NFW profile model, we are able to determine stellar and virial M/L ratios for the sample, and disentangle the relative contributions of stellar and dark matter from the total mass budget. Furthermore, we compare all of our results to those obtained from a subset of the lower redshift SLACS sample (z ∼ 0.2), placing constraints on the evolution of these mass properties over cosmic time. Our results can be summarized as follows:
• We present new redshift information for 7 COSMOS lenses: we find lens redshifts for J095930. 93+023427.7, 0038+4133, J100140.12+020040.9 , 0211+1139, and 0216+2955, a source redshift for 0056+1226, and both lens and source redshifts for 0254+1430.
• The mass overdensity profile of our sample has a best-fit power-law profile of γ = −0.86 ± 0.16 and is consistent with an isothermal model between ∼ 10 h −1 kpc and ∼ 1000 h −1 kpc.
• The best-fit stellar and virial M/L ratios for our lens sample are given by Υ V = 4.0 ± 0.6
• Given our average sample luminosity of L V = 4.5 × 10 10 h −2 L ⊙ , we find an average virial mass of M vir = (1.4 ± 0.4 ± 0.3) × 10 13 h −1 M ⊙ and an average stellar mass of M * = (1.8 ± 0.3
• We find an average mass ratio of M vir /M * = 75 ± 25 +36 −27 , which is consistent with the lower-redshift SLACS sample ratio of M vir /M * = 54 ± 28.
• Using our assumed cosmology, we convert mass fraction into a stellar baryon fraction, finding that f * = 0.075 ± 0.030
−0.040 . This result indicates a low stellar formation efficiency in earlytype galaxies, in agreement with previous results (Mandelbaum et al. 2006; Heymans et al. 2006 ).
• By comparing our mass fraction data to the lowerredshift SLACS sample, we are able to place constraints on the evolution of the virial to stellar mass fraction of massive early-type galaxies. We find that the quantity evolves as M vir (z)/M * (z) = (51±36)(1+z) (0. 9±1.8) over the last ∼ 7 Gigayears. This is the first such study to place constraints on the evolution of M vir /M * without invoking a specific IMF.
Overall, these results show that our method is a promising new technique: with only a small sample of lenses (41 systems), were are able to significantly measure the average mass overdensity profile and mass-tolight ratios of the sample, allowing us to place constraints on the mass evolution of early-type galaxies from z ∼ 0.8 to z ∼ 0.2. As always though, this work can be strengthened by increasing the sample size. While galaxy-scale strong lenses are relatively rare today (∼ 100 systems), future large-scale observational surveys such as LSST (∼ 10000 new lenses) and JDEM (∼ 10000 new lenses; Marshall et al. 2005 ) are expected to dramatically increase the number of known strong lenses. Including these new lenses in future work will greatly reduce the size of our present statistical uncertainties.
In the near future however, we plan to increase our lens sample by including other known deep space-based lens data from CASTLES that have been imaged using the smaller HST Wide Field / Planetary Camera 2 (WFPC2). Though the smaller area will limit our ability to probe out to the large radii made available with the ACS sample, the longer exposure times for the WFPC2 data yield background densities that are comparable to those in the ACS sample, allowing us to place better constraints on the inner mass overdensity profile by incorporating these galaxies into our current lens sample. We will also take advantage of the HAGGLeS strong-lens search of bright red galaxies (Marshall et al. 2009 ) which is expected to explore the whole of the HST ACS archive, discovering ∼ 10 lenses per square degree of coverage. We plan to further augment this study by combining our ACS sample with the full (∼ 40) long-exposure SLACS sample, which will allow us to probe the differences in the mass properties of strong lenses across a wider variety of samples and categories, such as morphology, luminosity, and finer redshift slices. We are particularly interested in segregating the lens sample by total luminosity, since the SLACS lenses appear to be more luminous than their moderate-redshift counterparts when passively evolved to z = 0 (Figure 7) , suggesting that the SLACS sample may have evolved from a slightly different population of galaxies.
Of course, by increasing the sample size of lenses and thus reducing the statistical errors associated with these measurements, correcting systematic uncertainties will become much more important. In future studies we hope to improve our control of systematics in several ways. Foremost is the ability to measure accurate redshifts for both the lens and source galaxies of strong lens systems, as these measurements are crucial for accurate lens modeling. While some future survey instruments should provide redshift information (either spectroscopically or photometrically) as part of their normal operation, it is still important to improve the redshift information for currently known lenses, and we plan to obtain more spectroscopic and photometric redshift data in the near future. Additional systematics controls could come in the form of improved profile modeling, relaxing the strict de Vaucoulers + NFW mass profiles in favor of a more general free-index Sérsic profile for the stellar mass and a freely-varying gNFW profile for the dark matter. Similarly, improved strong lens mass modeling should be utilized in the future, increasing our ability to distinguish between various mass profiles at very small scales, as well as improving the precision of our stellar mass fraction measurements. Finally, we could improve galaxy selection and weak lensing measurements by using HST data obtained through other filters, allowing us to determine photometric redshifts for many of the background source galaxies. We note however that this should not be a dominant source of systematic error, as we have shown previously that altering the background galaxy redshift distribution does not significantly change the results of any of our fitted parameters.
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accounts for combining the IMCAT definition of SNR with the SExtractor measured half-light radius (G07 obtain both parameters from IMCAT, whereas Rhodes et al. (2007) use SExtractor exclusively):
which modifies the e 1 component of each object in a catalog. In this equation, r h represents the half-light radius of the object (as determined by IMCAT), and y ′ is the normalized y-coordinate of the object (equal to 0 at the bottom of an ACS field and 1 at the top), defined such that the correction for the CTE degradation is maximized near the ACS chip gap (y ′ ∼ 0.5), where the pixels are the farthest away from the readout registers. The time-dependent factor takes into account the fact that the effects of CTE degradation have steadily worsened over the lifetime of the ACS. Figure 8 shows the effect of CTE correction on our data sample, and from the figure we can see that the average corrected galaxy shape (e 1,corr = e 1 − e 1,CTE ) is no longer spatially dependent, and is very nearly zero throughout the entire field. In addition, our CTE correction scheme is able to correct specifically chosen subsets of the galaxy population as well: after separating the source galaxies into three distinct magnitude bins (m < 25; 25 < m < 26; m > 26), we find that the CTE-corrected galaxies in each bin show a mean shape e 1,corr = 0, again with no spatial dependence across the field.
To test the systematics associated with our CTE correction scheme, we apply an additional 20% CTE shape correction to every background galaxy, regardless of size, brightness, or position on the detector. We perform a full weak lensing analysis and 2-component model-fit ( §3) on these data, and find that the best-fit stellar and virial M/L ratios systematically vary from the values inferred from the original data (presented in §4) by ∼ 2% and ∼ 15% respectively, which are much smaller than the presented statistical errors.
PSF Correction
We next perform a PSF correction to remove any shape distortions of the background galaxies due to the telescope, leaving only those distortions caused by gravitational shear. Our correction scheme applies the method of Schrabback et al. (2007) , which utilizes the KSB formalism along with modifications developed by Hoekstra et al.
(1998) and Erben et al. (2001) .
While it should be possible to map the spatial variations of the PSF by directly measuring the shapes of the stars found in the data, we find that this is not the case for our lens sample, as there are too few stars per exposure to accurately sample the whole field. Instead, to increase our star count we use a series of well-sampled, low galactic latitude stellar field exposures to generate a series of polynomial PSF models. There is some concern in fitting a model PSF to our data instead of deriving it empirically, as the ACS PSF is temporally variable. However, this variability is primarily a function of a single parameter: changes in the separation of the primary and secondary HST mirrors due to thermal breathing (Krist 2003; Rhodes et al. 2007 ). By using a total of 181 exposures taken over the course of several months, our stellar-field PSF models span a wide range of mirror separations, allowing us to compile a nearly continuous database of varying PSF patterns that can be used to correct our science images.
To create each model, we measure the anisotropy components (q * i ) and polarization tensor ratio (T * ) -a parameter required for PSF correction that is related to the PSF width -as a function of position, using the stars in a given stellar field. The measured quantities are given by:
where e * j are the measured stellar ellipticity components, and P sh * and P sm * are the stars' shear and smear polarization tensors, respectively.
Model stars are initially selected by simple cuts in size-magnitude space. A 0.8 pixel wide cut in half-light radius, centered on the stellar locus, is used to separate stars from galaxies. A bright-end magnitude cut is used to remove stars with saturated pixels and a SNR cut is used to remove stars that are too noisy to be accurately measured. From this initial star selection we generate 3rd-order polynomial models for the q * i components, and a 5th-order polynomial model for T * . To improve the model, we evaluate each polynomial component at the coordinates of the stars, and compare the inferred values to the actual measured quantities. If, for any given model component, the observed value disagrees with the model by more than 2-σ, the star is considered an outlier (because of shape noise) and is removed from the sample. Once all outliers are removed, we regenerate the polynomial models with the remaining stars. This process is repeated iteratively until the number of stars remains stable, at which point we generate a final set of polynomials that represent the final PSF model for that stellar field.
For each science exposure, we compare the measured PSF of each star in the field to the model PSFs, and determine the best-fit model by calculating the reduced χ 2 statistic given by:
where PSF * i is the measured PSF of star i, and PSF mod j (x i , y i ) is the model PSF of stellar template j, evaluated at the location (x i , y i ) of the real star.
Once best-fit PSF models are determined for all exposures associated with a composite science image, the coordinates of each model are registered to the science image, and the models are combined by an exposure-time weighted average to create a final "master" PSF model used to correct each background galaxy, given by:
where t i is the exposure time of a given exposure in the composite science image, and ∆ i is equal to 1 if the galaxy falls within the boundaries of the WFC chips in the exposure (not always true, due to dithering), and 0 otherwise. As a test of our PSF correction, we plot the shapes of all stars found in our science images, both pre-and postcorrection, (Figure 9 ). We do see an improvement: the stellar ellipticity components become more circular (e 1,pre = −0.0089, e 1,post = 0.0001; e 2,pre = 0.0124, e 2,post = 0.0015), and show a mild reduction in spread (σ e1,pre = 0.022, σ e1,post = 0.019; σ e2,pre = 0.021,σ e2,post = 0.016). By taking into account effects due to the PSF (and effects due to CTE degradation in the previous section) we are able to significantly reduce the dominant sources of systematic error involved in the weak lensing analysis.
Data Cuts
To improve the overall signal, we apply a series of data cuts to our master catalog. First, we exclude objects that have a half-light radius smaller than 3 pixels, as many of these objects are "bad" data objects such as stars or cosmic rays, which are not affected by gravitational shear and only serve to dilute the overall shear signal. We also reject objects with a half-light radius larger than 14 pixels, and "bright" objects (m F 814W < 23), as these objects are likely Figure 9 . Result of PSF correction on all stars of our science images. Pre anisotropy-corrected shapes are plotted in red, while postcorrected shapes are shown in black. We can clearly see that the stars have become more circular after applying the combined PSF models.
to be foreground interlopers. Additionally, we apply a conservative cut to galaxy shapes, rejecting any object with |g i | > 2 (where the g i are the CTE + PSF corrected ellipticity components) as being unphysical or poorly shapecorrected in some way. Finally, we apply a general SNR cut to the data, rejecting any remaining object with an IMCAT significance (ν) parameter less than 16; (as a comparison, this corresponds to an SNR < 4 cut using the SNR determination of Erben et al. (2001) ). After cutting the data, we are left with a total background galaxy density of ∼ 65 galaxies arcmin −2 (as compared to the ∼ 100 galaxies arcmin −2 measured prior to cutting) which is high enough to measure the weak lensing signal around the galaxy stack.
Catalog Stacking
After correcting for PSF and CTE effects for objects in an individual science field, we can apply the standard weak lensing formalism (see e.g., Seitz & Schneider 1997; Bartelmann & Schneider 2001; Wittman 2002) to the field and determine an average mass profile from a stack of fields.
To properly combine each lens field into a cohesive stack, we first apply a shift to the coordinates of each science field, such that the origin in each field corresponds to the location of the strong lens system. Because the lenses in our sample cover a range of redshifts, we convert each background galaxy's angular separation from the lens to a physical one, so that we can more easily stack galaxy fields together in catalog space. Finally, once all objects have been repositioned in terms of physical distances relative to a common center, we combine everything into a master galaxy catalog that contains information on galaxy position and corrected ellipticity, and information on the strong lens field from which it was initially drawn. In addition, geometric information about the strong lenses themselves are also included, which are critical in determining the physical mass profile at small scales.
