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Abstract—We present a decoder for nonbinary CWS
quantum codes using the structure of union codes. The
decoder runs in two steps: first, we use a union of
stabilizer codes to detect a sequence of errors, and
second, we build a new code, called union code, that
allows the error correction.
I. Introduction
Quantum computers is able to solve many hard prob-
lems in polynomial time and to increase the speed of most
algorithms [1]–[4]. Decoherence problems are inherent in
these computers requiring the use of quantum error cor-
recting codes (QECCs) [5]–[8].
A large class of good binary codes is known in litera-
ture [9]–[12]. However, in order to build a quantum fault
tolerant quantum computer, concatenation of quantum
codes plays a crucial role. The optimum concatenation is
obtained when nonbinary codes are used [12].
An important class of nonadditive codes, called CWS,
has been studied recently [13]–[17]. The framework of
CWS codes generalizes the stabilizer code formalism and
was used to build some good nonadditive codes. The codi-
fication of binary and nonbinary CWS codes is well known,
whereas the decodification is only known for binary CWS
codes [17], [18]. In this paper, we present an algorithm to
decode nonbinary CWS codes, generalizing the procedure
described in Ref. [18].
This article is divided in the following parts: In Section
II, the CWS codes are briefly reviewed. In Section III, the
theory of union codes are presented. Such codes provide
the basis for our decoder. In Section IV, measurement
operators for union codes are presented. In Section V, the
main theorems are proved. In Section VI, the nonbinary
decoder is presented and an analysis of the computational
cost is performed. In Section VII, an example is worked
out. In Section VIII, the conclusions are presented.
II. CWS Codes
Nonbinary CWS codes use the generalized Pauli group
Gd over qudits [14], [19]–[21]. Let χ be the character of
group Zd in the unit cycle of C. By definition, χ(x) =
exp( i2pix
d
). We denote ω = χ(1). The action of X over
qudits is X |i〉 = |i+ 1〉 and the action of Z, which
performs a phase shift, is Z |i〉 = ωi |i〉. In matrix form,
we have
X =
(
0 1
I 0
)
d×d
, Z =


1 0 0 . . . 0
0 ω 0 . . . 0
0 0 ω2 . . . 0
...
...
...
. . . 0
0 0 0 . . . ωd−1

 .
It is easy to check that Xd = Zd = I and ZX = ωXZ.
Pauli group Gd is generated by {X,Z, ω
jI}, where j =
0, . . . , d − 1. The Pauli group acting on n qudits is Gnd =
⊗nGd.
A nonbinary CWS code is a nontrivial vector subspace
of Cd
n
. If this subspace has dimension K, the code is
denoted by ((n,K))d and, if δ is the minimum distance,
the notation is ((n,K, δ))d. A CWS code is described by
a subgroup S of the Pauli group (called stabilizer group)
and a set of K Pauli operators W = {wl}
K
l=1 called word
operators.
Group S stabilizes a single word, usually |S〉 and, in the
binary case, we have S = 〈gi, . . . , gm〉 withm = n, whereas
in the nonbinary case we have m ≥ n. The generators of S
have the form gi = X
riZti , where ri and ti are vectors with
entries in Zd. We can build a matrix [r|t] of dimensions
m× 2n, which is useful for establishing a connection with
a classical code.
A basis for the quantum code is {wl |S〉 ; wl ∈ W},
where |S〉 is stabilized by group S. Note that for each wi ∈
W , wl |S〉 is stabilized by wlSw
†
l . Moreover, for gk ∈ S,
we have wlgkw
†
l = ω
lkgk |wl〉, so a classical vector on Zd
cl = (l1, . . . , lm)
can be associated to wl.
The error correction conditions for quantum codes state
that, in order to detect a set of errors E , it is necessary
and sufficient that
〈ψi|E |ψj〉 = CEδij ,
for all E ∈ E , where |ψi〉 and |ψj〉 are in an orthonormal
basis of the code. Note that CE does not depend on i and
j. E1, E2 ∈ E are correctable if and only if
〈ψi|E
†
1E2 |ψj〉 = CE1E2δij .
Again, CE1E2 does not depend on i and j. An error is
degenerate if CE 6= 0. Two distinct errors, E1, E2 ∈ E ,
belong to the same degeneracy class when their actions
on the code are the same, that is, CE1E2 6= 0. A code
is said degenerate when the error set has a degenerate
element [22].
It is enough to consider errors as operators in the Pauli
group acting on the code, that is, an error E has the form
αZvXu, where α ∈ C and v, u ∈ Znd . We can map errors
to classical vectors using function CℓS given by
CℓS(E) =
n∑
l=1
vlrl − ultl, (1)
where rl and tl are the columns of the matrix [r|t]. An error
E is detectable in the quantum code if and only if CℓS(E) is
detectable in the associated classical code and CℓS(E) 6= 0
or ∀l, wlE = Ewl. An error is degenerate when CℓS(E) =
0 and two distinct errors, E1, E2 ∈ E , belong to the same
degeneracy class when CℓS(E1) = CℓS(E2) [15].
III. Union and USt Codes
Let S be the stabilizer group of code C = [[n, k, d′]]d.
Let CC be the centralizer of S and T be a subset of a
transversal set of Gnd/CC . Then, the set
Q =
⊕
t∈T
tC (2)
is a quantum code with parameters ((n,Kdk, d′′))d, where
K = #T and d′′ ≤ d′.
Note that if t1, t2 ∈ T are distinct, then t1C ⊥ t2C.
In fact, t†1t2 /∈ CC , therefore there exists s ∈ S such that
st†1t2 = αt
†
1t2s and α 6= 1, that obeys 〈i| t
†
1t2 |j〉 = 0, where
|i〉 , |j〉 ∈ C. If B = {|wi〉} is a base for C, then
⋃
t∈T tB is
a basis for Q. Q is called Union Stabilizer Code(USt) [18],
[23]–[25].
More general yet is what we call a quantum union code.
Let C1 and C2 be two quantum codes with parameters
((n,K1, d1)) and ((n,K2, d2)), respectively. Let B1 (B2)
be an orthogonal basis of C1 (C2). Suppose that C1 ⊥ C2,
then B = B1
⋃
B2 also is a basis for a vector space, which
is the union code. Note that the union code is given by
C = C1⊕C2. Note that a USt code is also a union code [26].
IV. Projectors on Union Codes
In this section, we show how to find the projector of
a union code. Let M , P (M) and PM be a measurement
operator, the space stabilized by M , and the orthogonal
projector on P (M), respectively. We have M = 2PM − I.
We also use the notation PQ for the projector of a generic
code Q.
Let MQ be the measurement operator of code Q. If
{|w1〉 , . . . , |wk〉} is an orthogonal basis of the code, then
PQ =
k∑
i=1
|wi〉 〈wi| ,
and
MQ = 2
k∑
i=1
|wi〉 〈wi| − I
= −
k∏
i=1
(I − 2 |wi〉 〈wi|).
Suppose that Q is a union code Q = C1⊕C2 and let P1
and P2 be the projectors on codes C1 and C2, respectively.
Since C1 ⊥ C2, the projector on Q is P = P1⊕P2 and the
measurement operator is MQ = 2P1 ⊕ P2 − I.
Suppose that the union code Q has the form
Q =
⊕
t∈T
tQ0, (3)
whereQ0 is a quantum code. How does one find the code
measurement operator using operatorM0 of code Q0? We
answer this question below.
Let M1 and M2 be two commutative measurement
operators, we define the measurement operatorM1∧M2 as
the operator that stabilize the space P (M1)
⋂
P (M2). We
have that the projector associated to this operator satisfies
PM1∧M2 = PM1PM2 .
Let A and B be two vector subspaces of Cm. Define the
following associative operation:
A△B = (A ∩B⊥)⊕ (A⊥ ∩B). (4)
Let M1 and M2 be two commutative measurement opera-
tors. The measurement operator associated with the space
P (M1)△P (M2) is denoted by M1 ⊞M2, that is
P (M1 ⊞M2) = P (M1)△P (M2)
= (P (M1) ∩ P (M2)
⊥)⊕
(P (M1)
⊥ ∩ P (M2)). (5)
Note that PM1⊞M2 = PM1(I − P
⊥
M2
) + PM2(I − P
⊥
M1
) and
M1 ⊞M2 = 2PM1⊞M2 − I
= 2PM1(I − P
⊥
M2
) +
PM2(I − P
⊥
M1
))− I
= −(2PM1 − I)(2PM2 − I)
= −M1M2. (6)
Consider again code Q of equation (3). Let Q0 be the
stabilizer and S = {Gi}
k
i=1 is a set of stabilizers of code
Q0. Define Qt = tQ0 and Mit = tGit
†. Note that Mit
stabilizes t |w〉, for |w〉 ∈ Q0. We have Qt =
⋂k
i=1 P (Mit).
Then
Q =
⊕
t∈T
k⋂
i=1
P (Mit) = △
t∈T
k⋂
i=1
P (Mit) (7)
and the associated measurement operator is
MQ = ⊞
t∈T
k∧
i=1
Mit. (8)
When code Q0 is not additive (stabilizer), we use the
classical way to build the projector for a vector space
employing an orthonormal basis. Let B = {|wi〉}
l
i=1
be an orthonormal basis of Q0. The set
⋃
t∈T tB is an
orthonormal basis for the code Q. Therefore, the projector
of Q is
PQ =
∑
t∈T
l∑
i=1
t |wi〉 〈wi| t
†. (9)
V. Measurements on Union and USt Codes
Let E be a set of correctable errors of a quantum code
and D ⊂ E . Define the nondegenerate complement of D
in E as the set
ED = {E ∈ E ;CEF = 0, ∀F ∈ D}. (10)
When E is nondegenerate, ED is exactly the complement
of D, that is, ED = E \D. Following we use the notation
D(Q) = {h |ψ〉 ;h ∈ D, |ψ〉 ∈ Q}.
Theorem V.1. Let Q be a CWS code and D a finite
commutative group of correctable errors. Then QD = D(Q)
is a USt code.
Proof: Let B = {|w1〉 , . . . , |wk〉} be a basis for code
Q. Then D(B) =
⋃
α∈D α(B) =
⋃
α∈D
⋃k
i=1 α |wi〉 =⋃k
i=1D(|wi〉). Note that D(|wi〉) is an additive CWS code,
that is, a stabilizer code. Now we will show that D(|wi〉)
and D(|wj〉) are mutually orthogonal, for i 6= j.
Let α1, α2 ∈ D. Then α
†
1α2 a detectable error and the
error correction conditions 〈wi|α
†
1α2 |wj〉 = 0 imply that
D(|wi〉) is orthogonal to D(|wj〉).
We have |wi〉 = wi |0〉 for word operators wi, and
widj = αijdjwi, where dj ∈ D and αij ∈ C. Let
Di = {αijdj ; dj ∈ D}. We have that the codes gen-
erated by D(|0〉) and by Di(|0〉) are the same. Then⋃k
i=1D(|wi〉) =
⋃k
i=1 wiDi(|0〉).
Let Q0 be the code generated by D(|0〉). We have
D(Q) =
k⊕
i=1
wiQ0,
that is, D(Q) is USt.
Theorem V.2. Let Q be a CWS code defined from a
stabilizer set S and by a classical code C. Let D be a
commutative group, the elements of which are in the set
of correctable errors E. Then the USt code QD = D(Q)
detects all errors in ED.
Proof: Let E ∈ ED, α1, α2 ∈ D and |wi〉 , |wj〉 ∈ Q
such that α1 |wi〉 ⊥ α2 |wj〉. Then α
†
1α2 ∈ D ⊂ E and
〈wi|α
†
1Eα2 |wj〉 = a 〈wi|α
†
1α2E |wj〉 = 0, a ∈ C,
that is, E is detectable.
We have described how to detect errors in USt codes
for the nonbinary case, generalizing the method given in
Ref. [18] for binary codes. When working with the latter
case, it is enough to use the criteria defined in Theo. V.2.
However, for nonbinary codes, the above theorem is not
enough. In order to find the error in this case, which is
the main contribution of this paper, we make use of union
codes.
Theorem V.3. Let Q be a CWS code and D a commuta-
tive group. D\{I} is a set of nondegenerate and correctable
errors. Let Dl ⊂ D be the set {d
k1
l1
· · · dktlt ; 0 < ki < d ∀i},
where dli are t independent generators of D. If D
r
ls
=
Dl \ {d
k1
l1
· · · drls · · · d
kt
lt
; 0 < ki < d ∀i 6= s}, then the code
D(Q) where D = Dl \D
r
ls
detects E = Drls .
Proof: Let α1, α2 ∈ D, we have that α
†
1α2 =
a1d
k1
l1
· · · d0ls · · · d
kt
lt
, a1 ∈ C. Now let E ∈ E , α
†
1α2E =
dh1l1 · · · d
hs
ls
· · · dhtlt with hs 6= 0. Then α
†
1α2E ∈ D \ {I} ie
α†1α2E is a nondegenerate error of code Q. So
〈wi|α
†
1Eα2 |wj〉 = 〈wi|α
†
1α2E |wj〉 = Cα†
1
α2E
δij = 0,
where |wi〉 , |wj〉 belongs to a orthonormal basis of code Q,
in other words, D(Q) detect E.
VI. Decoding
In the previous section, we have showed that, given a
quantum code and a set of correctable errors, we can build
another code, which includes the first, detecting the errors.
However, we want to correct errors and not only to detect
them.
Suppose that the set of correctable errors E can be
decomposed into a union of finite abelian groups and
nondegenerate elements, that is, E =
⋃t
j=1Dj. Using
Theo. V.2, we can find the group that contains the error.
To correct the error we use the following strategy: Suppose
that the error is in group Dj and it has m generators,
that is, Dj = 〈d1, . . . , dm〉. Define D
l
j as the group with
a generator less, that is, Dlj = 〈d1, . . . , d̂l, . . . , dm〉. By
performing m measurements, we find out that the error
has the form
E = dk1i1 · · · d
kt
it
, (11)
where t ≤ m and 0 < ki < d − 1. It remains to find the
value of ki.
We use Theo. V.3. Take Dj to be the group, and Dl
the subset of Dj , with all errors found above. For all s ∈
{1, . . . , t} and r ∈ {1, . . . , d − 1}, we perform the error
detection in code Drls(Q). This is the last step to find the
error.
VII. Example
We will use the decoder above described in the family of
codes ((5, d, 3))d with d > 3 presented in Ref. [21], which
are nonadditive CWS codes. This family is described by
the stabilizer group
S = 〈X1Z2Z5, Z1X2Z3, Z2X3Z4, Z3X4Z5, Z1Z4X5〉
and by the word operators set W = {Zvj , Za, Zb}, where
vj = (j, j, j, j, j), for j 6∈ {2, d− 1}, a = (2,−1,−1, 2,−1)
and b = (−1, 2, 2,−1, 2). Those codes correct all weight-
1 quantum errors. Let E be the set of all weight-1 errors
including I.
To prove that this code can correct every weight-1 error,
we use function CℓS and the classical code associated to
set of word operators. The classical code is given by C =
{vj , a, b} and
CℓS(E) = {(r, 0, 0, 0, 0), (0, r, 0, 0, 0), (0, 0, r, 0, 0),
(0, 0, 0, r, 0), (0, 0, 0, 0, r), (r, 0, 0, r, 0),
(0, r, 0, 0, r), (r, 0, r, 0, 0), (0, r, 0, r, 0),
(0, 0, r, 0, r), (0, 0, r, h, r), (r, 0, 0, r, h),
(h, r, 0, 0, r), (r, h, r, 0, 0), (0, r, h, r, 0);
0 ≤ r < d, 0 < h < d}.
Note that the difference between any two vectors in C can
not be equal to the sum of any two elements of CℓS(E).
This shows that C can correct weight-1 errors.
As a consequence of the graph structure of the stabi-
lizer, every nonbinary Pauli error acting on |0〉 can be
equivalently replaced by some qudit phase flip errors [21].
We may consider all the word operators wi in the format
wi = Z
ci .
Now, write E =
⋃5
i=1Di, where Di are the groups
generated by {ZClS(Xi), ZClS(Zi)}, 1 ≤ i ≤ 5. These
groups satisfy Theo. V.1 and V.2. So, the decoder can be
applied and with at most 5 − 1 = 4 USt measurements
in order to detect the group error Di, that is, to locate
the error. After these measurements, we will perform
two more USt measurements to determine if some of the
generators of Di are missing in the expression of the
error. Then, we construct the groups D1i = 〈Z
ClS(Xi)〉
and D2i = 〈Z
ClS(Zi)〉, perform measurements according
to the USts codes D1i (Q) and D
2
i (Q). We can find out,
for example, in the worst case, that no generator of
Di is missing in the expression of the error. To obtain
explicitly the power associated with the generators, we
use Theo. V.3. For each fixed r1, 0 < r1 < d, consider
the sets D1r = {(Z
ClS(Xi))r1(ZClS(Zi))k}, 0 < k < d, and
the union code D1r(Q). Performing a measurement in this
union code, we obtain power r1 of the first generator. To
obtain the second power, we repeat the procedure with the
set D1r = {(Z
ClS(Xi))k(ZClS(Zi))r2}, 0 < k < d, obtaining
the expression of the error E = (ZClS(Xi))r1(ZClS(Zi))r2 .
The number of union code measurements is 2d−2, because
we perform d − 1 measurements to obtain power r1 and
d− 1 measurements for power r2.
VIII. Conclusion
The formalism of CWS codes is a procedure to find
both, additive and nonadditive codes, which generalizes
the formalism of stabilizer codes. It was used to build some
optimal nonadditive codes, such as codes ((9,12,3)) and
((10,24,3)) [17]. A decoding procedure for binary codes of
this class was described recently [18].
We have described a decoding procedure for the non-
binary case. Part of the procedure is a straightforward
generalization of the binary case, using union of stabilizer
codes (USt). In the binary case, dealing with USts codes
is enough, whereas in the nonbinary case, after finding the
group error D and Dl ⊂ D = {d
k1
l1
· · · dktlt ; 0 < ki < d ∀i},
where dli are t independent generators ofD, we have to use
union code measurements to obtain ki using Theo. V.3.
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