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Model Predictive Control Using Fuzzy Decision
Functions
João Miguel da Costa Sousa, Member, IEEE, and Uzay Kaymak, Member, IEEE
Abstract—Fuzzy predictive control integrates conventional
model predictive control with techniques from fuzzy multicriteria
decision making, translating the goals and the constraints to pre-
dictive control in a transparent way. The information regarding
the (fuzzy) goals and the (fuzzy) constraints of the control problem
is combined by using a decision function from the theory of fuzzy
sets. This paper investigates the use of fuzzy decision making
(FDM) in model predictive control (MPC), and compares the
results to those obtained from conventional MPC. Attention is
also paid to the choice of aggregation operators for fuzzy decision
making in control. Experiments on a nonminimum phase, unstable
linear system, and on an air-conditioning system with nonlinear
dynamics are studied. It is shown that the performance of the
model predictive controller can be improved by the use of fuzzy
criteria in a fuzzy decision making framework.
Index Terms—Fuzzy criteria, fuzzy decision making (FDM),
fuzzy predictive control, model predictive control (MPC).
I. INTRODUCTION
HUMAN operators can control complex, nonlinear, andpartially unknown systems across a wide range of
operating conditions for which conventional linear control
techniques often fail or can only be applied locally. Fuzzy
logic control (FLC) is one of the most popular techniques
for translating human knowledge to control, and has been
successfully applied to a large number of consumer products
and industrial processes [1]–[3]. Most of these applications
of fuzzy control use the approach introduced in the 1970s by
Mamdani [4]. The operator’s knowledge is verbalized as a
collection of if-then control rules, which are directly translated
into a control algorithm.
Besides direct fuzzy control, in which the control law is ex-
plicitly described by if-then rules, human expertise can be used
to define the design specifications. These specifications are
translated to performance criteria using fuzzy sets, by defining
the (fuzzy) goals and the (fuzzy) constraints for the system
under control. This procedure is a particular approach of fuzzy
model-based control, following closely the classical model
predictive control (MPC) design approach, but it makes use of
the fuzzy sets theory in a higher level than in FLC, where the
fuzzy rules to control the system are given directly from expert
knowledge. In this approach, the appropriate control actions
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are obtained by means of a multistage fuzzy decision making
(FDM) algorithm, as introduced by Bellman and Zadeh [5]. A
mixture of these two approaches constitutes the first applica-
tion in this field: automatic train operation using a linguistic
description of the system [6]. A different approach called fuzzy
multiobjective optimal control is presented in [7], but it is quite
complex and difficult to implement in real time. More recently,
satisficing decisions have also been used in a similar setting to
design controllers [8]. A good survey on model-based approach
to fuzzy control and decision making is presented by Kacprzyk
[9]. However, in this book only open-loop control applications
are reported. This paper undertakes to present the first step
in generalizing fuzzy predictive control as MPC with fuzzy
decision functions, using the FDM approach to select proper
control actions. This procedure can be applied to real-time
problems with relatively small sampling times.
This paper begins by describing the application of FDM to
control in Section II. Fuzzy goals, fuzzy constraints, and fuzzy
decision are presented, and an approach to solve the optimiza-
tion problem for fuzzy criteria defined in different sets is pro-
posed. Note that FDM applied to control considers multistage
FDM. Section III presents possible types of fuzzy objective func-
tions for predictive control, discussing briefly the operators to ag-
gregate fuzzy criteria. Two illustrative examples are presented in
Section IV, where the main features of fuzzy decision functions
applied to MPC are shown. The paper ends up with some con-
cluding remarks about the presented approach in Section V.
II. FUZZY DECISION MAKING IN CONTROL
Although distinct, it is common to present multistage deci-
sion making and FDM in control as synonymous. In fact, the
decision problem is more general, and also multistage decision
making can be applied to other fields. This paper considers mul-
tistage decision making applied to control, similar to the ap-
proach taken before by several authors [5], [9]. Note that while
the notation used in this section is convenient for control ap-
proaches, multistage FDM maintains its generality. When mul-
tistage decision making is translated to the control environment,
the set of alternatives constitute the different control actions, the
system under control is a relationship between the system inputs
and outputs (or causes and effects), and the mapping relating the
inputs to the outputs of the system under control is referred to
as the model. Moreover, fuzzy constraints are defined for sev-
eral variables presented in the system, which can be “hard” or
“soft” constraints, and the decision criteria (fuzzy goals and con-
straints) are the translation of the control performance criteria to
the decision making setting.
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One of the main issues in MPC is the type of model of the
system under control [10]. In general, the most utilized types of
models are deterministic, stochastic, and/or fuzzy. Another im-
portant issue in FDM applied to control is the termination time,
which is a generalization of the prediction horizon defined for
MPC[11]. A short summary of the different termination times,
and possible solutions found in the literature for the the different
types of models is presented in the following. A survey with
complete references can be found in [9].
• Fixed and predetermined specification time—For deter-
ministic models, solutions using dynamic programming,
branch-and-bound techniques, genetic algorithms, or
neural networks have been proposed. For stochastic
models two different formulations are usually employed:
maximizing the probability of satisfying fuzzy goals and
fuzzy constraints, or maximizing the expected value of
the fuzzy decision. For fuzzy models, solutions using
dynamic programming, branch-and-bound, interpolative
reasoning, and genetic algorithms have been proposed.
• Implicitly specified termination time—In these systems,
the process terminates when the outputs reach prespecified
values. Only solutions for deterministic models were pro-
posed, using graph-theoretic analysis and a branch-and-
bound algorithm.
• Fuzzy termination time—It is sometimes useful to con-
sider a “softer” definition of the termination time, by
allowing its formulation as a fuzzy set, as it was first
proposed by Fung [12]. For deterministic, stochastic, or
fuzzy models, solutions using dynamic programming or
branch-and-bound are possible.
• Infinite termination time—This type of termination time
is used for processes whose inputs vary little over a very
long time range. Optimal control is sought for these types
of processes.
Note that all the solutions proposed are obtained for open-loop
control, which hampers the application of the proposed solu-
tions for low and medium levels of control in real time. For ex-
ample, Kacprzyk [9] states
“We consider open-loop control. Unfortunately,
not much is known about closed-loop (feedback) control in
a fuzzy environment in the optimal control-type [5] setting
.”
This paper addresses this shortcoming in the literature, and it
considers multistage decision making (control) in a fuzzy envi-
ronment considering any type of model in closed-loop control.
It assumes that the termination time is fixed and is specified be-
forehand. As the formulation is done in an MPC environment,
this termination time is the prediction horizon, which is shifted
when time evolves. This condition is necessary to allow the ap-
plication of multistage FDM to MPC in real time.
In the following, Section II-A presents the definition of fuzzy
goals and constraints in the control environment. The aggrega-
tion of the different criteria for control applications is presented
in Section II-B, where the set of possible alternatives is dis-
cretized in order to find the optimal control actions. The appli-
cation of FDM to predictive control is presented in Section II-C.
A. Fuzzy Goals and Fuzzy Constraints in the Control
Environment
Let , with , be a fuzzy goal characterized by its
membership function , which is a mapping from the space
of the goal to the interval . Let also
be a fuzzy constraint characterized by its membership function
, mapping the space of the constraint to the same in-
terval . The fuzzy goals and the fuzzy constraints
can be defined for the domain of the control actions, system’s
outputs, state variables, or for any other convenient domain.
Note that fuzzy constraints are usually defined in the domain of
the control actions, and fuzzy goals are usually defined in the
domain of the state space variables. Initially, FDM in control
was applied to systems with discrete states and a finite number
of possible transitions between the states, and subsequently it
has been extended to systems with continuous states [13]. The
fuzzy goals and constraints are then all defined on the set of
alternatives. The reasoning applied in this paper for FDM in
control allows the combination of goals and constraints from
different spaces.
A fuzzy set in the appropriate domain characterizes both
the fuzzy goals and the fuzzy constraints. The goals and con-
straints are defined on relevant system variables. For example, a
common control goal is the minimization of the output error.
The satisfaction of this goal is represented by a membership
function, which is defined on the space (universe of discourse)
of the output error. An example is the fuzzy goal “small output
error,” defined for a SISO system and shown in Fig. 1(a). Fuzzy
constraints can be defined on the universe of discourse of
the control variables. An example is the ‘soft’ constraint “
should not be substantially larger than 0.8,” whose degree of
satisfaction can be represented by a membership function, as
shown in Fig. 1(b). Note that the “hard” constraint
is also implied by the given membership function. The given
examples of a goal and a constraint show that it is sometimes
advantageous to treat them in different ways, contrary to the
Bellman and Zadeh approach [5].
The qualitative distinction between goals and constraints can
be clarified when membership functions for a fuzzy criterion
are defined. In this paper, a fuzzy goal is defined in such a way
that the membership grade is never zero, unless this is strictly
necessary (which would imply that it is a “hard” constraint).
Therefore, the example in Fig. 1(a) uses a membership func-
tion of the exponential type, which never becomes zero even
if the error is quite large. On the other hand, fuzzy constraints
must include the “hard” constraints, when they are present in the
system. For instance, the constraint in Fig. 1(b) does not allow
that the control action is outside the range , which can be
a very useful concept for many real systems. Suppose that the
variable in Fig. 1(b) is a valve opening, where 1 stands for
completely open and 0 for completely closed. Hence, the defi-
nition of the fuzzy constraint, as given in Fig. 1(b), takes these
physical limitations into account. It is suggested that a fuzzy con-
straint should also represent the “hard” constraints when they
are present in the system. A fuzzy goal should be defined so that
the membership function never becomes zero, indicating the al-
lowable but not desirable states of the system. This procedure
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(a)
(b)
Fig. 1. Example of a fuzzy goal and a fuzzy constraint for FDM in control.
distinguishes goals and constraints in the form of the defined
membership functions, but clearly does not affect the conflu-
ence of criteria.
Assuming as before that one considers goals
and constraints , each fuzzy goal and each fuzzy
constraint constitute a decision criterion ,
where is the total number of goals and constraints.
Each criterion is defined in the domain , which
can be any of the various domains used in control. In order
to solve the problem in reasonable low time, it is defined in a
discrete control space with a finite number of control alterna-
tives. This limitation to digital control is however not too severe,
and this methodology can still be applied to a large number of
control problems. Therefore, the confluence of goals and con-
straints is defined in the following for discrete alternatives. The
resulting optimization problem is also addressed.
B. Aggregation of Criteria in the Control Environment
Assume that a policy is defined as a sequence of control
actions for the entire prediction horizon in MPC,
(1)
where the control actions belong to a set of alternatives . In the
general case, all the criteria must be applied at each time step ,
with . Thus, a criterion denotes that the crite-
rion is considered at time step , with and
. Further, let denote the membership value that
represents the satisfaction of the decision criteria after applying
the control actions . The total number of decision cri-
teria for the decision problem is thus given by . The
confluence of goals and constraints can be done by aggregating
the membership values . The membership value for the
control sequence is obtained using the aggregation operators
,and to combine the decision criteria, i.e.,
(2)
In (2), denotes an aggregation operator for combining the
goals, denotes an aggregation operator for combining the
constraints, and denotes an aggregation operator to combine
the aggregated goals and constraints. In general, it is not neces-
sary to use the same aggregation operator for all goals and for
all constraints. However, using a single aggregation operator re-
duces complexity, making the confluence of criteria simpler.
Note that the aggregation operator to combine a goal and
a constraint at different time steps, i.e., to
, is the same as the one to combine a goal and
a constraint at the same time step, i.e., to
. Various types of aggregation operations can be used
as decision functions for expressing different decision strategies
using the well-known properties of these operators [14]. In fact,
aggregation operators and membership functions translate a lin-
guistic description of the control goals into a decision function.
In this way, various forms of aggregation can be chosen giving
greater flexibility for expressing the control goals. A discussion
on the influence of aggregation operators in FDM applied to
control is given in Section III-A.
The translation of each goal and each constraint for a given
policy to a membership value (2) avoids the specification of
the criteria in a large dimensional space. The combination of cri-
teria in different domains is done for a set of discrete alternatives,
which corresponds to different policies that can be applied to
find the optimal control policy. The decision criteria (2) should
be satisfied as much as possible, which corresponds to the max-
imal value of the overall decision. Thus, the optimal sequence of
control actions is found by the maximization of
(3)
Because the membership functions for the fuzzy criteria can
have an arbitrary shape, and because of the nonlinearity of the
decision function, the optimization problem (3) is usually non-
convex. To deal with the increasing complexity of the optimiza-
tion problem, different methods can be utilized. One possibility
is to consider only a few criteria (2), removing those not con-
sidered from the equation. This approach, however, can result
in suboptimal control actions. A better method is to choose a
proper optimization algorithm, or to formulate the problem in a
way that leads to convex optimization. One set of conditions that
lead to a convex optimization problem is proposed in [15]. Else-
where, several methods to deal with nonconvex optimization
problems have been used such as sequential quadratic program-
ming [16], the simplex method [17], genetic algorithms [18], or
branch-and-bound [19].
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Fig. 2. Controller based on objective evaluation and FDM.
C. Fuzzy Criteria in MPC
The definition of fuzzy goals and constraints must be given by
an operator or design engineer. Therefore, when FDM in control
is considered, human knowledge is involved in specifying the
control objectives and constraints, rather than the control pro-
tocol itself [20], [21]. Using a process model, a FDM algorithm
selects the control actions that best meet the specifications (see
Fig. 2). Hence, a control strategy can be obtained that is able
to push the process closer to the constraints, and that is able to
force the process to a better performance based on the goals and
the constraints set by the operator together with the known con-
ditions provided by the system’s designers.
This approach is closely related to MPC. The formulation of
the control problem as a confluence of fuzzy goals and fuzzy
constraints leads to a generalization of the objective function
used in MPC [22]. For practical reasons, it is desirable to have
direct control over the influence of the individual components
of the objective function on the controller performance. Thus,
it is advantageous that the degree of compensation among the
different goals and constraints can be specified by the designer.
This additional freedom can be achieved by choosing a different
representation of the objective function, given by the combina-
tion of fuzzy goals and fuzzy constraints, as in the FDM ap-
proach. In the MPC environment, a policy with the possible
control actions can be defined (1).
The objective function using fuzzy criteria is defined (2). The
closed-loop control configuration is now discussed in more de-
tail, in aspects concerning the criteria and the aggregation oper-
ator(s) used to combine them.
III. FUZZY CRITERIA FOR FDM IN CONTROL
Fuzzy criteria play a main role in FDM. When FDM is ap-
plied to control, the fuzzy goals and the fuzzy constraints must
be a translation of the (fuzzy) performance criteria defined for
the system. The definition of performance criteria in the time
domain has shown to be quite powerful, especially for non-
linear systems [23] and in the MPC framework [24]. This sec-
tion investigates the use of fuzzy performance criteria in pre-
dictive control and compares the results to those obtained from
conventional MPC. This section is an extension of an introduc-
tory study of this subject presented by the authors [25]. First,
the aspects concerning the aggregation operator(s) combining
the criteria are briefly presented in Section III-A. Next, control
criteria and decision functions are discussed in Section III-B,
where classical objective functions and a proposed fuzzy objec-
tive function are presented.
A. Aggregation Operators for FDM in Control
This section presents some clues on the possible use of dif-
ferent aggregation operators, and the advantages and the disad-
vantages of their use in predictive control.
The first operator used to aggregate goals and constraints was
the minimum operator [5]. In this approach, the operators
, and are all substituted by the minimum operator (2),
leading to
(4)
Although this operator is still largely used in FDM, it does not
allow for any tradeoff or compensation between the criteria,
because it chooses always the smallest of the values as the
decision. For this reason, this operator is usually known as a
safety-first or pessimistic operator. This disadvantage can be
overcome by the use of another -norm, which should still trans-
late the aggregation as a simultaneous satisfaction of the fuzzy
criteria, but allows for some interaction amongst the criteria.
The most used aggregation operator after the minimum oper-
ator is possibly the product -norm
(5)
This operator allows some interaction between the criteria, but
keeps the characteristics of -norms, i.e., any low degree of
membership for one criteria implies that the degree of mem-
bership is also low. When the number of criteria increases,
tends to decrease. This fact is quite realistic because the
larger the number of goals and constraints is, the more difficult
it is to satisfy them all. A similar conclusion can also be drawn
for many other -norms.
The presented aggregation operators assume that the
importance of different criteria is equal. The attribution of
different weights for different criteria can be made by using the
weighted-sum in a similar way as it is usually done for classical
criteria in predictive control, as will be presented (8). Another
possibility is to use the approach presented by Yager [26],
where each criterion has a different weight , re-
flecting a different importance in the global criterion (2). Other
weighted aggregation methods can also be used [14], [27]. In
this paper the weights of the aggregation of fuzzy goals and
constraints are not used because the systems used as examples
do not have a clear hierarchy related to the importance of the
different fuzzy criteria. Moreover, the weights can be difficult
to tune, especially if a large number of criteria is considered,
although they provide additional flexibility to a controller if a
good set of tuned weight factors are determined [28].
A different approach can be followed by using parametric
-norms, which can generalize a large number of -norms, and
control the degree of compensation between the different goals
and constraints. Usually, parametric -norms depend only on
one parameter, which makes them much easier to tune when
compared to weighted -norms. On the other hand, they are not
so general as the weighted approaches. For the examples pre-
sented in this paper, parametric -norms revealed good control
performances. Several parametric -norms can be considered,
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such as the ones introduced in [29]–[31] and [32]. The Yager
-norm, for instance, is given by
(6)
with . This operator covers the entire range of -norms,
i.e., it goes from the drastic intersection to the minimum oper-
ator.
There is a large range of fuzzy operators between the -norms
and -norms which can sometimes be advantageously utilized in
the confluence of fuzzy criteria for control applications. Exam-
ples are the aggregation operator introduced by Zimmermann
[33], or the generalized mean [34], [35]. This last operator is
given by
(7)
It reduces to the harmonic, geometric, arithmetic, and quadratic
mean when the parameter is
and , respectively. Moreover, when the
generalized mean approaches the minimum operator, and when
it approaches the maximum operator. Thus, this op-
erator fulfills the complete range from minimum to maximum
when ranges from to . When a large number of
criteria is present and some tradeoff between the different cri-
teria is allowed, this operator can have some advantages over
aggregation operators described by -norms. It should be em-
phasized, however, that the use of this operator may lead to the
violation of “hard” constraints, when they are defined as in Sec-
tion II-A. Therefore, when this operator is used, the optimal al-
ternative found should be checked afterwards in order to assure
that no “hard” constraints are violated. However, this procedure
can cost precious optimization time. A solution is to use the gen-
eralized mean only for the general confluence operator and
a -norm for the remaining and . This choice assures that
the “hard” constraints are not violated but can hamper the ad-
vantages of using the generalized mean.
This paper uses parameterized operators, and their choice is
strongly recommended because they allow for different degrees
of compensation between criteria. Moreover, the change of a
single parameter results in the use of different operators, alle-
viating the tuning phase, always present in predictive control.
Section IV-B presents a simple, though illustrative example,
showing the application of three different aggregation operators.
B. Control Criteria and Decision Functions
When a control system is designed, performance criteria must
be specified. In the time domain, these criteria are usually de-
fined in terms of a desired steady-state error between the refer-
ence and the output, rise time, overshoot, settling time, etc., rep-
resenting the goals of the control system. In MPC, these goals
must be translated into an objective function. This function is
maximized (or minimized) over the prediction horizon, given
the desired control actions. The translation of the (fuzzy) goals
into an objective function can be done in two different ways.
• The control goals are explicitly expressed in the objective
function. This method leads usually to long term predic-
tions of the behavior of the system, using a large prediction
horizon . From these predictions, quantities such as the
overshoot or the rise time can be determined. In order to
have accurate predictions, this method requires a highly
accurate process model, which may not be available, and
a lot of computation.
• Only short-term predictions (a few steps ahead) are used
in the objective function. This method is usually applied
in predictive control when the available model of the
system is not very accurate, and cannot predict outputs
for a large number of steps ahead. Despite this inaccuracy
of the model, it still can lead to high-performance control,
provided that the overall control goals can be translated
into the short-term goals, which are then represented in
the objective function. This translation is, however, not
unique, and it is application dependent. Therefore, tuning
some parameters in the objective function is usually
required. This method is especially suitable for nonlinear
systems, where a compromise between computational
time to derive the control actions and accuracy of the
predictions must be made except for special cases, as
when input–output (I/O) feedback linearization is utilized
[36]. When using fuzzy criteria, the task of defining the
goals becomes easier, as it will be shown in this section.
1) Classical Objective Functions: Conventional MPC
mainly utilizes sum-quadratic functions as the objective
function [11], [37], [38]. The main motivation for its use is
that such an objective function has an analytical solution for
linear systems without constraints. In the presence of crisp and
convex constraints, the optimization problem remains convex
for linear systems, and can still be solved in polynomial time.
However, the presence of nonconvex constraints and/or the
presence of nonlinearities in the system often lead to nonconvex
optimization problems. In these cases, the sum-quadratic ob-
jective function does not have any advantages over other more
complex objective functions that can possibly describe better
the (fuzzy) performance criteria for a broad class of control
problems.
Let the overall control goals for the time domain be stated as
achieving a fast system response while reducing the overshoot
and the control effort. For SISO systems these goals can be rep-
resented by the objective function
(8)
where denotes the predicted errors given by the differ-
ence between the reference and the output of the system , i.e.,
(9)
The change of the predicted output is defined as
(10)
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Fig. 3. Membership functions that represent the satisfaction of decision criteria for the error, change in output, and change in the control action.
and is equal to the change in the errors , when the
reference to be followed is constant. The change in the control
actions is defined in a similar way as
(11)
The parameters and are weighting terms that are ap-
plication dependent. The parameters and
must be selected appropriately depending on the application,
and they must satisfy .
Usually, , and are chosen equal to one, and
equal to , and equal to . Note that the weighting terms
and must reflect the difference of magnitude between
the different inputs and/or outputs of the system at various time
instants. If this is not the case, and the weights are chosen all
equal, for instance, the optimization automatically weights dif-
ferent variables, which is not desirable, and it leads to poor con-
trol performance.
The objective function (8) can be interpreted as follows. The
term containing the predicted errors indicates that these should
be minimized, while the term containing the change in the con-
trol actions indicates that the control effort should be reduced.
Finally, the term containing the change in the outputs indicates
that the system’s output should not suffer sudden changes and,
thus, it helps to improve the smoothness of the response. For step
references, the change of the output is also equal to the change in
the respective output errors except for the discontinuities in the
reference signal. Hence, minimizing the output errors and the
change of output errors can be regarded as forcing the system
to the origin (steady-state solution) in the phase space.
The parameters containing the weights, and , can be
changed so that the objective function is modified in order to
lead to a desired system response. Notice that these parameters
have two functions: 1) they normalize the different outputs and
inputs of the system and 2) they vary the importance of the three
different terms in the objective function (8) over the time steps.
2) Fuzzy Objective Functions: When fuzzy multicriteria de-
cision making is applied to determine the objective function, ad-
ditional flexibility is introduced. Each criterion is described
by a fuzzy set, where , stands for the time step
, and are the different criteria defined for
the considered variables at the same time step. Fuzzy criteria
can be described in different ways. The most straightforward
and easy way is just to adapt the criteria defined for classical
objective functions. A SISO system with a control action
and an output is considered. Fig. 3 shows examples of
general membership functions that can be used for the error
, for the change in the pre-
dicted output , and for the change in the control action
, with .
In this example, the minimization of the output error
is represented by an exponential membership function, given
by
(12)
This well-known function has the nice property of being tangent
to the triangular membership function defined using the param-
eters and (see Fig. 3). Another interesting feature of
this exponential membership function is that it never reaches
the value zero, and the membership value is still quite consid-
erable, 0.37, for an error of or magnitude. Therefore,
this criterion is considered to be a fuzzy goal, as explained in
Section II-A. This definition of membership function allows for
the comparison of the error parameters, and , to the pa-
rameters defined for other fuzzy criteria such as the change in
output and the change in control actions.
The change in the output can be represented, for example, by
a trapezoidal membership function , as shown in
Fig. 3. The system can vary with no limitations in the interval
. Outside this interval, physical limitations can be de-
fined such that the change in the output can not go below
or above . This fuzzy constraint can be seen as a fuzzy goal
if no physical limitations are present in the system, and it is not
compulsory that the membership value is zero outside a given
interval. Note that if this is the case, and can play the
same role as and in the membership function defined
for the error in (12). Thus, outside the interval expo-
nential membership functions as the one defined for the error
can also be used.
The control effort is, in this case, repre-
sented by a triangular membership function around zero, which
is considered a fuzzy constraint. The crisp rate constraints
on representing the maximum and the minimum allowed
in the system are given by and , respectively. These
constraints are related to physical limitations of the system.
The membership degree should be zero outside the interval
. The parameters defining the range of the triangular
membership function are and . Note that membership
function does not have to be symmetrical.
Sometimes it is convenient to make and ,
but other systems may require bigger membership values for
the points in the interval , as in Fig. 3. Further, can
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be defined as a trapezoidal membership function in a similar
way to the one defined for the change in the output.
In principle, different criteria can be defined at each time in-
stant . This example has decision
criteria (for and ), and the total number of criteria in
a fuzzy MPC problem is, thus, given by . Beyond the
possibility of defining different criteria for different time steps,
it is possible to skip some criteria at certain steps. An example
of different criteria at different time steps can be the spread of
the membership function defined for the error, which can be nar-
rowed as the time approaches , i.e., it is more important to
achieve the goal of small error close to the prediction horizon.
This corresponds to a decreasing value of in Fig. 3. Some-
times it is also advantageous to consider some criteria just at a
particular time step. One example is the variation of the con-
trol action, which can be quite small for steady-states, but it
should change quite significantly for different situations, e.g.,
when a step response must be followed. The designer should,
thus, choose carefully the criteria at each time step, regarding
the desired performance criteria of the system under control. In
general, all the parameters of the different membership func-
tions are application dependent. However, it is possible to derive
some tuning guidelines, as will be described in Section IV.
The membership functions quantify how much the
system satisfies the criteria given a particular control sequence,
bringing various quantities into a unified domain. The use of the
membership functions introduces additional flexibility for ex-
pressing the control goals, and it leads to increased transparency
as it becomes possible to specify explicitly what type of system
response is desired. For instance, it becomes easier to penalize
errors that are larger than a specified threshold more severely.
Note that there is no need to scale the several parameters
and as in (8) when fuzzy objective functions are used,
because the use of membership functions introduce directly the
normalization required. For this particular aspect, this feature
reduces the effort on designing MPC with fuzzy objective
functions, when compared to classical objective functions.
After the membership functions have been defined, they
are combined by using a decision function, such as a para-
metric aggregation operator from the fuzzy sets theory (see
Section III-A).
IV. APPLICATION EXAMPLES
This section presents two simulation examples showing the
influence of the conventional and the fuzzy objective functions
in predictive control. After the description of the systems, the
choice of aggregation operators is discussed for one of the sys-
tems. Next, classical and fuzzy objective functions are applied to
the systems, and a discussion over the obtained results is made.
Other applications of some aspects of the presented approach
can be found in [22] and [28].
A. Description of the Simulated Systems
The influence of conventional and fuzzy objective functions
in predictive control has been studied using two different sys-
tems: 1) a simulated nonminimum phase, open-loop unstable
Fig. 4. Position of the poles and zeros of the linear system given by (13).
linear system and 2) a simplified nonlinear model of an air-con-
ditioning system, which is derived from real data of a test cell
using fuzzy modeling techniques. The following sections de-
scribe these systems in more detail. In order to concentrate on
the differences between the two control schemes, model-plant
mismatch, and the implementational aspects are not considered.
1) Linear System: A linear system has been selected for the
first set of experiments in order to be able to compare the con-
trol results when classical and fuzzy criteria are applied. The
selected system is described by the transfer function
(13)
This is a nonminimum phase system and it has two complex
poles in the right-half plane (unstable in open-loop). The poles
and zero placement are given in Fig. 4. The system, proceeded
by a zero-order-hold circuit, has been discretized with a sample
time of one s.
2) Air Conditioning System: A heating, ventilating, and air
conditioning (HVAC) system consists of a number of heat ex-
changers, pipes or dampers which supply hot water, steam or
chilled water to a heating or cooling unit responsible for the con-
ditioning of a space. Fig. 5(a) shows the HVAC system that is
used in this study. Hot water at 65 C is supplied to a coil which
exchanges the heat between the hot water and the surrounding
air. A valve controls the amount of hot water that flows through
the coil. A fan is responsible for the ventilation and it supplies
the hot air coming from the coil to the test-cell (room). The
global control goal is to keep the room at a reference temper-
ature while assuring sufficient ventilation. The fan can be set
to three different velocities: low, medium, and high. A return
damper controls the amount of recycled air from the room, while
an outside damper controls the amount of fresh air coming from
outdoors. The supply temperature measured after the coil is
controlled with the heating valve. A SISO model of the system
is determined from I/O measurements made with a sampling pe-
riod of 30 s. The temperature can be described as a nonlinear,
first-order dynamic system , where
is the valve opening and is the
temperature in degrees celcius at time instant . A Mamdani
fuzzy model with singleton consequents is obtained using the
SOUSA AND KAYMAK: MODEL PREDICTIVE CONTROL USING FUZZY DECISION FUNCTIONS 61
(a)
(b)
Fig. 5. Air conditioning system: (a) schematic representation and (b) derived
model.
identification method described in [39]. Fig. 6 shows the trian-
gular membership functions that are determined for the temper-
ature and the valve opening . Note that the universe
of discourse for the valve opening is the interval because
the valve shows a dead-zone behavior between 0 and 0.4, when
the system is considered to be a SISO system. The fuzzy rule
base that describes the model is given in Table I. An example of
a rule for this Singleton model, e.g., the first rule, is “If is
Small and is Low, then .”
Fig. 5(b) depicts the piecewise linear mapping that is de-
scribed by the fuzzy model. The fuzzy model is used for simu-
lating the system and developing predictive controllers.
B. Application of Aggregation Operators to the Linear System
In this section, several issues such as interaction amongst
criteria, the influence of the types of decision functions and
their parameters are studied using the simulated linear system
given in (13). The membership functions for the fuzzy goals
and the constraints are assumed to be given. Remember that
this system is nonminimum phase and has two complex poles
(a)
(b)
Fig. 6. Membership functions for the antecedent variables of the fuzzy model.
TABLE I
RULE BASE FOR THE FUZZY MODEL OF THE HVAC PROCESS
in the right-half plane (unstable in open loop). Only the mini-
mization of the predicted output error is used as optimization
criterion in order to keep the optimization problem transparent
and to understand clearly the influence of the decision function
on the solution. The optimization criterion is represented by a
symmetric exponential membership function which is defined
around zero output error as
where is the reference and is the predicted model output.
This function is a particular case of (12) for .
A crisp constraint is imposed on the rate of the
control action, and it is represented by a membership function
that is defined on .
Step responses of the system have been studied. The con-
troller is implemented in the incremental form and the opti-
mization is performed in the discretized space. This con-
trol space is divided into 11 discrete levels and an enumerative
search scheme has been used for determining the best control
action. The control horizon is chosen as small as possible
for keeping the search space small. A value of two is found to
be satisfactory. Similarly, the prediction horizon is kept rela-
tively small to a value of 6. The minimum operator (14), the gen-
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Fig. 7. Response of a fuzzy predictive controller using the generalized mean as
the decision function. Dashed: w =  1, solid: w = 1, dash-dotted: w = 3.
eralized minimum (15), and the Yager -norm (16) are chosen




where , i.e., Zadeh’s fuzzy com-
plement. The responses with the parametric decision functions
have been calculated for several values of the parameters.
It is known that the minimum operator does not allow interac-
tion amongst criteria. It optimizes the worst action in the control
sequence and makes sure that it is as good as possible. However,
because the system has nonminimum phase behavior, the min-
imum operator cannot be used for optimization because every
control action except for zero will result in an (initial) increase
of the error, decreasing the value of . Hence, the “best” control
action will be zero, and the controller will not select another con-
trol action. For this reason, a decision function that allows for in-
teraction amongst criteria is required for this type of system. For
the generalized averaging operator (15), when is chosen very
large, the system tries to reach the reference value as soon as pos-
sible and shows an overshoot. The system slows down for small
values of . A fast response without an overshoot is obtained for
equal to one (arithmetic mean). Fig. 7 shows the response of
the controlled system for several values of the parameter .
Unlike the generalized mean, the system shows fast response
for small values of the parameter when the Yager -norm is
used. Being a -norm, this operator tries to achieve a simulta-
neous satisfaction of all the criteria. The parameter should
not be chosen very small as the simultaneous satisfaction of the
criteria may then be unfeasible. When is around 2.8, the con-
trolled system shows a very fast response without overshoot. The
Fig. 8. Response of a fuzzy predictive controller using the Yager t-norm as the
decision function. Dashed: w = 2, solid: w = 2:8, dash-dotted: w = 4.
step response is even faster than the response that is obtained with
the arithmetic mean as the decision operator. Fig. 8 shows the step
response for several values of . The parameter (or simi-
larly the parameter ) can be interpreted as a speed indicator
for the response. For small values of , small control actions are
preferred and the system response slows down. Large values of
favor a faster decrease of the error and, thus, larger control
actions are favored. Thus, the system response can be tuned by
using the parameter of the decision functions as an extra degree
of freedom. Additional objectives such as the rising time and the
overshoot could also be controlled with this single parameter.
C. Application of a Fuzzy Objective Function
MPCs have been designed for the systems described in Sec-
tion IV-A by using both the conventional objective function (8)
and a fuzzy objective function. A -norm is used for the aggre-
gation, since the decision goal is formulated as the simultaneous
satisfaction of all the decision criteria. The aggregation opera-
tors , and in (2) are taken as the Yager -norm, which
combines the control criteria presented in Fig. 3, and is given by
(17)
where the parameters and are defined (8),
and Zadeh’s complement is defined (16). The parameter
allows for the choice of different -norms (see Section III-A).
The response of the controllers is studied using simulations
of the systems. Given (17) as an aggregation operator, the mem-
bership functions and the parameters of the objective functions
have been chosen in such a way that they lead to fast response
while avoiding excessive oscillations and overshoot within the
working range of the controller. The prediction horizon is kept
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as small as possible, since in practice the model-plant mismatch
hampers the use of long horizons.
In this study, the control space is discretized and the optimal
control sequence is determined by an enumerative search. The
control horizon is chosen equal to two in order to keep the com-
putational load low. To further reduce the computational load, a
two-step optimization approach is used, where a rough solution
is found by using a coarse discretization of the control space, fol-
lowed by the calculation of a finer solution around the rough so-
lution. Other optimization techniques for nonconvex problems,
such as the branch-and-bound or genetic algorithms can also be
used [40], [41].
1) Linear System: The predictive control scheme is applied
to the linear system given by (13) without any constraints on
the system. Both the conventional criteria and the fuzzy criteria
are then able to control the system with a fast step response and
no overshoot. However, when a rate constraint of
is imposed on the system, the influence of the fuzzy criteria on
the control problem becomes more dominant. For these experi-
ments, and . It is required that the controller can
bring the system to any level in the interval . Using the
output error and the change in the output with
and was found to be sufficient for controlling the
system. The following parameters are used for the conventional
objective function: .
These values are chosen following the general guidelines pre-
sented in [11] and [24], and by trial and error until a reasonable
response of the system is found. The parameter was a com-
promise between fast response (for smaller values) and small
or no overshoot (for bigger values). For the fuzzy criteria, the
following membership function parameters are found by tuning
, and
for the Yager -norm. The way to tune the Yager param-
eter is discussed in Section III-A. The membership functions for
the error and change in error are chosen to have equal magni-
tude by choosing , and by taking and
symmetrical to and , respectively. Note that the choice
of these four parameters requires only the tuning of one of them,
because they are all related. Finally, the parameters and
are chosen such that the system can move freely to a certain de-
gree, and is penalized outside these limits. The criterion on the
change of the control action is not considered because it does
not introduce any improvement in the control performance of
this system. The responses of the system for several steps using
classical and fuzzy criteria are shown in Figs. 9 and 10, respec-
tively. It is clear that the predictive controller with fuzzy cri-
teria can improve the speed of the response considerably, while
avoiding overshoots. The response of the controller with con-
ventional criteria can be made faster by changing the values of
, but this occurs at the expense of amplifying the oscillations
due to the nonminimum phase behavior. Another solution can
be found by extending the prediction horizon. However, a con-
siderable increase of the prediction horizon is required, and this
is in general undesired. Hence, this system benefits clearly from
the additional flexibility introduced by the fuzzy criteria. More-
over, the prediction horizon can be reduced when fuzzy objec-
tive functions are used, without deteriorating the control perfor-
mance, when proper fuzzy objectives are designed.
Fig. 9. Step responses for the linear system using the conventional objective
function.
Fig. 10. Step responses for the linear system using the fuzzy objective
function.
2) Air-Conditioning System: The air-conditioning system
is simulated and a rate constraint of is imposed on
the system in these experiments. In this system is chosen
equal to two, and is chosen equal to three. These horizons
revealed to be sufficient for controlling the system. It is re-
quired that the controller can bring the system to any level in
the interval [30 C, 60 C], which is the interval where the
temperatures usually range for this system. The output error
with , the change in the control action with
and the change in the output with
are used for specifying the objective function. The second change
in the control action, chosen by , can be considered
asagradual transitionbetween thecontrolhorizonand thepredic-
tion horizon. The first element in the control horizon is allowed to
change freely within the crisp constraint on , while the change
is zero outside the control horizon. Including the second term in
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the objective function imposes a soft constraint on the change of
the second control action, which reduces the oscillations of the
control signal without slowing down the response of the system.
The output error and the change in output are just considered for
the final step , because it requires less control effort in
the system. Moreover, the use of the two first steps deteriorates
the control performance due to the severe nonminimum phase
behavior detected at some regions of the system’s response.
The following parameters are used for the conventional ob-
jective function: and . The rest of
the parameters are zero. The parameters and are chosen
to make a tradeoff between the several criteria, and to scale the
different terms: error, change in control action and change in the
output. Note that the fuzzy objective function does not require
this scaling due to the normalization introduced by the fuzzy
sets. For the fuzzy criteria, the following membership function
parameters are used:
, and . Although
nine parameters are present, only five must be tuned because
the others are related to them. The parameter is chosen as
the maximum error allowed for the system. is the max-
imum change allowed in the output. must be smaller than
, and this is the region where the temperature can change
without being penalized. The parameter is chosen such that
the valve can change almost freely (the total range is the in-
terval ), because the valve in the real system can change
in this way, and the constraint in this valve is made for energy
saving and stability reasons. Finally, the parameter for the Yager
-norm, , allows for a good compromise between fast
response and small overshoot, see Section III-A. The responses
of the air-conditioning system for several steps using classical
and fuzzy criteria are shown in Figs. 11 and 12, respectively.
The controller with the fuzzy criteria is more able to use the full
range of control actions, and the response of this controller is in
general faster, especially for references close to the limits of the
range within which they can vary. Further, some overshoots that
are noticeable with the conventional criteria are reduced.
Summarizing, for the studied systems, the use of fuzzy cri-
teria improves the response of the predictive controller when the
parameters of the objective functions are tuned in order to obtain
fast system response without overshoot. Despite the additional
number of parameters, tuning the fuzzy criteria is not more te-
dious than tuning the conventional objective function because
of a better understanding of the influence of the various param-
eters. The main disadvantage of the MPC with fuzzy criteria
is that the optimization problem often becomes nonconvex, in-
creasing then the computational load.
V. CONCLUDING REMARKS
The application of FDM to predictive control in closed-loop
control systems is considered in this paper. FDM in control
has two main design problems, which are the choice of the ag-
gregation operators and the choice of fuzzy criteria. The use
of parameterized aggregation operators has some advantages,
because these parameters can influence several criteria at the
same time. The relation amongst various performance criteria
such as the rise time, the settling time or the overshoot can
then be adapted with only one parameter. Contrary to many
Fig. 11. Step responses for the air-conditioning system using the conventional
objective function.
Fig. 12. Step responses for the air-conditioning system using the fuzzy
objective function.
publications in FDM, this paper makes a clear distinction be-
tween the representation of goals and the representation of con-
straints. In this way, exponential curves are used for representing
fuzzy goals, while triangular membership functions with their
bounded support are used to represent fuzzy constraints. The
advantage of this approach is that the “hard” constraints of the
control problem are guaranteed to be satisfied. The choice of the
prediction horizon is addressed, and the generalization of clas-
sical objective functions to fuzzy objective functions in MPC is
presented. This generalization brings additional flexibility to the
definition of the objective functions, as shown by two examples.
These examples also show the improvements of the controller
response by using fuzzy objective functions in MPC. However,
the optimization problem is nonconvex with the known disad-
vantages. In this way, the computational time grows exponen-
tially with the control horizon and the number of variables.
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Future research must consider the generalization of the fuzzy
objective function in order to include weights and hierarchical
fuzzy criteria. The methods dealing with the nonconvex opti-
mization problem to be solved at each step in MPC need to
be computationally efficient. Such methods should be devel-
oped and tested in the future, including, e.g., genetic algorithms,
branch-and-bound, allowing the application of fuzzy MPC to
systems with smaller sampling times.
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