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MINIMUM DISTORTION QUANTIZERS 
* Harry W. Jones, Jr. 
Ames Research Center 
SUMMARY 
The well-known algorithm of Max is used to determine the minimum distor- 
tion quantizers for normal, two-sided exponential, and specialized two-sided 
gamma input distributions and for mean-square, magnitude, and relative magni- 
tude error distortion criteria. 
spaced quantizers are found, with the resulting quantizer distortion and 
entropy. The quantizers, and the quantizers with entropy coding, are compared 
to the rate distortion bounds for mean-square and magnitude error. 
The optimum equally-spaced and unequally- 
INTRODUCTION 
The well-known optimum quantizers and optimum, equally-spaced level quan- 
tizers of Max (ref. 1) have minimum mean-square error distortion for a given 
number of output levels, assuming a normal or Gaussian distribution of the 
input parameter. Paez and Glisson (ref. 2) used the numerical algorithm of 
Max to find optimum quantizers and optimum, equally-spaced level quantizers 
for minimum mean-square error distortion, assuming either the two-sided expo- 
nential (Laplacian) distribution, or McDonald's special form of the gama dis- 
tribution. 
and extended to higher and intermediate numbers of levels for the mean-square 
error distortion and for the normal, exponential, and gamma distributions. In 
addition, the optimum quantizers and the optimum equally-spaced level quan- 
tizers were found for these three distributions using the magnitude error dis- 
tortion and the relative magnitude error distortion criteria suggested by 
Andrews and Pratt (ref. 3 ) .  The method of Max is reviewed, and the input dis- 
tributions and distortion measures are defined. The quantizers are given and 
discussed, and their performance described. The new results are listed in the 
summary and conclusion section at the end of this report. 
Here, the work of Max and of Paez and Glisson has been repeated 
MAX ALGORITHM 
If the input parameter distribution is p(x) and the distortion for 
input parameters x and representative value yi is d(x - yi), then for M 
representative values for the parameter, the total distortion is 
*National Research Council Postdoctoral Research Associate 
M rxi+l 
where x i  and are t h e  c u t  p o i n t s  determining t h e  range of x repre-  
s en ted  by t h e  va lue  y i ,  and x1 and xM+1 are i n f i n i t e .  The d i s t o r t i o n  i s  
minimized by d i f f e r e n t i a t i n g  D w i t h  r e s p e c t  t o  t h e  x i ’ s  and y i ’ s  and 
s e t t i n g  t h e  d e r i v a t i v e s  equa l  t o  zero.  For p(x)  # 0 f o r  a l l  x and d(x)  
monotonically i n c r e a s i n g  wi th  x ,  Max ( r e f .  1, p. 268) shows t h a t  s e t t i n g  t h e  
d e r i v a t i v e  w i t h  r e s p e c t  t o  x i  equa l  t o  zero r e q u i r e s  t h a t  
Thus, t h e  c u t  p o i n t  x i  i s  halfway between t h e  two r e p r e s e n t a t i v e  va lues  y i  
and ~ i - ~ .  The d e r i v a t i v e  wi th  r e s p e c t  t o  y i  i s  a l s o  se t  t o  ze ro ,  g iv ing  
SXi” d ’ ( x  - y i ) p ( x ) d x  = 0 , i = 1, . . ., M (3 )  
xi 
Since p(x)  i s  symmetrical about x = 0,  ze ro  i s  a c u t  p o i n t  f o r  M-even and 
a r e p r e s e n t a t i v e  va lue  f o r  M-odd, and t h e  p o s i t i v e  and n e g a t i v e  r ep resen ta -  
t ive  levels and c u t  p o i n t s  are symmetrical ,  having t h e  s a m e  magnitud’e and 
oppos i t e  s i g n s .  The indexing of t h e  x i  and y i  i s  t h e r e f o r e  changed so  
t h a t  x1 and y1 are t h e  smallest nonnegative x i  and y i ,  and x ~ / ~ ,  yfi12 
f o r  M-even, o r  X ( S - ~ ) / ~ ,  f o r  M-odd are t h e  l a r g e s t  p o s i t i v e  non- 
i n f i n i t e  x i  and y i .  
For unequal-level spacing and M-even, x1 i s  ze ro  and y1 is  es t ima ted .  
Then, equa t ion  ( 3 )  i s  solved f o r  
on, u n t i l  equa t ion  (2)  i s  solved f o r  yGl2. I f  equat ion (3 )  i s  n o t  s a t i s f i e d  
by t h i s  yk/2,  e s t ima ted  y1 i s  ad jus t ed  i n  t h e  s a m e  d i r e c t i o n  t h a t  yfi/2 
would be ad jus t ed  t o  s a t i s f y  equat ion ( 3 ) .  For unequal-level spacing and 
M-odd, y1 i s  zero and x1 i s  e s t ima ted .  Equation ( 2 )  i s  solved f o r  y 2 ,  
equa t ion  ( 3 )  i s  solved f o r  x2, and s o  on, u n t i l  y fi+1)/2 i s  found and 
t h e  est imated x1 is  ad jus t ed  i n  t h e  same d i r e c t i o n  t h a t  would be 
ad jus t ed  t o  s a t i s f y  equat ion ( 3 ) .  I f  t h e  ou tpu t  levels are e q u a l l y  spaced, 
t h e  x i  and y i  are i n t e g r a l  m u l t i p l e s  of h a l f  t h e  level spacing,  and t h e  
d i s t o r t i o n  i s  minimized wi th  r e s p e c t  t o  a s i n g l e  parameter,  t h e  level spacing.  
More d e t a i l  i s  given by Max ( r e f .  1 ) .  Two computer programs w e r e  developed t o  
f i n d  t h e  equal- and unequal-level spaced q u a n t i z e r s .  The programs use  t h e  
d i f f e r e n t  i n p u t  d i s t r i b u t i o n s  and d i s t o r t i o n  func t ions  desc r ibed  below. 
x2, equa t ion  (2)  i s  solved f o r  y2 ,  and s o  
t e s t e d  i n  equa t ion  ( 3 ) .  I f  t h e  i n t e g r a l  i s  n o t  suf  i i c i e n t l y  c l o s e  t o  ze ro ,  
INPUT DISTRIBUTIONS 
Three i n p u t  d i s t r i b u t i o n s  - t h e  normal, t h e  
s p e c i a l i z e d  gamma d i s t r i b u t i o n  - are considered.  
have zero mean and u n i t  va r i ance ,  are p l o t t e d  i n  
bu t ion  is  
two-sided exponen t i a l ,  and a 
f i g u r e  1. The normal d i s t r i -  
The d i s t r i b u t i o n s ,  which 
2 
1 -x*/2 p w  = - e 
& 
( 4 )  
The two-sided exponential or Laplacian distribution is (refs. 2 and 4 )  
1 -filxI p(x) = - e 
fi 
McDonald's specialized gamma distribution (refs. 2 and 5) is 
(5) 
These distributions are referred to below simply as the normal, exponential, 
and gamma distributions. 
The normal distribution is used most frequently in rate distortion 
theory, but Paez and Glisson (ref. 2) refer to McDonald's (ref. 5) evidence 
that speech amplitude variations can be modeled by the gamma distribution, 
which is approximated by the mathematically simple exponential density. There 
is also evidence that two-dimensional Hadamard transform coefficients of image 
data have the exponential distribution (ref. 6). Experimental Hadamard trans- 
form coefficients (ref. 7) often have a gradually decreasing exponential slope 
as x increases, and can be modeled by the gamma distribution, or by an even 
more highly peaked distribution. 
DISTORTION MEASURES 
Three distortion measures - the mean-square error, the magnitude error, 
and the relative magnitude error - are considered. The distortion for repre- 
sentative values of 0 and 52 .0  and of cut points of k1.0 is plotted in 
figure 2. The mean-square error function, which defines distortion when sub- 
stituted in equation (l), is 
d(x - y.) 1 = (x - y.)2 1 
The magnitude error function is 
The relative magnitude error function is 
( 7 )  
The mean-square error distortion is used most frequently in rate distor- 
tion theory and in image data compression. The magnitude distortion criterion 
and the relative magnitude distortion criterion were suggested for image data 
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by Andrews and Pratt (ref. 3 ) .  The mean-square and magnitude distortion are 
monotonically increasing as 
not have this property; the property is used in the derivation of equation ( 2 ) .  
I x - yi I increases , but relative distortion does 
For example, consider a representative value of 2 ,  as shown in figure 2 ,  
In fact, the limit, as x 
with input values of 1 and 4 .  
14 - 21 > 11 - 2 1 ,  but 
becomes infinite, of Ix - 21/1x1 is 1. Another problem with relative distor- 
tion is that zero is a cut point for M-even, with the representative values 
symmetrical about zero. The distortion for small x is I x - y1 I / 1x1 which 
becomes infinite as x approaches zero. It is shown in the appendix that the 
relative distortion criteria require one representative value to be zero, so 
that the only sets of cut points and representative values that are symmetri- 
cal about zero have an odd number of representative values. Only the levels 
for odd numbers of M are computed, but M-even can be used. For example, 
to use four levels, the optimum quantizer would have representative values of 
0, of the one negative level for M = 3 ,  and of the two positive levels for 
M = 5, or positive and negative levels could be interchanged. It is also 
shown in the appendix that, for M-odd, equation ( 2 )  is correct even though 
the monotonic distortion requirement is not satisfied. 
Substituting in equation ( 9 ) ,  we have 
14 - 2 ) / 1 4 1  < 11 - 2 1 / 1 1 1 .  
MINIMUM DISTORTION QUANTIZERS 
The results of running the Max algorithm programs for the above input 
distributions and distortion measures are given in tables 2 through 17; these 
tables are described in table 1. The number of levels increases from the 
lowest to highest, as indicated in parentheses, by adding 1; by multiplying 
by 2 ;  or by multiplying by 2 and adding 1. The arrangement of the tables fol- 
lows Max (ref. 1) directly, and differs from Paez and Glisson (ref. 2). All 
the numbers in the tables have been rounded to four significant digits. The 
final infinite cut points have not been included in tables 9 through 17. The 
letter a next to most of the values for M = 1 and M = 2 indicates a value 
derived by direct computation, rather than by the Max algorithm programs. 
The equal and unequal quantizers for normal input distribution and mean- 
square error for M = 1 (1+) 36 are given by Max (ref. 1). The corresponding 
values given here in tables 2 and 9 are usually identical, differing at most 
by 5 units in the fourth place. The equal and unequal quantizers for exponen- 
tial and gamma input distributions and mean-square error for M = 2 ( 2 X )  32 
are given by Paez and Glisson (ref. 2 ) .  The corresponding values given in 
tables 3, 10, and 11 differ slightly in most cases, and differ significantly 
for the unequal M = 16 and M = 32 gamma distribution quantizers. Since 
the same programs that obtained good agreement with Max were used, and since 
the mean-square error distortions obtained are in every case less than those 
given by Paez and Glisson (except for gamma, M = 2 ,  where directly computed 
values are used), it appears that the values given here are more optimal. 
The results given in the tables are partially plotted in the figures 
discussed below. Figure 3 shows the optimum quantizer level spacing for nor- 
mal, exponential, and gamma input distribution and for mean-square error. 
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This figure, like many of the other figures included here, shows intermediate 
values not listed in any table. The level spacings for the exponential and 
gamma distributions are wider, reflecting their higher probabilities for large 
x. This also appears in figure 4 ,  where the largest representative value is 
higher for the exponential and gamma distributions. 
Figures 3 and 4 show also the similarity of the exponential and gamma 
quantizers, and indicate that the gamma quantizers have narrower spacing for 
small M-even than for small M-odd. This is due to the infinite value of 
the gamma density at x = 0 ,  which requires a zero or small positive represen- 
tative value. This effect, much reduced, also occurs for the exponential 
distribution. 
Figure 5 shows mean-square distortion for the optimum equal quantizers, 
and figure 6 shows the distortion for odd and even M, gamma input, equal 
quantizers. The distortion is significantly less for the normal input distri- 
bution because of its narrower spread and lower peak. 
Figure 6 shows that, for the gamma distribution and equal spacing, 
2* (integer)-1 levels provide better performance than 2* (integer) levels. 
Figure 5 also includes the distortion for the normal input, optimum unequal 
spacing quantizer, which is less than the distortion for the equal level quan- 
tizer. Figure 7 shows the distortion for all the minimum mean square error 
unequal quantizers. As in the normal input case, the distortions for the 
exponential and gamma inputs are less with unequal level spacing quantizers. 
Although the normal input distribution again has least distortion, the differ- 
ences are smaller because the optimum unequal quantizers adjust to the input 
distribution shape. Figure 8 gives the largest representative value for 
unequal-spacing, minimum mean-square error quantizers. Compared to the 
largest representative values for equal spacing quantizers given in figure 4 ,  
the largest representative value for unequal spacing quantizers increases more 
rapidly with M until a final value is approached. The largest representative 
values for odd and even M do not have different curves, as they did for 
equal spacing quantization. In all cases for unequal spacing quantizers, 
increasing the number of levels decreases distortion. 
Figure 9 shows the optimum equal spacing for magnitude distortion and 
figure 11 shows the optimum equal spacing for relative distortion. The spac- 
ing is smaller for magnitude distortion, and smaller still for relative dis- 
tortion, because of the reduced weighting of large magnitude errors, especially 
for the representative value interval that extends to infinity. The gamma 
distribution for magnitude distortion again has narrower spacing for an even 
number of levels. A s  discussed above and in the appendix, only odd numbers of 
levels are used with relative distortion. As in the mean square error case, 
the normal input quantizers have the smallest spacing and the gama input 
quantizers have the largest spacing. Figure 10 gives the distortion for mini- 
mum magnitude error, equal-spacing quantizers. The distortion for the gamma 
distribution for odd and even numbers of levels is given in figure 6. A s  in 
the mean-square error case, distortion is lower for odd numbers of levels. 
The distortion for minimum relative error equal spacing quantizers is given in 
figure 12. Again, as in the case of mean-square error, the equal quantizers 
have least distortion for a normal input and have most distortion for a gamma 
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i n p u t .  The optimum unequal q u a n t i z e r s  f o r  magnitude and re la t ive magnitude 
d i s t o r t i o n  are n o t  s e p a r a t e l y  p l o t t e d ,  b u t  are d i scussed  i n  t h e  next  s e c t i o n .  
Max ( r e f .  1) i n d i c a t e d  t h a t ,  f o r  M-large, i n c r e a s i n g  t h e  number of levels 
t o  2M would, as an  approximation, cause each p rev ious  r e p r e s e n t a t i v e  level t o  
be d iv ided  i n t o  two equa l  i n t e r v a l s ;  f i g u r e s  3, 9 ,  and 11 confirm t h i s .  For 
approximately cons t an t  p r o b a b i l i t y  d e n s i t y  i n  each i n t e r v a l ,  t h e  mean squa re  
e r r o r  is  reduced by one-fourth;  f i g u r e s  5 ,  6 ,  and 7 confirm t h i s .  S i m i l a r l y ,  
doubling a h igh  number of levels would reduce t h e  magnitude e r r o r  by one-half ,  
as shown i n  f i g u r e s  6 and 10. The relative d i s t o r t i o n  ( f i g .  1 2 )  i s  less w e l l  
behaved, a l though t h e  d i s t r i b u t i o n s  f o r  normal and exponen t i a l  i n p u t s  n e a r l y  
fol low t h e  one-half s lope .  
Although t h e  minimum d i s t o r t i o n  q u a n t i z e r  i s  e x a c t l y  de f ined ,  t h e  d i s t o r -  
t i o n  can approach t h e  minimum f o r  s i g n i f i c a n t l y  d i f f e r e n t  quan t i ze r s .  For t h e  
M = 38 and M = 40 q u a n t i z e r s  i n  t a b l e  9 ,  d i s t o r t i o n  i s  10 pe rcen t  l a r g e r  
f o r  M = 38. I f  an M = 40 q u a n t i z e r  is  designed us ing  t h e  M = 38 q u a n t i z e r  
w i th  any two a d d i t i o n a l  r e p r e s e n t a t i v e  v a l u e s ,  t h e  d i s t o r t i o n  must b e  less 
than t h e  M = 38 d i s t o r t i o n ,  and w i t h i n  10 pe rcen t  of t h e  minimum. This  
imp l i e s  t h a t  t h e  form of t h e  minimum d i s t o r t i o n  q u a n t i z e r  is  less a c c u r a t e l y  
def ined than  i t s  performance, and t h a t  convenient approximations t o  t h e  quan- 
t i z e r s ,  o r  even g r e a t l y  d i f f e r i n g  q u a n t i z e r s ,  w i l l  o f t e n  perform acceptably.  
PERFORMANCE OF THE MINIMLTM DISTORTION QUANTIZERS 
It i s  w e l l  known t h a t ,  f o r  a given d i s t o r t i o n ,  t h e  normal inpu t  d i s t r i b u -  
t i o n  r e q u i r e s  a h ighe r  minimum t r ansmiss ion  rate than  any o t h e r  ze ro  mean, 
u n i t  va r i ance  d i s t r i b u t i o n  ( r e f .  4 ,  pp. 101-102). However, t h i s  rate d i s t o r -  
t i o n  bound d e f i n e s  only t h e  minimum rate f o r  a l l  p o s s i b l e  t r ansmiss ion  methods. 
Simply us ing  a q u a n t i z e r  w i th  an i n t e g e r  number of e q u a l l y  spaced levels f o r  
each sample i s  n o t  t h e  b e s t  t ransmission method, and i t  is  r e l a t i v e l y  less 
e f f i c i e n t  f o r  t h e  h igh ly  peaked exponen t i a l  and gamma d i s t r i b u t i o n s .  Huffman 
coding ( r e f .  8, Ch. 2 )  can be used t o  reduce t h e  t r ansmiss ion  ra te  from 
log, M A p l o t  of t h e  
equal  level spacing q u a n t i z e r  d i s t o r t i o n  v e r s u s  entropy ( f i g .  13) shows t h a t  
t h e  normal d i s t r i b u t i o n  does r e q u i r e  h ighe r  r a t e  (except a t  s m a l l  M) f o r  a 
t r ansmiss ion  system c o n s i s t i n g  of an e q u a l l y  spaced quan t i ze r  and a Huffman 
coder.  The optimum unequal quan t i ze r  has  less d i s t o r t i o n  than t h e  equal  quan- 
t i z e r .  Although t h e  unequal quan t i ze r  f o r  t h e  normal inpu t  d i s t r i b u t i o n  aga in  
has  lowest d i s t o r t i o n ,  t h e  d i f f e r e n c e  i n  d i s t o r t i o n  ( f i g .  7 )  is  less than  f o r  
t h e  equa l  q u a n t i z e r .  A p l o t  of t h e  unequal level spacing quan t i ze r  d i s t o r t i o n  
ve r sus  entropy ( f i g .  14)  shows t h a t  t h e  normal d i s t r i b u t i o n  r e q u i r e s  a t r a n s -  
mission ra te  equa l  t o  o r  g r e a t e r  t han  t h e  o t h e r  d i s t r i b u t i o n s ,  a t  medium and 
l a r g e  M. 
t o  t h e  q u a n t i z e r  entropy,  a lower but  v a r i a b l e  ra te .  
The equally-spaced and unequally-spaced minimum d i s t o r t i o n  q u a n t i z e r s  can 
each be used w i t h  entropy coding, g iv ing  fou r  p o s s i b l e  systems f o r  each com- 
b i n a t i o n  of i n p u t  d i s t r i b u t i o n  and d i s t o r t i o n  measure. The performance of t h e  
systems l i s t e d  i n  t h e  t a b l e s  is  shown i n  f i g u r e s  15 through 23. The ra te  
d i s t o r t i o n  bound, o r  a lower bound on t h i s  bound, is  given f o r  q u a n t i z e r s  
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designed for mean-square and magnitude error (ref. 4 ,  pp. 92-102, 141). In 
figure 15, the distortion is lower for entropy-coded, equal-spaced quantizers 
than for entropy-coded, unequally-spaced quantizers. This result was found by 
Wood (ref. 9), who used approximations for entropy and distortion based on the 
work of Ma.x (ref. 1). Goblick and Holsinger (ref. lo) noted earlier that the 
entropy-coded, equal-spaced quantizers were within 0.25 (here 0 . 3 )  bits of the 
rate distortion bound. 
Figures 16 and 17 indicate that the cases of exponential and gamma input 
and mean-square error are similar. Entropy-coded, equal quantizers give the 
best performance, and they approach the rate distortion bound. Although these 
highly peaked distributions give poor performance with uncoded, equal-spaced 
quantizers, the low probability of the higher representative levels allows 
larger rate reduction with entropy coding. For the gamma input and mean-square 
error, entropy-coded (variable rate), equal quantizers are 0.5 to 1.5 bits 
better than unequal quantizers. The rate reduction is comparable to the 
reduction obtained using variable rate adaptive Hadamard image compression 
(ref. 11), and these two variable rate methods can be combined. 
Figures 18, 19, and 20 give the rate distortion bounds and quantizer per- 
formance, with and without entropy coding, for the magnitude distortion mea- 
sure. As in the case of mean-square distortion, the entropy-coded, equal- 
spaced quantizers have lowest distortion, approaching the bound, and are 
superior to uncoded, unequal quantizers, except at some small M. 
Figures 21, 22, and 23 give the quantizer performance, with and without 
entropy coding, for the relative distortion measure. The lower bound on the 
rate distortion cannot be found using the method for difference distortion 
measures, because the relative distortion is a function of the sample value as 
well as the error (ref. 4 ,  p. 92). For the relative error, the unequally- 
spaced quantizers give significantly less distortion than entropy-coded, equal 
quantizers. 
For all three distortion measures, the performance differences increase 
greatly for the exponential and gamma input distributions. 
SUMMARY AND CONCLUSION 
The results of the work include the structure of the new quantizers, the 
performance of the quantizers, and certain properties of the quantizers due to 
input distribution or distortion properties, as follows. 
1. The minimum mean-square error, equal- and unequal-spaced quantizers 
for normal, exponential, and gamma input distributions, with the distortion 
and entropy, were found for new numbers of levels. 
2. The magnitude error quantizers for normal, exponential, and gamma 
input distributions, and the distortion and entropy, were found. 
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3 .  The relative magnitude error quantizers for normal, exponential, and 
gamma input distributions, and the distortion and entropy, were found. 
4 .  For exponential and gamma distributions and mean-square error, it was 
shown that equally-spaced quantizers with entropy coding are far superior to 
unequally-spaced quantizers with entropy coding, and that they approach the 
rate distortion bound. 
bution and mean-square error by Wood (ref. 9) and by Goblick and Holsinger 
(ref. l o ) ,  who used the work of Max (ref. 1)). 
(These results were shown for the normal input distri- 
5. For magnitude error and small M y  unequal-spacing quantizers with 
entropy coding sometimes have slightly less distortion than entropy-coded, 
equally-spaced quantizers. The entropy-coded, equal-spaced quantizers are 
superior for medium and large M, and approach the rate distortion bound. 
6. For relative magnitude error, unequal quantizers have significantly 
less distortion than entropy-coded, equally-spaced quantizers. 
7. The rate reduction for entropy-coded, equally-spaced quantizers is 
significantly larger for exponential or gamma input distributions than for the 
normal input distribution. 
8. Equally-spaced quantizers with odd numbers of levels are superior to 
equally-spaced quantizers with even numbers of levels for the gamma input dis- 
tribution. Gamma distribution quantizers usually have a representative level 
either equal to, or very close to, zero. 
9. The exponential input distribution has a similar but much smaller 
superiority of the equally-spaced quantizers with odd numbers of levels. 
10. The relative magnitude distortion criterion forces one representative 
level to be zero. 
Ames Research Center 
National Aeronautics and Space Administration 
Moffett Field, California 95035, August 15, 1976 
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APPENDIX 
RELATIVE MAGNITUDE DISTORTION 
Suppose t h a t  M i s  even; t h e  c u t  p o i n t  x1 is  zero and t h e  d i s t o r t i o n  
f o r  t h e  f i r s t  r e p r e s e n t a t i v e  va lue ,  from equat ion (1) is:  
D1 = 2 p ( 4  dx 
x? i s  g r e a t e r  t han  y1 and is  i n f i n i t e  f o r  M = 2. To 
t i o n ,  t h e  d e r i v a t i v e  w i t h  r e s p e c t  t o  is  set t o  zero 
h e r e ,  and i n  equa t ions  ( 2 ) ,  ( 4 ) ,  and ( 6 )  i n  r e f e r e n c e  (1 
l u t e  v a l u e  by us ing  two i n t e g r a l s  i n  t h e  ranges 0 t o  y1 
using L e i b n i t z ’ s  r u l e ,  
y1 
minimize t h e  d i s t o r -  
as i n  equat ion (3 )  . Removing t h e  abso- 
and y1 t o  x2 and 
Suppose p(x)  is  monotonically decreasing as x i n c r e a s e s  and i s  con- 




- = 2 x-’p(o)dx + 2 lY1 x-’p(x)dx - 2 $ x-’p(x)dx 
Y 1  
X 
x-’p(x)dx - 2 x-lp(x)dx $ E = 2 p ( o ) ~ n  X I ,  
Y 1  
The Rn E i s  a l a r g e  f i n i t e  n e g a t i v e  number, t h e  second i n t e g r a l  is  p o s i t i v e ,  
and t h e  t h i r d  is  bounded as fo l lows :  
W e  t h e r e f o r e  have 
1 - > 2p(o)[m] + 2p(o)Rn E - - 1 
dy 1 Y1 
(A5 1 
Since Rn E is  f i n i t e ,  t h e  d e r i v a t i v e  of D1 w i th  r e s p e c t  t o  y1 i s  
i n f i n i t e  f o r  a l l  nonzero y l .  D1 i s  l a r g e  f o r  y1 n o t  equal  t o  ze ro  and 
i n c r e a s e s  as y1 i n c r e a s e s ,  so  t h a t  y1 is  fo rced  t o  zero by t h e  behavior  of 
9 
dDl/dyl. For the case where M is odd, y1 is zero and the relative distor- 
tion is always 1 or less, since y1 = 0 
other values of yi are used when they are closer to x and reduce the 
distortion. 
may be used in equation ( 9 ) .  The 
The assumption that p(x) 
gamma distribution, but if we take 
and, as in equation (A3) 
is continuous at zero is not satisfied for the 
p(x) = p'(x)/w, p'(x) is continuous 
E 




= 2p1(0)[-(2/5)x-2/51~l + . . . 
= (4/5)p1(0>[-e-2/5 + m ]  + . . . 
Bounding the third term of equation (A3) by 
derivative again forces y1 to zero. 
y73/2, the infinite positive 
Even for M-odd, the relative magnitude distortion is not a monotonically 
increasing function of Ix - yil , as shown in figure 2 and mentioned in the 
text above. In reference 1, Max uses the monotonically increasing property to 
prove equation (2) above, which is used in the algorithm. Equation (2) can be 
shown directly, in a manner parallel to that of Max (Max eqs. (1) and (5)). 
From equations (1) and (9 )  
M rrxi+l Ix - Y- I 
D = C  I (A7 
Setting dD/Dxi equal to zero, by Leibnitz's rule, the i - 1 and i terms 
give 
For p(xi) # 0 and ]xi1 # 0, which is true for M-odd because no cut point 
can equal the zero representative value, 
Ixi - yi-i I = [Xi - Yil 
Since ~ i - ~ ,  xi  and yi are increasing positive values, 
which is equation (2). 
We have shown that the relative magnitude distortion requires a represen- 
tative value of zero, and that for M-odd, which implies a zero representative 
value, the relative magnitude distortion can be treated by the Max algorithm. 
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TABLE 1.- LIST OF MINIMUM DISTORTION QUANTIZER TABLES 
v 
















































Re la t ive 
Relative 









2 (2x) 2048 
1 (1+) 40 
2 (2x) 2048 
1 (1+) 40 
2 (2x) 2048 
1 (Zx, 1+) 51: 
1(1+)40, 
' 1(1+)40, 
1 (1+) 40, 
2(2x)16 
2 (2x) 16 
1 (2x ,1+) 15 
1 (2x , 1+) 31 
64 (2x) 251 
64 (2x) 25( 
64 (2x) 25( 
1 (2x , 1+) 31 
1 (2x , 1+) 31 
a Tables 2-8 contain the spacing, distortion, and entropy for each number 
of representative values. Tables 9-17 contain the cut points and representa- 
tive values, distortion, and entropy for each number of representative values. 
The probability and distortion for each representative interval are also 
given. 
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TABLE 2.- EQUIDISTANT QUANTIZATION LEVEL SPACING FOR MEAN SQUARE DISTORTION - 
Normal PDF Exponential PDF Gamma PDF 








































































































































































































































































































































































































aValue derived by direct computation, not by the Max algorithm. 




























































































































aValue derived by direct computation, not by the Max algorithm. 
TABLE 4.- EQUIDISTANT QUANTIZATION LEVEL SPACING FOR MAGNITUDE DISTORTION 
Normal PDF Exponential PDF Gamma PDF 

































































































































































































































































































































































































































































































































aValue derived by direct computation, not by the Max algorithm. 









Normal PDF Exponential PDF G a m a  PDF 
Spacing Distortion Entropy Spacing Distortion Entropy Spacing Distortion Entropy 







































































































































































1 5  
31 
63 
12  7 
255 









































































.02788 8.359 .00772 
.01690 I 9.243 .004400 


























aValue derived by direct computation, not by the Max algorithm. 









































































aValue der ived by d i r e c t  computation, no t  by t h e  Max algori thm. 
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TABLE 9.- OPTIMTJM QUANTIZATION LEVEL SPACING FOR NORMAL PDF W I T H  
MEAN SQUARE DISTORTION 
a Value derived by direct computation, not by the Max algorithm. 
20 
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!.I f 6 
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2 06569Cli10 1 ~ 0 0 0 0 0 0 U  . i w m ~ o  00088770  
s i . 4 4 7 r ~ ~ ~ ~  i .8940c100 00739600 01 13900 
U I S T B R T I B N  - e05798L)Cl 
EhUTHOPY * 2,4630000 
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4 0 0 0 0 R O U O  200330000 00536200 00075430 
U I S T U H T I B N  = 0 U 4 4 0 Q 0 f l  
E N I H B P Y  = 2 .647OOOU 
21 
E N f e B P Y  = 3.1250000 
22 
3.2540000 
7 0 0 0 0 U U C ~ O  205650000 0 0  134000 CIO 13720 
23 
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TABLE 10.- OPTIMUM QUANTIZATION LEVEL SPACING FOR EXPONENTIAL PDF 
W I T H  MEAN SQUARE ERROR 
M =  1 
X ( I )  Y ( 1 )  P ( 1 )  D ( I )  
1 . O O O O O O O a  , O o O O O O O a  1 .OOOOOOOa .5000a 
D I S T B R T I B N  = 1 .OOoa 
ENTRBPY = 0 0000030a 
M =  2 
X ( 1 )  Y ( I )  
1 . O O O O O O O a  .7071a 
P (  I )  D ( I )  
.5O0000Oa .2500a 
D I S T B R T I B N  = . 5000a 
EWTRBPY = 1.0000030 
? I= 3 
X ( 1 )  Y ( I )  P ( I )  D ( I )  
1 .7062000 . 0 0 0 0 0 0 0  .6279000 . 0800R00  
2 . o o o o o o o  1.4120000 .1860000 ,0910800 
D I S T B R T I B N  = -2622030 
ENTRBPY = 1.3240030 
M =  4 
X ( I )  Y ( I )  P(I) D( I )  
1 .onooooo .4193000 .3981000 . 0 3 7 1  703 
2 1.125OOUO 1.8310000 0 10  19000 - 0 5 0 0 8 0 0  
a Value derived by direct computation, not  by the Max algorithm. 
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47 
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5 1 .T9700O0 1,892i)OUO , 0 3 3 0 3 0 0  ~ 0 0 1 3 0 9 0  
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X ( 1 )  Y ( I )  
1 . I 3 9 4 0 0 0  . 0 0 0 0 0 0 0  
2 , 4 3 9 4 3 0 0  - 2 7 8 8 0 0 0  
3 , 7 9 9 2 2 0 0  , 5 9 9 9 0 0 0  
4 1.20903UO . 9 7 5 s o u o  
5 1.7350;300 1 , 4 4 3 0 0 0 0  
6 2.44103UO 2 , 0 3 0 0 0 0 0  
7 3 . 5 3 3 0 0 0 0  2 .8510000  
Y .0000CIOO 4 .214000n  
D I S T B H T I Y r \ :  = , 0 1  6 6 9 3 0  
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X ( I )  Y ( 1 )  
1 , 0 0 3 0 0 0 0  . 1 % 3 1 0 0 0  
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3 , 5 6 1 8 3 0 0  . 7 2 2 1 0 0 0  
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9 1.33O0300 1 , 5 h 0 0 0 0 0  
6 1 . 9 5 5 0 3 0 0  2 .1490000  
7 2.5580000 2 , 9 6 7 0 0 0 0  
9 3 . 6 4 3 0 0 0 0  4 .3200000  
P ( I )  
1 7 8 8 0 0 0  
, 1 4  1 Y O 0 0  
1 0 4 8 0 0 0  
, 0 7 3 5 3 0 0  
. 0 4 7 4 4 0 0  
, 0 2 7 1 5 0 0  
. 0 1 2 4 6 0 0  
,0034560 
P ( I )  
, 1 5 4 9 0 0 0  
,0880500 
06 1 6 3 0 0  
, 0 3 9 9 1  00  
, 0 2 2 8 8 0 0  
,0105300 
. 0 0 2 8 9 2 0  
o1192000  
D ( I )  
00 1 1030 
, 0 0 1 0 5 5 0  
.0(310590 
, 0 0 1 0 6 3 0  
, 0 0 1 0 7 3 0  
.01311030 
- 0 0  1 3 8 4 0  
.DO10560 
D ( I )  
, 0 0 0 8 8 2 1  
, 0 0 3 8 8 3 0  
,0038842 
, 0 0 0 6 9 0 1  
.0008984  
. 0 0 0 9 2 3 1  
,00115YO 
, 0 0 0 8 8 6 3  
T l I S T 8 H T I 3 N  = 0 1  481  30 
49 
E N T R 4 P Y  = 3,4850000 
M =  17 
X ( I )  Y ( I )  
1 1229000 ,0000000 
2 .3847000 ,2457000 
3 o6837000 ,5237000 
4 1.0320000 ,8437000 
6 1,9730000 1,5800000 
7 2.6730000 2,2660000 
8 3,7510000 3.0800000 
9 .0000000 4.4210000 
5 1 *4500000 102210000 
DISTDRTISN = . 01 3 1200 
ENTROPY = 3,5650030 
v =  18 
X ( I )  Y ( I )  
1 , 0000300 0 1100000 
2 ,2327000 ,3355000 
3 .A343300 , 6331 000 
4 .7929300 ,9527000 
5 1.1410000 1,3290000 
6 1.5580000 1,7870003 
7 2.0800000 2.3720000 
9 2.7780300 3.18300GO 
9 3 . 8 5 0 0 3 0 0  4.5170000 
D I S T B R T I 4 N  = ,0117930 











P ( I )  
1402000 




























y =  19 
X ( 1 )  Y ( 1 )  P ( I )  r ; (  I )  
1 , 1009300 ,0000000 , 1439000 ,0005571 
2 03424300 021 98000 1199000 ,0005375 
50 
3 .6037500 ,4650000 
4 .9020000 ,7424000 
5 1,2490000 1.0620000 
6 1,6660000 1.4370000 
7 2,1860000 f ,8950000 
8 2.8830500 2.4780000 
9 3.9500000 3.2870000 
10 ,0000000 4.6130000 
D I S T B R T I B N  = ,0 106030 
ENTRBPY = .3 , 7 1800 30 
M r :  20 
X ( I )  
1 ,noooooo 
2 ,2093000 








D I S T r 3 R T I J N  = ,0396550 
F N T R B P Y  = 3.7920000 
Y ( I )  
.0994800 
,3190000 





3 , 3780000 
4,6960000 
Y =  21 
X (  I )  Y ( I )  
1 . 0994 100 . o o o o o o o  
2 ,3085000 . 1988UUU 
3 ,5406000 . 4 182000 
4 .8013000 .hh30000 
5 1,0990000 .9397000 
6 1.4450000 1,2580000 
7 1,8600000 1.6330000 
















,0214900 . 0 124000 
,0057790 
.0016570 






































9 3.0710000 2.6690000 .0108000 . 0004 1 1  1 
10 4.1280000 3.4720000 oOO50440 .0004217 
1 1  ,0000300 4.7840000 ,0014940 *0005103 
I I I S T 9 R T I B N  = ,0087730 
FNTRBPY = 3.8560030 
M =  22 










1 1  4.1930000 
5 o8902000 
nISTBRTI4N = .0080150 
E N T R B P Y  = 3.9250050 
y =  23 











1 1  4.2740000 
12 . 0000000 
Y ( I )  
.0907200 . 2891 000 





































































n I S T O H T I D N  = .00733!30 
E Y T R R P Y  = 3.9840030 
M =  24 
X ( I )  
1 . 0 0 0 0 0 0 0  
2 .1740000 
3 .3636000 
4 057 19300 






1 1  3.3100000 
12 4.3450000 
DISTORTIdN = .0067840 
E N T R R P Y  = A.0450030 













M =  25 
X ( I )  Y ( I )  
1 .OR33800 .ooooooo 
2 .2573000 . 1668000 
3 .4467000 .3478000 
4 ,6548000 .5457000 
5 .8857000 .7640000 
6 1.1450300 1.0070000 
7 1.4400000 1.2820000 
8 1.78400OO 1.5980000 
9 2.1950000 1.9700000 
10 2.7070000 2.4210000 
1 1  3.3880000 2.9940000 
12 4.4180000 3.7820000 
13 . O O O O O O O  5.0540000 










,0035610 .0002865 . 00 10720 .0003489 
P ( I )  . 1 1  12000 





- 0  176800 


















5 3  
n I S T U R T I B N  = .0062510 
E N T R B P Y  = 4.1000000 






























X ( I )  

















. 6 0 0 3 0 0 0  
































1 . 7490000 
2.1190000 
2.5680000 
3 . 9190000 
5.1740000 
3.1370000 
P ( I )  
~1014000 
















. 0 3 5 2 6 0 0  




















D ( I )  . 0001999 
.0001947 












D I S T B R T I B N  = ,0053850 
ENTROPY = 6.2080030 
M =  28 















D I S T B R T I B N  = . 0 3 5 0 0 5 0  
EhTROPY = 4.2620030 
Y ( I )  
-0717700 












Y =  29 
X ( I )  Y ( I )  
1 . 07 17800 . oooooon  
2 -2205000 - 1436000 
3 * 3 8 0 5 0 0 0  -2975000 
4 * 5 5 3 6 0 0 0  .4636000 
5 .7422000 ,6437000 
6 .9491000 .84060i10 
7 1.1790000 1.0580000 
8 1.4.360000 1,2990000 
9 1.7290000 1.5720000 
1 1  2.4760000 2.2540000 
12 2.9810000 2.6990000 
10 2.0700000 1.8860000 










































D ( 1 )  
-0UOl616 
-0001577 
- 0 0 0  1577 
.0001578 





.0001587 . 000 1593 
55 
13 .6500000 3.2640000 ,0045100 .0001606 
14 4.6500000 4,.0360000 .0021700 ,0001643 
IS .OOOOOOO 5,2640000 ,0007160 .0001866 
DISTBRTISN = .0046630 
E N T R B P Y  = 4.3050030 
y =  3 0  
X (  I )  
1 .ooooooo 
2 .1387000 













nISTBRTI8N = ,0843740 
E N T R B P Y  = 4.3600030 
?l= 31 
X ( I )  








Y ( I )  











3 3 150000 
4.0780000 
5.2840000 
Y ( I )  







1 . 1890000 








,0262600 . 02031 00 
0 151300 





P ( I )  
.0905000 




















0001451 . I  
.0001483 
,0001787 







, 0001 299 
*0001297 
56 
9 1 . 5 6 6 0 0 0 0  1 . 4 3 0 0 0 0 0  
1 0  1 . 8 5 8 0 0 0 0  1 . 7 0 2 0 0 0 0  
1 1  2 . 1 9 7 0 0 0 0  2 .0140000  
1 2  2 . 6 0 1 0 0 0 0  2 . 3 8 0 0 0 0 0  
13 3 . 1 0 3 0 0 0 0  2 .8230000  
14  3 . 7 6 5 0 3 0 0  3 . 3 8 3 0 0 0 0  
1 5  4 . 7 5 0 0 0 0 0  4 .1460000  
1 6  . O O O O O O O  5 .3540000  
D I S T B R T I B N  = . 0 0 4 0 9  10 
E N T R O P Y  = 4 . 4 0 3 0 0 0 0  
Y =  32 
X ( 1 )  
1 .0O00000 
2 . 1 2 9 9 0 0 0  
3 , 2 6 8 3 3 0 0  
4 . 4 1 6 4 0 0 0  
5 . 5 7 5 6 0 0 0  
6 . 7 4 7 8 0 0 0  
7 , 9 3 5 2 0 0 0  
8 1 . 1 4 1 0 0 0 0  ’ 
9 1 . 3 6 9 0 0 0 0  
l G  1 . 6 2 4 0 0 0 3  
1 1  1 .9150000 
1 2  2 . 2 5 2 0 0 0 0  
1 3  2 . 6 5 3 0 0 0 0  
1 4  3 . 1 5 0 0 0 0 0  
15  3 . 8 0 5 0 0 0 0  
1 6  4 . 7 7 3 0 0 0 0  
n I S T O R T I r j N  = -00385 10 
E N T R O P Y  = 4 . 4 5 1 0 0 0 0  
Y ( I )  
, 0 6 2 9 7 0 0  . 1 9 6 9 0 0 0  
. 3 3 9 8 0 0 0  
, 4 9 3 0 0 0 0  
. 6 5 8 2 0 0 0  
1.033001)O 
1.249000O 
1 , 48900GO 
1.75900OO 
2 .0700000  
2 . 4 3 3 0 0 0 0  
2 . 8 7 3 0 0 0 0  
3 . 4 2 8 0 0 0 0  
4 . 1 8 1 0 0 0 0  
5 . 3 6 4 0 0 0 0  
. a 3 7 4 0 0 0  
. 0 2 3 a 6 0 0  
. 0 1 8 4 6 0 0  
. 0 0 9 7 3 9 0  
. 0 0 3 7 7 7 0  
- 0 0 0 6 2 1 6  
01 3 7 6 0 0  
oOO64120 
0 0 1 8 3 2 0  
P ( I )  
. 0 8 3 9 2 0 0  
- 0 7 3 9 7 0 0  
. 0 6 4 6 4 0 0  
, 0 4 7 8 7 0 0  
. 0 3 3 6 2 0 0  
. 0 2 1 8 8 0 0  
. 0 1 6 9 5 0 0  
. 0 1 2 6 4 0 0  
. 0 0 8 9 7 0 0  
, 0 0 5 9 2 5 0  
e 0 5 5 9 4 0 0  
- 0 4 0 4 3 0 0  
oO274300 
. 0 0 3 5 0 7 0  
oOO17170 
a0005856 
.OOO 1 2 9 9  
, 0 0 0 1 3 0 1  
. 0 0 0 1 3 0 2  
.OOOl 3 0 5  
. 0 0 0 1 3 1 0  
. O O O l  320  
, 0 0 0 1 3 4 9  
.0001524  
D( I )  
. 0 0 0 1 1 7 8  
. 0 0 0 1 1 7 9  
. 0 0 0 1 1 7 9  
. 0 0 0 1 1 7 9  
. 0 0 0 1 1 7 9  
. 0 0 0 1 1 7 9  
.0001180 . 0 0 0 1  1 8 0  
. 0 0 0 1 1 8 1  
. 0 0 0 1 1 8 2  
. 0 0 0 1 1 8 3  
. 0 0 0 1 1 8 6  
. 0 0 0 1 1 9 0  
. 0 0 0 1 2 0 0  . 000 1 2 2 5  
. 0 0 0 1 4 7 7  
! q =  53 . 
X (  I )  Y ( I )  P(I) D ( I )  
1 .01530100 .ooooooo .0852300 . 0 0 0 1 1 0 3  









10  1.6890000 
11 1.9800000 
1 2  2.3170000 
13  2.7190000 
1 4  3.2180000 
15 3.8740000 
16 4.8480000 
1 7  .ooooooo 
DIST8RTIBN = .0036350 
F N T H B P Y  = 4.4910030 
Y =  34 
X ( I )  
1 .ooooooo 
2 .1221000 







10  1.48600017 
11 1.7410000 
12  2.0300000 
13  2,3650000 































2 . 9.8 10000 
3.5310000 
4.2740000 
5 . 4310000 
.0677000 











,0031 940  
,00054 1 7  
? ( I )  
.0793200 
.0704600 
,0621200 . 0 5 4 3 1 0 0  
.0402500 




- 0 1  8 4 5 0 0  








0 0 0 1 0 8 0  
- 0 0 0 1  0 8  1 
.0001081 
.0001081 
, 0 0 0 1  082  . 0 0 0 1  0 8 2  
.0031083 
.0001085 . 0 0 0  1 0 8 7  . 0 0 0 1 0 9 1  . 0 0 0 1  0 9 9  
.0001123 
,0001328 














.0000994 . 0 0 0 1 0 0 2  . 0 0 0 1 0 2 2  
.0001234 
DISTeHTI4r\i  = .0034150 
58 
ENTRUPY = 4 , 5 3 7 0 0 3 0  
Y =  35 
X ( 1 )  
1 . 0 5 9 3 5 0 0  
2 . 1 8 1 6 0 0 0  
3 . 3 1 P 3 0 0 0  
4 . 4 4 9 4 0 0 0  
6 , 7 5 6 1 0 0 0  
7 . 9 2 7 9 0 0 0  
8 1 , 1 1 5 0 0 0 0  
9 1 . 3 2 0 0 0 0 0  
1 0  1 . 5 4 7 0 0 0 0  
1 1  1 . 8 0 2 0 0 0 0  
1 2  2 , 0 9 1 0 0 0 0  
1 3  2 .4270000  
14  '2 .8260000 
1 5  3 . 3 2 0 0 0 0 0  
16  3 . 9 6 8 0 3 0 0  
17 4 , 9 2 4 0 0 0 0  
1 8  . o o o o o o o  
5 , 5 9 7 2 0 0 0  
D I S T B R T  I BIN = , 0 0 3 2 3 4 0  
E N T R B P Y  = 4 . 5 7 5 0 0 3 0  
Y =  3 6  
X (  I )  
1 OQOO0OO 
2 1 1 5 4 3 0 0  
3 - 2 3 7 4 0 0 0  
4 . 3 6 6 9 0 0 0  
5 ,5048CIOO 
6 , 6 5 2 3 0 0 0  
7 . 8 1 0 9 0 0 0  
8 . 9 8 2 3 0 0 0  
9 1 . 1 6 9 0 0 0 0  
10  1 . 3 7 3 0 0 0 0  
1 1  1 . 5 0 0 0 0 0 0  
Y ( I )  
.ooooooo . 1 1 8 7 0 0 0  
, 2 4 4 4 0 0 0  
, 3 7 8 1 0 0 0  
, 5 2 0 7 0 0 0  
. 6 7 3 7 0 0 0  
. 8 3 8 5 0 0 0  
1 . 0 1 7 0 0 0 0  
1 . 2 1 2 0 0 0 0  
1 . 4 2 7 0 0 0 0  
1 , 6 6 7 0 0 0 0  
1 . 9 3 6 0 0 0 0  
2 . 2 4 6 0 0 0 0  
2 , 6 0 8 0 0 0 0  
3 . 0 4 4 0 0 0 0  
3.5950000 
4 . 3 4 2 0 0 0 0  
5 . 5 0 6 0 0 0 0  
Y ( I )  
, 0 5 6 1 2 0 0  . 1 7 4 6 0 0 0  
, 3 0 0 2 0 0 0  
.4336000 
, 5 7 6 0 0 0 0  
, 7 2 8 7 0 0 0  
. 8 9 3 2 0 0 0  
1 , 0 7 1 0 0 0 0  
1 .2hh0000  
1 . 4 8 1 0 0 0 0  
1 , 7 1 9 0 0 0 0  
P ( I )  
. 0 8 0 4 8 0 0  
- 0 6 4 8 2 0 0  
. 0 5 7 1 4 0 0  
, 0 4 9 9 5 0 0  
. 0 4 3 2 4 0 0  
0 3 1  2 7 0 0  
, 0 2 6 0 2 0 0  
-02 1 2 4 0 0  . 0 1 6 9 5 0 0  
, 0 1 3 1 4 0 0  
, 0 0 9 8 1 0 0  
. 0 0 4 6 1 9 0  
, 0 0 2 7 4 5 0  
. 0 0 1 3 5 4 0  
. 0 0 0 4 8 6 4  
, 0 7 2 9 7 0 0  
oO370200 
, 0 0 6 9 7 7 0  
P ( I )  
. 0 7 5 2 8 0 0  
. 0 6 7 5 2 0 0  
. 0 5 2 7 3 0 0  
, 0 4 6 1 1 0 0  
.a399300 
oO341900 
. 0 2 8 9 0 0 0  
. 0 2 4 0 5 0 0  
,0196500 
, 0 5 9 8 0 0 0  
00 1 5 6 9 0 0  
D ( I )  
, 0 0 0 0 9 2 5  
,0000907 
, 0 0 0 0 9 0 7  
, 0 0 0 0 9 0 7  
,0000907 
, 0 0 0 0 9 0 7  
. 0 0 0 0 9 0 8  
, 0 0 0 0 9 0 8  
, 0 0 0 0 9 0 8  
, 0 0 0 0 9 0 8  
, 0 0 0 0 9 0 9  
, 0 0 0 0 9 1 0  
. 0 0 0 0 9 1 1  
. 0 0 0 0 9 1 3  
, 0 0 0 0 9 1  6 
. 0 0 0 0 9 2 3  
. 0 0 0 1 1 1 6  
, 0 0 0 0 9 4 2  
D( I )  
. 0 0 0 0 8 3 4  
. 0 0 0 0 8 3 4  
.OOC)O834 
, 0 0 0 0 8 3 4  
. 0 0 0 0 8 3 4  
. 0 0 0 0 8 3 4  
. 0 0 0 0 8 3 5  
,0000835  
. 0 0 0 0 8 3 5  
. 0 0 0 0 8 3 6  
, 0 0 0 0 8 3 5  
59 
12 1,5540000 1.9880000 
13 2.1420000 2.2960000 
14 2.4760000 2.6560000 
15 2.8730000 3.0910001) 
15 3.3640000 3.6380000 
17 4.0070000 4.3770000 
18 4.Q500000 5,5240000 
D I S T B R T I B N  = . 0030530  
E N T R O P Y  = 4-61 70030 
M =  37 


















1 6  4.9920000 
19 . ooooooo  
D I S T O R T I S N  = .0328940 









































































E N T R B P Y  = 4,6550000 
60 











l i  
1 2  
1 3  
1 4  
15 
1 6  
17  
19 
1 3  
DISTSKTI3N 
E V T R B P Y  = 
X ( I )  . O ~ I O O O O D  
1 0 ~ 2 0 0 0  
. 7 2 4 4 3 0 0  
.3462900 
. A 7 5 A 3 0 0  . 6 130300 
.76iI2200 
- 9  1 8 3 0 0 0  
1 0 8 9 0 3 U O  
1 . 2 7 5 0 3 0 0  
1.47900OO 
1.7O50C10O 
1 . 9 5 7 0 0 0 0  
2 . 3 4 4 0 0 0 0  
2. Fj77OOOO 
2.57  10000  
J .d580000  
4 . 0 9 4 0 0 0 0  
5.0220i100 
.11037570 
4 . 5 9 4 0 0 3 0  
- 
Y ( I )  
0 5 3 2 1 OCJ 
. 1652000  
.2d35000 
. 4088000  . 5 4 2 u o o o  
. h 8 4 0 0 0 0  
.836301jO 
1 . 0 0 0 0 0 0 0  
1 .1780000  
1 .3720000  
1.58600OO 
1 .8230000  
2 , 0 9  i 0 0 0 0  
2.337 00013 
2.756000G 
3 .1870000  
3 . 7 2 9 0 0 0 0  
5 .5840000  
4 . 4 5 9 0 0 ~ 0  
P (  I )  
. 0 7 1 5 7 0 0  
. 0 6 4 3 9 0 0  
. 0 5 7 6 0 0 0  
. 0 5 1 1 8 0 0  
.i1451400 
, 0 3 9 4 8 0 0  
, 0 3 4 2 0 0 0  
. 0 2 9 3 0 0 0  
, 0 2 4 7 8 0 0  
, 0 2 0 6 3 0 0  
- 0 1  6 9 7 0 0  
. 0 1 3 4 8 0 0  
-0 1 0 4 7 0 0  
, 0 0 7 8 4 4 0  
, 0 0 5 5 9 4 0  
. 0 0 3 7 2 3 0  
, 0 0 2 2 3 1 0  
, 0 0 1 1 1 7 0  
, 0 0 0 4 1 1 8  
D(I) 
, 0 0 0 0 7 1 1  
. 0 0 0 0 7 1 1  
, 0 0 3 0 7 1 i  
. 0090711  
0 0 0 0 7  1 1  
oOO30711 
, 0 0 0 0 7  11 
. o n 0 0 7 1 1  
.0000711  
,003072  2 
, 0 0 0 0 7 1 2  
, 0 0 0 0 7 2 2  
oOi300713 
.0000714  
. 0 0 0 0 7 1 5  
o O O O O 7 1  R 
, 0 0 0 0 7 2 3  
. 0 0 0 0 7 3 6  
oO030904 
Y =  39 
X (  I )  y (  I )  ? ( I )  !I( I )  
*Or300670 1 .L75317UO .0001)000 . 0 7 2 4 2 0 0  
z . 1 B 2 3 i ) O O  . 10630130 . 0 5 6 J 4 0 0  . 0 0 0 0 6 5 8  
3 . ? 7 7 A L l d O  . 2 1 5 3 0 0 0  o 0 5 9 6 3 0 0  . 0 0 3 0 6 5 8  
4 , 3 9 9  1 3 0 0  . 3 5 6 s 0 0 3  oO534000 . 0 0 0 0 6 5 8  
6 1  













19 5 .06303GO 
20 ~00000130  
18 4.m1030n 
D I S T U R T I B N  = ,0026040 
E N T R D P Y  = 4.7300030 
M =  4 0  
X ( I )  
1 .0000000 
2 . 1036000 




7 -7 1 4 8 0 u O  
€3 . 8 6  15000 
9 1.0190000 
10 l . l R 9 0 0 0 0  


























Y ( I )  
. O S 0 5 5 0 0  . 1567000 
-2684000 
,3864000 














5 . 6210000 
.OA74500 . 0 4  18600 
-03661 00 . 0317200 
.0271800 
.0329900 
- 0  191500 





, 002081 0 
.001O460 
.0004007 
P (  I )  
.0681600 . 06 16700 






























,0000669 . 003068 1 
.OD00789 







. 0 0 0 0 6 0 9  . 000061 0 . 0000610 
.0000610 
,0000613 . 00006 10 
.0000611 
.0000611 
.0000612 . 0000613 
















f l  
1 2  
1 3 
1 4  
15 









2 5  
2 h  
2 7  
4 d  





M = 128 
X ( 1 )  
1 .oaoooau 
2 0 03 1851)O 
3 e 0 6 4  1900 
4 00978300 
5 0 13040119 
6 0 1643080 
7 0 1987000 
8 02337000 





l a  0 4 5 6 6 U O O  
15 e 4 9 6 A O L 3 0  
$6 r5567000 
f 7  057780tJO 
$ 8  e6146000 
19 e6625600 
20 0 7f162UCI0 
2 1  07!308000 
22 r7863CJUO 
23 08428000 
2 4  08904000 
25 09390000 
26  e 9 8 8 6 O C l R  
27 1 0 ~ 4 ~ ~ o ~ ~  
28 100920QUO 
29 I 1460OOO 
30 l"2QlLrOljG 
31 10257r3c~!20 
32 J 0 3 1 5 0 0 0 0  
33  10375OOO0 
34 1 . 4 x o o a o  
35 1 4 9 9 Q U U O  
36 1 0 5 6 4 0 O O O  
37 1 o 6 3 1 0 O O G  
38 lo7010005 
39 lr7720000 
40 i *84600WO 
41 1e923OOUO 
P ( I )  
00220200 
002  13700 
e 0 2 0 7 2 0 0  
en200600 






0 C) 1 59 1 00 
.Ol53500 
e0148000 
0 0 I42680 
00137400 
00132200 






























0 00000 19 
00000019 
0 0~3000 19 
.0000019 









* 0uOno 19 
00[300019 
0 000ou 19 
0 U O O C l O l 9  
roa00019 
e ouooo 19 
0ciD00019 
0 OOGOO 19 
000000J 9 
rOrlQ0019 
0 00000 1 0 
oaaooo19 
e QOOOOl9 
0 000001 Y 
e 0000cl19 
eo000019 
e 0 a O O O  19 
e 0 0 G 0 (J 1 9 
.00000J 0 







4 2  200030000 
4 3  2.0860000 
44 2e1720000  
4 5  2.2620000 
4 6  2.3560000 
47 2.454Uf lU0 
4 0  2.5570U01) 
4 9  2.6663000 
50 2.700UUUO 
5 1  2.9uouooa 






5 8  40019GQOG 





6 4  5.9440000 












11 e l 6 4 3 0 U U  
12 18 1 .clGOCI 
13 e 1987000 
1 4  e 2 1 6 1 i l  U 0 
15 ,23370L30 
16 e 25 14086 
1 7  .2693OUl? 
IS e2873000 
19 eJr35SU00 
20 e 3 2 3 8 0 0 0  
2 1  e3423000 
2 2  .361!JOn0 
23 e 3 7 5 8 C! 8 0 
2 4  , 3988OC10 
25 4 14GUQO 
26 e 4d73021U 
2 7  e4Yh9000 
26 e4765UBO 
29 4964OQO 
40  e5165!lL:O 
3 1  e 5 3 6 7 0 0 C  
3 2  e 5 5 7 2 U U U  
53 e 5 7 7 8 O U O  
3 4 e 5 9 I! 7 U fi 0 
35 e61970OcI 
36  e 6 4  lOU00 
37 efi6250(30 
38  e6d42f l00  
3 3  , 7 0 6 2 0 ~ 0  
40 e 7 2 8 3 0 0 0  
4 1  e 7 5 0 7 0 0 0  
4 3  e79630QO 
4 4  e 61 94000  
4 5  e A d 2 9 O O Q  
4 6  e8664000 
4 7  eP8113U00 
d B  9 14501JO 
4 9  ,93913000 
5 0  e9637OUt. l  
5 1  e9888G00 
32 l e 0 1 4 0 0 U U  










6 1  1.2570000 




6 7  1.4360000 
68  1.4670000 
69 lr49900UO 
70 1.5310000 
7 1  1.564UOUT) 
72  1.5970300 
7 3  1.6310000 
7 4  1.6660000 
75  1.7010000 
7 6  1.73600C0 
77 1*7720000 
76  1.HL1900QO 
7 9  1.9460000 
B O  1.98AClOC1C 
81 1.923C'~OO 
d 2  1.9630000 
63 2.0030000 




86 2 * 2 1 7 L ' O C ; O  
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TABLE 12.- OPTIMUM QUANTIZATION LEVEL SPACING FOR NORMAL PDF 
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Distortion = .08162 









aValue derived by direct computation, not by the Max 
algorithm. 
102 
TABLE 13.- OPTIMUM QUANTIZATION LEVEL SPACING FOR EXPONENTIAL PDF 
WITH MAGNITUDE DISTORTION 
~~~ 
1 I X(I) I YO) I D (1) 
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aValue derived by direct computation, not by 
the Max algorithm. 
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TABLE 14.- OPTIMUM QUANTIZATION LEVEL SPACING FOR GAMMA PDF 
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aValue derived by direct computation, not by 
the Max algorithm. 
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TABLE 15.- OPTIMUM QUANTIZATION LEVEL SPACING FOR NORMAL PDF 
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aValue derived by direct computation, not by 
the Max algorithm. 
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TABLE 16.- OPTIMUM QUANTIZATION LEVEL SPACING FOR EXPONENTIAL PDF 
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aValue derived by direct computation, not by 
the Max algorithm. 
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TABLE 17.-  OPTIMUM QUANTIZATION LEVEL SPACING FOR GAL4MA P D F  
WITH RELATIVE DISTORTION 
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Figure 5.- Distortion for the equal spacing, 
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Figure 8.- Largest representative values for the Figure 9.- Optimum equal-spacing for the magni- 
I-' unequal-spacing, minimum mean square error tude error quantizers. 
W quantizers. 
I 
,001 1 0 Normal 
0 Exponential 
0 Gamma, M even only 
(See figure 6 for M odd) 
I I  I I I I  I 1  
0 1 2 3 4 5 6 7 8 9 l O 1 1  






.OOl0 I I I 1 I " ' I 
1 2 3 4 5 6 7 8 9 1 0 1 1  
Rate, log2 M 
Figure 10.- Distortion for the equal spacing, Figure 11.- Optimum equal spacing for the mini- 
minimum magnitude error quantizers. mum relative error quantizers for M odd 
only.  
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Figure 12.- Distortion for the equal spacing, 
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Figure 13.- Mean-square distortion vs. entropy 
for equal-spacing quantizers. 
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Figure 18.- Rate-distortion curves for normal input and magnitude distortion. 
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Figure 21.- Rate-distortion curves for normal input and relative distortion, 
M odd. 
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