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     Abstract. Long-term surveillance of aquatic environ-
ments is a costly endeavor, thus a sound strategy is neces-
sary to select the locations of monitoring stations to im-
prove the quality of a monitoring system.  This can be 
accomplished by optimizing the locations of a sensor net-
work with respect to the hydraulic and fate and transport 
characteristics of the surface water system. It is expected 
that such an approach may improve the effectiveness of 
the monitoring system and also reduce the cost. 
To determine the optimal sensor placement pattern, 
the hydrodynamics of the target environment must be un-
derstood first.  Based on this information, the contaminant 
transport behavior can be simulated. Since the hydrody-
namics and the contaminant pathways in the surface water 
environment are complex, it is not possible to optimize a 
surface water network using simple optimizing methods.  
To solve this problem in a simplified form, a 2-
dimensional hydrodynamic simulation model is developed 
using a finite element method.  The best sensor locations 
are selected to minimize detection time of the contaminant 
presence.  Genetic algorithm is used for the solution of the 
optimization formulation in selection of the best sensor 
network due to the nonlinear nature of the model. Further, 
these computation processes require a significant amount 
of computational time, thus parallel computing is adopted 
to reduce computation time. 
INTRODUCTION 
People have always been attracted and enjoyed rec-
reational environments near surface water bodies. But 
these recreational locations are getting more and more 
unsafe as various human activities degrade these environ-
ments (Blackburn et al., 2004; Natural Resources Defense 
Council, 2006). Hence, requirement of a water quality 
monitoring system or early water quality warning system 
is increasing in order to provide a safer environment.  To 
set up and run a surveillance system that meets this re-
quirement is costly and not trivial.  The performance of 
the system varies depending on several factors including 
sensor or sampling locations.  Location of sensors is one 
of the most important factors in a monitoring network and 
it need to be optimized to maximize system performance 
and reduce cost of the system. 
To find an optimal solution for this problem, an opti-
mization model is developed and solved using genetic 
algorithms. The hydrodynamics of the system and the con-
taminant transport patterns is solved using finite element 
method. This approach is applied to a simple circular lake 
to demonstrate the proposed process. 
NUMERICAL MODELS 
Understanding hydrodynamics and transport of con-
taminants in an aquatic environment is the first step in 
optimizing sensor locations since sensor distribution de-
pends on the hydrodynamics and transport characteristics 
of a surface water body. In order to ensure the connec-
tivity among hydrodynamics, transport simulations and 
optimization following numerical codes are developed. 
Navier-Stokes and continuity equations are the gov-
erning equations of the hydrodynamic’s phase.  They can 
be depth-integrated with hydrostatic pressure distribution 
assumption in the vertical direction in order to reduce the 
problem into a 2-D vertically averaged system: 
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where h is water depth, U and V are vertically-averaged 
velocities in x- any y- Cartesian coordinate directions re-
spectively, EH is a horizontal momentum diffusion coeffi-
cient, g is the gravitational acceleration, η is water level 
measured from a mean water level, sxτ and syτ  are wind 
friction in x- and y-direction and and  are the bot-bxτ byτ
 
tom friction in x- and y-direction. The Corilolis force ef-
fect is ignored in the above equations. 
A governing equation for contaminant transport can 
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where C is the concentration of a contaminant, Dxx, Dxy, 
Dyx, and Dyy are dispersion coefficients. No reaction is 
included because a tracer model is suitable to determine 
the effectiveness of a monitoring network by understand-
ing simple transport of a conservative contaminant. 
The governing equations (1) through (4) are solved 
numerically using the finite element method (Zienkiewicz 
and Taylor, 1991), which has been widely used for this 
type of mathematical. To save computational time, nu-
merical method is implemented using a parallel computing 
technique. An open-source library, libMesh (Kirk et al., 
2006) is used for this purpose.  The code is written in C++ 
on a 64-bit 4-core Linux machine. 
OBJECTIVE FUNCTION 
A good surveillance system must detect the aftermath 
of a contaminant spill as soon as possible with maximum 
reliability. Earlier detection gives more time for system 
managers to react, for example, issuing a beach closure. 
Thus an objective of the optimization is minimizing detec-
tion time that can be defined in an average sense and an 




















where ( , ,s s sd rt X t xr  is time elapsed from a contaminant 
release to detection for a scenario s with a sensor distribu-
tion ,  is a location of sensor, 1{ , , , , }i nX = x x xL L ix
s
rt  is contaminant release time, 
s
rx is contaminant release 
location of scenario s and Sn is the total number of scenar-
ios.  Decision variables of the objective function are sen-
sor locations, X, and the number of sensors. In this study, 
the number of sensors is kept fixed for simplicity. 
A scenario s implies a contaminant spill that happens 
at time srt  and location 
s
rx under a certain hydrodynamics 
situation. A set of scenarios can be generated to evaluate 
the average of detection time with some assumptions. All 
scenarios can be run before the optimization since hydro-
dynamics and transport of contaminants are not affected 
by the optimization of sensor distribution. The simulation 
results of scenarios can be stored for further use in the 
optimization algorithm. 
Each detection time sdt  is calculated by calculating 
the time when concentration at any of sensor locations in a 
sensor distribution X becomes over a detection threshold. 
If concentration at none of sensor locations reaches the 
threshold within a detection time limit, the detection time 
is set at twice of the detection time limit as a penalty. 
DEVELOPMENT OF GENETIC ALGORITHM 
To find the optimal solution of the objective function 
given in the previous section, genetic algorithm is used.  
Genetic algorithm is well known due to its simplicity and 
robustness in the solution of complex problems (Goldberg, 
1989), and these characteristics fit well to the problem 
described here. 
In this application, the chromosome of an individual 
member consists of a string of integer numbers that repre-
sent the nodal indices in a finite element mesh where sen-
sors are located. This approach makes the optimization 
computation simpler. The length of an individual chromo-
some depends on the number of sensors and all integer 
numbers in a chromosome should be unique. 
Since the optimization routine involves numerous 
evaluations, an island model for genetic algorithm 
(Gordon and Whitley, 1993) is implemented in order to 
improve solution efficiency and obtain better results as 
well. An Island model has several separate populations 
and genetic operations occur only among individuals in a 
same population called an island. After several genera-
tions are evolved separately, some portions from each 
population are exchanged. This algorithm keeps diversity 
in populations so that it may yield more chances to obtain 
better optimal solutions while utilizing parallel computing 
capability. In addition, elitism is used to keep the best in-
dividuals over generations. 
Optimization code to run the genetic algorithm de-
scribed above is written in C++ using a open-source li-
brary, ParadisEO (Cahon et al., 2004). 
APPLICATION AND RESULTS 
The methods described in the previous sections are 
applied to a simple circular lake in order to test its capabil-
ity. The shape of the lake is 10km-diameter circular with-
out any inlet or outlet. The bathymetry of the lake is para-
 
bolic with maximum depth 5 m at the center and minimum 
depth 1m along the circumference of the lake. Only one 
hydrodynamics condition is considered in this application, 
which is wind forcing from east to west. The hydrodynam-
ics of the lake reaches a steady state condition in less than 
half a day of simulation time starting from a flat water 
level and no-flow initial condition. The numerical result of 
the hydrodynamics is shown in Figure 1 and shows a gyro 
pattern, which is a typical phenomenon in a wind-driven 
flow in a lake (Hamilton et al., 1982). 
Only the landside of the lake is considered as possible 
locations of contaminant sources. In the contaminant 
transport model, spill scenarios are developed as mass 
input in elements along the boundary of the lake.  The 
time of release of all spills is identical because of the 
steady hydrodynamic condition. Total 64 scenarios are set 
up. All scenarios are run for half a day, which is a detec-
tion time limit, with the hydrodynamic condition de-
scribed above and the results are stored. Each result con-
tains concentration profiles that cover half a day transition 
of concentration in the lake. 
One of the results of contaminant transport simulation 
is shown in Figure 2 as an example. Contaminant is in-
jected at simulation time 43,200 seconds. It is transported 
and dispersed along the lakeside and to the center of the 
lake following the wind-driven flow pattern as shown in 
the hydrodynamics pattern in Figure 1. 
The optimization of sensors distribution runs with the 
all the results of contaminant transport simulation in order 
to evaluate fitness of individuals as described in the previ-
ous sections. 
Figure 3 shows the optimal distribution of sensors 
with 3 and 4 sensors. The sensors are placed along the 
shoreline with fairly even spacing, which can be expected 
from the transport pattern as shown in Figure 2. The even 
spacing of sensor distribution is due to uniform flow ve-
locity along the shoreline. For both cases, the optimal dis-
tributions are obtained within 50 generations. The popula-
tion size is 50 and the number of islands is 4 for the opti-
mization runs. 
CONCLUSION 
An optimization scheme to decide sensor distribution 
using a genetic algorithm on a parallel computing machine 
is proposed and tested with simple lake geometry. The 
optimal distribution from the results of the test application 
shows the capability of this approach. When this method 
is applied to real problems, more meaningful results 
would be obtained.  Currently, this approach is being im-
plemented to find the optimal distribution of sensors on 
Lake Pontchartrain, New Orleans. 
 
 
Figure 1. Hydrodynamics of a circular lake due to wind 
effects 
 




Figure 3.  Optimal distribution of sensors 
(left: 3 sensors, right: 4 sensors) 
 
There is room to improve this approach. The objective 
function may include other factors such as reliability of 
the system, minimization of number of sensors, and pro-
tection of a certain coastal area for determining more 
meaningful distribution of sensors with less computational 
cost.  
The computational time is still a big issue in this ap-
proach even with parallel computing because it involves 
many evaluations that require huge amount of data trans-
action. Therefore, the number of scenarios needs to be 
minimized without degrading the evaluation of the aver-
age detection time, especially for a complex non-steady 
state case. Implementing the algorithm on a larger com-
puting grid, for which the approach is ready, is another 
way to overcome the computational burden. In addition, 
further optimizing in the procedures and codes will help to 
reduce computation time and make the approach more 
readily usable.   
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