Background/ Motivation:
proteome datasets. The resulting Phage Family-proteome to Phage-derived-HMMs scoring matrix 23 was used to develop and train an Artificial Neural Network (ANN) to find patterns for phage 24 classification into one of the phage families. Results show that using the 100 fold cross-validation 25 test, the proposed method achieved an overall accuracy of 84.18 %. The ANN was tested on a set of 26 unclassified phages and resulted in a taxonomic prediction. The ANN prediction was benchmarked 27 against the prediction resulting of multi-HMM hits, and showed that the ANN performance is 28 dependent on the quality of the input matrix. 29
Conclusions: 30 We believe that, as long as some phage families on public databases are 31 underrepresented, multi-HMM hits can be used as a classification method to populate 32 those phage families, which in turn will improve the performance and accuracy of the 33 ANN. We believe that the proposed method is an effective and promising method for 34 phage classification. The good performance of the ANN and HMM based predictor 35 indicates the efficiency of the method for phage classification, where we foresee its 36 improvement with an increasing number of sequenced viral genomes. learning for phage taxonomic classification has not been reported so far. Therefore, it is necessary 84 to apply meaningful feature extraction and selection methods to investigate the classification 85
method. 86
In order to address the limitations of current phage taxonomic classification software, we focused 87 on the question of how profile HMMs (Chibani et al 2019 (accepted)) perform within a machine 88 learning approach for the automated classification of phage genome sequences. We designed and 89 developed an ANN, a well known supervised Machine Learning (ML) algorithm, which has been 90 applied to several biological problems (Arango-Argoty et al. 2018; Seguritan et al. 2012). The ANN 91 takes protein hits scores to phage derived profile HMMs per phage family as input, by applying a 92 set of thresholds to select optimal features for a phage classification method. The performance of 93 supervised prediction algorithms depends on the quality of the training data set. We therefore 94 generated a training data set to train an ANN to classify new phage genomes and whether the public 95 available phage genomes are sufficient. To our knowledge, this is the first ever reported use of 96 ANN for the classification of phages into phage families with a trusted performance to accuracy 97 ratio for the predictions. 98 series of recent publications, to develop a sequence-based predictor for a biological system that can 101 easily be used, which goes as follow: 102 (i) generating a solid benchmarking dataset to train and test the prediction model; (ii) formulate the 103 biological sequence samples with an effective mathematical expression that can truly reflect their 104 intrinsic correlation with the target to be predicted; (iii) develop a powerful algorithm to generate a 105 prediction; (iv) implement cross-validation tests to objectively evaluate the performance of the 106 predictor; and finally, (v) establish a user-friendly web-server for the predictor that is accessible to 107 the public. Below, we describe the achieved steps. 108
Data Collection 109
The raw phage dataset used in this research were retrieved from millardlab database 110 (http://millardlab.org/bioinformatics/bacteriophage-genomes/). 111
As of 20 March 2018, the database contained in total 8,721 phage genomes (Table S1) belonging to 112 21 phage families summarized in Table 1 . 113 Non-redundant CDS, extracted from classified phage gbk files, were used as input for the Markov Clustering algorithm (MCL-edge). Clusters including more than 5 proteins were used to generate profile HMMs. Profile HMMs were subjected to refinement steps after rescanning the input extracted CDS. Refinement included 1) proteins not reaching the coverage threshold of 50% of the HMM consensus sequence were removed, and if were hit again, added to the model; 2) proteins removed due to redundancies were not added to the model; 3) proteins used to create the HMMs themselves if were hit were kept, if not hit thus were removed from the model; 4) not yet assigned proteins were added to the model. Rescanning the input and refinement steps were repeated until no change was observed. Resulting HMM scan bit-scores were normalized, and a set of input features were extracted, using the generated HMMs scanning the input data set, resulting in a cross-scan matrix of HMM-Phage-Family correlation to Protein-Phage correlation, we call Phage_input_matrix.
HMM profiles from the 12 phage families were generated as described by Chibani et al. 2019 130 (accepted) (see Figure 1 for an overview of the methodology). In summary, protein coding 131 sequences were extracted from the phage Gbk files, and sequences containing non-standard amino 132 acid residues were excluded, as their meanings are ambiguous. To avoid biases and over-fitting, Removed proteins were stored for later refinement. 141
The initially generated HMMs were then refined considering the following steps: 142
Firstly, the function "hmmemit" was used to create a consensus sequence from a generated profile 143 HMM. This consensus sequence is closest in similarity to the majority of sequences used to create 144 the respective HMM. Using "BLASTP" to align each protein of a cluster against the consensus 145 sequence, proteins not reaching the coverage threshold of 50% were removed and stored for later 146 refinement as well. 147
Secondly, the command "hmmpress" was used to create binary compressed data files (.h3m, .h3i, 148
.h3f and .h3p) from a "profile HMM". With "hmmscan" the binary files were used to look for 149 orthologous protein hits in the scanned dataset. Created profile HMMs were used to scan the input 150 fasta files where protein hits could be mapped to a) proteins removed due to redundancies b) 151 proteins used to create the HMMs themselves c) not yet assigned proteins. repeated until no changes occur. Resulting HMM scan bit-scores were lastly normalized (see Data 158 normalization section) for further analysis. 159
Feature extraction 160
The aim of this experiment was to train ANN Machine Learning (ML)-based model to accurately 161 map input features generated from HMM scans, to predict the phage family a phage sequence 162 belongs to, which is considered a multiclass classification problem. The key is to extract a set of 163 informative features. We generated a set of input features for the ANN predictor, by scanning the 164 proteomes of the 7,342 phages, of the remaining 12 phage families, using the generated 5,920 165 refined profile HMMs, which resulted in a cross-scan matrix of HMM-Phage-Family correlation to 166
Protein-Phage correlation. The resulting bit-scores per HMM were extracted to generate input 167 feature vectors for the training dataset with the phage family as the label. 168
For each individual phage of the phage family, one row is set up in the matrix, with the first two 169 columns containing the bacteriophages name, which was later dropped, and phage family, which 170 was used as the label. All other columns contain the bit-score value of the 5,920 HMM profiles scan 171 of this phage protein sequences, or a default value of zero for no hit of that profile. We name our 172 input matrix Phage_input_matrix. 
that can be used to reduce a k-dimensional array with any range to an array of the same shape 186 covering a range from 0 to 1. 187 Artificial Neural Network 188 We employed ANN as our algorithm, the objective of which is to learn to recognize patterns in a 189 given dataset. Once it has been trained on samples of your data, it can make predictions by 190 detecting similar patterns in future data(Schmidhuber 2015)). The "softMax" function (Manavalan, 191 Tae H. Shin, et al. 2018), which is defined as To provide a simple method to measure the prediction quality, the following three metrics, 219 sensitivity (Sn), specificity (Sp) and accuracy (Acc) were used and expressed as: 220
where TP is the number of phage correctly predicted to be of their corresponding phage families; 227 TN is number of non-classified phages predicted to be not belonging to any phage family; FP in the 228 number of is the number of non-classified phages predicted to belong to a phage family; and FN in 229 the number of classified phages predicted not to belong to any phage family. 230
To further evaluate the performance of the ANN and determine suitable thresholds for the 231 prediction values of the different families, we employed receiver operating characteristic (ROC) 232 curves for the classification of each family. The ROC curve was plotted with the specificity as the 233
x-axis and sensitivity as the y-axis by varying threshold. The area under the curve (AUC) was used 234 for model evaluation, with higher AUC values corresponding to better performance of the classifier. 235
The quality of the proposed method can be objectively evaluated by measuring the AUC. 236
Results

237
Data Construction 238
This method resulted in 5,920 refined profile HMMs, derived from 7,342 phages classified into 12 239 phage families ( Table 2) . 240 
244
The cross scan matrix resulting from the scan of HMMs derived from one phage family against the 245 proteome of the 11 other phages families resulted in 60,560 protein hits by input HMM (Table S2) As shown in Table 3 , the TP, TN, FP, FN, Sp, Sn and Acc were calculated for the classification 270 into the different phage families by using all 5,920 features. 271 
ROC curves and thresholds 288
It is important to note that the confidence values in the final output of the model are not a 289 percentage of likelihood for the corresponding entry. For example, a value of 0.7 as the highest 290 value for an entry does not mean that the classification has a probability of 70% to be true. 291 However, it makes it possible to set a threshold value to distinguish between more and less 292 significant predictions. A higher threshold can improve the specificity of classification while a 293 lower threshold results in highly sensitive classification. One threshold may have different effects 294 on families, as the prediction scores are not calibrated between them. Thus, one score may be suited 295 to distinguish true positives from false positives in one family but inappropriate to do this in another 296 (Fawcett 2006). To determine suitable thresholds for the prediction values of different families, 297 ROC curves for the classification of each family were created and plotted using the R package 298 pROC (Figure 3) . ROC curves out of the input matrix dataset prediction. The performance of the neural network ranges from near perfect prediction (AUC of 0.97 for the Leviviridae family) to almost random (AUC of 0.682 for the Pleolipoviridae family). The varying trends of the individual curves reflect that classifications of different families benefit from thresholds that are unique to them From the ROC curves, AUC (Area Under the Curve) values were calculated, which provided 301 insight into the prediction performance without a specific threshold. As the area in a ROC plot is 302 always 1, the area under the curve can range from 0 to 1, with 0.5 representing no predictive power 303 and 1 perfect prediction. It can be interpreted as an average performance metric for the classifier. 304
All calculated AUCs for were displayed in the legend of the ROC curves (AUC of 0.719 for 305 External dataset test 309 The proteomes of (~1,347) unclassified phages (Generally unclassified phages, ds/DNA 310 unclassified phages and ds/DNA/Caudovirales unclassified phages) were scanned using the set of 311 5,920 refined profile HMMs. A matrix using the resulting bit-scores per HMM was generated, 312
where the bit-scores were normalized as was described previously. We used the generated ANN to 313 test the ability of the ClassiPhage 2.0 model to predict the phage family classification of the 314 unclassified phages. Out of 1,175 generally unclassified phages, predicted phage families were 315
Inoviridae, Microviridae, Myoviridae, Pleolipoviridae, Podoviridae, Siphoviridae and Tectiviridae. 316
Out of 105 ds/DNA unclassified phages, predicted phage families were Microviridae, Myoviridae, 317
Podoviridae, Siphoviridae and Tectiviridae. Finally, out of 67 ds/DNA/Caudovirales unclassified 318 phages, predicted phage families were Halovirus, Microviridae, Myoviridae, Podoviridae and 319
Siphoviridae (Table S8 ). Haloviruses and Microviridae can't be a classification for 320 ds/DNA/Caudovirales, which shows that ClassiPhage 2.0 misclassifies phages where cross hits 321 occur and enough family specific HMM hits. 322
We generate a heatmap of the prediction of the same set of unclassified vibriophages classified by 323
Chibani et al 2019 (accepted) (Figure 4) . 324 ClassiPhage 2.0. Lastly, out of 17 phages which were not consistent between the two methods, the 333 clearest trend was the misclassification of entries to the Siphoviridae phage family (Table S9) . 334
Comparison to other methods 335 To the best of our knowledge, there exists no theoretical method for phage classification into phage 336 families. Therefore, we cannot provide the comparison to analysis with published results to confirm 337 that the model proposed here is superior to other methods. However, we generated a matrix out of 338 the expected phage classification, as described in To this end, we developed and applied a novel ML approach called ClassiPhage 2.0, which allows 379 the classification of phages based on their hits into one of 12 phage families. We demonstrate that 380 by using multiple profiles HMM as input features, derived from phage proteins out of 12 phage 381 families, we were able to predict the phage's taxonomic classification. Overall, we found that the 382 method proved to be quite robust, within a range of reasonable parameter values, for the 383 classification of the testing phage dataset, and for the assignment of a taxonomic classification of 384 the unclassified phage dataset. However, supervised learning algorithms highly depend on the 385 amount and quality of input data (Schmidhuber 2015). As it has been shown, phage information 386 available in public databases is heavily biased with sequenced Caudovirales (Skewes-cox et al. validation. This creates the risk for the model to predict an entry of a family that was entirely absent 394 from its training data, due to the presence of phage families with low number of HMMs associated. 395
As our method's accuracy is highly dependent on the quality and accuracy of the input data, the 396 better and more diverse the HMM models are, the better the neural network performs. That is to say 397 that 1) whenever HMM hits are generally shared between multiple phage families such as 398 "polymerases" or 2) if no HMM score was generated when scanning a phage proteome with the 399 profile HMM models, then predictions are ambiguous in the first or cannot be made in the latter 400 case. When scan outputs are not generated, the cause is that the phage belongs to a new phage 401 family or is distant from the known phages (Roux et al. 2015). Finally, we expect the population of 402 phage families with low abundant phages, from viral metagenomic datasets analysis. Since ANNs 403 are known to perform better with an increasing size of a benchmark dataset (Morota et al. 2018), we 404 foresee the improvement of ClassiPhage 2.0. 405
Conclusion: 406
In this study, we introduced a novel method which we call ClassiPhage 2.0. The method predicts a 407 taxonomic phage family classification, resulting from multi-HMM hits of phages proteomes. We 408 constructed ClassiPhage 2.0 using 5,920 refined profile HMMs as input features, derived from 409 7,342 phages classified into 12 phage families. 410
The results indicated that ClassiPhage 2.0 can be applied to predict a phage taxonomic classification 411 at the family level with high accuracy. While these results are promising when observing the 412 classification performance of one family on its own, it has proven challenging to accurately 413 represent them in the context of all investigated families. To further elevate the performance of the 414 neural network, as more phage data becomes available, more specific profile HMMs could be 415 generated, improving the input datasets. In addition, the model could also be extended to include 416 more features than HMM profile hits. This method can be further applied, for the prediction of well-417 delimited taxonomic groups such as subfamilies or families when profiles HMMs per subfamilies 418 become well defined. Furthermore, the spectrum of potential applications of this approach is a 419 general one and doesn't have to be limited to viral classification, rather could be applied to many 420 other classification problems in bioinformatics. 421 web service, and we envisage its growing application on a variety of forthcoming projects. 423 Supplementary Data: The scan of the protein sequences derived from unclassified phages, was conducted by the profile 429
HMMs of 12 phage families. The heatmap is split into 3 subplots (Generally unclassified phages, 430 ds/DNA unclassified phages and ds/DNA/Caudovirales) where the phage family prediction is 431 presented on the y-axis. The bit-score of the HMM matches was normalized by the size (in bp) of 432 the HMM's consensus sequence (data see Table S5 ). The results are color-coded from blue (low-433 score) to red (high-score). 434 Supplemental Table S1 : All phage dataset information 
