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CURVE SHORTENING FLOW ON RIEMANN SURFACES
WITH POSSIBLE AMBIENT CONIC SINGULARITIES
BIAO MA
Abstract. In this paper, we study the curve shortening flow (CSF)
on Riemann surfaces. We generalize Huisken’s comparison function to
Riemann surfaces and surfaces with conic singularities. We reprove the
Gage-Hamilton-Grayson theorem on surfaces. We also prove that for
embedded simple closed curves, CSF can not touch conic singularities
with cone angles smaller than or equal to pi.
1. Introduction
In this paper, we study curve shortening flow (CSF) on surfaces. Let
(M, g) be a compact Riemann surface. We consider a one-parameter family
of simple closed curves {Γt}t∈[0,T ) on M . Suppose that Γt is parametrized
by
X : S1 × [0, T )→M.
We call {Γt} a curve shortening flow on M if
∂
∂t
X(u, t) = kn,
where k is the geodesic curvature and n the normal vector at X(u, t). We
only consider CSF for embedded consider simple closed curves.
The classic Gage-Hamilton-Grayson Theorem states that: A smooth em-
bedded closed curve will stay smooth and embedded under CSF unless it
converges to a single round point. See [GH86, Gra87, Gra89, Gag90]. Here
a round point means by a rescaling procedure, the limiting curve is a round
circle. Huisken gives an alternative proof for planar curves [Hui98]. He con-
structs a comparison function aimed at the isoperimetric profile on R2 and
shows this comparison function is monotonic.
In this paper, we generalize Huisken’s proof to surfaces and give an al-
ternative proof of Gage-Hamilton-Grayson theorem. A key construction is
the following function which is inspired by Huiksen’s comparison function
[Hui98]:
(1.1) R(t) = sup
x,y
L(t)e−Kt
pid(x, y, t)
sin
(
pil(x, y, t)
L(t)
)
,
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Figure 1.1. CSF on flat cones
where d(x, y, t) is the distance between X(x, t) and X(y, t), L(t) is the total
length of X(·, t), and l(x, y, t) is the arc-length between x and y. We state
our first main result.
Theorem 1.1. Suppose that X : S1 × [0, T ) → M is a curve shortening
flow. Let R(t) be the comparison function defined in (1.1). Let dM be
the injectivity radius and KM = supM |K| be the Gaussian curvature bound.
Suppose that the curve shortening flow exists in the time period [0, T ). There
exists a constant K = K(dM ,KM ) such that R(t) is bounded by a constant
C(R(0), dM ,KM ) .
Remark 1.2. One can not expect R(t) to be monotonic. In fact, we can only
perform variation of distance function inside a small neighborhood. So the
bound of R(t) can be huge. However, the boundedness of R(t) is enough to
rule out Type II singularities. See Section 2. Brendle [Bre14] gives a nice
exposition for some generalizations of Huisken’s comparison functions.
Together with an analysis on Type I singularities in Section 5, we can
prove Gage-Hamilton-Grayson Theorem:
Theorem 1.3. Suppose that Γt is a curve shortening flow starting with a
smooth embedded curve. Then, Γt remains smooth and embedded unless it
converges to a round point.
Remark 1.4. Our approach follows from Huisken’s proof[Hui98] on planar
curves which is summarized in Section 2. Andrews and Bryan [AB11] also
give a proof for planar CSF by constructing a very delicate comparison
function.
It is worth noting that our comparison function can be applied to CSF on
conic Riemann surfaces. Conic Riemann surfaces are surfaces with cone-like
singularities. The simplest example is the flat cone Cαpi = (C, gαpi) where
the metric gαpi = |z|α−2|dz|2. It has a conic singularity at the origin with
cone angle αpi. Now, imagine curve shortening flow on Cαpi as a shrinking
rubber band. See Figure 1.1 . There are two cases: If the cone angle is big
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Figure 1.2. CSF on a double cover of Cpi
enough, the cone tip is not a big obstacle and the rubber band can move
across the cone tip to another side. However, if the cone angle is very sharp,
the rubber band can not easily touch the cone tip. It shrinks uniformly
until the whole rubber band goes to the cone tip. Between the two types
of cones, the threshold is Cpi. For Cpi, we consider the double cover of Cpi
which is exactly C = R2. We may thus lift the CSF to R2. See Figure 1.2.
The maximum principle of parabolic equations shows that the CSF remains
embedded and hence by the symmetry of the lifting, the CSF can not touch
the cone tip in Cpi. We claim that CSF can not touch the cone tip if the
cone angle is between 0 and pi.
Theorem 1.5. Let M be a conic Riemann surface. Suppose that {Γt}t∈[0,T )
is a curve shortening flow starting with a smooth closed embedded curve Γ0.
Assume T < ∞. If p ∈ M is a conic singularity with cone angle less
than or equal to pi, then either limt→T Γt = p, or the distance function
d(Γt, p) > c > 0 for all t ∈ (0, T ).
The conic singularities on surfaces are ambient singularities of CSF. By
Theorem 1.5, CSF in some sense can detect ambient singularities. This is
quite different from R2 or smooth surfaces. Recall that in R2, a priori, it
is not easy to decide where a CSF ends in general. We intend to study the
mean curvature flow with ambient singularities in higher dimensions. It is
reasonable to expect mean curvature flow to detect ambient singularities in
a similar fashion.
We organize the paper as follows: In Section 2, we provide some back-
ground and historic notes of CSF. We sketch the idea of Huisken’s proof
of Gage-Hamilton-Grayson Theorem in R2. In Section 3, we collect some
formulae for distance function on surfaces. In Section 4, we prove Theo-
rem 1.1. In Section 5, we study Type I singularity on surfaces. In Section
6, we provide an introduction on conic Riemann surfaces and discuss the
construction of a double branched cover. In Section 7, we prove Theorem
1.5.
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2. Backgrounds and historical notes
Let (M, g) be a compact Riemann surface. The curve shortening flow
{Γt} is parametrized by:
X : S1 × [0, T )→M,
where X evolves under the governing equation:
∂
∂t
X(u, t) = kn,
where k is the geodesic curvature and n is the normal vector at X(u, t) such
that { ∂∂uX,n} agrees with the preferred orientation on M . The total length
L(t) of Γt is decreasing along the CSF [Gra89]. In fact, let s be the length
parameter such that L(t) =
∫
Γt
ds. Then,
d
dt
ds =
∂
∂t
〈∂X
∂u
,
∂X
∂u
〉 12du = ‖∂X
∂u
‖−1〈 ∂
2X
∂u∂t
,
∂X
∂u
〉du(2.1)
= 〈 ∂
2X
∂t∂u
,
∂X
∂s
〉du = 〈 ∂
∂u
(kn),
∂X
∂s
〉du
=
(
∂
∂s
〈kn, ∂X
∂s
〉
)
ds− 〈kn, ∂
2X
∂s2
〉ds
= −〈kn, kn〉ds = −k2ds.
Hence,
d
dt
L(t) = −
∫
Γt
k2ds.
Therefore, CSF can be view as a gradient flow of the total length functional.
Next, we recall two exact solutions of CSF.
Example 2.1. (Shrinking round circle). Suppose that Γt are circles of
radius R(t) =
√
R20 − 2t with center at 0. Then {Γt} is a CSF for t ∈
(−∞, R20/2). Clearly, {Γt} is a self-similar shrinking solution.
Example 2.2. (Grim Reaper). Let Γt = graph of{− log cosx}+ t ⊂ R2 for
x ∈ (−pi/2, pi/2) and t ∈ (−∞,∞). It is a translating self-similar solution
Historically, Gage and Hamilton [GH86] first obtained the shrinking re-
sults of CSF for convex planar curves. They proved that under CSF, closed
embedded convex curves in R2 shrink to a round point. Their proof re-
lies heavily on maximal principle and estimates from parabolic equations.
Grayson in[Gra87] proved the same results for general curves without re-
quiring convexity. In fact, he proved that any closed embedded curve will
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eventually become convex and hence, shrink to a point. Grayson’s proof was
quite delicate in which he combined different analysis to deal with various
geometric configurations.
CSF is a special case of general mean curvature flow (MCF), which by
its name means embedded hypersurfaces evolving by their mean curvature
vectors. It has short time existence as long as the geodesic curvature stays
uniformly bounded. Therefore, CSF exists and keeps embedded in a time
interval [0, T ). When the geodesic curvature k →∞ as t→ T , singularities
will happen.
A different proof of Gage-Hamilton-Grayson for planar curves is based
on analyzing the behavior at singularities [Hui90, Hui98, Alt91, Ang91].
See [Has16] for an excellent exposition. Let T be the time when the first
singularity happens. The singularities of CSF can be classified into 2 types
:
• Type I singularities: supΓt |k| ≤ C√T−t .
• Type II singularities: lim supt→T
(|k|2(T − t)) =∞.
To deal with Type I singularities, Huisken defined the backward heat kernel
[Hui90]:
ρx0(x, t) = (4pi (t0 − t))−1/2 e−
|x−x0|2
4(t0−t) .
He showed
(2.2)
d
dt
∫
Γt
ρx0ds = −
∫
Γt
∣∣∣∣k + 〈X,n〉2 (t0 − t)
∣∣∣∣2 ρx0ds < 0.
After a rescaling, Type I singularities converge to some ancient CSF and
by (2.2), they happen to be self-similar shrinking solutions of CSF, which
can only be round circles[AL86, Ang91]. Similar results can be derived for
MCF on Rn [Hui90], except for MCF, more self-similar shrinking solutions
exist. Hamilton [Ham93] generalized Huisken’s formula to manifolds as-
suming some additional geometric conditions. We will establish a localized
backward heat kernel formula on surfaces to study Type I singularities in
Section 5.
A big difference between CSF and higher dimensional MCF is the non-
existence of Type II singularities. For CSF of a simple closed embedded
curve on R2, Type II singularities can never happen while they can happen
in general for MCF. The absence of Type II singularities of CSF on R2 can
be seen using Huisken’s comparison function:
RH(t) := sup
x,y
L(t)
pid(x, y, t)
sin
(
pil(x, y, t)
L(t)
)
.
Huisken proved that for embedded curves RH(t) is non-increasing and has
lower bound 1 which can be achieved only by round circles [Hui98]. To rule
out Type II singularities, we can perform Type II blow-up by Altschuler
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[Alt91] and the limit converges to a grim reaper by Hamilton’s Harnack es-
timate [Ham95]. However, grim reaper apparently has an unbounded ratio
between intrinsic and extrinsic distance which implies that RH(t) is un-
bounded. This contradicts the monotonicity of RH(t).
Once Type II singularities are excluded, it is clear that the first time
singularity can only be Type I and hence a round point. Therefore, the
Gage-Hamilton-Grayson theorem on R2 is proved. See details in [Hui98].
3. Distance Variation Formulae.
In this section, we present the distance variation formulae along a ge-
odesic connecting two points on a given curve shortening flow. Many of
the formulae have been derived in [Gag90, Gra89]. We collect them for
completeness.
Let X(u, t) be a CSF on a Riemann surface as in Section 2. Let γ be the
shortest geodesic connecting X(u1, t) and X(u2, t). Let d be the length of
γ. Parametrize γ(α) such that
γ˙ =
d
dα
γ, |γ˙| = d.
By this parametrization, γ(0) = X(u1, t) and γ(1) = X(u2, t). Pick a paral-
lel orthonormal frame τ ,ν along the geodesic such that
τ =
γ˙
|γ˙| ,ν ⊥ τ ,
and (τ ,ν) agrees with the preferred orientation on the surface. We will use
γ˙i, ki,ni, τ i,νi respectively to represent γ˙, k,n, τ ,ν evaluated at X(ui, t),
for i = 1, 2. Let Ui(α), i = 1, 2 be the Jacobi field along γ such that{
U1(0) =
∂
∂u1
X(u1, t)
U1(1) = 0
,
{
U2(0) = 0
U2(1) =
∂
∂u2
X(u2, t)
Let T i be the unit tangent vector at X(ui, t). Extend T i to a Jacobi field
T˜ i such that T˜ i = T i at X(ui, t) and equals 0 at the other end. Let W (α)
be the Jacobi field along γ such that
W (0) = k1n1,W (1) = k2n2.
Let F (u1, u2, t) =
∫ 1
0 |γ˙|dα be the distance.
Ft =
∫ 1
0
|γ˙|tdα =
∫ 1
0
〈γ˙,∇W γ˙〉
|γ˙| dα
=
1
d
∫ 1
0
〈γ˙,∇γ˙W 〉dα = 1
d
∫ 1
0
∂
∂α
〈γ˙,W 〉dα
=
1
d
〈γ˙2, k2n2〉 − 1
d
〈γ˙1, k1n1〉.
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Similarly,
Fu1 =
1
d
∫ 1
0
∂
∂α
〈γ˙, U1〉dα = −1
d
〈γ˙1, U1〉, Fu2 =
1
d
〈γ˙2, U2〉.
With arc-length parameterization, we have
(3.1) Fs1 = −
1
d
〈γ˙1,T 1〉|X(u1,t), Fs2 =
1
d
〈γ˙2,T 2〉|X(u2,t).
Calculate the second order derivatives:
(Fs1)u1 = −
∂
∂u1
(
1
d
〈γ˙1,T 1〉)
= −|U1(0)|〈γ˙1,T 1〉
2
d3
− 1
d
〈∇U1 γ˙1,T 1〉 −
1
d
〈γ˙1,∇U1T 1〉
=
|U1(0)|
d
(
−〈γ˙1,T 1〉
2
d2
− 〈∇γ˙1T˜ 1,T 1〉 − 〈γ˙1,∇T˜ 1T 1〉
)
.
Let K : M → R be the Gaussian curvature of M . Let J1(α), J2(α) be the
solutions of
J1(1) = 0, J
′
1(1) = −d, J ′′1 (α) + d2K(γ(α))J1(α) = 0.(3.2)
J2(0) = 0, J
′
2(0) = −d, J ′′2 (α) + d2K(γ(α))J2(α) = 0.
Then, we can write down the Jacobi field T˜ 1 and its derivative:
T˜ 1(α) = 〈T 1, τ 1〉(1− α)τ + 〈T 1,ν1〉J1(α)
J1(0)
ν,(3.3)
∇γ˙T˜ 1|α=0 = −〈T 1, τ 1〉τ 1 + 〈T 1,ν1〉J
′
1(0)
J1(0)
ν1.
Hence, the second variation formula shows
Fs1s1 =
1
d
(
−〈γ˙1,T 1〉
2
d2
+ 〈T 1, τ 1〉2 − J
′
1(0)
J1(0)
〈T 1,ν1〉2 − 〈γ˙1, k1n1〉
)
= −1
d
J ′1(0)
J1(0)
〈T 1,ν1〉2 − 〈 γ˙1
d
, k1n1〉.
Note T 1 = 〈T 1, τ 1〉τ 1 + 〈T 1,ν1〉ν1. By parallel transport, we can extend
T 1 such that
T¯ 1(α) = 〈T 1, τ 1〉τ (α) + 〈T 1,ν1〉ν(α).
Notice that
〈γ˙(α), T¯ 1(α)〉 = 〈γ˙1,T 1〉|X(u1,t)
= 〈γ˙2, T¯ 1(1)〉|X(u2,t)
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Therefore, we can calculate the mixed derivative
Fs1s2 = −
(
∂
∂s2
1
d
)
〈γ˙,T 1〉 − 1
d
∇T˜ 2〈γ˙, T¯ 1〉|X(u2,t)(3.4)
=
1
d3
〈γ˙1,T 1〉|X(u1,t)〈γ˙2,T 2〉|X(u2,t) −
1
d
〈T 1, τ 1〉〈T 2, τ 2〉
− J
′
2(1)
d · J2(1)〈T 1,ν1〉〈T 2,ν2〉 −
1
d
〈γ˙,∇T˜ 2T¯ 1〉|X(u2,t).
We compute
∂
∂α
〈γ˙,∇T˜ 2T¯ 1〉 = 〈γ˙,∇γ˙∇T˜ 2T¯ 1〉(3.5)
= 〈Rm(γ˙, T˜ 2)T¯ 1, γ˙〉+ 〈γ˙,∇T˜ 2∇γ˙T¯ 1〉
= −〈Rm(γ˙, T˜ 2)γ˙, T¯ 1〉
= −〈∇γ˙∇γ˙T˜ 2, T¯ 1〉.
Here, we have used the fact that∇γ˙∇γ˙T˜ 2−Rm(γ˙, T˜ 2)γ˙ = 0, where Rm(X,Y )
is the curvature tensor [∇X ,∇Y ]−∇[X,Y ]. Note T˜ 2|α=0 = 0. Thus we have
1
d
〈γ˙,∇T˜ 2T¯ 1〉|X(u2,t) =
1
d
∫ 1
0
∂
∂α
〈γ˙,∇T˜ 2T¯ 1〉dα = −
1
d
∫ 1
0
〈∇γ˙∇γ˙T˜ 2, T¯ 1〉dα
(3.6)
= −1
d
∫ 1
0
∂
∂α
〈∇γ˙T˜ 2, T¯ 1〉dα = −1
d
〈∇γ˙T˜ 2, T¯ 1 〉|α=1α=0
= −1
d
〈〈T 2, τ 2〉τ + 〈T 2,ν2〉J
′
2(α)
J2(1)
ν, T¯ 1 〉|α=1α=0
= −〈T 2,ν2〉〈T 1,ν1〉J
′
2(1)− J ′2(0)
d · J2(1) .
Therefore, by (3.4) and (3.6), we have
Fs1s2 = −
J ′2(0)
d · J2(1)〈T 1,ν1〉〈T 2,ν2〉
Similarly,
Fs2s1 =
J ′1(1)
d · J1(0)〈T 1,ν1〉〈T 2,ν2〉.
Note
(3.7)
J ′1(1)
J1(0)
= −J
′
2(0)
J2(1)
.
We collect the computations above in the following lemma:
Lemma 3.1. Suppose that X(s, t) is parametrized by length on the first
variable. Suppose that p1 = X(s1, t) and p2 = X(s2, t) are inside a injectiv-
ity disk. Let γ be the shortest geodesic connecting p1, p2. Let F (s1, s2, t) be
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the length of γ. Then
Ft = 〈τ 2, k2n2〉 − 〈τ 1, k1n1〉,(3.8)
Fs1 = −〈τ 1,T 1〉, Fs2 = 〈τ 2,T 2〉,
Fs1s1 = −
1
d
J ′1(0)
J1(0)
〈T 1,ν1〉2 − 〈τ 1, k1n1〉,
Fs2s2 =
1
d
J ′2(1)
J2(1)
〈T 2,ν2〉2 + 〈τ 2, k2n2〉,
Fs1s2 = Fs2s1 =
1
d
J ′1(1)
J1(0)
〈T 1,ν1〉〈T 2,ν2〉.
In order to obtain estimates using Gaussian curvature bound, we will need
Rauch comparison principle [Car92] on Jacobi fields:
Lemma 3.2. Suppose that the curvature of the Riemann surface is bounded,
i.e.
KM = sup
M
|K| <∞.
Let J1(α) be defined by
J1(1) = 0, J
′
1(1) = −d, J ′′1 (α) + d2K(γ(α))J1(α) = 0.
Then, by Rauch comparison principle [Car92], we see that
|J1(α)| ≤ 1√
KM
sinh(d
√
KM (1− α)) = d(1− α) +O(d3),
for 0 < α < 1. Moreover,
|J ′1(α)− J ′1(1)| = d2|
∫ 1
α
K(γ(t))J1(t)dt| ≤ KMd3(1− α) +O(d5).(3.9)
So there exists a δ0 = δ0(KM ) such that if d < δ0 then
J ′1(α) ≤ −d+ 2d3KM ,(3.10)
J1(0) ≥ d− 2d3KM > 1
2
d.
4. Comparison function with exponential decay
In this section, we introduce our new comparison function for CSF on sur-
faces. By Gage [Gag90], in a local neighborhood away from the singularities
of CSF, the distance of two distinct points decreases at most exponentially.
Inspired by [Gag90, Hui98], we define a suitable comparison function:
R(t) = sup
x,y
L(t)e−Kt
pid(x, y, t)
sin
(
pil(x, y, t)
L(t)
)
.
If Type II singularity happens in finite time, R(t) → ∞ locally, as was
explained in Section 2. Thus, if we want to prove that Type II singularities
do not occur, it is sufficient to prove that R(t) is bounded.
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Theorem 4.1. Let dM be the injective radius and KM = supM |K| be the
Gaussian curvature bound of M . Suppose that the curve shortening flow
exists in the time period [0, T ). There exists a constant K = K(dM ,KM )
such that R(t) is bounded by a constant C(R(0), dM ,KM ) .
Proof. Note that L(t) is decreasing. Hence, L(t) < L(0). The sin part is
clearly bounded.
We now argue by contradiction. Suppose that
(4.1) lim sup
t→T
R(t) =∞.
Pick d0 =
1
2 min{dM , δ0} where δ0 is defined in Lemma 3.2. If d(x, y, t) > d0,
then R(t) ≤ L0pid0 . Fix a large N such that N > max{
L(0)
pid0
, R(0), 2} . Let
(4.2) ZN (x, y, t) = Nd(x, y, t)− L(t)
pi
sin
(
pil(x, y, t)
L(t)
)
e−Kt.
Then, by (4.1), there is a t¯ such that for any 0 < t < t¯ , ZN (x, y, t) > 0 for
all x, y, ZN (x, y, t¯) ≥ 0 for all x, y and ZN (x¯, y¯, t¯) = 0. We can parametrize
the curve by length with positive orientation such that
0 ≤ l = y − x ≤ L
2
.
By the choice of N , we see d(x¯, y¯, t¯) < dM2 . Hence, d(x, y, t) is smooth
around (x¯, y¯, t¯). Since sin lpiL is smooth even when l =
1
2L, ZN is smooth in
a neighborhood of (x¯, y¯, t¯). Let
p1 = X(x¯, t¯), p2 = X(y¯, t¯).
We can then connect X(x¯, t¯) and X(y¯, t¯) by a shortest geodesic
γ : [0, 1]→M,γ(0) = X(x¯, t¯), γ(1) = X(y¯, t¯).
with constant speed ‖γ˙‖ = d(x¯, y¯, t¯). By Lemma 3.1, compute the first
variation:
ZN (x, y, t) = Nd(x, y, t)− L(t)
pi
sin
(
pil
L
)
e−Kt,(4.3)
∂
∂x
ZN = −N〈τ 1,T 1〉+ cos
(
pil
L
)
e−Kt,
∂
∂y
ZN = N〈τ 2,T 2〉 − cos
(
pil
L
)
e−Kt,
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Second order derivatives are given by
∂2
∂x2
ZN = −N
d
J ′1(0)
J1(0)
〈T 1,ν1〉2 −N〈τ 1, k1n1〉+ pie
−Kt
L(t)
sin
pil(x, y, t)
L(t)
,(4.4)
∂2
∂y2
ZN =
N
d
J ′2(1)
J2(1)
〈T 2,ν2〉2 +N〈τ 2, k2n2〉+ pie
−Kt
L(t)
sin
pil(x, y, t)
L(t)
,
∂2
∂x∂y
ZN =
N
d
J ′1(1)
J1(0)
〈T 1,ν1〉〈T 2,ν2〉 − piL(t)−1 sin pil(x, y, t)
L(t)
e−Kt.
By (2.1), we have
d
dt
l(x, y, t) = −
∫ y
x
k2ds,
d
dt
L(t) = −
∫
S1
k2ds.
Compute t derivative:
∂
∂t
ZN = N〈τ 2, k2n2〉 −N〈τ 1, k1n1〉+Ke−KtL(t)
pi
sin
(
pil
L
)(4.5)
+ e−Kt
{(
1
pi
sin
pil
L
− l
L
cos
pil
L
)∫
S1
k2du+ cos
(
pil
L
)∫ y
x
k2ds
}
At (x¯, y¯, t¯), we have that
Nd =
L
pi
sin
(
pil
L
)
e−Kt¯.(4.6)
Since ZN achieves minimum at (x¯, y¯, t¯), by Lemma 3.1,
∂
∂x
ZN =
∂
∂y
ZN = 0,(4.7)
0 < 〈τ i,T i〉 = 1
N
cos
(
pil
L
)
e−Kt¯ ≤ 1
N
.(4.8)
We denote θ = arccos〈τ 1,T 1〉. Equation (4.8) implies either 〈T 1,ν1〉 =
〈T 2,ν2〉 or 〈T 1,ν1〉 = −〈T 2,ν2〉. We consider each case separately.
Case 1. 〈T 1,ν1〉 = 〈T 2,ν2〉. By Lemma 3.2, we have
|J ′i(0)− J ′i(1)| ≤ C1d3, |J1(0)| ≥
1
2
d,
where C1 = C(KM ). Let K > 4C1 . Define the operator
L+ := ∂
∂t
− ∂
2
∂x2
− ∂
2
∂y2
+ 2
∂2
∂x∂y
.
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By Lemma 3.2, (4.4) , (4.5) and (4.6)we have
L+ZN |(x¯,y¯,t¯) =
N
d
(
J ′1(0)− J ′1(1)
J1(0)
− J
′
2(1)− J ′2(0)
J2(1)
)
〈T 1,ν1〉2
+ e−Kt¯
{(
1
pi
tan
pil
L
− l
L
)
cos
pil
L
∫
S1
k2ds
+ cos
(
pil
L
)∫ y¯
x¯
k2ds+K
L
pi
sin
pil
L
}
≥ −4C1Nd+Ke−Kt¯L
pi
sin
pil
L
= (K − 4C1)e−Kt¯L
pi
sin
pil
L
> 0.
This contradicts with the fact that ZN (·, ·, t¯) achieves local minimum at
(x¯, y¯).
Case 2. 〈T 1,ν1〉 = −〈T 2,ν2〉. We need the following isoperimetric in-
equality:
|∂Ω|2 ≥ 4pi|Ω| −KM |Ω|2,
for a simply connected region Ω with piece-wise C1 boundary on M , see
[Oss78]. Then, there exists a δ1 = δ1(dM ,KM ) such that
|∂Ω|2 ≥ 2pi|Ω|,
as long as Ω is inside a geodesic disk Dδ1(p) such that
|Dδ1(p)| < 2piK−1M .
Let δM = min{δ1, 12(1+KM )}. We will discuss two subcases.
Subcase 2a. We assume L(t¯) ≥ δM > 0. Define the operator
L− := ∂
∂t
− ∂
2
∂x2
− ∂
2
∂y2
− 2 ∂
2
∂x∂y
.
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Since ZN (·, ·, t¯) attains local minimum at (x¯, y¯), we have L−ZN |(x¯,y¯,t¯) ≤ 0.
By Lemma 3.2,
L−ZN |(x¯,y¯,t¯) =
N
d
(
J ′1(0)− J ′1(1)
J1(0)
− J
′
2(1)− J ′2(0)
J2(1)
)
〈T 1,ν1〉2(4.9)
+ e−Kt¯
{(
1
pi
tan
pil
L
− l
L
)
cos
pil
L
∫
S1
k2ds
+ cos
(
pil
L
)∫ y
x
k2ds+K
L
pi
sin
pil
L
− 4pi
L
sin
pil
L
}
≥ −4C1Nd+Ke−Kt¯L
pi
sin
pil
L
− e−Kt¯ 4pi
L
sin
pil
L
= (K − 4C1 − 4pi
2
L2
)e−Kt¯
L
pi
sin
pil
L
≥ (K − 4C1 − 4pi
2
δ2M
)e−Kt¯
L
pi
sin
pil
L
.
If
(4.10) K > 4C1 +
4pi2
δ2M
,
then L−ZN |(x¯,y¯,t¯) > 0 and we have reached a contradiction.
Subcase 2b. We assume L(t¯) < δM . Then, Γt¯ is contained in a geodesic
disk DδM (p) centered at a point p . By Gauss-Bonnet formula,
(4.11)
∫
S1
k(u)du+
∫
Ωt¯
K(z)dµ(z) = 2pi,
where Ωt¯ is the region enclosed by the curve X(·, t¯). We have the isoperi-
metric inequality
(4.12) |Ωt¯| ≤ L2/2pi.
Thus by (4.11) , (4.12) and the fact that L < δM , we obtain∫
S1
|k|ds ≥ 2pi − |Ωt¯| supK ≥ 2pi − L2
KM
2pi
> 0.
By Cauchy-Schwarz inequality, we have∫
S1
k2ds ≥ 1
L
(
∫
S1
|k|ds)2 ≥ 4pi
2
L
− 2KML.(4.13)
Now, the shortest geodesic γ together with the arc of X(·, t¯) from x¯ to y¯
enclose a region, denoted as Ω+
t¯
. Note
∂Ω+
t¯
= {X(s, t¯) : s ∈ [x¯, y¯]} ∪ {γ(α) : α ∈ [0, 1]}.
Clearly, |∂Ω+
t¯
| ≤ 2l. Two outer angles at p1 and p2 on ∂Ω+t¯ are all equal
to pi − θ. By Gauss-Bonnet formula and isoperimetric inequality (4.12), we
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have ∫ y¯
x¯
kds = 2pi −
∫
Ω+
t¯
K(z)dµ(z)− 2(pi − θ)
= 2θ −
∫
Ω+
t¯
K(z)dµ(z)
≥ 2θ − 2KM
pi
l2 > 0(4.14)
Note that the last inequality 2θ − 2KMpi l2 > 0 holds since cos θ < 1N and
KM
pi
l2 <
KM
(1 +KM )24pi
<
pi
3
< arccos
1
N
.
Hence, by Cauchy-Schwarz inequality, we have
(4.15)
∫ y¯
x¯
k2ds ≥ 1
l
(2θ − 2KM
pi
l2)2 ≥ 4θ
2
l
− 8KMθl
pi
We have
L−ZN |(x¯,y¯,t¯) =
N
d
(
J ′1(0)− J ′1(1)
J1(0)
− J
′
2(1)− J ′2(0)
J2(1)
)
〈T 1,ν1〉2
+ e−Kt¯
[
KL
pi
sin
pil
L
− 4pi
L
sin
pil
L
+ cos
(
pil
L
)∫ y
x
k2ds
]
+ e−Kt¯
(
1
pi
sin
pil
L
− l
L
cos
pil
L
)∫
S1
k2ds
By Lemma 3.2, (4.13) and (4.14), we have
0 ≥ L−ZN |(x¯,y¯,t¯) ≥ −4C1Nd
+ e−Kt¯
[
KL
pi
sin
pil
L
− 4pi
L
sin
pil
L
+ cos
(
pil
L
)∫ y
x
k2ds
]
+ e−Kt¯
(
1
pi
sin
pil
L
− l
L
cos
pil
L
)(
4pi2
L
− C(KM )L
)
≥ −4C1Nd+ e−Kt¯
(
KL
pi
− C(KM )L
)
sin
pil
L
+ e−Kt¯
[
cos
(
pil
L
)∫ y
x
k2ds− l
L
cos
pil
L
(
4pi2
L
− C(KM )L
)]
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Then, by (4.15) and (4.6),
L−ZN |(x¯,y¯,t¯) ≥ −4C1Nd+ e−Kt¯ (K − C(KM ))
L
pi
sin
pil
L
+ e−Kt¯ cos
pil
L
[
4θ2 − 8θKM
pi
l2 − 4pi
2l2
L2
]
1
l
= −4C1Nd+ e−Kt¯L
pi
sin
pil
L
(
K − C(KM )− C(KM )4piθl
L
cot
lpi
L
)
+ e−Kt¯ cos
pil
L
[
4θ2 − 4pi2 l
2
L2
]
1
l
≥ e−Kt¯
[
L
pi
sin
pil
L
(K − C(KM )− 4C1) + 1
l
cos
pil
L
(
4θ2 − 4pi2 l
2
L2
)]
.
We can pick K ≥ C(KM ) + 4C1. In order to keep L−ZN |(x¯,y¯,t¯) ≤ 0, it forces
4θ2 − 4pi2 l2
L2
≤ 0 and hence θ ≤ pilL . However, by (4.8)
cos θ =
e−Kt¯
N
cos
pil
L
< cos
pil
L
,
which is impossible.
By ruling out Case 1 and Case 2, we see that ZN (·, ·, t¯) can not reach
minimum 0 at (x¯, y¯), which implies that ZN (t) > 0 for t ∈ [0, T ). Hence,
R(t) < N . We have proved the theorem. 
A non-existence result for Type II singularities now can be easily derived.
Corollary 4.2. Embedded simple closed curves can not develop Type II
singularities in finite time.
Proof. By performing Type II blow-ups [Alt91], CSF near the singularity
should converge to a grim reaper by Hamilton’s Harnack estimate [Ham95].
However, for a grim reaper, the ratio of intrinsic and extrinsic distance blows
up which contradicts Theorem 4.1. 
5. Analysis on Type I singularities
In this section, we focus on Type I singularities on Riemann surfaces.
The main tool we use here is a localized Huisken’s backward heat kernel
monotonicity formula. Fix a point x0 ∈ M . Let x ∈ Γt . We may assume
x = X(0, t). Let γ : [0, 1] × (−, ) → M be a family of geodesic such that
γ(0, u) = x0, γ(1, u) = X(u, t) and
‖γ˙‖g = dg(x0, X(t, u)),
where dg is the distance function on (M, g). Here, we use γ˙(α, u) to denote
∂
∂αγ(α, u). Let
T :=
∂
∂s
=
∂X
∂u
/‖∂X
∂u
‖g
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By the first variation formula,
∂
∂s
‖γ˙‖g = 1‖γ˙‖g 〈T , γ˙〉g.
Let ν be a vector field orthogonal to γ˙ and parallel along γ. Let K be the
Gaussian curvature of (M, g). Let J(α) to be a function such that
(5.1)
{
J ′′(α) + d2g(x0, x)K(γ(α, 0))J(α) = 0,
J(0) = 0, J ′(0) = dg(x0, x).
Then we can extend T to be a Jacobi field by setting
T (γ(α, 0)) =
〈
T ,
γ˙
‖γ˙‖
〉
g
α
γ˙(α, 0)
‖γ˙‖g + 〈T ,ν〉g
J(α)
J(1)
ν(α).
Then J(α)ν(α)J(1) will be a Jacobi field along γ(α). Therefore, at x,
(5.2) ∇T γ˙ = ∇γ˙T = T + J
′(1)− J(1)
J(1)
ν.
Denote Jx := J
′(1)−J(1)
J(1) .
Lemma 5.1. Let KM = supx∈M |K(x)| and d = dg(x, x0). Let J(α) be a
solution of (5.1). By Lemma 3.2, if d < δ0, then
(5.3) |Jx| ≤ C(KM )d2.
Let g1 = c
2g and J˜(α) be a solution of{
J˜ ′′(α) + d2g1(x0, x)Kg1(γ(α, 0))J˜(α) = 0,
J˜(0) = 0, J˜ ′(0) = dg1(x0, x).
then J˜(α) = cJ(α) and
J˜x := J˜
′(1)− J˜(1)
J˜(1)
= Jx.
Since we are interested in the behavior of CSF near singularities, we
consider t ∈ [t0, T ) such that T − 1 < t0 < T . Define
τ = −1
2
ln(T − t), t ∈ [t0, T ).
Then, τ ∈ [τ0,∞) for τ0 = −12 ln(T − t0). Let dM be the injectivity radius
of M and let
rM = min{δ0, 1
8
dM}.
Let η0(r) be a smooth cut-off function such that
η0(r) =
{
1 0 ≤ r < 1,
0 r > 2,
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We may assume further that 0 ≥ η′0 > −2. Now, We define
Mx0(x) :=
1√
2(T − t) exp
(
−dg(x0, x)
2
4(T − t)
)
η0
(
dg(x0, x)
2
4(T − t)τ2r2M
)
.
We call Mx0(x) a localized Huisken’s backward heat kernel function.
Definition 5.2. (Rescaled flow) Let the rescaled pointed manifold Mτ to
be the pair (M,x0, gτ ) with metric
gτ = (2(T − t))−1g = e
2τ
2
g.
We use 〈, 〉τ to denote the inner product under metric gτ . Let Γτ = Γt such
that t = 12e
2τ but under the metric gτ . Likewise, we define
√
2e−τdsτ = ds,
kτ = k
√
2e−τ , dτ (·, ·) = dgτ (·, ·) to be the length form, geodesic curvature
and distance function with respect to the metric gτ .
Under metric gτ , we have
Mx0ds = exp
(−dτ (x0, x)2/2) η0(dτ (x0, x)2
2τ2r2M
)
dsτ
Let
ρ(x) := exp
(−dτ (x0, x)2/2)
and
η(x) := η0
(
dτ (x0, x)
2
2τ2r2M
)
= η0 (φτ,x0(x)) ,
where φτ,x0(x) =
dτ (x0,x)2
2τ2rM
. Finally, define
Mτ :=
∫
Γτ
ρηdsτ .
Theorem 5.3. Suppose that supτ,x |kτ (x)| < C(k) < ∞. Then, there exist
constants C1, C2 depending on KM , rM , L(0) such that
(5.4)
d
dτ
(p(τ)Mτ ) ≤ C2p(τ) exp(2τ − τ2r2M )τ−1,
where p(τ) = exp
(−C1 ∫ τ0 e−2yy2dy).
Proof. For x ∈ Γt, we may assume x = X(0, t). Let γ : [0, 1] × (−, ) →
M be a family of geodesics such that γ(0, u) = x0, γ(1, u) = X(u, t) and
‖γ˙‖g = dg(x0, X(t, u)). Since η(x) 6= 0 only if dτ (x0, x)2 ≤ 4τ2r2M , we may
assume
d2g(x0, x) ≤ 8e−2ττ2r2M ≤ d2M .
Hence, we can use the first variation formula and obtain
∂
∂τ
‖γ˙‖2τ =
∂
∂τ
(
1
2
e−2τ‖γ˙‖2g
)
=
(〈γ˙, kτn〉τ + ‖γ˙‖2τ) .
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By (5.2),
∂
∂sτ
ρ = −ρ〈γ˙,∇T γ˙〉τ = −ρ〈γ˙,T 〉τ .(5.5)
Combining (5.2) and (5.5), we have
∫
Γτ
ρηds =
∫
Γτ
ρη〈T ,T 〉τdsτ
(5.6)
=
∫
Γτ
ρη〈T ,∇T γ˙〉τdsτ −
∫
Γτ
ρη〈T ,Jxν〉τdsτ
=
∫
Γτ
∂
∂sτ
(ρη〈T , γ˙〉τ ) dsτ −
∫
Γτ
ρη〈∇TT , γ˙〉τdsτ −
∫
Γτ
〈T , γ˙〉τη ∂
∂sτ
ρdsτ
−
∫
Γτ
〈T , γ˙〉τρ ∂
∂sτ
ηdsτ −
∫
Γτ
ρη〈T ,Jxν〉τdsτ
= −
∫
Γτ
ρη〈kn, γ˙〉τdsτ +
∫
Γτ
ρη〈T , γ˙〉2dsτ −
∫
Γτ
〈T , γ˙〉τρ ∂
∂sτ
ηdsτ
−
∫
Γτ
ρη〈T ,Jxν〉τdsτ
Since
√
2e−τdsτ = ds, we have
∂
∂τ
dsτ = (1− k2τ )dsτ .(5.7)
Therefore, by (5.7) and (5.6),
d
dτ
Mτ = ∂
∂τ
∫
Γτ
ρηdsτ
(5.8)
=
∫
Γτ
ρη
(−k2τ + 1− ‖γ˙‖2τ − 〈γ˙, kn〉τ) dsτ + ∫
Γτ
ρ
∂
∂τ
ηdsτ .
=
∫
Γτ
ρη
(−k2 − 2k〈n, γ˙〉+ 〈T , γ˙〉2 − ‖γ˙‖2) dsτ − ∫
Γτ
〈T , γ˙〉ρ ∂
∂s
ηdsτ
−
∫
Γτ
ρη〈T ,Jxν〉dsτ +
∫
Γτ
ρ
∂
∂τ
ηdsτ .
= −
∫
Γτ
ρη|k + 〈γ˙,n〉τ |2dsτ −
∫
Γτ
ρη〈T ,Jxν〉dsτ +
∫
Γτ
Aηdsτ ,
where Aη = ρ
∂
∂τ η − 〈T , γ˙〉τρ ∂∂sη. Note
η(x) = η0
(
‖γ˙‖2gτ
2τ2r2M
)
= η0
(
e2τ‖γ˙‖2g
2τ2r2M
)
.
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We compute the derivatives of η:
∂
∂τ
η(x) = η′0 (φτ,x0(x))
τ−2
r2M
(〈γ˙, kτn〉gτ + (1− τ−1)‖γ˙‖2gτ ) .
∂
∂s
η(x) = η′0 (φτ,x0(x))
〈γ˙,∇T γ˙〉gτ
τ2r2M
= η′0 (φτ,x0(x))
τ−2
r2M
〈γ˙,T + Jxν〉τ 〈T , γ˙〉τ .
Thus,
Aη = ρη
′
0 (φτ,x0(x))
τ−2
r2M
[〈γ˙, kτn〉τ + (1− τ−1)‖γ˙‖2τ − 〈γ˙,T + Jxν〉τ 〈T , γ˙〉τ ]
= ρη′0 (φτ,x0(x))
τ−2
r2M
[〈γ˙, kτn〉τ + 〈γ˙,ν〉2 − τ−1‖γ˙‖2τ − 〈Jxν, γ˙〉τ 〈T , γ˙〉τ ]
Now, (5.8) becomes
d
dτ
Mτ = −
∫
Γτ
ρη|k + 〈γ˙,n〉τ |2dsτ −
∫
Γτ
ρη〈T ,Jxν〉dsτ +
∫
Γτ
Aηdsτ .
(5.9)
= −
∫
Γτ
ρη|k + 〈γ˙,n〉τ |2dsτ +
∫
Γτ
ρη′0 (φτ,x0(x))
τ−2
r2M
〈γ˙,ν〉2dsτ
−
∫
Γτ
ρη〈T ,Jxν〉τdsτ +
∫
Γτ
ρη′0 (φτ,x0(x))
τ−2
r2M
(〈γ˙, kτn〉τ − 〈Jxν, γ˙〉τ 〈T , γ˙〉τ ) dsτ
−
∫
Γτ
ρη′0 (φτ,x0(x))
τ−2
r2M
τ−1‖γ˙‖2τdsτ
= M1 +M2 +M3.
Here
M1 = −
∫
Γτ
ρη|k + 〈γ˙,n〉τ |2dsτ +
∫
Γτ
ρη′0 (φτ,x0(x))
τ−2
r2M
〈γ˙,ν〉2dsτ ≤ 0,
which is a good term. The remaining terms in (5.9) are
M2 := −
∫
Γτ
ρη〈T ,Jxν〉τdsτ(5.10)
+
∫
Γτ
ρη′0 (φτ,x0(x))
τ−2
r2M
(〈γ˙, kτn〉τ − 〈Jxν, γ˙〉τ 〈T , γ˙〉τ ) dsτ
M3 := −
∫
Γτ
ρη′0 (φτ,x0(x))
‖γ˙‖2τ
τ2r2M
τ−1dsτ .(5.11)
Since η0(r) = 0 for r ≥ 2 and |η′0| < 2 , we see that
(5.12)
∣∣∣∣η′0 (φτ,x0(x)) ‖γ˙‖2ττ2r2M
∣∣∣∣ ≤ 8, η0 (φτ,x0(x)) ‖γ˙‖2ττ2r2M ≤ 4.
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Let dτ = dτ (x0, x). Then by (5.3) , we have
|Jx| ≤ d2C(KM ) ≤ C(KM )d2τe−2τ .
Thus by (5.12), we may assume
(5.13) |Jx| ≤ τ2e−2τr2MC(KM ).
Define Gτ (x) := |ρη′0 (φτ,x0(x))| . Since η′0 = 0 if dτ < 2τ2r2M , we have
Gτ (x) ≤ 2 exp(−τ2r2M ) and
(5.14)
∫
Γτ
Gτdsτ ≤ L(0)e2τ−τ2r2M .
Hence, by (5.13), (5.14) and the fact that kτ < C(k), we obtain that
|M2| ≤ C(KM , rM )e−2ττ2Mτ + C(rM , C(k),KM )τ−1
∫
Γτ
Gτdsτ
(5.15)
≤ C(KM , rM )e−2ττ2Mτ + C(rM , C(k),KM , L(0))e2τ−τ2r2M τ−1.
Similarly, for M3, we have
|M3| ≤ Cτ−1
∫
Γτ
Gτdsτ(5.16)
≤ C(L(0))τ−1 exp(2τ − τ2r2M ).
Since M1 ≤ 0, by (5.9),(5.15) and (5.16), we have
d
dτ
Mτ ≤ C1e−2ττ2Mτ + C2 exp(2τ − τ2r2M )τ−1.
Let p(τ) := exp
(−C1 ∫ τ0 e−2yy2dy) .Then
d
dτ
(p(τ)Mτ ) ≤ C2p(τ) exp(2τ − τ2r2M )τ−1.

Note
lim
τ→∞ p(τ) = exp(−C1
∫ ∞
0
e−2yy2dy)
= exp
(
−C1 Γ(3)
23
)
<∞.
Integrate (5.4) to get
(5.17)
∫ τ1
τ0
d
dτ
(p(τ)Mτ ) dτ ≤ C2
∫ τ1
τ0
p(τ) exp(2τ − τ2r2M )τ−1dτ.
The RHS of (5.17) is clearly finite as τ1 →∞. Thus, Mτ is bounded. Note
M2,M3 = o(e
−τ ) as τ →∞. Therefore, if τ1, τ2 →∞,
p(τ)Mτ |τ2τ1 =
∫ τ2
τ1
p(τ)M1dτ +
∫ τ2
τ1
p(τ)(M2 +M3)dτ → 0,
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which implies limτ1,τ2→∞
∫ τ2
τ1
p(τ)M1dτ → 0. Hence,
(5.18)∫ τ2
τ1
p(τ)
(∫
Γτ
−ρη|k + 〈γ˙,n〉τ |2dsτ +
∫
Γτ
ρη′0 (φτ,x0(x))
〈γ˙,ν〉2
r2Mτ
2
dsτ
)
→ 0.
as τ1, τ2 →∞.
Theorem 5.4. If a Type I singularity happens, CSF converges to a round
point.2
Proof. The proof is quite standard, see [Ang91, Alt91]. The difference here
is that instead of rescaling the curve, we need to rescale the metric near a
blow-up point. Suppose that there exists a sequence {ti} such that pi ∈ Γti
and the geodesic curvature |k(pi)| = supx∈Γti |k(x)| → ∞ as ti → T . We
may assume that up to a subsequence pi → x0 for some x0 ∈ M . By the
definition of Type I singularity,
(5.19) sup
Γt
k2(T − t) < C <∞.
Let τ = −12 ln(T − t). We blow up at x0 by rescaling the metric centered
at x0 using Definition 5.2. Clearly, the pointed metric space (M,x0, gτ )
converges to the tangent plane (R2, 0, gR2). Since Γτ has bounded curvature
by (5.19) and by the estimates from parabolic equations, Γτ converges to a
limit curve Γ∞ on the limit metric space R2 as τ →∞ [Ang91, Alt91]. Note
by (5.19), we can estimate the distance between pi and x0:
dτi(pi, x0) =
1√
2
eτidg(pi, x0) ≤ 1√
2
eτi
∫ T
ti
|k|dt(5.20)
≤ Ceτi
√
T − ti = C ′.
Hence, Γ∞ is not empty by (5.20). By (5.18), the curve Γ∞ satisfies
(5.21) k∞ + 〈γ˙∞,n〉 = 0,
where k∞ is the curvature of Γ∞ and γ˙∞ now represents the position vector
of Γ∞ on the tangent plane R2. (5.21) represents a self-similar solution
of CSF on R2. Since Γτ are embedded closed curves, Γ∞ has only two
possibilities: a round circle or a straight line by Abresch-Langer classification
of self-similar solutions [AL86]. Maximum principle shows that supΓτ |kτ | ≥
C > 0, see [CZ01] chapter 5 . Thus, Γ∞ can not be a straight line and hence
is a round circle. 
Now, we can prove the Gage-Hamilton-Grayson Theorem on surfaces.
Proof of Theorem 1.3. For any CSF on a surface, by Theorem 4.1, it can
not develop Type II singularities. Therefore, the first time singularity, if
exists, is of Type I, which by Theorem 5.4, implies that the CSF converges
to a round point. Hence, we have proved Gage-Hamilton-Grayson Theorem
on surfaces. 
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6. Conic Riemann surfaces
In this section, we focus on conic Riemann surfaces. Let M be a Riemann
surface. Let {pi}ki=1 ⊂M ,
D =
k∑
i=1
piβi,
be a divisor on M with −1 < βi < 0. We call (M, g,D) a conic Riemann
surface with divisor D if g is smooth in M\{pi} and near each pi , there
exists a local holomorphic coordinate z such that the metric
(6.1) g = |z − pi|2βie2h(z)|dz|2
for some bounded function h. We assume also that h(z) ∈ C∞(M −{pi})∩
C2,α(M,D) for some α > 0, where C2,α(M,D) is the weighted Ho¨lder space
defined by Yin [Yin10]. To be precise, let p be a conic point of M with
index β. Let U ⊂M be a disk neighborhood of p. Let z = re
√−1θ be a local
holomorphic coordinate centered at p. Define the norm of weighted Ho¨lder
space C l,α(U, pβ) to be
‖f‖C`,α(U,pβ) := sup
m∈N
‖Fm(s, θ)‖C`,α((2−1≤s≤2)×S1) ,
where Fm(s, θ) ≡ f
(
(1 + β)
1
1+β (2−ms)
1
1+β e
√−1θ
)
. On M , take (Ui, pi) to
be a disk neighborhood of conic point pi. Cover the rest of M by finite many
open neighborhoods Vk. We define the weighted Ho¨lder norm
‖f‖Cl,α(M,D) :=
∑
k
‖f‖Cl,α(Vk) +
∑
i
‖f‖Cl,α(Ui,piβi).
For each pi, the number θi = 2pi(1 + βi) represents the cone angle at pi.
We can compute the curvature of g near conic singularities since
Kg(z) = |z − pi|−2βie−2h(z)
[
−2∂z∂z¯ log
(
|z − pi|2βie2h(z)
)]
= e−2h(z)|z − pi|−2βi (−4∂z∂z¯h(z)) .
The assumption h ∈ C2,α(M,D) indicates that |z−pi|−2βi∂z∂z¯h(z) is bounded.
Hence, the curvature Kg is bounded.
Lemma 6.1. There is a uniform rs > 0 and a r ≤ rs such that at each pi,
the punctured geodesic disk Dr(pi)− pi ⊂M is diffeomorphic to a flat cone
with angle 2pi(1 + βi). Moreover, there exists a dM < rs such that for any
q ∈ M − ∪iDrs/2(pi), expq : DdM (0) ⊂ TpM → M gives a diffeomorphism
to its image.
Proof. We prove the first statement. Fix a conic point pi. Let (r, θ) be a
geodesic polar coordinate on (M, g0) and r(pi) = 0, g0 = dr
2 + ψ(r, θ)2dθ2.
Since g0 is smooth, limr→0 ψ/r = limr→0 ∂rψ = 1. We can write g =
r2βie2h(r,θ)(dr2 + ψ(r, θ)2dθ2). Fix θ and let dρ = rβiehdr. We can solve
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p
q
Figure 6.1. Double branched cover
ρ locally for some small r < r0. We obtain a function ρ and g = dρ
2 +
ψ1(ρ, θ)
2dθ2, for ψ1(ρ, θ) = r
βiehψ(r, θ). Notice that
lim
ρ→0
ψ1/ρ = lim
ρ→0
∂rψ1
ρ′(r)
= βi + lim
r→0
(ψ∂rh+ ∂rψ)
= βi + 1.
Here we have used that limr→0 r∂rh = 0 due to the fact that h ∈ C2,α(M,D)
and limr→0 ∂rψ = 1. Clearly, dρ generate geodesics from the origin and
(ρ, (1+βi)θ) gives a map to the flat cone with cone angle equal to 2pi(1+βi).
Pick 0 < r ≤ rs s.t. g(z) has the form (6.1). We may assume that
M − ∪iDr(pi) as a submanifold of M − ∪iD r
2
(pi) has injectivity radius r0.
Let dM = min{r0, r2}. Then, we can cover M − ∪iDr(pi) by disks with
radius dM . 
Next, we discuss the covering space of M . If there are only 2 singularities,
we can join the two singularities p, q with a smooth curve ψ. Then we can
take two copies of M − ψ and glue them along the corresponding sides of
the edges. This gives a double cover of M branched at p and q.
Let S be a collection of conic points pi with cone angles ≤ pi. If #S is
even, we can pair conic points, for instance, p, q, in S, and connect them
with a smooth curve γp,q. If p, q, r, s ∈ S, (p, q) and (r, s) are paired and
γp,q cross γr,s at a point a ∈M , then we can rearrange the curve or pair p, r
and q, s instead to remove the crossing. Therefore, we can pair points in S
in such a way that for any pairs (p, q) and (r, s), γp,q and γr,s do not cross
each other. We take two copies of M and obtain a double branched cover
M˜ by first cutting along γp,q and then gluing each side from another copy
as in 2 points case. M˜ will branch exactly at points in S. If #S is odd,
we can select a regular point q on M which we viewed as a “singularity”
with cone angle 2pi, we then make the branched double cover M˜ like before.
The resulting space will have a cone-like singularity at q with cone angle 4pi.
The following lemma enables us to pick a regular point away from the curve
shortening flow.
Lemma 6.2. Suppose that X(x, t) exists for t ∈ [0, T ). Then, there is a
point q ∈M − {pi} such that ∃, δ > 0 for t ∈ [T − , T ), Bδ(q) ∩ {X(x, t) :
∀x ∈ S1} = ∅.
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Proof. We argue by contradiction. Suppose that for any q ∈M−{pi}, there
is a sequence of i goes to 0 such that ti = T − i and Di(p)∩X(·, ti) 6= ∅.
This, however, means that lim supt→T L(t) =∞, which is impossible. 
Suppose that the covering map is given by pi : M˜ → M . We can equip
M˜ with the pull-back metric. We call O˜ ∈ M˜ a doubled conic point if
pi(O˜) = O ∈ S. Suppose that the cone angle at O is 2(1 + β)pi. Then, we
can find a holomorphic coordinate ξ near O, and a holomorphic coordinate
z near O˜ such that ξ(O) = 0, z(O) = 0, and
pi : z 7→ z2.
We see immediately that the pull-back metric is
pi∗g = |z2|2βe2h(z2)|dz2|2 = 4|z|2(1+2β)e2h(z2)|dz|2.
Thus, we see from the metric perspective that the cone angle at O˜ is 2(2 +
2β)pi, which is doubled. Let U be a disk neighborhood of O. If h(z) ∈
C2,α(U,Oβ), then we can easily check that h(z2) ∈ C2,α(U,O(2β + 1)).
Moreover, if β ≥ −12 , then h(z2) ∈ C2,α(U) in the regular Ho¨lder space. In
particular, if β = −12 , then the pull-back metric pi∗g is a C2,α metric at O˜.
To summarize, we can construct a double cover M˜ of M branched over S in
the sense of the following Proposition.
Proposition 6.3. Suppose that (M, g,D) is a conic Riemann surface and
D =
∑
i piβi. Let k be the number of conic points of M . Let S be the
collection of conic points pi with cone angles small than pi. Then there is
conic Riemann surface (M˜, g˜, D˜) such that
(1) There exists a branched double cover pi : M˜ → M which is locally
isometric away from the conic points.
(2) If X(x, t) for t ∈ [0, T ) is a CSF on M , then the lifting X˜ on M˜ is
also a CSF.
(3) If #S is even, then pi is branched exactly at S and
D˜ =
∑
pi∈S
(2βi + 1)pi +
∑
pi 6∈S
βipi
−1(pi).
M˜ has 2k −#S conic points.
(4) If #S is odd, then pi is branched at S ∪ {pˆ} for some pˆ a regular
point of M and
D˜ =
∑
pi∈S
(2βi + 1)pi + pˆ+
∑
pi 6∈S
βipi
−1(pi).
In this case, we can pick pˆ away from a particular CSF on M by
Lemma 6.2. M˜ has 2k −#S + 1 singular points.
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7. CSF on conic surfaces
We study CSF on conic surfaces in this section. First, we rewrite Theorem
1.1 in the following form.
Theorem 7.1. Let (M, g) be a conic Riemann surface with divisor D =∑k
i=1 piβi. Suppose that S contains conic singularities with cone angles
≤ pi. Let Γt be a curve shortening flow parametrized by X(x, t). Suppose
that X(x, t) exists for (x, t) ∈ S1× [0, T ), T <∞. Let d(·, , ·) be the distance
function on M . Then, either d(Γt, p) > c > 0 for all t ∈ [0, T ) and all p ∈ S,
or d(Γt, p)→ 0 uniformly for some p ∈ S as t→ T .
To prove this Theorem, we use comparison function R(t) on the double
branched cover M˜ described in Proposition 6.3. We will prove the bound-
edness of R(t) with an additional assumption that the total length L(t)
remains positive.
Theorem 7.2. Let M˜ be a double cover of M branched at S. Suppose that
X(x, t) exists for t ∈ [0, T ) and L(t) > c > 0 for all t ∈ [0, T ). Let X˜(x, t)
be the lift of X(x, t) on M˜ . Let
R(t) = sup
x,y
e−Kt
L˜(t)
pidM˜ (x, y, t)
sin
pil˜(x, y, t)
L˜(t)
,
where L˜(t) = 2L(t) is the total length of X˜(·, t), l˜ is the arc-length on X˜(·, t),
and dM˜ (x, y, t) is the distance on M˜ between X˜(x, t) and X˜(y, t). Then,
there exists a constant K = K(M, c) such that R(t) is bounded by a universal
constant depending on R(0) and M .
Let us postpone the proof of Theorem 7.2 and give a quick proof of The-
orem 7.1.
Proof of Theorem 7.1 assuming Theorem 7.2. Let M˜ be the double cover of
M branched at S. As t → T , if dM (X(·, t), p) → 0 for some p ∈ S. Then,
dM˜ (X˜(·, t),pi−1(p))→ 0 as well. Here, dM denote the distance function on
M and dM˜ denote the distance function on M˜.
If X˜ does not shrink to p, then limt→T L˜(t) ≥ c > 0. Let {(xi, ti)}∞i=1 be a
sequence such that X˜(xi, ti)→ p. Then, X˜(xi+ L˜2 , ti)→ p by the symmetry
of the lifting. Now, evaluating at (xi, ti) and (xi +
L˜
2 , ti), we have
R(ti) ≥ e−Kti L˜(ti)
pidM˜ (xi, xi +
L˜
2 , ti)
sin
(pi
2
)
≥ e−KT c
pidM˜ (xi, xi +
L˜
2 , ti)
,
where dM˜ (x, y, t) = dM˜ (X(x, t), X(y, t)). The right hand side blows up as
i→∞ because
dM˜ (xi, xi +
L˜
2
, ti) ≤ 2dM˜ (X˜(xi, ti),pi−1(p))→ 0.
However, R(t) is bounded, so we have reached a contradiction. 
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Now, we only need to prove the boundedness of R(t). In order to apply the
argument in Theorem 4.1, we need to take the derivatives of the distance
function. For smooth surfaces, by choosing a big upper-bound for R(t),
we can always restrict ourselves inside a small disk in order to stay away
from the cut locus. However, near conic singularities, cut locus can not
be avoided. Let O be a conic point and let A be a point in a small disk
neighborhood U centered at O. We denote the cut locus of A as CA. By
Rauch comparison principle, CA ∩ U does not contain any conjugate points
if U is small enough. Therefore,
CA ∩ U = {B ∈ U : ∃geodesics γ1 6= γ2 realizing distance d(A,B)}.
In fact, near a conic singularity, if B ∈ CA ∩ U then there exists 2 shortest
geodesics connecting A and B.
We will prove that if ZN (·, ·, t) defined in (4.2) achieves local minimum
at (x, y) such that X(x, t) is inside the cut locus of X(y, t) near a conic
point, then ZN can be replaced by some smooth functions which also achieve
minimum at the same location.
Lemma 7.3. Let Dr(O) be a disk neighborhood of a conic point O. Suppose
that ZN (·, ·, t) achieves local minimum at x¯, y¯ and A = X(x¯, t), B = X(y¯, t)
are both in Dr(O)\{O}. Then, ZN (·, ·, t) is C1 in a neighborhood of (x¯, y¯).
Moreover, if B ∈ CA , then there exist two smooth functions ZiN (·, ·, t),
i = 1, 2 such that ZN (x, y, t) = min{Z1N (x, y, t), Z2N (x, y, t)} and ZiN (·, ·, t)
both achieve local minimum at (x¯, y¯).
Proof. Let f1(y) and f2(y) be two smooth functions. Let f(y) = min{f1(y), f2(y)}.
Then, f(y) is smooth away from the set C = {y : f1(y) = f2(y)}. If f(y)
achieves local minimum at y0 ∈ C then we claim that y0 is a local minimum
of both f1 and f2. Otherwise, we may assume that there exists a sequence
yi → y0, as i→∞ such that f1(yi) < f1(y0). Then
f(yi) ≤ f1(yi) < f1(y0) = f(y0).
This contradicts with the fact that f achieves local minimum at y0. So we
have proved the claim. Moreover, we see that f ′1(y) = f ′2(y) = 0.
We assume that B ∈ CA. Otherwise, the conclusion is obvious. Let
d(·, ·) be the distance function. Since B ∈ CA, there exist two geodesics
γ1, γ2 connecting A,B. We denote d1(A,B) = Length(γ1) and d2(A,B) =
Length(γ2). See Figure 7.1. We can extend each γi to be a family of geodesics
connecting A and points near B. Thus, we can extend d1(A,Q) and d2(A,Q)
smoothly for Q in a neighborhood of B such that
d(A,Q) = min{d1(A,Q), d2(A,Q)}.
For y in a neighborhood of y¯, we can define
ZiN (x¯, y, t) := Ndi(X(y, t)) +
L(t)
pi
sin
(
pil(x, y, t)
L(t)
)
e−Kt.
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Dr(O)
Figure 7.1. Distance function
Then, each ZiN (x¯, ·, t) is a function smoothly define in a neighborhood of
y¯ and ZN (x¯, y, t) = min{Z1N , Z2N}. Now, suppose that B = X(y¯, t) is
in the cut locus of A, which implies that d1(A,B) = d2(A,B). Then,
Z1N (x¯, y¯, t) = Z
2
N (x¯, y¯, t). By previous argument, we see that if ZN (x¯, ·, t)
achieves local minimum at y¯, then ZiN (x¯, ·, t) also achieves local minimum
at y¯ and
(
∂ZN
∂y
)
(x¯, y¯, t) = 0 exists. By symmetry, A ∈ CB and we can apply
the same argument for ZN (·, y¯, t). Thus, we have finished the proof. 
Proof of Theorem 7.2. LiftX(x, t) to be a CSF X˜(x, t) on a double branched
cover M˜ given in Proposition 6.3. Let d0 = min{dM , δ0}, where dM is defined
in Lemma 6.1 and δ0 is defined in Lemma 3.2. We pickN > max{ L˜(0)pid0 , R(0)}.
If ZN (x, y, t¯) allows local variation at x¯, y¯ , then the same argument in
Theorem 4.1 can be applied. We require L(t) > c > 0 to avoid subcase 2b
and use (4.9), where the condition (4.10) on K is replaced by K > 4C1+
4pi2
c2
.
If X(x¯, t¯) is in the cut locus of X(y¯, t¯), then we may assume that X(x¯, t¯)
and X(y¯, t¯) is in a neighborhood of a conic singularity O by the choice of
N . Then, by Lemma 7.3,
ZN (x, y, t¯) = min{Z1N (x, y, t¯), Z2N (x, y, t¯)}
for (x, y) in a neighborhood of (x¯, y¯), Z1N (x¯, y¯, t¯) = Z
2
N (x¯, y¯, t¯), and both
ZiN (·, ·, t¯) achieve local minimum at (x¯, y¯). Then, we can apply the same
arguments in Theorem 4.1 to either Z1N (x, y, t) or Z
2
N (x, y, t) which also
yields contradictions. 
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