Abstract: This paper describes an attempt at developing an evolutionary algorithm capable of solving non-trivial cases of integer factorisation, which are at the heart of security behind the modern public key cryptography systems. After reviewing previous work in integer factorisation and describing the developed genetic algorithm the paper addresses issues of convergence to a local maxima associated with the performance of genetic algorithms. Specifically, properties and statistical distribution of local maxima points associated with the integer factorisation problems are reviewed. Finally, performance of the developed system is analysed and recommendations are made for future research paths.
Introduction
Integer factorisation (IF) is a fundamental theoretical problem in mathematics and computer science. It is also a problem of great practical importance as security of public key cryptography (PKC), which is used in digital communications and e-commerce, is based on our inability to quickly factor large integers. As early as 1801 Gauss has stated (Knuth, 1981) :
"The problem of... resolving composite numbers into their prime factors, is one of the most important and useful in all of arithmetic... The dignity of science seems to demand that every aid to the solution of such an elegant and celebrated problem be zealously cultivated."
Factoring a positive integer N means finding positive integers p and q such that N = p * q, where both p and q are greater than 1. Such numbers p and q are called factors of N. Positive integers that can be factored are called composite numbers, others are known as prime numbers (Lenstra and Lenstra 1993) . The most difficult cases of IF problem involve situations in which both p and q are prime and of similar size in terms of number of digits comprising them. The decision version of IF can be stated as: given an integer R and an integer S with 1 ≤ S ≤ R, does R have a factor f with 1 < f < S? This representation is useful because most well-studied complexity classes are defined as classes of decision problems. In combination with a binary search algorithm, a solution-function to a decision version of IF can solve the general case of IF in logarithmic number of queries (Adi Shamir, 2003) . The difficulty of the decision version of the IF problem in terms of its membership in a specific complexity class remains an open question. IF is known to belong to both nondeterministic polynomial time (NP) and co-NP classes, because both 'yes' and 'no' decisions can be verified given the prime factors either via polynomial time primality test such as AKS (Brent, 1999) or via simple multiplication of divisors. Pollard's rho (Pollard, 1975) 1975 n 1/4 polylog (n) P F 8
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Research in IF spans hundreds of years and demonstrates a great variety of approaches tried by mathematicians in their attempt to find a satisfactory solution to this fundamental problem. Table 1 summarises the most important achievements in the rich history of IF research. Overall attempted approaches can be classified into three somewhat overlapping categories. Special approaches are aimed at finding factorisations of number in a specific form as it is sometimes possible to take advantage of their unique structure in order to do much better compare to generalform numbers. General form algorithms are designed to handle any type of number and as a result of their generality such approaches are less powerful in comparison to algorithms designed to take advantage of special forms. Finally, a greatly diverse group of alternative approaches is comprised of such diverse and sometimes questionable methods as quantum and DNA computing, neural networks, genetic programming and even oracles. With such a rich history it is not at all surprising that great breakthroughs have been made in the quest for IF. Table 2 presents a condensed list of important factorisations achieved in the last 20 years. It reports on record breaking attempts, algorithms used to produce them and gives credit to the scientists responsible for these great achievements. Proven to be composite n/a F 12 -partially factored J.C. Hallyburton and J. Brillhart, Robert Baillie, n/a Notes: F 0-4 (3, 5, 17, 257, 65537) are prime numbers as discovered by Pierre de Fermat. CFRAC -continued fraction factorisation method, ECM -elliptical curve method, SNFS -special number field sieve. Source: Brent (1999) Table 3 also reports on record factorisations but only in the context of special form numbers known as Fermat's numbers. It summarises factoring breakthroughs made from early 1700s till today and lists utilised factorisation algorithm for every record as well as the specific algorithm used to factor the number in question. The presented achievements in IF have a direct and immediate influence on security systems based on cryptographic encryption which relies on assumed difficulty of factoring. As our ability to factor large integers increases so does the minimum size of the keys believed to be safe against factorisation attacks both in symmetric and asymmetric cryptosystems. Table 4 outlines what is believed to be a secure keys size in bits for symmetric and asymmetric systems with respect to available hardware and algorithmic resource in are given time period, including projections up to the year 2050 (Lenstra and Verheul, 2001 ). Source: Lenstra and Verheul (2001) 
Genetic algorithm
Inspired by evolution, genetic algorithms constitute a powerful set of optimisation tools that have demonstrated good performance on a wide variety of problems including some classical NP-complete problems such as the travelling salesperson problem (TSP) and multiple sequence alignment (MSA). GAs search the solution space using a simulated 'Darwinian' evolution that favours survival of the fittest individuals. Survival of such population members is ensured by the fact that fitter individuals get a higher chance at reproduction and survive to the next generation in larger numbers (Goldberg, 1989) . GAs have been shown to solve linear and nonlinear problems by exploring all regions of the state space and exponentially exploiting promising areas through standard genetic operators eventually converging populations of candidate solutions to a single global optimum. However, some optimisation problems contain numerous local optima which are difficult to distinguish from the global maximum and therefore result in suboptimal solutions. As a consequence, several population diversity mechanisms have been proposed to delay or counteract the convergence of the population by maintaining a diverse population of members throughout its search.
The proposed GA is generational (Yampolskiy et al., 2004) : 1 a population of N possible solutions is created 2 the fitness value of each individual is determined 3 repeat the following steps N/2 times to create the next generation a choose two parents using tournament selection b with probability p c , crossover the parents to create two children, otherwise simply pass parents to the next generation c with probability p m for each child, mutate that child d place the two new children into the next generation 4 repeat new generation creation until a satisfactory solution is found or the search time is exhausted.
Solution representation
Potential solutions representing successive approximations to factors p and q are represented as a single string of digits holding values for numbers comprising both p and q with potential leading zeroes for each. Sample string representing makeup of an individual member of the genetic pool follows:
Since we are interested in solving the most difficult cases of IF in which size of p and q in terms of number of digits is essentially the same, without the loss of generality we are assuming that both p and q will be equal in size to 1/2 size of N. This assumption can be trivially overcome should the need arise to factor numbers in different (less challenging) format.
Creation of the initial population
Initial population necessary to begin the genetic search can be generated in a number of ways. For example, after the size of the initial population is decided on, the necessary number of individuals can be produced in a random fashion. Pseudo-random number generator can be used to decide the value of every element in the string representing each potential solution. Alternatively, a number of individuals in the population can be seeded with pre-computed highfitness strings obtained from prior runs of the genetic algorithm.
Fitness function
The most important part of any evolutionary algorithm and certainly most difficult to design is the fitness function. A good fitness function provides progressive rewards to partial solutions while limiting the value of strings which are converging towards local maxima or do not evolve towards an acceptable solution. Our proposed fitness evaluations schema measures the degree of similarity between the number being factored and the product of evolving factors p and q in terms of placement and value of constituting numbers as well as overall properties of the numbers such as size and parity.
Crossover operation
A fundamental property of any evolutionary system is the ability to exchange genetic material between superior individuals in the population. In our case it is necessary in order to pass the good properties of the parent solutions on to their offspring. We investigated a number of crossover methods which have the necessary property of preserving potential partial solutions while allowing for significant genetic diversity to remain in the solution pool. In general crossover operation is accomplished by exchanging subsets of varying size of numbers between individuals selected to be "parents" based on their superior fitness.
Mutation operation
Occasional genetic mutations are necessary to provide genetic diversity to an otherwise overly homogeneous population produced by the selection of the fittest individuals and allow for the broader exploration of search space to take place. By applying the mutation operation a certain number of times we can achieve any degree of genetic diversity we desire. In the case of binary representation of solution strings mutation can be achieved by simply flipping a random bit in the chromosomal representation of p or q. In the case of solutions represented in non-binary bases, mutation operation transfers a chosen digit to another digit legitimate under the selected encoding.
Proof of concept
To date no experimental results on application of genetic algorithms towards IF problem have been published, though some works utilising computational intelligence approaches has appeared (Chan, 2002) , (Meletiou et al., 2002) . This can be explained by difficulty evolution inspired algorithms face in solving problems in which the only measure of fitness is a binary -correct/incorrect result, since there is no possibility for the algorithm to converge on a solution via hill climbing. While it is easy to assume that solutions to IF problem only exhibit such binary information (a number is a factor or is not a factor), it is actually not the case as can be seen from the following trivial example, which demonstrates a series of partial solutions with gradual increase in fitness value of factor-approximating numbers.
In the example in Table 5 given a number N = 4885944577, it is obvious to see that partial information about the numbers comprising p and q is indeed leaked by the relationship between number we are given to factor, and product of potential candidates to values of p and q. In fact as the size of N increases the degree of inter-influence of digits of N located at a distance from each other further diminishes allowing for a more independent evaluation of partial solutions. 
Test data
Test data was readily available in order to properly evaluate performance of our algorithm. In addition to being able to quickly generate test numbers of any length, a third party set of challenge numbers was also available. Known as RSA numbers (after the Rivest, Shamir and Adleman public encryption algorithm) they provided an independent third party evaluation of our genetic algorithm. RSA numbers are difficult to-factor composite numbers having exactly two prime factors (aka, semiprimes), similar to the modulus of an RSA key pair. The RSA challenge numbers were generated by the RSA Laboratories, to learn about the actual difficulty of factoring large numbers of the type used in RSA keys. There are 54 RSA number ranging in size from 100 decimal digits (330 binary) to 617 decimal digits (2048 binary). The first RSA numbers generated, from RSA-100 to RSA-500, were labeled according to their number of decimal digits; later, beginning with RSA-576, binary digits are counted instead. An exception to the rule is RSA-617, which was created prior to the change in the numbering scheme (Brent, 2000) . The RSA challenge numbers were generated using a secure process that guarantees that the factors of each number cannot be obtained by any method other than factoring the published value. No one, including RSA Laboratories, knows the factors of any of the challenge numbers.
The generation took place on a Compaq laptop PC with no network connection of any kind. The process proceeded as follows (retrieved 5 February 2009):
• First, 30,000 random bytes were generated using a ComScire QNG hardware random number generator, attached to the laptop's parallel port.
• The random bytes were used as the seed values for the B_GenerateKeyPair function, in version 4.0 of the RSA BSAFE library. The private portion of the generated key pair was discarded. The public portion was exported, in DER format to a disk file.
• The moduli were extracted from the files and converted to decimal representation for posting on the web.
• The laptop's hard drive was destroyed.
Experimental results
Described genetic algorithm was programmed in Java, as a part of general framework, capable of being adapted to evolve solutions to numerous optimisation problems in addition to IF. We have begun our experiments while still developing the framework and the algorithm did remarkably well factoring small integers as the part of the debugging process. Once the algorithm was completed we decided to conduct an experiment with the smallest of the RSA challenge numbers but the algorithm failed to converge on a solution regardless of the population size, crossover type, mutation rate or the number of generations evolved. In fact, an improvement in fitness level of the best individual in each generation showed very quick immediate progress only to end up in a local maxima point and be unable to escape it even in the long run.
Our analysis shows that the difficulty comes from local maxima points pervasive in the IF domain. The rest of this section attempts to address the nature of our finding. A function f defined for real numbers is said to have a local maximum at the point y, if there exists some ε > 0, such that f(y) ≥ f(x) when |x − y| < ε. A function has a global maximum point at y, if f(y) ≥ f(x) for all x. Any global maximum point is also a local maximum point; however the opposite is not true, a local maximum point doesn't have to be a global maximum point (see Figure 1) . In semiprime numbers such as those presented by RSA challenge (numbers ending in 1, 3, 7 or 9) the local maxima points come from numbers which are also a product of at least two integers and which match the number to be factored in terms of its constituting digits to a certain degree. For example, we might be interested in factoring number N = 15194323 = 3889 * 3907, but we might run into a local maxima point represented by a different number matching almost all of N's digits except one: 15794323 = 3733 * 4231.
Such local maxima are frequent in the IF domain; in fact, we were able to show that given any semiprime number N with n decimal digits there are exactly 2 * 10 n-1 unique pairs of numbers p i and q i up to n digits each, which if multiplied, have a product matching all n digits of N precisely. Same relationship also holds true for the prime numbers which obviously don't have a global maxima point (see Figure 2) . For example for N = 71 (n = 2), that number is 2 * 10 2-1 = 2 * 10 1 = 20, or to list explicitly: The number of local maxima points associated with IF will completely overwhelm any hill climbing algorithm making it unlikely for any such algorithm to reliably find solutions to non-trivial cases of IF. Realising that our approach without fundamental modifications is unlikely to successfully factor a hundred-plus digit RSA numbers we have generated a sequence of progressively larger semiprimes (beginning with N = 4) in order to determine overall capability of our approach. The best result achieved by our algorithm was a factorisation of a 12D semiprime (103694293567 = 143509 * 722563). This result took a little over 6 hours on a Intel 2 core 1.86 GHz processor with 2 GB of RAM and was achieved with a population consisting of 500 individuals, two point crossover, mutation rate of 0.3% and genome represented via decimal digits.
Additional examples of integers factored by our algorithm along with complete information about the specific run and evolving fitness values follow. Runs 1 and 2 are successfully factorisations of a 6D and 8D numbers. 3rd run represents an incomplete attempt to factor RSA100 challenge number which is two large for our algorithm to handle. While obviously not a practical approach to factor integers of the size required in modern cryptographic applications our approach did outperformed algorithms based on genetic programming (Finkel, 2003; Chan, 2002) and neural networks (Jansen and Nakayama, 2005; Meletiou et al., 2002; Laskari et al., 2006) as well as the best results reported so far for the Shor's algorithm (Shor, 1997) . We will continue with our experiments and hope that the next version of our algorithm will be competitive with other approaches as well. Next version of our algorithm will be based on distributed voting between members of the genetic pool with respect to specific digits making up the solution.
For example if 45% of all top ranked potential solution have digit '8' in location 2 eight will be selected as a part of the final solution in the said location for this particular iteration of the genetic algorithm.
The proposed genetic algorithm has outperformed genetic programming approach because GP attempts to come up with a universal solution for all instances of IF instead of trying to find an optimal solution for a specific problem which is easier as our algorithm demonstrates by producing better results. Neural Network approach has its own shortcomings namely its dependency on specific digits as first layer inputs and structure designed to accommodate numbers comprised of a specific amount of digits. Such rigidness prevents NN from performing competitively with our GA approach. 
Conclusions and future work
We have developed a Java-based genetic algorithm framework easily adaptable to any optimisation problem and applied it to the problem of IF. We were able to demonstrate that the IF problem is not an all-or-nothing problem with only right/wrong answer and no partial solutions. Unfortunately, IF also has an extremely high number of local maxima points which we were able to show represent well over 20% of the total solution space. This property makes a straightforward hill climbing genetic algorithm incapable of solving a non-trivial instance of an IF problem.
In the future we propose to develop a mathematical basis for analysis and evaluation of different types of local maxima associated with specific IF problems and incorporation of such data into the fitness functions in order to avoid convergence of the genetic algorithm to a suboptimal solution. More specifically we suggest investigating the types of local maxima pattern distributions seen for different sub-types of IF challenge numbers as well as investigate statistically likely locations of global maximum within such patterns. Additionally, patterns in spatial distribution of local maxima points can be explored as a tool for image sub-sampling or data compression.
One of the challenges associated with successful application of genetic algorithms is very long execution times required to evolve acceptable solutions to real world problems. GAs can be very demanding in terms of computational load and memory requirements with fitness evaluation usually being the most expensive step. Numerous parallel genetic algorithms have been proposed and in a multitude of problem domains they demonstrate superior performance in comparison to serial GAs (Nowostawski and Poli, 1999) . This happens both because of larger amount of computational resources being available and also because of higher degree of genetic diversity producible by multiple independent populations evolving simultaneously and only periodically sharing code of selected (not necessarily fittest) individuals. In the future experiments we will port our genetic algorithm framework to a parallel architecture along side with local maxima conscious fitness function.
