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Abstract
In this paper, we study contragredient duals and invariant bilinear forms for modular
vertex algebras (in characteristic p). We first introduce a bialgebra H and we then introduce
a notion of H-module vertex algebra and a notion of (V,H)-module for an H-module vertex
algebra V . Then we give a modular version of Frenkel-Huang-Lepowsky’s theory and study
invariant bilinear forms on an H-module vertex algebra. As the main results, we obtain an
explicit description of the space of invariant bilinear forms on a general H-module vertex
algebra, and we apply our results to affine vertex algebras and Virasoro vertex algebras.
1 Introduction
In the theory of vertex operator algebras in characteristic zero, an important notion is that of con-
tragredient dual (module), which was due to Frenkel, Huang, and Lepowsky (see [FHL]). Closely
related to contragredient dual is the notion of invariant bilinear form on a vertex operator algebra
and it was proved therein that every invariant bilinear form on a vertex operator algebra is au-
tomatically symmetric. Contragredient dual and symmetric invariant bilinear forms have played
important roles in various studies. Note that as part of its structure, a vertex operator algebra V
is a natural module for the Virasoro algebra. In [FHL], a notion of quasi vertex operator algebra
was introduced, which generalizes that of vertex operator algebra with an internal Virasoro algebra
action replaced by an external sl2-action, and the corresponding results were extended for more
general quasi vertex operator algebras. Note that a general vertex algebra V (without conform
vector) is naturally a module for the (Hopf) algebra C[D] where D is the canonical derivation
defined by D(v) = v−21 for v ∈ V , whereas we have L(−1) = D for a quasi vertex operator algebra
V .
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Invariant bilinear forms on vertex operator algebras were furthermore studied in [L] and an
explicit description of the space of invariant bilinear forms was obtained. More specifically, it was
proved that the space of invariant bilinear forms on a vertex operator algebra V is canonically
isomorphic to the space HomV (V, V
′), where V ′ is the contragredient dual of the adjoint module
V . Furthermore, it was proved that HomV (V, V
′) is isomorphic to (V(0)/L(1)V(1))
∗, where V =⊕
n∈Z V(n) (graded by the conformal weight). Consequently, this gives rise to a necessary and
sufficient condition for the existence of a non-degenerate symmetric invariant bilinear form on a
simple vertex operator algebra. It is conceivable that contragredient duals and bilinear forms will
be practically important in the theory of modular vertex algebras also.
In this paper, we study contragredient duals and invariant bilinear forms for modular vertex
algebras. We first introduce a bialgebra H by using the universal enveloping algebra of the complex
Lie algebra sl2 and introduce a notion of H-module vertex algebra and a notion of (V,H)-module
for an H-module vertex algebra V , and we then formulate FHL’s theory in characteristic p and
define invariant bilinear form on an H-module vertex algebra. As the main results, we obtain an
explicit description of the space of invariant bilinear forms on a general H-module vertex algebra,
and we apply our results to affine vertex algebras and Virasoro vertex algebras.
We now give a more detailed description of the content of this paper. Let F be an algebraically
closed field of a prime characteristic p. We assume p 6= 2 throughout this paper. The notion of
vertex algebra over F was defined by Borcherds (see [B1]). On the other hand, it can also be
defined equivalently by using what was called (Cauchy-)Jacobi identity in [FLM] and [FHL], as it
is done in this paper. For vertex algebras over F, the bialgebra C[D] in the case of characteristic
zero is replaced with a bialgebra B over F (see [B1]), where B has a basis D(n) for n ∈ N with
D(0) = 1 and
D(m) · D(n) =
(
m+ n
n
)
D(m+n), ∆(D(n)) =
n∑
j=0
D(n−j) ⊗D(j), ε(D(n)) = δn,0
for m,n ∈ N. The fact is that every vertex algebra V over F is naturally a B-module with
D(n)v = v−n−11 for n ∈ N, v ∈ V .
To study contragredient dual, we introduce a modular counterpart of the notion of quasi vertex
operator algebra. Note that in the case of characteristic zero, (formal) exponentials ezL(±1) and
zL(0) play a crucial role (see [FHL]). For the modular case, we shall need a bialgebra over F.
Consider the complex Lie algebra sl2 with a basis {L1, L0, L−1} such that
[L0, L±1] = ∓L±1, [L1, L−1] = 2L0.
For any nonnegative integer n, set
L
(n)
±1 =
1
n!
(L±1)
n, L
(n)
0 =
(
−2L0
n
)
=
1
n!
(−2L0)(−2L0 − 1) · · · (−2L0 − n+ 1),
which are elements of the universal enveloping algebra U(sl2). Let U(sl2)Z denote the subring of
U(sl2) generated by these elements. From a result of Kostant, U(sl2)Z is an integral form of U(sl2).
Then define H = F⊗Z U(sl2)Z, which is a Hopf algebra over F.
The modular analogue of a quasi vertex operator algebra is what we call an H-module vertex
algebra. By definition, an H-module vertex algebra is a vertex algebra V which is also a lower
truncated Z-graded H-module such that L
(n)
−1 = D
(n) on V and
L
(n)
0 v =
(
−2m
n
)
v for n ∈ N, v ∈ Vm, m ∈ Z,
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and such that a counterpart of the conjugation relation involving L1 of [FHL] holds. We then
define a notion of lower truncated (V,H)-module for an H-module vertex algebra V accordingly.
Under this setting, for any lower truncated (V,H)-module W , we have the contragredient dual
W ′, which is also a lower truncated (V,H)-module, where W ′ =
⊕
n∈ZW
∗
n as a vector space. It
follows from the same arguments in [FHL] that every invariant bilinear form on an H-module
vertex algebra V is automatically symmetric. It is proved here that the space of invariant bilinear
forms on V is canonically isomorphic to the space Hom(V,H)(V, V
′). Furthermore, we prove that
for any lower truncated (V,H)-moduleW , Hom(V,H)(V,W ) is naturally isomorphic to the subspace
WH = {w ∈ W | L
(n)
±1w = 0 for n ≥ 1}. As the main result of this paper, we prove that the
space of invariant bilinear forms on V is canonically isomorphic to the space (V0/(L
+
1 V )0)
∗, where
L+1 V =
∑
n≥1 L
(n)
1 V and (L
+
1 V )0 is the degree-zero subspace. To achieve this, as a key step we
prove that (L+−1V )0 ⊂ (L
+
1 V )0.
Note that there are essential differences between the modular case and the characteristic-zero
case, where proofs in modular case are often more complicated. In the case of characteristic zero,
a vertex operator algebra is automatically a quasi vertex operator algebra, but a vertex operator
algebra over F (see [DR1]) is not necessarily an H-module vertex algebra. On the other hand,
we show that affine vertex algebras and Virasoro vertex algebras are naturally H-module vertex
algebras. We also prove that they satisfy the condition that (L+1 V )0 = 0.
We note that there have already been several studies in literature on modular vertex operator
algebras. For example, the representation theory, including A(V )-theory, was studied in [DR1],
Virasoro vertex operator algebras were studied in [DR2], and a modular An(V ) theory was studied
in [R], while framed vertex operator algebras were studied in [DLR]. On the other hand, integral
forms of some vertex operator algebras were studied in [BR, B2], [DG], [GL], [M1, M2], and related
modular vertex algebras were used to study modular moonshine in [BR, B2], [GL].
This paper is organized as follows. Section 2 is preliminaries. In Section 3, we first introduce
the bialgebra H and then define the notion of H-module vertex algebra. For a (V,H)-module W ,
we study the contragredient dual W ′. In Section 4, we study invariant bilinear forms on H-module
vertex algebras and present the main results. In Section 5, we consider vertex algebras associated
to affine Lie algebras and the Virasoro algebra, and we show that the space of invariant bilinear
forms is 1-dimensional.
Acknowledgement: For this research, Li is partially supported by the China NSF (grants
11471268, 11571391, 11671247) and Mu is partially supported by the China NSF (grant 11571391)
and the Heilongjiang Provincial NSF (grant LC2015001).
2 Basics
Let F be an algebraically closed field of an odd prime characteristic p, which is fixed throughout
this paper. All vector spaces (including algebras) are considered to be over F. In addition to the
standard usage of Z for the integers, we use Z+ for the positive integers and N for the nonnegative
integers.
Note that for any m ∈ Z, k ∈ N,(
m
k
)
=
m(m− 1) · · · (m+ 1− k)
k!
∈ Z.
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Then we shall also view
(
m
k
)
as an element of F. Furthermore, for m ∈ Z we have
(x± z)m =
∑
k≥0
(
m
k
)
(±1)kxm−kzk ∈ F[x, x−1][[z]].
As in [LM], define B to be the bialgebra with a basis {D(r) | r ∈ N}, where
D(m) · D(n) =
(
m+ n
n
)
D(m+n), D(0) = 1,
∆(D(n)) =
n∑
i=0
D(n−i) ⊗D(i), ε(D(n)) = δn,0
for m,n ∈ N. We see that B is an N-graded algebra with
degD(n) = n for n ∈ N. (2.1)
Form a generating function
exD =
∑
n≥0
xnD(n) ∈ B[[x]]. (2.2)
The bialgebra structure of B can be described in terms of the generating functions as
exDezD = e(x+z)D, ∆(exD) = exD ⊗ exD, ε(exD) = 1. (2.3)
Especially, we have exDe−xD = 1.
Remark 2.1. Let U be any vector space. Then U [[x, x−1]] is a B-module with D(n) for n ∈ N
acting as the n-th Hasse differential operator ∂
(n)
x (with respect to x), which is defined by
∂(n)x x
m =
(
m
n
)
xm−n for m ∈ Z. (2.4)
Setting ez∂x =
∑
n≥0 z
n∂
(n)
x , we have
A(x+ z) = ez∂xA(x) (2.5)
for A(x) ∈ U [[x, x−1]].
Recall that a vertex algebra over F (cf. [B1]) is a vector space V , equipped with a vector 1 ∈ V ,
called the vacuum vector, and with a linear map
Y (·, x) : V → (End V )[[x, x−1]],
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ End V ),
satisfying the following conditions for u, v ∈ V :
unv = 0 for n sufficiently large,
Y (1, x) = 1 (where 1 denotes the identity operator),
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v,
4
and
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) (2.6)
(the Jacobi identity).
We have the following simple fact (see [B1]):
Lemma 2.2. Let V be a vertex algebra. Then V is a B-module with
exDv =
∑
n≥0
xnD(n)v = Y (v, x)1 for v ∈ V. (2.7)
Furthermore, the following skew-symmetry holds for u, v ∈ V :
Y (u, x)v = exDY (v,−x)u =
∑
n≥0
xnD(n)Y (v,−x)u. (2.8)
For a vertex algebra V , a V -module is a vector space W equipped with a linear map
YW (·, x) : V → (EndW )[[x, x
−1]],
v 7→ YW (v, x) =
∑
n∈Z
vnx
−n−1,
satisfying the conditions that YW (1, x) = 1, YW (v, x)w ∈ W ((x)) for v ∈ V, w ∈ W , and that for
u, v ∈ V , the corresponding Jacobi identity (2.6) holds. We also often denote a V -module by a
pair (W,YW ).
We have the following analogue of a result in characteristic zero (cf. [LL]):
Lemma 2.3. Let V be a vertex algebra and let (W,YW ) be any V -module. Then
YW (e
zDv, x) = YW (v, x+ z) = e
z∂xYW (v, x) for v ∈ V. (2.9)
Following [LM], we introduce a notion of (V,B)-module.
Definition 2.4. Let V be a vertex algebra. A (V,B)-module is a V -module (W,YW ) which is also
a B-module such that
exDYW (v, z)e
−xD = YW (e
xDv, z) for v ∈ V.
For any (V,B)-module (W,YW ), we have
exDYW (v, z)e
−xD = YW (e
xDv, z) = ex∂zYW (v, z) = YW (v, z + x) for v ∈ V. (2.10)
Notice that the adjoint module of V is automatically a (V,B)-module.
The following result can be found in [LM] (cf. [L]):
Lemma 2.5. Let V be a vertex algebra and let W be a (V,B)-module. Suppose that w is a vector
in W such that D(n)w = 0 for n ≥ 1. Then
YW (v, x)w = e
xDv−1w for v ∈ V, (2.11)
and the linear map fw : V → W defined by fw(v) = v−1w for v ∈ V is a V -module homomorphism.
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Let V be a vertex algebra and W a (V,B)-module. Set
WD = {w ∈ W | D(n)w = 0 for n ≥ 1}. (2.12)
Recall that B is a bialgebra with counit map ε. Then we have
WD = {w ∈ W | bw = ε(b)w for b ∈ B}.
Denote by Hom(V,B)(V,W ) the set of all (V,B)-module homomorphisms from V to W , which by
definition are V -module homomorphisms that are also B-module homomorphisms.
Lemma 2.6. Let V be a vertex algebra and let W be a (V,B)-module. Assume that f : V → W is
a V -module homomorphism. Then f ∈ Hom(V,B)(V,W ) if and only if f(1) ∈ W
D. Furthermore,
the map φ : Hom(V,B)(V,W ) → W
D defined by φ(f) = f(1) for f ∈ Hom(V,B)(V,W ) is a linear
isomorphism.
Proof. Assume f ∈ Hom(V,B)(V,W ). As e
xD1 = 1 and fexD = exDf , we have f(1) = f(exD1) =
exDf(1), which implies D(r)f(1) = 0 for r ≥ 1. Thus, f(1) ∈ WD. Conversely, assume f(1) ∈ WD.
For v ∈ V , using (2.7) and Lemma 2.5, we get
f(exDv) = f(Y (v, x)1) = YW (v, x)f(1) = e
xDv−1f(1) = e
xDf(v−11) = e
xDf(v).
This proves fexD = exDf , so f ∈ Hom(V,B)(V,W ).
It is clear that φ is linear. If f ∈ kerφ, then f(v) = f(v−11) = v−1f(1) = v−1φ(f) = 0 for
every v ∈ V , which implies f = 0. Thus φ is injective. Now, let w ∈ WD. By Lemma 2.5,
we have a V -module homomorphism fw from V to W with fw(v) = v−1w for v ∈ V , where
φ(fw) = fw(1) = 1−1w = w. By the first part, we have fw ∈ Hom(V,B)(V,W ). This proves that φ
is surjective. Therefore, φ is a linear isomorphism.
Definition 2.7. A Z-graded vertex algebra is a vertex algebra V equipped with a Z-grading
V =
⊕
n∈Z Vn such that
1 ∈ V0, (2.13)
urVn ⊂ Vm+n−r−1 (2.14)
for u ∈ Vm with m ∈ Z and for n, r ∈ Z.
Note that the condition (2.13) actually follows from (2.14) and the creation property (2.7). On
the other hand, from (2.7), (2.13) and (2.14), we have
D(r)Vn ⊂ Vn+r for r ∈ N, n ∈ Z. (2.15)
Thus, every Z-graded vertex algebra is automatically a Z-graded B-module.
Let V be a Z-graded vertex algebra. A Z-graded V -module is a V -module equipped with a
Z-grading W =
⊕
n∈ZWn such that
vmWn ⊂Wk+n−m−1 for v ∈ Vk, k,m, n ∈ Z. (2.16)
Let W =
⊕
n∈ZWn be a Z-graded vector space. For w ∈ Wn with n ∈ Z, we set
degw = n ∈ Z (2.17)
and we say w is homogeneous of degree n. For homogeneous vector w ∈ W , we define
xdeg(w) = xdegww ∈ W [x, x−1].
Then extend this definition linearly to get a linear map
xdeg : W →W [x, x−1]. (2.18)
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Remark 2.8. Let W =
⊕
n∈ZWn be a Z-graded vector space. From definition, a vector w ∈ W is
homogeneous of degree n ∈ Z if and only if xdegw = xnw. On the other hand, it is straightforward
to show that a vector w ∈ W is homogeneous of degree n if and only if
(1− x)−2 degw = (1− x)−2nw.
Let V =
⊕
n∈Z Vn be a Z-graded vertex algebra. From [FHL] we have
zdegY (v, z0)z
− deg = Y (zdegv, zz0) (2.19)
for v ∈ V . Note that relation (2.15) amounts to
zdegD(r)z− deg = zrD(r) (2.20)
on V for r ∈ N, which can be written in terms of the generating function as
zdegexDz− deg = exzD. (2.21)
3 H-module vertex algebras and contragredient duals
In characteristic 0, a theory of contragredient modules for vertex operator algebras was established
in [FHL] and it was also extended for what were therein called quasi vertex operator algebras. The
notion of quasi vertex operator algebra generalizes the notion of vertex operator algebra in the
way that a natural module structure on every vertex operator algebra for the Virasoro algebra is
reduced to a suitable module structure for Lie algebra sl2 on every quasi vertex operator algebra.
In this section, we shall study Frenkel-Huang-Lepowsky’s theory in characteristic p.
We begin to introduce a bialgebra H. Consider the 3-dimensional simple Lie algebra sl2 over
C with a basis {L−1, L0, L1} such that
[L1, L−1] = 2L0, [L0, L±1] = ∓L±1.
The universal enveloping algebra U(sl2) is naturally a Hopf algebra, especially a bialgebra over C.
View U(sl2) as a Z-graded algebra with
degL±1 = ∓1, degL0 = 0. (3.1)
Note that the following relations hold in U(sl2) (see [FHL]):
zL0exL±1 = exz
∓1L±1zL0 , (3.2)
exL1ezL−1 = e(1−xz)
−1zL−1(1− xz)−2L0e(1−xz)
−1xL1 . (3.3)
For n ∈ N, set
L
(n)
±1 =
Ln±1
n!
, L
(n)
0 =
(
−2L0
n
)
=
(−2L0)(−2L0 − 1) · · · (−2L0 − n+ 1)
n!
(3.4)
in U(sl2). Denote by U(sl2)Z the Z-span in U(sl2) of elements
L
(i)
−1L
(j)
0 L
(k)
1 (3.5)
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for i, j, k ∈ N. Note that U(sl2)Z is also the subring generated by L
(n)
±1 , L
(n)
0 for n ∈ N. According
to a theorem of Kostant (cf. [H]), U(sl2)Z is an integral form of U(sl2) viewed as a Hopf algebra.
The following relations hold in U(sl2)Z for m,n ∈ N:
L
(m)
0 L
(n)
0 =
m∑
j=0
(
m
j
)(
n + j
m
)
L
(n+j)
0 , (3.6)
L
(m)
±1 L
(n)
±1 =
(
m+ n
m
)
L
(m+n)
±1 , (3.7)
L
(m)
0 L
(n)
±1 = L
(n)
±1
(
−2L0 ± 2n
m
)
=
m∑
i=0
(
±2n
i
)
L
(n)
±1L
(m−i)
0 , (3.8)
L
(m)
1 L
(n)
−1 =
min(m,n)∑
i=0
i∑
j=0
(
−m− n+ 2i
j
)
(−1)iL
(n−i)
−1 L
(i−j)
0 L
(m−i)
1 , (3.9)
L
(m)
±1 L
(n)
0 =
n∑
i=0
(
−2m
i
)
L
(n−i)
0 L
(m)
±1 .
For the coalgebra structure of H, we have
ε(L
(n)
±1 ) = δn,0, ε(L
(n)
0 ) = δn,0, (3.10)
∆(L
(n)
±1 ) =
n∑
i=0
L
(n−i)
±1 ⊗ L
(i)
±1, ∆(L
(n)
0 ) =
n∑
i=0
L
(n−i)
0 ⊗ L
(i)
0 (3.11)
for n ∈ N, noticing that
∆
(
−2L0
n
)
=
(
−2L0 ⊗ 1− 1⊗ 2L0
n
)
=
n∑
i=0
(
−2L0 ⊗ 1
n− i
)(
−1 ⊗ 2L0
i
)
. (3.12)
Now, we define
H = F⊗Z U(sl2)Z, (3.13)
which is a Hopf algebra over F. It follows that the elements in (3.5) give rise to a basis of H and
the bialgebra structure is given by (3.6–3.9), (3.10), and (3.11).
In fact, one can show that H is isomorphic to the associative algebra with generators
L
(n)
−1 , L
(n)
0 , L
(n)
1 (n ∈ N),
subject to the relations above and the following relation
L
(0)
−1 = L
(0)
1 = L
(0)
0 = 1, (3.14)
Remark 3.1. Note that Lie algebra sl2 admits an order-2 automorphism σ given by
σ(L±1) = L∓1, σ(L0) = −L0. (3.15)
This naturally gives rise to an automorphism of H, which is also denoted by σ, such that
σ(L
(n)
±1 ) = L
(n)
∓1 , σ(L
(n)
0 ) = (−1)
n
n∑
i=0
(
n− 1
i
)
L
(n−i)
0 (3.16)
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for n ∈ N. On the other hand, Lie algebra sl2 admits an anti-automorphism θ given by
θ(L±1) = L∓1, θ(L0) = L0.
It then follows that H admits an anti-automorphism also denoted by θ such that
θ(L
(n)
±1 ) = L
(n)
∓1 , θ(L
(n)
0 ) = L
(n)
0 for n ∈ N. (3.17)
Set
H0 =
∑
n∈N
FL
(n)
0 , H± =
∑
n∈N
FL
(n)
±1 . (3.18)
These are subalgebras of H and in fact, {L
(n)
0 | n ∈ N} is a basis of H0, {L
(r)
±1 | r ∈ N} is a basis
of H±. Both H+ and H− are isomorphic to the bialgebra B and we have H = H+ ⊗H0 ⊗H−.
Note that H is a Z-graded algebra with
degL
(n)
±1 = ∓n, degL
(n)
0 = 0 for n ∈ N. (3.19)
We then define the notion of Z-graded H-module in the obvious way. Furthermore, we have:
Definition 3.2. A Z-graded weight H-module is a Z-graded H-module W =
⊕
n∈ZWn on which
L
(r)
0 acts as
(
−2 deg
r
)
for r ∈ N, i.e.,
L
(r)
0 |Wn =
(
−2n
r
)
for r ∈ N, n ∈ Z. (3.20)
Remark 3.3. Let W be a Z-graded weight H-module. Then we have
(1 + z)−2 degw =
∑
i≥0
(
−2 deg
i
)
wzi =
∑
i≥0
L
(i)
0 wz
i (3.21)
for w ∈ W .
Example 3.4. Consider F[x, x−1] as a Z-graded algebra with deg xm = −m for m ∈ Z. Then
F[x, x−1] is a Z-graded weight H-module algebra with
L
(r)
−1 · x
m = (−1)r
(
m
r
)
xm−r, L
(r)
1 · x
m =
(
−m
r
)
xm+r, L
(r)
0 · x
m =
(
2m
r
)
xm (3.22)
for r ∈ N.
Set
ezL1 =
∑
n∈N
znL
(n)
1 ∈ H+[[z]].
We have
ezL1exL1 = e(z+x)L1 and ezL1e−zL1 = 1. (3.23)
Note that we have
zdegL
(r)
1 z
− deg = z−rL
(r)
1 (3.24)
on every Z-graded H-module for r ∈ N, which amounts to
zdegexL1z− deg = ez
−1xL1 . (3.25)
By (3.2) and (3.3), we have:
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Lemma 3.5. Let W be a Z-graded weight H-module. Then the following relations hold on W :
ezL1ez0L−1 = e(1−zz0)
−1z0L−1(1− zz0)
−2dege(1−zz0)
−1zL1
= e(1−zz0)
−1z0L−1ez(1−zz0)L1(1− zz0)
−2 deg, (3.26)
(1− zz0)
−2deg = e−z(1−zz0)L1e−(1−zz0)
−1z0L−1ezL1ez0L−1 . (3.27)
Remark 3.6. Recall that for a general bialgebra B, a B-module algebra is an associative unital
algebra A which is also a B-module satisfying the condition
b · 1A = ε(b)1A, b(aa
′) =
∑
(b(1)a)(b(2)a′)
for b ∈ B, a, a′ ∈ A, where ∆(b) =
∑
b(1) ⊗ b(2) in the Sweedler notation.
The following is a vertex algebra analogue (recalling that B (≃ H−) is a subalgebra of H):
Definition 3.7. An H-module vertex algebra is a Z-graded vertex algebra V which is also a
Z-graded weight H-module (with the natural B-module action) satisfying the following conditions:
(i) Vn = 0 for n sufficiently negative.
(ii) L
(n)
1 1 = ε(L
(n)
1 )1 = δn,01 for n ∈ N.
(iii) For v ∈ V ,
ezL1Y (v, z0)e
−zL1 = Y
(
ez(1−zz0)L1(1− zz0)
−2degv, z0/(1− zz0)
)
. (3.28)
Remark 3.8. Let V be an H-module vertex algebra. As V is a Z-graded vertex algebra, we have
L
(n)
−11 = δn,01, L
(n)
0 1 = δn,01 for n ∈ N. Then b1 = ε(b)1 for b ∈ {L
(n)
1 , L
(n)
−1 , L
(n)
0 | n ∈ N}. Since
H as an algebra is generated by this subset, it follows that b1 = ε(b)1 for all b ∈ H.
Let V be an H-module vertex algebra and let W =
⊕
n∈ZWn be a Z-graded V -module which
is lower truncated in the sense that Wn = 0 for n sufficiently negative. Just as in [FHL], set
W ′ =
⊕
n∈Z
W ∗n ,
which is called the restricted dual of W . Define a linear map
Y ′(v, z) : V → (EndW ′)[[z, z−1]]
v 7→ Y ′(v, z) =
∑
n∈Z
v′nz
−n−1
by
〈Y ′(v, z)w′, w〉 = 〈w′, Y (ezL1(−z−2)degv, z−1)w〉 (3.29)
for v ∈ V , w′ ∈ W ′ and w ∈ W .
The following results of [FHL] (Propositions 5.3.1 and 5.3.2) are also valid here (with the same
proof):
Proposition 3.9. Let V be an H-module vertex algebra and let W be a lower truncated Z-graded
module for V as a vertex algebra. Then W ′ is a lower truncated Z-graded V -module.
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Proposition 3.10. Let V be an H-module vertex algebra and let W be a lower truncated Z-graded
V -module. Then W is a V -submodule of (W ′)′. Furthermore, if dimWn <∞ for all n ∈ Z, then
W ∼= (W ′)′. In this case, W is irreducible if and only if W ′ is irreducible.
On the other hand, we have ([L, Proposition 2.8]; cf. [FHL]):
Lemma 3.11. Let V be an H-module vertex algebra and let W be a lower truncated irreducible
Z-graded V -module such that dimWm <∞ for all m ∈ Z. Then any nondegenerate bilinear form
(·, ·) on W , satisfying the condition that
(Wm,Wn) = 0 for m,n ∈ Z with m 6= n, (3.30)
(YW (v, z)w1, w2) = (w1, YW (e
zL1(−z−2)degv, z−1)w2) for v ∈ V, w1, w2 ∈ W, (3.31)
is either symmetric or skew-symmetric.
Definition 3.12. Let V be an H-module vertex algebra. A (V,H)-module is a Z-graded weight
H-module W =
⊕
n∈ZWn which is also a Z-graded V -module, satisfying
ezL−1YW (v, x)e
−zL−1 = YW (e
zL−1v, x), (3.32)
ezL1YW (v, z0)e
−zL1 = YW
(
ez(1−zz0)L1(1− zz0)
−2 degv, z0/(1− zz0)
)
(3.33)
for v ∈ V .
It is clear that an H-module vertex algebra V itself is a (V,H)-module.
Lemma 3.13. Let V be an H-module vertex algebra and let W be a (V,H)-module. Then for
every f ∈ Hom(V,H)(V,W ), we have f(Vn) ⊂Wn for n ∈ Z.
Proof. Suppose f ∈ Hom(V,H)(V,W ). Let v ∈ Vn with n ∈ Z. Using (3.27) we get
(1− zz0)
−2 degf(v) = e−z(1−zz0)L1e−(1−zz0)
−1z0L−1ezL1ez0L−1f(v)
= f(e−z(1−zz0)L1e−(1−zz0)
−1z0L−1ezL1ez0L−1v)
= f((1− zz0)
−2 degv)
= (1− zz0)
−2nf(v),
which implies f(v) ∈ Wn by Remark 2.8. Thus f(Vn) ⊂Wn for all n ∈ Z.
In the following, we shall prove that if W is a lower truncated (V,H)-module, then W ′ is a
(V,H)-module. Recall from Remark 3.1 the anti-automorphism θ of H. For any H-module W , we
define an H-module structure on W ∗ by
〈af, w〉 = 〈f, θ(a)w〉
for a ∈ H, f ∈ W ∗, w ∈ W . We have:
Lemma 3.14. Let V be an H-module vertex algebra and let (W,YW ) be a lower truncated (V,H)-
module. Then W ′ is an H-submodule of W ∗ and furthermore, W ′ is a (V,H)-module.
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Proof. Since W is a lower truncated Z-graded V -module, it follows from Proposition 3.9 that W ′
is a Z-graded V -module. On the other hand, as W is an H-module, W ∗ is an H-module. It can
be readily seen that W ′ is an H-submodule of W ∗. In particular, W ′ is an H-module. It is clear
that W ′ is a Z-graded H-module.
Let w′ ∈ W ′, a ∈ V, w ∈ W . Using (2.10) and (3.26), we have
〈Y ′W (e
xL−1a, z)w′, w〉 = 〈Y ′W (a, z + x)w
′, w〉
= 〈w′, YW (e
(z+x)L1(z + x)−2 deg(−1)dega, (z + x)−1)w〉.
On the other hand, using (3.28) and (3.25) we get
〈exL−1Y ′W (a, z)e
−xL−1w′, w〉
= 〈w′, e−xL1YW (e
zL1(−z−2)dega, z−1)exL1w〉
= 〈w′, YW (e
−x(1+z−1x)L1(1 + z−1x)−2 degezL1(−z−2)dega, z−1(1 + z−1x)−1)w〉
= 〈w′, YW (e
−x(1+z−1x)L1e(1+z
−1x)2zL1(1 + z−1x)−2 deg(−z−2)dega, (z + x)−1)w〉
= 〈w′, YW (e
(z+x)L1(z + x)−2 deg(−1)dega, (z + x)−1)w〉.
Consequently, Y ′W (e
xL−1a, z) = exL−1Y ′W (a, z)e
−xL−1 on W ′. Using (3.25), we have
〈Y ′W
(
ez(1−zz0)L1(1− zz0)
−2 dega, z0/(1− zz0)
)
w′, w〉
= 〈w′, YW
(
e(1−zz0)
−1z0L1(−(1 − zz0)
2z−20 )
degez(1−zz0)L1(1− zz0)
−2 dega, z−10 (1− zz0)
)
w〉
= 〈w′, YW
(
e(1−zz0)
−1z0L1e−(1−zz0)
−1z20zL1(−(1− zz0)
2z−20 )
deg(1− zz0)
−2dega, z−10 − z)
)
w〉
= 〈w′, YW
(
ez0L1(−z−20 )
dega, z−10 − z
)
w〉.
On the other hand, using (2.10), we get
〈ezL1Y ′W (a, z0)e
−zL1w′, w〉 = 〈w′, e−zL−1YW (e
z0L1(−z−20 )
dega, z−10 )e
zL−1w〉
= 〈w′, YW (e
z0L1(−z−20 )
dega, z−10 − z)w〉.
Thus (3.33) holds. Therefore, W ′ is a (V,H)-module.
4 Invariant bilinear forms on H-module vertex algebras
In this section, we study invariant bilinear forms on H-module vertex algebras. The main goal is
to establish suitable modular analogues of the main results in characteristic 0 (see [L]).
Definition 4.1. Let V be an H-module vertex algebra and let W be a lower truncated (V,H)-
module. A bilinear form (·, ·) on W is said to be invariant if
(Y (v, z)w,w′) = (w, Y (ezL1(−z−2)degv, z−1)w′), (4.1)
(aw,w′) = (w, θ(a)w′) (4.2)
for a ∈ H, v ∈ V, w, w′ ∈ W .
Remark 4.2. Note that since H as an algebra is generated by L
(n)
1 and L
(n)
−1 for n ∈ N, the
condition (4.2) in Definition 4.1 is equivalent to the following condition:
(exL±1w,w′) = (w, exL∓1w′) (4.3)
for w,w′ ∈ W .
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Lemma 4.3. Let V be an H-module vertex algebra and let W be a lower truncated (V,H)-module.
Assume that (·, ·) is an invariant bilinear form on W . Then (Wm,Wn) = 0 for m,n ∈ Z with
m 6= n.
Proof. Suppose that (u, v) 6= 0 for some u ∈ Wm, v ∈ Wn with m,n ∈ Z. Using invariance, we
have
(1− x)−2 deg u(u, v) = ((1− x)−2 degu, v) = (u, (1− x)−2 degv) = (1− x)−2 deg v(u, v),
recalling (3.21). As (u, v) 6= 0, we have (1− x)−2m = (1− x)−2n in F((x)), which implies m = n in
Z. Therefore, we have (Vm, Vn) = 0 for m,n ∈ Z with m 6= n.
Proposition 5.3.6 of [FHL] is still valid here (which follows from the same proof).
Proposition 4.4. Every invariant bilinear form on an H-module vertex algebra is symmetric.
We also have the following slightly different result (cf. Lemma 4.3):
Lemma 4.5. Let V be an H-module vertex algebra such that Vn = 0 for n < 0. Suppose that
(·, ·) is a bilinear form on V such that invariance (4.1) holds and (Vm, Vn) = 0 for m,n ∈ Z with
m 6= n. Then (·, ·) is symmetric.
Proof. Let a ∈ V0. Since L
(i)
1 Vn ⊂ Vn−i for i ∈ N, n ∈ Z, we have L
(i)
1 a = 0 for i ≥ 1. Hence
(Y (a, x)1, 1) = (1, Y (exL1(−x−2)dega, x−1)1) = (1, Y (a, x−1)1).
Extracting the constant terms from both sides we get (a, 1) = (1, a). As (1, Vn) = 0 = (Vn, 1) for
n 6= 0, we get (v, 1) = (1, v) for all v ∈ V . Therefore, for u, v ∈ V , we have
(u, v) = Resx x
−1(Y (u, x)1, v)
= Resx x
−1(1, Y (exL1(−x−2)degu, x−1)v)
= Resx x
−1(Y (exL1(−x−2)degu, x−1)v, 1)
= Resx x
−1(v, Y (u, x)1)
= (v, u),
as desired.
Notice that if V =
⊕
n∈Z Vn is a Z-graded vector space, then a bilinear form (·, ·) on V such
that (Vm, Vn) = 0 for m,n ∈ Z with m 6= n amounts to a grading-preserving linear map from V to
V ′. With this identification, we have the following result (cf. [L]):
Proposition 4.6. Let V be an H-module vertex algebra. Then the space of invariant bilinear
forms on V is canonically isomorphic to Hom(V,H)(V, V
′).
Proof. Let B(·, ·) be a bilinear form on V . Define ΨB : V → V
′ by ΨB(v)(u) = B(v, u) for u, v ∈ V .
Then B(·, ·) satisfies invariance (4.1) if and only if ΨB ∈ HomV (V, V
′). For a ∈ H, u, v ∈ V , we
have
ΨB(av)(u) = B(av, u) = B(v, θ(a)u) = 〈ΨB(v), θ(a)u〉 = 〈aΨB(v), u〉 = aΨB(v)(u).
This proves ΨB ∈ Hom(V,H)(V, V
′).
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On the other hand, let f ∈ Hom(V,H)(V, V
′). Define a bilinear form (·, ·)f on V by (u, v)f =
〈f(u), v〉 for u, v ∈ V . Then
(Y (u, z)v, w)f = 〈fY (u, z)v, w〉 = 〈Y (u, z)f(v), w〉 = 〈f(v), Y (e
zL1(−z−2)degu, z−1)w〉
= (v, Y (ezL1(−z−2)degu, z−1)w)f .
Furthermore, we have
(au, v)f = 〈f(au), v〉 = 〈af(u), v〉 = 〈f(u), θ(a)v〉 = (u, θ(a)v)f
for a ∈ H. Therefore (·, ·)f is an invariant bilinear form. This concludes the proof.
Furthermore, we have:
Proposition 4.7. Let V be an H-module vertex algebra and let W be a (V,H)-module. Set
WH = {w ∈ W | L
(n)
1 w = 0 = L
(n)
−1w for n ≥ 1}. (4.4)
Then the assignment f 7→ f(1) is a linear isomorphism from Hom(V,H)(V,W ) onto W
H. Further-
more, we have WH ⊂W0.
Proof. It is clear that 1 ∈ V H. Then f(1) ∈ WH for f ∈ Hom(V,H)(V,W ). Thus the assignment
f 7→ f(1) is a map from Hom(V,H)(V,W ) to W
H, which is denoted by φ. Clearly, φ is linear.
If f ∈ ker φ, then f(v) = f(v−11) = v−1f(1) = v−1φ(f) = 0 for every v ∈ V , which implies
f = 0. Thus φ is injective. On the other hand, let w ∈ WH. By Lemma 2.5, we have a V -
module homomorphism f from V to W with f(v) = v−1w for v ∈ V . In particular, f(1) = w.
Furthermore, by Lemma 2.6,
f(exL−1v) = exL−1f(v) for v ∈ V.
On the other hand, for v ∈ V , we have
f(exL1v) = Resz z
−1f(exL1Y (v, z)1) = Resz z
−1f(exL1Y (v, z)e−xL11)
= Resz z
−1f(Y (ex(1−xz)L1(1− xz)−2 degv, (1− xz)−1z)1)
= Resz z
−1YW (e
x(1−xz)L1(1− xz)−2 degv, (1− xz)−1z)f(1)
= Resz z
−1exL1YW (v, z)e
−xL1w
= Resz z
−1exL1YW (v, z)w
= exL1v−1w
= exL1f(v).
Thus f ∈ Hom(V,H)(V,W ). This proves that φ is surjective. Therefore, φ is a linear isomorphism.
For the second assertion, let w ∈ WH. Using (3.27) we have
(1− zz0)
−2 degw = e−z(1−zz0)L1e−(1−zz0)
−1z0L−1ezL1ez0L−1w = w,
which implies −2(degw) = 0. That is, w ∈ W0. Thus W
H ⊂W0.
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Remark 4.8. Let V be an H-module vertex algebra and let W be a (V,H)-module. For w ∈ W ,
from definition, w ∈ WH if and only if L
(n)
±1w = ε(L
(n)
±1)w for n ∈ N. (Recall that ε is the counit
map of H.) As H is generated by L
(n)
±1 for n ∈ N, we have aw = ε(a)w for a ∈ H. Thus
WH = {w ∈ W | aw = ε(a)w for a ∈ H}.
Let V be an H-module vertex algebra. Set
L+1 V =
∑
n≥1
L
(n)
1 V, L
+
−1V =
∑
n≥1
L
(n)
−1V. (4.5)
Since L
(n)
1 and L
(n)
−1 for n ∈ Z+ are homogeneous operators, L
+
1 V and L
+
−1V are Z-graded subspaces
of V . We have (L
(n)
1 V )0 = L
(n)
1 Vn and (L
(n)
−1V )0 = L
(n)
−1V−n for n ∈ Z+.
Here, we have:
Lemma 4.9. Let V be an H-module vertex algebra. Then (L+−1V )0 ⊂ (L
+
1 V )0.
Proof. First, we use induction on positive integer t to show that
L
(kpt+i)
−1 V−kpt−i ⊂ L
(kpt+pt)
−1 V−kpt−pt + (L
+
1 V )0 (4.6)
for k ∈ N, 1 ≤ i ≤ pt. Recall that
L
(m)
1 L
(n)
−1 =
min(m,n)∑
i=0
(−1)iL
(n−i)
−1
(
−2 deg−m− n + 2i
i
)
L
(m−i)
1
for m,n ∈ N. In particular, we have
L
(1)
1 L
(n+1)
−1 v = L
(n+1)
−1 L
(1)
1 v − nL
(n)
−1v
for v ∈ V−n with n ∈ N. From this we get
L
(n)
−1V−n ⊂ L
(n+1)
−1 V−n−1 + L
(1)
1 V1 (4.7)
if p ∤ n, noticing that L
(n+1)
−1 V−n ⊂ V1. Using this relation (repeatedly), we obtain
L
(kp+i)
−1 V−kp−i ⊂ L
(kp+p)
−1 V−kp−p + L
(1)
1 V1 (4.8)
for k ∈ N, 1 ≤ i ≤ p. This shows that (4.6) holds for t = 1.
Now, assume that t ≥ 2 and (4.6) holds. For any k ∈ N and for any v ∈ V−kpt, we have
L
(pt)
1 L
(kpt+pt)
−1 v =
pt∑
i=0
(−1)iL
(kpt+pt−i)
−1
(
−2 deg−kpt − 2pt + 2i
i
)
L
(pt−i)
1 v
= −
(
kpt
pt
)
L
(kpt)
−1 v +
pt−1∑
i=0
(−1)iL
(kpt+pt−i)
−1
(
−2 deg−(k + 2)pt + 2i
i
)
L
(pt−i)
1 v
= −
(
kpt
pt
)
L
(kpt)
−1 v +
pt∑
i=1
(−1)p
t−iL
(kpt+i)
−1
(
−2 deg−kpt − 2i
pt − i
)
L
(i)
1 v.
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Note that by Lucas’ theorem,
(
kpt
pt
)
6≡ 0 (mod p) if p ∤ k. Using this and induction hypothesis
(4.6), we get
L
(kpt)
−1 V−kpt ⊂
pt∑
i=1
L
(kpt+i)
−1 V−kpt−i + (L
+
1 V )0 ⊂ L
((k+1)pt)
−1 V−(k+1)pt + (L
+
1 V )0 (4.9)
for any k ∈ N with p ∤ k.
Now, let k ∈ N and 1 ≤ i ≤ pt+1 − 1. Then i = i′ + jpt for some integers i′ and j such that
1 ≤ i′ ≤ pt, 0 ≤ j ≤ p− 1. Using induction hypothesis (4.6) and using (4.9) repeatedly, we get
L
(kpt+1+i)
−1 V−kpt+1−i = L
((kp+j)pt+i′)
−1 V−(kp+j)pt−i′ ⊂ L
((kp+j+1)pt)
−1 V−(kp+j+1)pt + (L
+
1 V )0
⊂ L
(kpt+1+pt+1)
−1 V−kpt+1−pt+1 + (L
+
1 V )0.
This completes the induction, proving (4.6).
Notice that (4.6) implies that for any n ≥ 1, L
(n)
−1V−n ⊂ L
(pt)
−1 V−pt + (L
+
1 V )0 for any positive
integer t such that n ≤ pt. As V is locally truncated, there exists a positive integer t such that
V−m = 0 for all m ≥ p
t. Then we get
(L+−1V )0 =
∑
n≥1
L
(n)
−1V−n =
pt∑
n=1
L
(n)
−1V−n ⊂ L
(pt)
−1 V−pt + (L
+
1 V )0 = (L
+
1 V )0,
as desired.
As the main result of this section, we have (cf. [L]):
Theorem 4.10. Let V be an H-module vertex algebra. Then the space of all (symmetric) invariant
bilinear forms on V is linearly isomorphic to the dual space of V0/(L
+
1 V )0.
Proof. In view of Propositions 4.6 and 4.7, the space of all symmetric invariant bilinear forms on
V is linearly isomorphic to the subspace (V ′)H of V ′. It then remains to show that (V ′)H is linearly
isomorphic to the dual space of V0/(L
+
1 V )0.
Let Φ denote the composition of the natural quotient map of V0 onto V0/(L
+
1 V )0 with the
projection map of V onto V0:
Φ : V → V0 → V0/(L
+
1 V )0.
The dual Φ∗ of Φ is an injective map from (V0/(L
+
1 V )0)
∗ to V ′ ⊂ V ∗. We claim
(V ′)H = Φ∗((V0/(L
+
1 V )0)
∗). (4.10)
Let v′ ∈ (V ′)H. Then L
(n)
−1v
′ = 0 for n ≥ 1 and v′ ∈ (V ′)0 by Lemma 4.7. Hence, 〈v
′, Vm〉 = 0 for
m 6= 0 and 〈v′, L
(n)
1 V 〉 = 0 for n ≥ 1. Thus v
′ ∈ Φ∗((V0/(L
+
1 V )0)
∗).
On the other hand, let f ∈ (V0/(L
+
1 V )0)
∗. Then we have 〈Φ∗(f), Vm〉 = 0 for m 6= 0 and
〈Φ∗(f), (L+1 V )0〉 = 0, which imply that 〈Φ
∗(f), L+1 V 〉 = 0. In view of Lemma 4.9, we have
〈Φ∗(f), L+1 V +L
+
−1V 〉 = 0. It follows that 〈L
(n)
−1Φ
∗(f), v〉 = 〈Φ∗(f), L
(n)
1 v〉 = 0 and 〈L
(n)
1 Φ
∗(f), v〉 =
〈Φ∗(f), L
(n)
−1v〉 = 0 for n ≥ 1 and v ∈ V . Thus L
(n)
−1Φ
∗(f) = 0 = L
(n)
1 Φ
∗(f) for n ≥ 1. This proves
Φ∗(f) ∈ (V ′)H.
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Notice that if (·, ·) is a (symmetric) invariant bilinear form on an H-module vertex algebra V ,
then the kernel of (·, ·) is a (V,H)-submodule of V , in particular, an ideal of V . As an immediate
consequence of Theorem 4.10, we have:
Corollary 4.11. Suppose that V is an H-module vertex algebra such that Vn = 0 for n < 0 and
V0 = F1 and such that L
(n)
1 Vn = 0 for n ≥ 1. Then the space of invariant bilinear forms on V is
one-dimensional and there exists a symmetric invariant bilinear form (·, ·) on V with (1, 1) = 1.
Furthermore, if V is simple, there exists a non-degenerate symmetric invariant bilinear form (·, ·)
on V , which is uniquely determined by (1, 1) = 1.
Assume that V =
⊕
n∈Z Vn is an H-module vertex algebra such that Vn = 0 for n < 0 and
V0 = F1. Notice that for every proper graded V -submodule U of V , we have U ∩V0 = 0. Let J be
the sum of all proper graded V -submodules of V . Then J is the (unique) maximal proper graded
V -submodule of V and we have J ∩ V0 = 0.
Lemma 4.12. Suppose that V =
⊕
n∈Z Vn is an H-module vertex algebra such that Vn = 0 for
n < 0 and V0 = F1. Then the maximal proper graded V -submodule J of V is an ideal of V . If in
addition we assume L
(n)
1 Vn = 0 for all n ≥ 1, then J is also an H-submodule of V .
Proof. Denote by L−1J the linear span of L
(n)
−1J for n ∈ N. As L
(n)
−1Vm ⊂ Vm+n for n,m ∈ N, we
have L−1J ∩ V0 = 0. Note that for v ∈ V, w ∈ J , we have
Y (v, x)ezL−1w = ezL−1Y (e−zL−1v, x)w.
It follows that L−1J is a graded V -submodule of V . From the definition of J , we have L−1J ⊂ J .
Then J is an ideal of V . Furthermore, assume L
(n)
1 Vn = 0 for all n ≥ 1. Let L1J be the linear
span of L
(n)
1 J for n ∈ N. It is clear that L1J is graded with L1J ∩ V0 = 0. As
Y (v, x)ezL1w = ezL1Y
(
e−z(1+zx)L1(1 + zx)−2 degv,
x
1 + zx
)
w
for v ∈ V, w ∈ J , L1J is a V -submodule of V . Thus L1J ⊂ J . This shows that J is an H-
submodule of V . Consequently, V/J is an H-module vertex algebra and it is a simple graded
V -module.
At the end of this section, we prove a technical result which will be used in the next section.
Lemma 4.13. Let V be a Z-graded vertex algebra which is also an H-module such that
L
(n)
−1 = D
(n), L
(n)
0 =
(
−2 deg
n
)
on V for n ∈ N. Assume
ezL1Y (a, z0)e
−zL1 = Y
(
ez(1−zz0)L1(1− zz0)
−2 dega, z0/(1− zz0)
)
(4.11)
for all a ∈ T , where T is a generating subset of V . Then V is an H-module vertex algebra.
Proof. Let U consist of vectors a ∈ V such that (4.11) holds. It suffices to show V = U . It is clear
that 1 ∈ U and we have T ⊂ U from assumption. Then it suffices to prove that U is a vertex
subalgebra. Set
Φ(x, z) = ex(1−xz)L1(1− xz)−2 deg.
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For a ∈ U , as zdegY (a, z0)z
− deg = Y (zdega, zz0), we have that
Φ(x, x2)Y (a, x0) = Y
(
Φ(x, x2 + x0)a,
x0
(1− xx2)(1− x(x2 + x0))
)
Φ(x, x2). (4.12)
Let u, v ∈ U . Using Jacobi identity, (3.23), (4.11) and δ-function properties, we have
x−12 δ
(
x1 − x0
x2
)
exL1Y (Y (u, x0)v, x2)e
−xL1
= x−10 δ
(
x1 − x2
x0
)
exL1Y (u, x1)Y (v, x2)e
−xL1 − x−10 δ
(
x2 − x1
−x0
)
exL1Y (v, x2)Y (u, x1)e
−xL1
= x−10 δ
(
x1 − x2
x0
)
Y
(
Φ(x, x1)u, x1/(1− xx1)
)
Y
(
Φ(x, x2)v, x2/(1− xx2)
)
− x−10 δ
(
x2 − x1
−x0
)
Y
(
Φ(x, x2)v, x2/(1− xx2)
)
Y
(
Φ(x, x1)u, x1/(1− xx1)
)
= x−10 δ
( x1
1−xx1
− x2
1−xx2
x0
(1−xx1)(1−xx2)
)
Y
(
Φ(x, x1)u, x1/(1− xx1)
)
Y
(
Φ(x, x2)v, x2/(1− xx2)
)
− x−10 δ
( x2
1−xx2
− x1
1−xx1
− x0
(1−xx1)(1−xx2)
)
Y
(
Φ(x, x2)v, x2/(1− xx2)
)
Y
(
Φ(x, x1)u, x1/(1− xx1)
)
= (1− xx1)
−1(1− xx2)
−1
(
x0
(1− xx1)(1− xx2)
)−1
δ
( x1
1−xx1
− x2
1−xx2
x0
(1−xx1)(1−xx2)
)
×
Y
(
Φ(x, x1)u, x1/(1− xx1)
)
Y
(
Φ(x, x2)v, x2/(1− xx2)
)
− (1− xx1)
−1(1− xx2)
−1
(
x0
(1− xx1)(1− xx2)
)−1
δ
( x2
1−xx2
− x1
1−xx1
− x0
(1−xx1)(1−xx2)
)
×
Y
(
Φ(x, x2)v, x2/(1− xx2)
)
Y
(
Φ(x, x1)u, x1/(1− xx1)
)
= (1− xx1)
−1(1− xx2)
−11− xx2
x2
δ
( x1
1−xx1
− x0
(1−xx1)(1−xx2)
x2
1−xx2
)
×
Y (Y
(
Φ(x, x1)u, x0/(1− xx1)(1− xx2)
)
Φ(x, x2)v, x2/(1− xx2)
)
= (1− xx1)
−1(1− xx2)
−1
((
x0
(1− xx1)(1− xx2)
)−1
δ
( x1
1−xx1
− x2
1−xx2
x0
(1−xx1)(1−xx2)
)
−
(
x0
(1− xx1)(1− xx2)
)−1
δ
( x2
1−xx2
− x1
1−xx1
−x0
(1−xx1)(1−xx2)
))
×
Y (Y
(
Φ(x, x1)u, x0/(1− xx1)(1− xx2)
)
Φ(x, x2)v, x2/(1− xx2)
)
= (1− xx1)
−1(1− xx2)
−1
((
x0
(1− xx1)(1− xx2)
)−1
δ
(
x1 − x2
x0
)
−
(
x0
(1− xx1)(1− xx2)
)−1
δ
(
x2 − x1
−x0
))
×
Y (Y
(
Φ(x, x1)u, x0/(1− xx1)(1− xx2)
)
Φ(x, x2)v, x2/(1− xx2)
)
=
(
x−10 δ
(
x1 − x2
x0
)
− x−10 δ
(
x2 − x1
−x0
))
×
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Y (Y
(
Φ(x, x1)u, x0/(1− xx1)(1− xx2)
)
Φ(x, x2)v, x2/(1− xx2)
)
= x−12 δ
(
x1 − x0
x2
)
Y (Y
(
Φ(x, x1)u, x0/(1− xx1)(1− xx2)
)
Φ(x, x2)v, x2/(1− xx2)
)
.
On the other hand, using (2.19), (4.12) and δ-function properties, we have
x−12 δ
(
x1 − x0
x2
)
Y
(
ex(1−xx2)L1(1− xx2)
−2degY (u, x0)v,
x2
1− xx2
)
= x−12 δ
(
x1 − x0
x2
)
Y
(
Φ(x, x2)Y (u, x0)v,
x2
1− xx2
)
= x−12 δ
(
x1 − x0
x2
)
Y
(
Y
(
Φ(x, x2 + x0)u,
x0
(1− xx2)(1− x(x2 + x0))
)
Φ(x, x2)v,
x2
1− xx2
)
= x−12 δ
(
x1 − x0
x2
)
Y
(
Y
(
Φ(x, x1)u,
x0
(1− xx2)(1− xx1)
)
Φ(x, x2)v,
x2
1− xx2
)
.
It follows that U is closed. Therefore, U is a vertex subalgebra, as desired.
5 Affine vertex algebras and Virasoro vertex algebras
In this section, we restrict ourselves to affine vertex algebras and Virasoro vertex algebras over
field F.
First, we study affine vertex algebras. Let g be a Lie algebra over F equipped with a symmetric
invariant bilinear form 〈·, ·〉 and let gˆ = g⊗ F[t, t−1]⊕ Fk be the associated affine Lie algebra.
Recall that for a bialgebra B, a B-module Lie algebra is a Lie algebra g with a B-module
structure such that
b[u, v] =
∑
[b(1)u, b(2)v] for b ∈ B, u, v ∈ g. (5.1)
Lemma 5.1. The affine Lie algebra gˆ is an H-module Lie algebra with
L
(r)
−1(k) = δr,0k, L
(r)
−1(a⊗ t
n) = (−1)r
(
n
r
)
a⊗ tn−r, (5.2)
L
(r)
1 (k) = δr,0k, L
(r)
1 (a⊗ t
n) =
(
−n
r
)
a⊗ tn+r, (5.3)
L
(r)
0 (k) = δr,0k, L
(r)
0 (a⊗ t
n) =
(
2n
r
)
a⊗ tn (5.4)
for r ∈ N, a ∈ g, n ∈ Z.
Proof. Recall from Example 3.4 that F[x, x−1] is an H-module algebra. From this we see that
gˆ with the defined action becomes an H-module, which is the direct sum of H-modules Fk and
g⊗ F[t, t−1]. Furthermore, for r ∈ N, a, b ∈ g, m,n ∈ Z, we have
L
(r)
1 [a⊗ t
m, b⊗ tn]
= L
(r)
1 ([a, b]⊗ t
m+n) +m〈a, b〉δm+n,0δr,0k
=
(
−m− n
r
)
[a, b]⊗ tm+n+r +m〈a, b〉δm+n,0δr,0k
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=r∑
i=0
(
−m
r − i
)(
−n
i
)(
[a, b]⊗ tm+n+r + (m+ r − i)〈a, b〉δm+n+r,0k
)
=
r∑
i=0
[L
(r−i)
1 (a⊗ t
m), L
(i)
1 (b⊗ t
n)],
noticing that for r = 0,
r∑
i=0
(
−m
r − i
)(
−n
i
)
(m+ r − i) = m
and for r ≥ 1,
δm+n+r,0
r∑
i=0
(
−m
r − i
)(
−n
i
)
(m+ r − i)
= mδm+n+r,0
r∑
i=0
(
−m
r − i
)(
−n
i
)
+
r∑
i=0
(
−m
r − i
)(
−n
i
)
(r − i)
= δm+n+r,0
(
m
(
−m− n
r
)
+
r−1∑
i=0
(
−m
r − i
)(
−n
i
)
(r − i)
)
= δm+n+r,0
(
m
(
−m− n
r
)
−m
(
−m− n− 1
r − 1
))
= 0.
It was proved in [LM] that
L
(r)
−1[a⊗ t
m, b⊗ tn] =
r∑
i=0
[L
(r−i)
−1 (a⊗ t
m), L
(i)
−1(b⊗ t
n)].
Since H as an algebra is generated by L
(n)
±1 for n ∈ N, it follows that gˆ is an H-module Lie
algebra.
For a ∈ g, n ∈ Z, as a common practice we shall alternatively use a(n) for a⊗ tn. Set
a(x) =
∑
n∈Z
a(n)x−n−1 ∈ gˆ[[x, x−1]]. (5.5)
We have
ezL−1(a(x)) = a(x+ z), ezL1(a(x)) = (1− xz)−2a(x(1 − xz)−1). (5.6)
With gˆ an H-module Lie algebra, U(gˆ) is naturally an H-module algebra (cf. [LM]). Let ℓ ∈ F.
Recall the vertex algebra Vgˆ(ℓ, 0), whose underlying space is the gˆ-module U(gˆ)/Jℓ, where Jℓ is the
left ideal generated by g⊗F[t] and k− ℓ. Furthermore, the vacuum vector 1 is 1+ Jℓ and we have
Y (a, x) = a(x) for a ∈ g, (5.7)
where g is considered as a subspace of Vgˆ(ℓ, 0) with a being identified with a(−1)1 for a ∈ g.
Notice that g⊗ F[t] + F(k− ℓ) is an H-submodule of U(gˆ). It follows that Jℓ is an H-submodule.
Then Vgˆ(ℓ, 0) is naturally an H-module (with L
(r)
1 1 = δr,01 and L
(r)
−11 = δr,01 for r ∈ N).
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View gˆ as a Z-graded Lie algebra with
deg k = 0, deg(g⊗ tn) = −n for n ∈ Z,
so that U(gˆ) is a Z-graded algebra. We see that U(gˆ) is a Z-graded H-module. It is clear that Jℓ is
a graded submodule. Consequently, Vgˆ(ℓ, 0) is a Z-graded vertex algebra and a graded H-module.
Furthermore, we have:
Proposition 5.2. Vertex algebra Vgˆ(ℓ, 0) is an H-module vertex algebra.
Proof. Recall that Vgˆ(ℓ, 0) is a Z-graded vertex algebra and a Z-graded H-module. We claim that
L
(n)
−1 = D
(n) and L
(n)
0 =
(
−2 deg
n
)
on Vgˆ(ℓ, 0) for n ∈ N. For a ∈ g, with a(x) viewed as an element
of gˆ[[x, x−1]], we have
ezL−1 ∗ a(x) = a(x+ z), ezL0 ∗ a(x) = (1 + z)−2a(x(1 + z)−2),
where ∗ denotes the H-module action on gˆ. We have
ezL−1a(x)v = (ezL−1 ∗ a(x))ezL−1v = a(x+ z)ezL−1v,
ezDa(x)v = ezDY (a, x)v = Y (a, x+ z)ezDv = a(x+ z)ezDv
for a ∈ g, v ∈ Vgˆ(ℓ, 0). We also have e
xL−11 = 1 = exD1. It then follows that ezL−1 = ezD. Thus
L
(n)
−1 = D
(n) for n ∈ N. Similarly, we can show L
(n)
0 =
(
−2 deg
n
)
.
The conditions (i) and (ii) in Definition 3.7 are clearly satisfied. For a ∈ g, we have
ezL1Y (a, z0)e
−zL1 =
∑
n∈Z
ezL1a(n)e−zL1z−n−10
=
∑
n∈Z
(ezL1 ∗ a(n))z−n−10
=
∑
n∈Z
∑
i∈N
(
−n
i
)
a(n + i)ziz−n−10
=
∑
m∈Z
∑
i∈N
(
−m+ i
i
)
a(m)ziz−m−1+i0
=
∑
m∈Z
∑
i∈N
(−1)i
(
m− 1
i
)
a(m)ziz−m−1+i0
= (1− zz0)
−2Y (a, z0/(1− zz0)).
On the other hand, we have
Y
(
ez(1−zz0)L1(1− zz0)
−2 dega, z0/(1− zz0)
)
= (1− zz0)
−2Y (a, z0/(1− zz0)),
noticing that exL1a = exL1(a−11) = e
xL1(a−1)e
xL11 =
∑
n≥0 x
na−1+n1 = a, and deg a = 1. Thus
ezL1Y (a, z0)e
−zL1 = Y
(
ez(1−zz0)L1(1− zz0)
−2 dega, z0/(1− zz0)
)
. (5.8)
Since g generates Vgˆ(ℓ, 0) as a vertex algebra, it follows from Lemma 4.13 that Vgˆ(ℓ, 0) is an
H-module vertex algebra.
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Furthermore, we have:
Proposition 5.3. We have L
(n)
1 Vgˆ(ℓ, 0)n = 0 for all n ≥ 1. Furthermore, the space of invariant
bilinear forms on Vgˆ(ℓ, 0) is one-dimensional and there exists a symmetric invariant bilinear form
on Vgˆ(ℓ, 0) with (1, 1) = 1.
Proof. In view of Corollary 4.11, it suffices to prove that L
(n)
1 Vgˆ(ℓ, 0)n = 0 for all n ≥ 1. Recall
that for a ∈ g, n, s ∈ N, we have L
(n)
1 (a−s) =
(
s
n
)
an−s. Thus
L
(n)
1 (a−n) = a0 and L
(n)
1 (a−s) = 0 if n > s. (5.9)
Let n ∈ Z+. Assume a
(1), . . . , a(r) ∈ g, s1, . . . , sr ∈ Z+ with s1 + · · ·+ sr = n. Using (5.9) and the
fact that L
(n)
1 1 = 0 and a01 = 0 for all a ∈ g, we get
L
(n)
1 a
(1)
−s1
· · · a
(r)
−sr1 =
∑
n1+···+nr=n
(L
(n1)
1 a
(1)
−s1
) · · · (L
(nr)
1 a
(r)
−sr)1 = a
(1)
0 · · · a
(r)
0 1 = 0.
As
Vgˆ(ℓ, 0)n = spanF{a
(1)
−s1
· · · a
(r)
−sr1 | r ≥ 1, a
(i) ∈ g, si ∈ Z+, s1 + · · ·+ sr = n},
we conclude L
(n)
1 Vgˆ(ℓ, 0)n = 0. This completes the proof.
Note that Vgˆ(ℓ, 0) is N-graded with Vgˆ(ℓ, 0)0 = F1. From Lemma 4.12, there exists a (unique)
maximal graded Vgˆ(ℓ, 0)-submodule J of Vgˆ(ℓ, 0) with 1 /∈ J , which is also the maximal (proper)
graded ideal of Vgˆ(ℓ, 0). Since Vgˆ(ℓ, 0) as a vertex algebra is generated by g, it follows that J
actually is the maximal graded (proper) gˆ-submodule of Vgˆ(ℓ, 0). With Proposition 5.3, by Lemma
4.12 we have that J is an H-submodule of Vgˆ(ℓ, 0). Set
Lgˆ(ℓ, 0) = Vgˆ(ℓ, 0)/J,
which is a simple graded gˆ-module and a simple H-module vertex algebra. Combining Proposition
5.3 with Corollary 4.11, we immediately have:
Corollary 5.4. There exists a non-degenerate symmetric invariant bilinear form (·, ·) on Lgˆ(ℓ, 0),
which is uniquely determined by the condition (1, 1) = 1.
Next, we study the Virasoro vertex algebras over F. As before, let F be a field of a characteristic
p with p 6= 2. The Virasoro algebra Vir over F by definition is the Lie algebra with basis {Ln | n ∈
Z} ∪ {c}, where
[Lm, Ln] = (m− n)Lm+n +
1
2
(
m+ 1
3
)
δm+n,0c (5.10)
for m,n ∈ Z and [c,Vir] = 0.
Let VirC denote the Virasoro Lie algebra over C. Identify sl2 with the Lie subalgebra of VirC
with basis {L±1, L0}. Then VirC is naturally a U(sl2)-module Lie algebra (through the adjoint
action of sl2 on VirC):
L
(r)
−1(c) = δr,0c, L
(r)
1 (c) = δr,0c, L
(r)
0 (c) = δr,0c, (5.11)
L
(r)
−1(Ln) = (−1)
r
(
n+ 1
r
)
Ln−r, L
(r)
1 (Ln) =
(
−n + 1
r
)
Ln+r, L
(r)
0 (Ln) =
(
2n
r
)
Ln (5.12)
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for r ∈ N, n ∈ Z. Denote by VirZ the Z-span of
1
2
c and Ln for n ∈ Z in VirC, which is a Lie
subring. Note that U(sl2)Z preserves VirZ. Then VirZ is a U(sl2)Z-module Lie ring (recall that
U(sl2)Z is a subring of U(sl2)). We have
Vir = F⊗Z VirZ (5.13)
and recall that H = F⊗Z U(sl2)Z. It follows that Vir (over F) is an H-module Lie algebra. Then
U(Vir) is an H-module algebra by [LM, Lemma 3.2].
Let c ∈ F. Recall the vertex algebra VVir(c, 0), whose underlying vector space is the Vir-module
U(Vir)/Jc, where Jc is the left ideal of U(Vir) generated by c− c and Ln for n ≥ −1. Notice that∑
n≥−1 FLn + F(c− c) is an H-submodule of U(Vir). It follows that Jc is an H-submodule. Then
VVir(c, 0) is an H-module. Note that L
(r)
1 1 = δr,01 for r ∈ N. Just as with affine Lie algebra gˆ, Vir
is a Z-graded H-module so that VVir(c, 0) is a Z-graded H-module. Furthermore, we have:
Proposition 5.5. Vertex algebra VVir(c, 0) equipped with the H-module structure becomes an H-
module vertex algebra.
Proof. Recall that VVir(c, 0) is an N-graded vertex algebra. Just as in Proposition 5.2 with affine
vertex algebras, we have L
(n)
−1 = D
(n) and L
(n)
0 =
(
−2deg
n
)
on VVir(c, 0) for n ∈ N. The H-module
structure on VVir(c, 0) satisfies (ii) of Definition 3.7. We then prove (3.28). We have
ezL1Y (ω, z0)e
−zL1 = Y
(
ez(1−zz0)L1(1− zz0)
−2 degω, z0/(1− zz0)
)
,
because
ezL1Y (ω, z0)e
−zL1 =
∑
n∈Z
ezL1Lne
−zL1z−n−20
=
∑
n∈Z
ezL1(Ln)z
−n−2
0
=
∑
n∈Z
∑
i∈N
(
−n+ 1
i
)
Ln+iz
−n−2
0 z
i
=
∑
m∈Z
∑
i∈N
(
−m+ i+ 1
i
)
Lmz
−m−2+i
0 z
i
=
∑
m∈Z
∑
i∈N
(−1)i
(
m− 2
i
)
Lmz
−m−2+i
0 z
i
= (1− zz0)
−4L(z0/(1− zz0))
and
Y
(
ez(1−zz0)L1(1− zz0)
−2degω, z0/(1− zz0)
)
= (1− zz0)
−4Y
(
ω, z0/(1− zz0)
)
= (1− zz0)
−4L(z0/(1− zz0)).
Since ω generates VVir(c, 0) as a vertex algebra, by Lemma 4.13, VVir(c, 0) is an H-module vertex
algebra.
Just as with Vgˆ(ℓ, 0), we have:
Lemma 5.6. For n ≥ 1, we have L
(n)
1 VVir(c, 0)n = 0 .
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Proof. We prove by induction on r that for any ordered r-tuples (n1, . . . , nr), (s1, . . . , sr) ∈ Z
r
+
with n1 + · · ·+ nr = s1 + · · ·+ sr, we have
(L
(n1)
1 L−s1) · · · (L
(nr)
1 L−sr)1 = 0. (5.14)
Recall that for n, s ∈ Z+, we have
L
(n)
1 (L−s) =
(
s+ 1
n
)
Ln−s. (5.15)
In particular, this implies that L
(n)
1 (L−s) = 0 if n > s + 1. For any positive integer n, we have
(L
(n)
1 L−n)1 = (n+ 1)L01 = 0. This establishes the base case.
Now, assume r ≥ 2. Let (n1, . . . , nr), (s1, . . . , sr) ∈ Z
r
+ such that n1 + · · ·+ nr = s1 + · · ·+ sr.
Recall that L
(1)
1 L
(k)
1 = (k + 1)L
(k+1)
1 for k ∈ N. If ni > si + 1 for some 1 ≤ i ≤ r, we have
(L
(ni)
1 L−si) = 0, so that (5.14) holds. It remains to consider the case where ni ≤ si + 1 for all
1 ≤ i ≤ r. Suppose ni = si + 1 for some 1 ≤ i ≤ r. Then (L
(ni)
1 L−si) = L1. Noting that L1 acts as
L
(1)
1 on VVir(c, 0), we have
(L
(n1)
1 L−s1) · · · (L
(nr)
1 L−sr)1
= (L
(n1)
1 L−s1) · · · (L
(ni−1)
1 L−si−1)L1(L
(ni+1)
1 L−si+1) · · · (L
(nr)
1 L−sr)1,
where
L1(L
(ni+1)
1 L−si+1) · · · (L
(nr)
1 L−sr)1
=
r−i−1∑
j=1
(L
(ni+1)
1 L−si+1) · · · (L
(1)
1 L
(ni+j)
1 L−si+j) · · · (L
(nr)
1 L−sr)1
=
r−i−1∑
j=1
(ni+j + 1)(L
(ni+1)
1 L−si+1) · · · (L
(ni+j+1)
1 L−si+j) · · · (L
(nr)
1 L−sr)1.
From induction hypothesis, we have
(L
(n1)
1 L−s1) · · · (L
(ni−1)
1 L−si−1)(L
(ni+1)
1 L−si+1) · · · (L
(ni+j+1)
1 L−si+j) · · · (L
(nr)
1 L−sr)1 = 0
for all 1 ≤ j ≤ r − i − 1. Finally, we are left with the case where ni ≤ si for i = 1, . . . , r. Since
n1 + · · ·+ nr = s1 + · · ·+ sr, we must have ni = si for i = 1, . . . , r. In this case, we also have
(L
(n1)
1 L−s1) · · · (L
(nr)
1 L−sr)1 = (L
(n1)
1 L−n1) · · · (L
(nr)
1 L−nr)1 = (n1 + 1) · · · (nr + 1)L
r
01 = 0.
This completes the induction.
Now, combining Lemma 5.6 with Corollary 4.11, we immediately have:
Corollary 5.7. The space of invariant bilinear forms on VVir(c, 0) is one-dimensional and there
exists a symmetric invariant bilinear form (·, ·), which is uniquely determined by the condition
(1, 1) = 1.
Let J denote the maximal submodule of the adjoint VVir(c, 0)-module. It follows from Lemmas
4.12 and 5.6 that J is an ideal and an H-submodule. Consequently, the quotient H-module vertex
algebra of VVir(c, 0) modulo J , which is denoted by LVir(c, 0), is a simple H-module vertex algebra.
Again, by Lemma 5.6 and Corollary 4.11 we immediately have:
Corollary 5.8. On the simple H-module vertex algebra LVir(c, 0), there exists a non-degenerate
symmetric invariant bilinear form (·, ·), which is uniquely determined by the condition (1, 1) = 1.
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