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1. INTR~DUCT10~ 
In [l] the problem of the conditioning of matrices arising in the 
numerical solution of integral equations of the first kind by Galerkin and 
collocation schemes was investigated. A lower bound on the matrix con- 
dition number was found, and its behavior as a function of the smoothness 
of the kernel of the original equation was studied. Some numerical results 
presented in [l] and much more extensive studies reported in [2] served 
to demonstrate the validity and usefulness of the theory. 
In these studies all basis functions were required to be orthonormal. 
Current computational methods frequently use non-orthonormal bases (for 
example, splines), and the question naturally arises as to whether such 
bases yield better conditioning. Actually, in both [l] and [2] piecewise 
constant splines were examined as a special orthonormal set. They, of 
course, conformed to the general analytical theory. Computationally they 
usually proved more satisfactory than more classical orthonormal bases, 
providing both better conditioning and more satisfactory numerical results. 
In this paper we shall examine much more general bases including some 
that are “spline-like.” We show that in general little change is made in the 
analytical results found in [ 11. We also provide several corroborating 
numerical examples. 
In Cl] it was shown that collocation can be considered as a limiting 
form of the Galerkin approach. For that reason we confine our entire 
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investigation here to the Galerkin scheme. It must be noted, however, that 
this device is very time consuming as far as actual computations are con- 
cerned. Collocation is much more efficient but introduces new problems, 
such as suitable location of the collocation points, a matter currently being 
studied. 
Because matrix condition numbers are defined in terms of singular values 
we first present some results relating the singular values of Galerkin 
matrices to the singular values of the corresponding integral operator. Next 
condition numbers per se are investigated, both for general bases and for 
spline-like bases. Finally, numerical studies are presented. Several 
interesting results are included in the appendixes. They are somewhat 
peripheral to the principal thrust of the paper. 
2. THE PROBLEM AND SOME NOTATION 
We consider the integral equation of the first kind 
where KE Lz. Here g is assumed given and f is to be determined. All 
functions are supposed real. It will often be convenient to write (2.1) in the 
operator form 
g=KJ: (2.2) 
Throughout our work the set {1,4;(x)}, i= 1,2,..., 1, will be normal and 
linearly independent, but otherwise arbitrary unless further specified. The 
I++~ are a basis for some I-dimensional subspace of L,. We project the 
solution function f of (2.1) onto the subspace and write approximately 
Similarly, the set {p,(x)> is normal, linearly independent and spans a 
(probably different) subspace, also assumed I dimensional. The essence of 
the Galerkin method is to write, using very standard inner product 
notation, 
(g, Pi)= i fi(K$j, Pi), i = 1, 2,..., I (2.4) 
j=l 
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or 
g=Kf, (2.5) 
where g and f are I-vectors, and K is the matrix whose elements are 
CK,) = CK@j2 P,). (2.6) 
At times it will be desirable to study several different bases {$,} and {pi}. 
Thus ($I’)} may span a space S”’ of dimension 1(l), whereas (II/)‘)} spans 
5”” of dimension 2”‘. Any relationships among the I/I’s, the S’s, and the rs 
will be specified asneeded. Similar comments hold for the pi. This matter is 
clarified inSection 3. 
Primary interest lies in y,(K), the condition number of K, defined as 
Y,(K) = 0,/o,, (2.7) 
where CJ, and CT/ denote the largest and smallest singular values of K. 
Results about y, will often be obtained in terms of the behavior of p,, the 
Ith singular value of the integral operator K. As in [l] we shall be 
interested in obtaining a lower bound on y, in terms of the behavior of 
K(x, Y). 
3. SOME GENERAL RESULTS CONCERNING BASES 
AND SINGULAR VALUES 
We begin by noting that the domain of an L, kernel K(x, y) is all of Lz, 
but the range may well be a proper subset W of L,. Often it is difficult to 
determine W without deep analysis of the operator K. This can have 
important consequences for the Galerkin method because clearly one 
wishes the functions p, to do a reasonable job of spanning W; see (2.4). 
To understand these matters somewhat better, let V, and W, be two 
sequences of subspaces of L,. (Note that W, may not be contained in W for 
given I.) We require V, and W, to have the following properties: 
A. dim V, = dim W, = 1. 
B. Z’, is generated by the normal basis !P, = {$\I, j= 1, 2 ,..., I. 
W, is generated by the normal basis P,= (pi}, j= 1, 2,..., 1.
We define the matrix of K relative to the bases Y’, and P, by 
K’= (Kf,) = (KI,$, pf). (3.1) 
Note that (3.1) agrees with (2.6) except that the order I of K is made 
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explicit. We observe also that in practice the sets Y, and P, are usually first 
picked and the spaces I’[ and W, then formed. 
Recall that nth singular value ~1, of K’, n < Z, is given by 
(ot)‘= max min IIKull., 
S,E R’ “ES+, 
ll~ll. = 1 
(3.2) 
where R’ is the Euclidean vector space of dimension I and S, is any n- 
dimensional subspace of R’. We use the notation 
/lull;= i u,‘. (3.3) 
,=l 
We write (3.2) 
(3.4) 
If we assume Y1 and P, are orthogonal as well as normal Bessel’s inequality 
and (3.4) yield 
(0;)’ 6 max min I(Kul12 = (P:)~, 
A,GV/ USA, 
Ilull = 1
(3.5) 
where A, is any n-dimensional subspace of I’,. Here )I ... lldenotes the 
ordinary L2 norm. The right side of (3.5) is just the nth singular value of K 
restricted tothe domain I’,. Clearly 
(3.6) 
where p,, is the nth singular value of K. 
THEOREM 3.1. If the bases Y, and P, are orthonormal, then 
~f,~P~wl, n = 1, 2 ,,.., 1. (3.7) 
This theorem strengthens a result of [l] where the inequality 0: < p, was 
established. Italso generalizes some results of J. Hersch [3] (see Appen- 
dix A). 
We now drop the assumption of orthogonality of the bases and return to 
(3.4). Recall that W, is not assumed to be included in W. Let Z7, be the 
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operator that projects W, on K( V,), the range of K restricted to V,. Clearly 
(3.4) can be rewritten 
(3.8) 
If ~,pf is the null vector for all i, then of, is obviously zero, and the 
corresponding Galerkin matrix is singular and of no interest com- 
putationally. We also note that if dim K( Vr) < Z, K’ will also be singular. 
We assume henceforth that neither event occurs. Obviously in practice one 
must use some care in selecting basis functions. 
Next choose an orthonormal basis for VI, denoted O,, and one for 
K( V,), denoted .Z[. There exists a linear transformation P’ from V, onto V, 
such that 
*J= P/t;, j= 1, 2 ,..., 1. (3.9) 
Similarly there exists a Q’ from K( V,) onto K( VI) such that 
rc,p; = Q’e;, i = 1 , 2 ,..., I. 
Using (3.8) we obtain 
(3.10) 
(3.11) 
In this representation the oft are clearly the singular values of K (restricted 
to V’) in the bases 8, and a,. 
We shall find it convenient to define 
(3.12) 
A bit of calculation reveals that the Al, are the singular values of K (restric- 
ted to V,) in the bases Y, and Qr. 
We can now prove 
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THEOREM 3.2. For all n6 1, and for Y, only a normal basis, 
(3.13) 
Remark. Our assumptions prevent any of the denominators in (3.13) 
from being zero. These assumptions may be relaxed, in which case (3.13) 
continues to hold in the event of a zero denominator, with proper inter- 
pretation. 
Proof. We construct he trace of Q’*Q’: 
Tr(Q’*Q’) = i (Q’*Q’$, 0,) 
j= 1 
= ,j (w,!, wf) 
< 1 IIp;l12=1. (3.14) 
j=l 
In (3.12) let A, be the subspace of I/, on which the maximum is actually 
achieved, and consider K restricted to 2,. The singular values of this 
operator are given by 
(3.15) 
Further, let (vi, wj), j= 1,2,..., n,be the left and right normalized singular 
vectors of this operator, 
Kvj = aj”w,. (3.16) 
From (3.12) 
(A;)‘= rn5 llQ’*Ku(12 
Ilull =“I
d /I Q’*KUjll ’ 
G (aJY2 IlQ’*Wjll 2, j= 1, 2 ,..., n. (3.17) 
Now from (3.5) and (3.15) 
so that 
(AL)” G (P;,!,’ II Q’*wjll 2, j = 1, 2 ,..., n.
(3.18) 
(3.19) 
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Thus 
since the trace is invariant under orthogonal transformation. The first part 
of the inequality (3.13) now follows from (3.20) and (3.14). The second part 
is obtained from (3.5) and (3.6). 
We obtain one more result of this kind; it will prove very useful in Sec- 
tion 4: 
THEOREM 3.3. For Y, and R, only normal bases 
1 J->I i (l-j+l)- 
(d2 ’ I2 i= 1 (PJ:,’ 
1 
2; i (l-j+ l)- 
,=l (Pj)” 
(3.21) 
Proof From (3.11): 
= “f) IIp’*K*QQ2, 
/lull = 1 
(3.22) 
since an operator and its conjugate have the same singular values. We now 
repeat the argument of Theorem 3.2, replacing Q’ by P’ and K by (Q’*K)*, 
to obtain at once 
Applying (3.13 )gives 
(3.23) 
(3.24) 
(3.25) 
The remaining part of (3.21) follows from (3.5) and (3.6). 
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COROLLARY 3.4. For !P! and P, merely normal 
0: G lp,. (3.26) 
Proof. We simply observe in (3.21) that 
(3.27) 
We turn now to a discussion of G:, of interest because of the definition of 
the condition number (see (2.7)). To obtain a lower bound on this number, 
it is desirable to find a lower bound on cri. Unfortunately, this seems to be 
very hard to accomplish except in very special circumstances. For a special 
class of non-orthogonal basis functions we shall examine the matter in Sec- 
tion 5. That will actually generalize a result of [l]. We also call attention 
to the result on orthonormal bases found in [l]. 
Some generalization of the latter is possible in our current framework, 
provided we require that the subspaces of V, “fill out” L,. More precisely, 
we ask that for E > 0 and u E L2 there exists A4 such that for 1> A4 one can 
find U,E V, such that IIuI- ~11 <E. Note that there is no requirement that the 
V, be nested. The sequence V, is, in a sense, “closed in Lz.” 
THEOREM 3.5. Let the sequence of subspaces V,be closed in L, in the 
sense above. Let Y, and P, be orthonormal bases in V, and W,. Then 
lim a:=~~. (3.28) 
I-em2 
Proof. Recall from Theorem 3.1 that for all 1 
a: 6/l,. (3.29) 
Choose 0 < E < pr. Then there exists M such that for I> M there is a uI E V, 
such that 
where u1 is the first normalized right singular vector of K. Thus 
<l+ 
E ah-E 
2(Pl-4=2h-E)’ 
(3.31) 
409/109/2-18 
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Moreover, by (3.5), 
Il~~~,-U,)ll <PI lb,-u,II, 
from which it follows that 
and so 
Ilki)lll 2 PI - 42 
II~III (2/h - 8) 
2(/l, - E) = p, - E. 
Recall that since Y, and R, are orthonormal 
0.I =ma~JE!!~!E!!!!=pl~~ I “v;yj Ilull lblll ’ 
Using (3.29) gives 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
and the desired result. 
We observe that the result of [ 11 concerning e1 for orthonormal systems 
follows at once if the system { 4i} of [ 11 is complete in L,. 
4. APPLICATIONS OF THE RESULTS OF SECTION 3 
TO INTEGRAL EQUATIONS WITH SMOOTH KERNELS 
Numerous results are available relating the behavior of singular values of 
the integral operator K to the smoothness of K(x, v) (see Cl]). We state 
just two of these: 
THEOREM 4.1 (Chang [4]). Let K(x, y) be in L, on [0, l] x [0, 11. Sup- 
pose 
(a) 
8K a=K a”-‘K 
K, x9 ,,z,..., 7 a2 ~ 
exist and are continuous in x for almost all y and 
(b) 
asmx, Y) 
axs = s‘ g(t, y) dt + A(y), 
0 
GALERKIN MATRICES 573 
where g E L2 and A(y) is integrable. Then 
p,= EJ-S-312, (4.1) 
where lim, _ o. E, = 0. 
THEOREM 4.2 (Hille and Tamarkin [S]). Let K(x, y) be in Lz and sym- 
metric and satisfy (a) of Theorem 4.1. Further suppose that g in (b) of that 
theorem is such that instead ofg E L2 we have just 
I&> YIP dx 1 li(P-l)dy<m 
for some p, 1 < p < 2. Then (4.1) can be replaced by
p,=E,l~S-2fIlP. 
In each of these theorems we have 
p,< Ml-“, l= 1, 2,..., 
for some M > 0 and appropriate ~1. From Theorem 3.3 we obtain 
(4.2) 
(4.3) 
(4.4) 
This yields 
THEOREM 4.3. If the hypotheses ofTheorem 4.1 hold, then 
Similarly, the hypotheses ofTheorem 4.2 yield 
($< &p-s-Z+ VP. (4.6) 
This result holds for completely arbitrary normal bases ‘P, and P, It differs 
from that in [ 1 ] for orthonormal bases only in that in [ 1 ] M” in (4.5) and 
(4.6) is replaced by E; where E; + 0. 
This slightly sharper result of [l] is obtained through the use of 
Theorem 3.1 of this paper. For arbitrary bases we have only (3.21). 
However, this may be improved by considering spline-like bases, and there 
is then obtained the analogues of (4.5) and (4.6) with M” replaced by E;. 
For our analysis of condition numbers, Theorem 4.3 usually provides ade- 
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quate information. Therefore the improvement obtained for spline-like Y, 
and P, is consigned to Appendix B. 
We observe at once 
THEOREM 4.4. If g: 3 m > 0 for I = 1, 2,..., then the condition number 
y,(K'), where 
YAK’) = a#, (4.7) 
satisfies 
y,(K') 2 M"'l", (4.8) 
where 
a=s+; (a=s+2- l/p) 
provided the assumptions of Theorem 4.1 (Theorem 4.2) are satisfied. 
5. A CONSIDERATION OF a{ FOR BASES OF SMALL SUPPORT 
As observed in Section 3, the analysis of a{ is surprisingly complicated. It 
can be shown that for certain basis sets 
lim a{ = 0. 
/+ XI 
In fact, for such sets we can have y,(K') = 1for all 1. We prefer to leave such 
pathological considerations for Appendix C, and turn to cases that are 
more likely to arise in practice. 
Numerous experimental calculations suggest that, in general, Galerkin 
matrices generated by basis functions of small support (e.g., B-splines) are 
better conditioned than those arising from more classical bases with global 
support (e.g., Legendre and Tchebychev polynomials). We therefore study 
such Y, and P,. 
Choose a doubly infinite s quence of points {xj], where 
lim xi= --co, 
,e -cc 
lim xf= +co. 
I-“: 
Require that for some fixed /I 
x:+1 P -x,<-, 1 (5.1) 
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Next select a sequence of functions f:(x), j= 0, + 1, ) 2,..., with supports 
~f<xdxf,~ j<k, (5.2) 
k independent of i and 1, and require that each f f be positive on the interior 
of its support. Let x(x) be the characteristic function of [0, l] and define 
3x4 = f;(x) x(x). (5.3) 
Finally, let @i(x) be constructed by defining 
Ic/f(x, =ff(x), (5.4) 
where 7f are the normalized3f’s. The $f’s form an acceptable basis set Y,. 
Obviously, the set Y, is quite arbitrary. We impose the following con- 
dition. Let the support of $i(x) be on the interior of [0, 11. Call the length 
of the support hf. Then there exists a constant c > 0, independent of i and 1, 
such that 
s ; I);(X) dx3 c A. (5.5) 
Observe that (5.5) does not follow just from the fact that the $f are normal. 
Before proceeding, we mention two examples of the kind of basis set just 
described. The first is a very special case of the second. 
EXAMPLE 1. Let k = 1 in (5.2). Choose f f(x) = 1. Suppose the support 
[xi, xf,,] of ff is interior to [0, 11, sof{= f:. Then 
(5.6) 
Thus 
Thus c = 1 in (5.5). 
(5.7) 
The $f are, of course, just the column functions discussed in [l]. 
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EXAMPLE 2. Fix j in (5.2), and choose any normalized F(x), where F 
has support [0, l] and is positive on the interior. Define 
ff(x, = l- F[(x - xJ/(hf)]. 
x/Q? 
For O<X,<X~+~< 1, we find 
jol {f:(x)}*dx=i j-:“p[(x-xi)/(hi)l dx. 
Therefore we have 
(5.8) 
(5.9) 
$f(x, =L F[(x - xJ(hj)], 
If+-? 
O<Xi<Xi.j< 1 (5.10) 
and 
I $(x)dn=lj fi :‘I- Mhf)] dx = J’it. (5.11) 
Again (5.5) is satisfied with c = 1. 
As a special case of this example, we cite the cardinal splines of order j, 
obtained by choosing a particular F and a particular sequence {xi} (see 
[6]). In Example 1 we have F(x) = 1, O<x< 1, andj= 1. 
The condition (5.5) is required in the proof of Theorem 5.1. The fact that 
(5.5) need only hold for +j with support interior to [0, l] is a convenient 
one since the behavior of basis elements whose construction is a bit 
awkward as a result of (5.3) can be totally disregarded. We have ignored 
them in the two examples. 
DEFINITION. We shall call any set Y, defined as above a generalized 
spline basis (GSB). 
We now let P, also be a GSB, with the notations .?f, Ki, i: used in an 
obvious way, and proceed to a study of 0:. 
Suppose that there is a square S in [0, l] x [0, l] such that 
We compute 
fqx, y)>M>O, (4 Y) E s. 
K:i=j SK(x,~)~~(y)p~(x)dxd~ 
s 
(5.12) 
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provided the supports of the basis functions are in S. Conditions (5.1) and 
(5.2) assure that this will be the case for 1 sufficiently large, provided i lies 
in some set Z and j in J. From (5.13) and (5.5) 
Kf, > Mcc” m, iC Z, jE J. (5.14) 
Recall that 
(a{)*> i ( f: Ki,uj)*. IIu(II= 1. (5.15) 
r=l j=l 
Pick u so that 
ui = A & jeJ 
= 0, .i$ J, 
where A is determined by the condition I(uIJ , = 1. Thus 
1 =A* 1 &A2L, 
IEJ 
where L is the length of a side of S. Hence 
Note also that for 1 sufficiently large 
(5.16) 
(5.17) 
(5.18) 
(5.19) 
Returning to (5.15) we find 
(5.20) 
We have proved 
THEOREM 5.1. Zf the buses Y, and P, are both GSB and if K(x, y) does 
not vanish on some square, then 0: 3 m > 0 for some m and all 1sufficiently 
large. Thus Theorem 4.4 applies. 
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6. SOME NUMERICAL EXAMPLES 
In this section we tabulate the condition numbers of the K’ matrix for 
the Galerkin method for two different kernels K(x, y) using ordinary B- 
splines as basis functions for both they(x) and g(x) expansions. Our results 
are not intended to be comprehensive, but rather illustrative. 
Actually many kernels were considered during the course of our 
investigations, but we present results only for the following: 
K(& 4, = e @l.Y - ?I; -1 <x, yd 1; cx=O.OOl, 0.1, 1.0, 10.0 (6.1) 
K(x,y)=Ix-yl”; -1 <x, yb 1; p=2.0, 2.001, 2.1, 2.5. (6.2) 
For the first kernel, K is continuous but has a discontinuous first 
derivative. For the second, K is smoother, having a continuous second 
derivative but not a third, except when /3= 2.0 for which K possesses all 
derivatives. From the theory we would expect these differences in 
smoothness to be reflected in the magnitude of the computed condition 
numbers. 
In the numerical results that follow all integrals and related quantities 
were approximated using the B-spline routines available in the SLATEC 
library [7]. All matrix condition numbers were estimated using the LIN- 
PACK routine SGECO [S]. Programs were written in Fortran and com- 
putations were carried out in single precision on the Cray-1 computers at 
the Los Alamos National Laboratory. 
To examine the behavior of the condition number r(K’) as a function of 
I, we tabulated y for I= 10, 20, 30, 40, 50 and then fitted the results to the 
function 
y(K')= cl" 
in the sense of least squares. The form of this function was, of course, 
suggested by the theory. Results predicted by the theory are given for com- 
parison in the form cl” where c may depend on ye. 
Tables I-VII follow, the first four giving conditions numbers y(K’) for 
Galerkin matrices for the kernel K(x, y) = e - OLIX -vi and the last three for 
K(x, y) = Ix - yip. The case p = 2.0 is omitted since all of the condition 
numbers were of the order of 1016. This should be expected, of course, since 
Ix - y12.’ is intinitely differentiable. In all tables the notation 0. pq(n) 
means 0. pq x 10” where p and q are decimal integers. 
It is not surprising that y(K’) increases with 1. It should also be observed 
that in many cases y increases with k, the order of the B-spline. The least 
squares tit is remarkably close to the lower bound predicted by the theory 
and suggests that the numerical schemes employed are very sensitive to the 
behavior of relatively high order derivatives ofK. 
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TABLE I 
K = e-“~oollx--Y~ B-Spline Bases of Order k 
k 
1 1 2 3 4 
10 0.27(6) 0.69(6) 0.25(7) 0.76(7) 
20 0.11(7) 0.29(7) 0.10(S) 0.35(8) 
30 0.26(7) 0.66(7) 0.22(8) 0.76(8) 
40 0.47(7) 0.12(8) 0.38(8) 0.13(9) 
50 0.74(7) 0.18(8) 0.58(8) 0.19(9) 
Fit 0.24(4) I*.” 0.62(4) PO4 0.28(5) l’.95 0.78(5)12.0’ 
Theory cl’ 5 cl’ 5 CP CP5 
TABLE II 
K= c”-llrmJl B-Spline Bases of Order k 
k 
I I 2 3 4 
10 0.26(4) 0.66(4) 0.24(5) 0.73(5) 
20 0.11(5) 0.28(5) 0.97(5) 0.33(6) 
30 0.25(5) 0.63(S) 0.21(6) 0.73(6) 
40 0.45(5) 0.11(6) 0.36(6) 0.12(7) 
50 0.70(5) 0.18(6) 0.54(6) 0.18(7) 
Fit 0.23(4) lzo6 0.60(2) P” 0.27(3) P5 0.74(3) PO’ 
Theory CP5 cP5 cl’ 5 CP 
TABLE III 
K= e-l”lxmvl B-Spline Bases of Order k 
k 
I 1 2 3 4 
10 0.17(3) 0.45(3) 0.16(4) 0.49(4) 
20 0.72(3) 0.18(4) 0.65(4) 0.22(5) 
30 0.17(4) 0.42(4) 0.14(5) 0.43(5) 
40 0.30(4) 0.75(4) 0.24(5) 0.82(5) 
50 0.47(4) 0.12(5) 0.36(5) 0.12(6) 
Fit 0.15(l) 1206 0.42( 1) Po3 0.19(2) 1’94 0.50(2) 12.” 
Theory CP CP CP &.5 
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TABLE IV 
K = e 1o.o1x mYi B-Spline Bases of Order k 
k 
I 2 3 4 
10 0.39( 1) 0.12(2) 0.41(2) 0.12(3) 
20 0.13(2) 0.34(2) 0.12(3) 0.39(3) 
30 0.27(2) 0.72(2) 0.24(3) 0.82(3) 
40 0.48(2) 0.12(3) 0.40(3) 0.14(4) 
50 0.75(2) 0.19(3) 0.60(3) 0.20(4) 
Fit 0.55( - 1) I’ 83 0.22(O) I’ 66 0.88(O) P6 0.21(l) 1’75 
Theory cl’ 5 cl’ 5 cl’ 5 CP 
TABLE V 
K = /x- ~1~““’ B-Spline Bases of Order k 
k 
1 1 2 3 4 
10 0.15(7) 0.19(7) 0.74(7) 0.19(8) 
20 0.13(8) 0.29(8) O.lO(9) 0.34(9) 
30 0.47(8) O.ll(9) 0.43(9) 0.16(10) 
40 0.12(9) 0.27(9) O.ll(lO) 0.43( 10) 
50 0.23(9) 0.55(9) 0.22( 10) 0.91(10) 
Fit 0.11(4)i3’5 0.65(3) 13.52 0.21(4) P5’ 0.30(4) I’ 84 
Theory c,3.“’ ,[3.W’ ,pol cl3 O”’ 
TABLE VI 
K = 1.x - y( 2~’ B-Spline Bases of Order k 
k 
I 1 2 3 4 
10 0.13(5) 0.31(5) 0.87(5) 0.23(6) 
20 0.17(6) 0.38(6) 0.14(7) 0.45(7) 
30 0.65(6) 0.15(7) 0.58(7) 0.22(8) 
40 0.16(7) 0.38(7) 0.16(8) 0.61(8) 
50 0.34(7) 0.80(7) 0.32(8) 0.13(9) 
Fit 0.10(2) P25 0.11(2)1345 0.20(2) P3 0.28(2) 13.95 
Theory cl3 ’ cl’ 1 c[3 I &I 
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TABLE VII 
K = 1.x - yl *J B-Spline Bases of Order k 
k 
1 I 2 3 4 
10 0.64(4) 0.13(5) 0.36(5) 0.95(5) 
20 O.ll(6) 0.24(6) 0.76(6) 0.27(7) 
30 0.50(6) 0.11(7) 0.42(7) 0.16(8) 
40 0.14(7) 0.33(7) 0.13(8) 0.52(8) 
50 0.33(7) 0.75(7) 0.28(8) 0.13(9) 
Fit 0.94(O) 1’85 0.16(l) P’ 0.27(l) 14.16 0.35(1)1448 
Theory cl’ 5 CP cl’ 5 cl’ 5 
7. SOME REMARKS AND CONCLUSIONS 
We have shown here that the lower bounds for condition numbers of 
Galerkin matrices found in [l] under highly restrictive assumptions on the 
bases carry over virtually unchanged to a much wider class of general nor- 
mal bases. Somewhat special attention has been given to spline-like bases, 
partly because of their frequent use in computations. Numerical 
calculations presented indicate that, just as in [ 1,2], the lower bounds 
seem remarkable good. 
Our results are again of a negative kind. Certainly, results on upper 
bounds of condition numbers are very desirable; Although the numerical 
computations suggest that the lower bounds may often be quite close to the 
upper bounds, the proof eludes us. 
APPENDIX A: 
CONNECTION WITH SOME RESULTS OF J. HERSCH 
We have shown in Theorem 3.1 that for Y, and P, orthonormal we have 
Qj,2PL,, n = 1, 2 )...) 1. (Al) 
It follows that if Y, = P, and if K is symmetric and positive definite, then 
Tr(K’) = i CJ:< i p,,. 
n=l “=I 
(A21 
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If we choose the basis functions to be the eigenfunctions ofK, then equality 
holds in (A2). This observation leads to 
(A31 
Applying the same kind of reasoning to the inverse matrix (K’) - ‘, we 
find 
These results, and many others more general, have been established by J. 
Hersch [3] (see also [9]). 
APPENDIX B: A FURTHER CONSIDERATION OF CJ{ 
AND ITS IMPLICATJONS IN THE CASE OF GSB BASES 
We recall from (3.8) that 
to:)* = ,,$ ,$ i q(W;, x,P;) 
1 
2 
” r-l j=l 
(Bl) 
and consider Y, and P, merely normal. Define 
u’= i uj*;. WI 
,=I 
Unfortunately, I( U’II # , in general, despite the constraint /lu/l, = 1. Rather 
II U’II 2 6 4 (B3) 
where /1 is the maximum eigenvalue of the Grammian matrix with elements 
($f, $j). It is easy to verify that 
= ,,& n 1 (KU’, wf)*. 
r=l 
(B4) 
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Now let 0, be an orthonormal basis for K( V,) as in Section 3. Suppose 
m’, where I( w’I\ = 1 provides the minimum in (B4). Write 
I 
K@"'= c wjO; 
j= 1 
and, expanding the notation (3.10) somewhat, 
(B5) 
I 
7c,pf= c q$e:. 
k=l 
036) 
Thus 
(B7) 
and (B4) yields 
(a;)‘a f: (2 4:w,)* 
i= I j= 1 
= A IIQ’wll:. w3) 
Note that if Ilwl/f were equal to 1, then the maximum value of the right 
side of (B8) would be M*, where r is the largest singular value of Q’. 
Since by (B5) we have 
Ilwll: = IIK~‘ll*, (B9) 
it follows that 
a;< A"'r 1lK6'11 
< A l’*r max 
A/c L2 
rnjm, 11 Kpll 
ik II II=1 
6 fPrp,. WO) 
We now estimate A and K Recall that A is the largest eigenvalue of the 
Grammian (I#, $f). By Gershgorin’s Theorem 
Observing that the $1 are normal and applying Schwarz’s inequality we get 
A d 1. W2) 
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In a similar manner we obtain 
Thus from (BlO) 
r2 < 1. (Bl3) 
g: 6 h4, (B14) 
a result already found (Corollary 3.4). 
For the case of GSB the situation becomes more interesting. Assume Y, 
is a GSB. Using (5.2) we find 
((cl;, Icl;, = 0, j>i+k, (Bl5) 
and (B 11) yields 
A<k. u316) 
If PI is also a GSB, then for some fixed k’ dependent on P, 
r2 6 k’. (B17) 
We may state 
THEOREM Bl. Zf Y, and P, are both GSB then the constant M”’ in 
Theorem 4.4 may be replaced by M, where M, + co. 
The proof is obvious upon noting Theorems 4.1 and 4.2. 
APPENDIX C: GALERKIN MATRICES 
WITH CONDITION NUMBER UNITY 
We shall prove in this appendix that for any kernel K(.x, y) E L2 we may 
construct a set of Galerkin matrices all of which have y(K’) = 1. This rather 
remarkable result suggests that the associated bases should be used in com- 
putations. It must be recalled, however, that success in numerical 
calculations depends not only upon conditioning but also upon truncation 
error. There is no assurance that the bases we are about to construct do a 
good job of approximating L,. Thus the resulting truncation error may be 
totally unsatisfactory. Further investigation fthis matter is called for. 
For convenience in discussion we shall assume that W,= K( V,). This 
simply avoids the need to use the projection operator ZZ, introduced in 
Eq. (3.8). We take Y/ to be merely normal and proceed to find P, such that 
K’ is a constant times a unitary matrix. 
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A preliminary result is needed. For convenience we shall say that a 
square matrix A has property (PR) if there exists a unitary U such that the 
matrix Y given by 
Y=AU (Cl 1 
is such that the diagonal elements of Y*Y are all equal. 
THEOREM Cl. Every square matrix has property (PR). 
ProoJ We write A, assumed N by N, in terms of its singular value 
decomposition 
A = P*XQ, ((3) 
where IZ is the diagonal matrix of singular values and R and Q are the 
matrices of left and right singular vectors. 
Let us assume that C has property (PR). Then we can find a unitary 
matrix U such that the diagonal elements of (CU)*(XU) are all equal. 
Define 
U,=Q-‘U. (C3) 
Since Q is unitary, so is U I, and 
(AU,)*(AU,) = U:A*AU, 
=(Q-‘U)*A*A(Q-‘U) 
= (Q ~ ‘U)*Q*XPP*CQ(Q ~ ‘U) 
= U*(Q*) - ‘Q*XPP*XQQ - ‘U 
= (use) 
= (cu)*(cu). (C4) 
Since our assumption is that C has property (PR), clearly A does. Thus we 
may confine further investigation to diagonal matrices with non-negative 
elements. 
Let x be a primitive Nth root of unity, xN = 1. Define the N by N matrix: 
EN = (x”). (C5) 
Since Ia?1 = 1, the norm or any row of column of E” is ,,/%. The (complex) 
scalar product of the ith row with the kth (k # i) row is easily computed: 
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=Xk--i 
1 -X(k-~)Y=O, 
1 -Xk-’ 
Thus the matrix 
is unitary. 
Consider 
Y=XFN. 
where I: is the N by N diagonal matrix with entries 0;. Note that 
((3) 
(C7) 
((3) 
Hence all the diagonal elements of Y *Y are (l/N) c,!!= IG,‘. Therefore any 
diagonal matrix has property (PR). (Observe that no use was made in the 
proof of the non-negativity of the gi.) 
This establishes the theorem. 
Remark. Note that the matrix EN is really a Fourier transform matrix 
and is independent of II. It can be shown that EN is not unique, at least in 
the case that N = 2k, for any k. 
We now return to the principal matter at hand. 
THEOREM C2. Assume W,= K( V,), with P, any normal basis for W,. 
Then there exists a normal basis F, for V, such that the matrix K' of K 
relative to these two bases is a constant times a unitary matrix. Moreover 
this constant is I- ’ c:= 1 (a:) -2, where the a; are the singular values of a cer- 
tain associated matrix, namely, the matrix of K relative to P, and an 
orthonormal basis in V,. 
Proof. Let 8, form an orthonormal basis for V, and let Ki be the matrix 
of K relative to the sets (<f} and {pj}. From the previous theorem, (K:)- ’ 
has property (PR), so there exists a unitary matrix U such that if 
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P, = (K’, )- ‘U, then the diagonal elements of P :P, are all equal to d2 
where 
(C10) 
with CT,! the singular values of K,. 
We now define a new set {+:} by 
(C11) 
Here ej is the usual unit basis vector with unity in the jth position. We 
claim that U’ has the properties asserted in the theorem. 
First, Y’ is a normal basis. For 
iw:n2=f [ .i (P 4, ej)l tj, f: (P,c e,), 5f 
,=l ,=I 1 
=f f: u%&)k, 
/=I 
=$ (PTP,),, = 1. ((32) 
Now define 
i K i (P,e,, e ),5:, pj=- 
i p=l 1 
=f;: (P ,e,, e,)&,, P$ 
p=l 
=f i (PI)ip(K,)pj 
p=l 
=i,(PJWij 
+J*),. (C13) 
Here we have used the definition of P, at the last step. Since U* is unitary, 
the theorem is established. 
409.‘109/2-19 
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We may now state the principal result of this section. 
THEOREM C3. Assume W, = K( V,), and let P, be any normal basis for 
W,. There always exists a normal basis Y, for V, such that the matrix K' 
defined by (K'),i = (K$f, p,!) has condition umber unity. 
Proof The result is an immediate consequence of Theorem C2, since 
the singular values of K’ are all d- ‘. 
APPENDIX D: SOME FURTHER RESULTS 
ON SINGULAR VALUES 
Recall the definition of pf, (Eq. (3.5)) as the nth singular value of K 
restricted to V,. Clearly, if V, is the I-dimensional subspace of the first I 
singular functions of K, then ,u1, = ,u,, n = 1,2,..., 1. By choosing ,Y, as any 
orthonormal subspace in V,, we obtain from (ClO) 
V’l) 
But d-l is the (repeated) singular value of the matrix K’ found in 
Theorem C2, which we write as cf. Hence we have 
THEOREM Dl. Let K be restricted to V’. Then 
1 1’ 1 
c- n=i,=, #J2 (D2) 
where a: is the (repeated) singular value of the matrix representation of 
Theorem C2. If V, is the space spanned by the first I singular values of K, 
then 
1 1’ 1 
c- (6:)2=?,= 1 (/Jj)2' P3) 
This result actually represents a sharpening of Theorem 3.2. While that 
theorem assumes the basis in K( V,) to be orthonormal and that in V, to be 
merely normal, the roles may be switched by considering K* instead of K. 
In fact, several of the results in this paper that involve one normal basis 
and one orthonormal have duals that may be obtained by replacing K by 
K*. 
We have one more observation: 
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THEOREM D2. There exists a kernel K such that, in the notation of 
Theorem D 1, 
lim (of)‘= 1. 
l-m 1/l: 
Proof. Define 
K(x, y ) =,!, f sin jxx sin j71y, 
. 
It is easy to see that for this K, 
1 
PLI=$ 
From (D3) 
&=; $ (j!)'. 
J 1 
Hence 
=l+O f 
0 
. . . 
(D4) 
uw 
(D7) 
1 
+(r!)2 
038) 
and the result follows. 
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