The relative worst order ratio, a new measure for the quality of on-line algorithms, was recently defined and applied to two bin packing problems. Here, we apply it to the paging problem and obtain the following results: We devise a new deterministic paging algorithm, Retrospective-LRU, and show that it performs better than LRU. This is supported by experimental results, but contrasts with the competitive ratio. All deterministic marking algorithms have the same competitive ratio, but here we find that LRU is better than FWF. According to the relative worst order ratio, no deterministic marking algorithm can be significantly better than LRU, but the randomized algorithm MARK is better than LRU. Finally, look-ahead is shown to be a significant advantage, in contrast to the competitive ratio, which does not reflect that look-ahead can be helpful.
differentiating between on-line algorithms. In a few cases (bin coloring [23] and dual bin packing [9] ), one algorithm A even has a better competitive ratio than another algorithm B, though intuitively, ]B is clearly better than A.
When differentiating between on-line algorithms is the goal, performing a direct comparison between the algorithms, instead of involving an intermediate comparison to OPT, seems the obvious choice. A direct comparison on exactly the same sequences will produce the result that many algorithms are not comparable, because one algorithm does well on one type of ordering of an input sequence, while the other does well on another type. With the relative worst order ratio, online algorithms are cornpared directly to each other on their respective worst permutations of sequences. In this way, the relative worst order ratio [7] combines some of the desirable properties of the Max/Max ratio [5] and the random order ratio [21] .
The Max/Max Ratio The Max/Max ratio [5] allows direct comparison of two on-line algorithms for an optimization problem, without the intermediate comparison to OPT. Rather than comparing two algorithms on the same sequence, they are compared on their respective worst-case sequences of the same length. The Max/Max Ratio applies only when the length of an input sequence yields a bound on the profit/cost of an optimal solutkm. Technically, it applies to the paging problem, but the Max/Max ratio of any paging algorithm (deterministic or randomized) approaches 1 as the size of the slow memory approaches infinity.
The Random Order Ratio The random order ratio [21] gives the possibility of considering some randolnness of the request sequences without specifying a complete probability distribution. For an on-line algorithm A, the random order ratio is the worst-case ratio, over all input sequences, of the expected performance of A on a random permutation of the sequence, compared with an optimal solution. If, for all possible input sequences, any permutation of the sequence is equally likely, this ratio gives a meaningful worst-case measure of how well an algorithm can do. Unfortunately, the random order ratio seems to be difficult to compute.
The Relative Worst Order Ratio With the relative worst order ratio, one considers the worst-case performance over all pernmtations instead of the averagecase performance as with the random order ratio. Thus, when comparing two on-line algorithms, one considers a worst-case sequence and takes the ratio of how the two algorithms perform on their respective worst permutations of that sequence. Note that the two algorithms may have different worst permutations for the same sequence. The relative worst order ratio is fbrmally defined in Section 2.
The relative worst order ratio can be viewed as a worst case version of Kenyon's random order ratio, with the modification that on-line algorithms are compared directly, rather than indirectly through OPT. It can also be viewed as a modification of the Max/Max ratio, where a finer partition of the request sequences is used; instead of finding the worst sequence among those having the same length, one finds the worst sequence among those which are permutations of each other. This particular finer partition was inspired by the random order ratio.
The Paging Problem We consider the well studied paging problem. The input sequence consists of requests for pages in a slow memory, which contains N pages. There is a fast memory, the cache, which has space for k < N pages. A request for a page currently in cache is a hit, while a request for a page not in cache is a page fault.
When a page fault occurs, the requested page must be brought into cache. If the cache already contains k pages when this happens, at least one of these must be evicted. A paging algorithm decides which page to evict on a fault. This decision must usually be made on-line, i.e., without any knowledge about future requests. The goal is to minimize the number of faults.
Paging Algorithms Two major classes of deterministic algorithms for the paging problem are conservative algorithms [29] and marking algorithms [6] .
A paging algorithm A is called conse,~vative, if no request sequence has a consecutive subsequence with requests to at most k distinct pages causing A to fault more than k times. The algorithms, LeastRecently-Used (LRU) and First-In/First-Out (FIFO) are examples of conservative algorithms. On a page fault, LRU evicts the least recently used page in cache and FIFO evicts the page which has been in cache longest.
Marking algo,~ithms work in phases. Each time a page is requested, this page is marked (implicitly in the analysis or explicitly by the algorithm). When a page must be evicted, one of the unmarked pages is chosen, if one exists. Otherwise all marks are erased, and the requested page is marked. This request starts a new phase. Note that LRU is a marking algorithm, whereas FIFO is not. Another example of a marking algorithm is Flush-When-Full (FWF), the algorithm which evicts all pages in cache at the end of each phase. The randomized marking algorithm MARK chooses the umnarked page to be evicted uniformly at random.
Previous Results All deterministic conservative and marking algorithms have competitive ratio k [28, 27] and this is optimal among deterministic algorithms [26[. However , in practice, these algorithms do not all have the same performance: LRU is better than FIFO and nmch better than FWF [29] . Moreover, results from [15] suggest there may be algorithms that perform even better than LRU.
In [3] , an alternative model, the lVlax-/AverageModel, ibr the paging problem capturing locality of reference was suggested. It was proven that, in this model, LRU is slightly better than FIFO, but LRU is still best possible among deterministic algorithms. Using access graphs, it has been proven that LRU is better than FIFO [12] and algorithms have been designed that are better than LRU [6] . Hence, these alternative ways of measuring the quality of paging algorithms give more satisfactory results. However, they are only defined for paging and paging-like problems.
In contrast to deterministic algorithms, MARK [14] has a competitive ratio of 2Hk -1 [1] , where Hk is the k 1 kth harmonic number, i.e., Ha = ~i=1 7 ~ Ink. Other randomized algorithms have been shown to have the optimal competitive ratio for randomized algorithms of Hk [24, 1] .
Look-Ahead. Look-ahead, where the algorithm deciding which page to evict is allowed to see the next g page requests before making that decision, is a model which intuitively lies between on-line and offline. It is well known that look-ahead cannot reduce the competitive ratio of any algorithm, but clearly it can be usefld when it can be implemented.
Previously, alternative definitions of look-ahead have led to results showing that look-ahead helps. In each case, the algorithm is allowed to see a sequence of fllture requests satisfying some property. Young [28] proposed resource-bounded look-ahead, where the sequence is a maximal sequence of future requests for which it would incur g page faults, Albers [2] proposed strong look-ahead, where the sequence of future requests contains ~ distinct pages different from the current request, and Breslauer [11] proposed natural look-ahead, where the sequence of futm'e requests contains g pages not currently in cache. Here we retain the original definition, so the algorithm is only allowed to see the next pages, regardless of what they are.
The Max/Max Ratio [5] has been somewhat successfully applied to the standard definition of lookahead, showing that a greedy strategy achieves a Max/Max ratio of N~_. __~_ for N -k < ~ ~_ N -1 (recall that N is the size of the slow memory). Comparative analysis [22] is more successful, showing that look-ahead gives a result which is a factor rain{k, g+ 1} better than without look-ahead. This is the same result we obtain with the relative worst order ratio.
Other Measures. Many alternatives to or variations on the competitive ratio have been proposed. We have already mentioned the Max/Max ratio, the random order ratio, access graphs, the Max-/AverageModel, and comparative analysis. Other alternatives are Markov paging [20] , diffuse adversaries [22] , extra resource analysis [18, 26] , the accommodating function [9] , and statistical adversaries [25] . Most of these techniques have been applied to only a few closely related problems. So far, the techniques which have been applied to a broader range of problems, extra resource analysis and the accommodating function, for instance, have given new separation results for only a limited number of different types of problems.
The Relative Worst Order Ratio. The relative worst order ratio has already been applied quite successfully to very different problem types: bin packing [7] and now paging. For Classical Bin Packing, Worst-Fit is better than Next-Fit according to the relative worst order ratio, even though they both have competitive ratio 2 [17] . Thus, the advantage of keeping more bins open is reflected by the relative worst order ratio. For Dual Bin Packing, the relative worst order ratio shows that First-Fit is better than Worst-Fit, while the competitive ratio indicates the opposite [9] .
Other New Results on the Relative Worst Order Ratio The wide applicability of the relative worst order ratio has been confirmed by other new results. Recently, various researchers have applied the relative worst order ratio to other problems and obtained separations not given by the competitive ratio, but consistent with intuition and/or practice.
A few simple examples are given in [13] . For instance, for the problem of minimizing makespan on two related machines with speed ratio s, the optimal competitive ratio of s+l for s > • ~ 1.618 is obtained both by the post-greedy algorithm, which schedules each job on the machine where it will finish earliest, and by the algorithm which simply schedules all jobs on the fast machine. In contrast, the relative worst order ratio shows that the post-greedy algorithm is better. A similar result is obtained for the problem of minimizing makespan on m _> 2 identical machines with preemption.
The relative worst order ratio was also found by [13] to give the intuitively correct result for the bin coloring problem, where the competitive ratio gives the opposite result [23]: a trivial algorithm using only one open bin has a better competitive ratio than a natural greedytype algorithm.
The proportional price version of the seat reservation problem has largely been ignored due to very negative impossibility results using competitive analysis [8] . However, algorithms for the problem were compared and separated with the relative worst order ratio in [10] .
Our Results First, we propose a new algorithm, Retrospective-LRU (RLRU), which is a variation on LRU that takes into account which pages would be in the cache of the optimal off-line algorithm, LFD [4] , if it were given the subsequence of page requests seen so far. We show that, according to the relative worst order ratio, RLRU is better than LRU. This is interesting, since it contrasts with results on the competitive ratio and with results in [3] , where a new model of locality of reference was studied.
It is easily shown that RLRU does not belong to either of the common classes of algorithms, conservative and marking algorithms, which all have the optimal competitive ratio k. In fact, the competitive ratio of RLRU is k + 1 and thus slightly worse than that of LRU. Initial testing of RLRU shows that it performs better than LRU.
Analyzing paging algorithms with the relative worst order ratio, we obtain more detailed information than with competitive analysis. With the relative worst order ratio, LRU is better than FWF, so not all marking algorithms are equivalent, but no marking algorithm is significantly better than LRU.
All conservative Mgorithms are equivalent, so LRU and FIFO have the same performance.
Look-ahead is shown to help significantly with respect to the relative worst order ratio. Compared to the competitive ratio which does not reflect that lookahead can be of any use, this is a very nice property of the relative worst order ratio.
The definition of the relative worst order ratio is extended to randomized algorithms, and MARK and LRU are compared, giving that MARK is the better algorithm, as with the competitive ratio.
Due to space constraints, some proofs have been omitted. They will appear in the full paper.
The Relative Worst Order Ratio.
The definition of the relative worst order ratio uses Aw(I), tlle performance of an algorithm & oil the worst pernmtation of the input sequence I, formally defined in the tollowing way. DEFINITION 2.1. Consider an optimization problem P, let I be any input sequence, and let n be the length of I. If cr is a permutation on n elements, then a(I) denotes I permuted by or. Let A be any algorithm for P.
If P is a maximization problem, A(I) is the profit of running A on I, and Aw(I) = mino A(~r(I)). If P is a minimization problem, A(I) is the cost of running A on I, and Aw(I) = max, A(a(I)).
For many on-line problems, some algorithms perform well on particular types of permutations of the input, while other algorithms perform well on other types of pernmtations. The purpose of comparing on the worst permutation of sequences, rather than on each sequence independently, is to be able to differentiate between such pairs of algorithms, rather than just concluding that they are incomparable. Sequences with the same "content" are considered together, but the measure is worst case, so the algorithms are compared on their respective worst permutations. This was originally motivated by problems where all permutations are equally likely, but appears to be applicable to other problems as well. The statements S1 (1) and $2(1) check that the one algorithm is always at least as good as the other on every sequence (on their respective worst permutations). When one of them holds, the relative worst order ratio is a bound on how much better the one algorithm can be. Note that if $1(1) holds, the supremum involves $2 rather than S1, and vice versa. A ratio of 1 means that the two algorithms perform identically with respect to this quality measure; the further away fi'om 1, the greater the difference in performance. The ratio may be greater than or less than one, depending on whether the problem is a minimization or a maximization problem and on which of the two algorithms is better. These possibilities are illustrated in Table 1 .
It is easily shown [7] that the relative worst order ratio is a transitive measure, i.e., for any three algorithms A, B, and C, WRA,~ > 1 and WR~,c > 1 implies WRA,c _> 1. Furthermore, when WRA,~ _> 1, WR~,c > minimization maximization A better than ~ < 1 > 1 better than A > 1 < 1 Although one of the goals in defining the relative worst order ratio was to avoid the intermediate comparison of an on-line algorithm, A, to the optimal off-line algorithm, OPT, it is still possible to compare on-line algorithms to OPT. In this case, the measm'e is called the worst order ratio of A and denoted WRA.
A Better Algorithm than LRU
In this section, we introduce an algorithm which turns out to be better than LRU according to the relative worst order ratio. This is supported by initial experimental results but is in contrast to the competitive ratio which says that LRU is best possible among deterministic algorithms. The algorithm, called Retrospective-LRU (RLRU), is defined in Figure 1 . The name comes fi'om the algorithm's marking policy. When evicting pages, RLRU uses the LRU policy, but it chooses only from the unmarked pages in cache, unless they are all marked. Marks are set according to what the optimal off-line algorithm, LFD [4] , would have in cache, if given the part of the sequence seen so far. LFD is the algorithm that, on a fault, evicts the page that will be requested farthest in the future.
If RLRU has a fault and LFD does not, RLRU marks the page requested. If RLRU has a hit, the page p requested is marked if it is different fi'om the page of the previous reqnest. Requiring tile page to be different fi'om the previous page ensures that at least one other page has been requested since p was brought into the cache. A phase of the execution starts with the removal of all marks and this occurs whenever there would otherwise be a second fault on the same page within the current phase.
Intuitively, RLRU tries to keep pages in cache that OPT would have had there. This implies, for example, that RLRU avoids the very poor behavior that LRU has on cyclic repetitions of page requests. A similar example is a very large B-tree in a database application. With LRU, paths from the root down to some fixed number of leaves would be in cache, but which paths were there would keep changing. RLRU would tend to keep more of the frequently accessed nodes close to the root in cache.
The Pw@ Consider any phase P and the page p which starts the next phase. Page p was requested in phase P, and was later evicted, also within phase P. At that point, all other pages in the cache nmst either be marked or have been requested since the last request to p, so every page in cache at that point has been requested in phase P. The page requested when p is evicted must be different from the k pages in cache at that point. Thus, there must be at least k + 1 different pages requested in phase P. Move the last, possibly incomplete, phase of IRLRU to the beginning and call the resulting sequence ILRU. Process the requests in this sequence phase by phase (the phases are the original RLRU phases), starting at the beginning. LRU faults on each distinct page in the first phase. Since, by Lemnm 3.1, there are at least k + 1 distinct pages in each of the later phases, all of the distinct pages in a phase can be ordered so that there will be a fault by LRU on each of them. Hence, 
Let In consist of n phases, where, in each phase, the first k -1 requests are to the k-1 pages pl,P2, ...,pk-1, always in that order, and the last two requests are to completely new pages. LRU will fault on every page, so it will fault n(k + 1) times.
Regardless of the order this sequence is given in, LFD will never evict the pages Pl,p2,...,Pk-1 h'om cache, so RLRU will mark them the first time they are requested in each phase, if they have ever been requested before. Since there are never more than k -1 marked pages in cache, none of these pages is ever evicted in a phase in which it is marked. Thus, for each of these pages p', at most one phase is ended because of a fault on p', and the requests to the pages which only occur once cannot end phases. This gives at most k -1 phases, each containing at most one fault on each of the pages pl,P2,... ,Pk-1, which limits the number of faults RLRU has on these k -1 pages to a constant (dependent on k, but not n), so RLRU faults at most 2n + c times for some constant c. AsymptoticMly, the ratio is k+l 2 " For the upper bound, suppose there exists a sequence I, where LRU faults s times on its worst permutation, ILRU, RLRU faults s' times on its worst permutation, /RLRU, and s > k~_. _!_ . s'. Then, s > ~
• s", where s" is the nmnber of times RLRU faults on ILRU. Assmne, by Lemma 3.3, that ILRU is such that LRU faults on each request of a prefix I1 of ILRU and on no request after I~. Then there must exist a subsequence, J = (rl, r2, ..., rk+i}, of consecutive requests in I1, where RLRU faults at most once. Since LRU faults on every request, they must be to k + 1 different pages. One may assume that rl is not the first request, since then RLRU would fault on all the requests in J. Let p be the page requested immediately before J. Clearly, p nmst be in RLRU's cache when it begins processing J. If rk+l is not a request to p, then the fact that LRU faulted on every request in J means that J contains k + 1 pages different from p, but at most k -1 of them could be in RLRU's cache when it begins processing J. Thus, RLRU must fault at least twice on the requests in J. On the other hand, if rk+l is a request to p, there are exactly k requests in J which are different from p. At least one of them must cause a fault, since at most k -1 of them could have been in cache when RLRU began processing J. If no others caused faults, then they must have all been marked. In this case, RLRU evicts the least recently used page in cache, which cannot be a page requested in J before this fault, so it must be a later page in J, causing a second fault. This is a contradiction.
The proof of Theorem 3.1 relies on a t~w basic properties of RLRU. Modifications to the algorithm which do not change these basic properties will result in other algorithms which, according to the relative worst order ratio, are also better than LRU. One example of this is the test as to whether or not the current page is the same as the previous. This test could be removed and the page marked unconditionally or never marked, and the proofs still hold. Another exmnple is the decision when to end a phase. The most important l)roperty is that each phase consists of requests to at least k + 1 distinct pages and there is at most one fault on each of them. This leaves room for experimentally testing a number of variations, and it could lead to algorithms which are even better in practice than the one we present here.
Note that RLRU is neither a conservative nor a marking algorithm. This can be seen from the sequence (Pl,P~-,Pa,P4,Pi,P2, Pa,P4,Pa} for k = 3, where RLRU faults on every request.
In contrast to Theorem 3.1, the competitive ratio of RLRU is slightly worse than that of LRU: THEOREM 3.2. The competitive ratio of RLRU is k+l.
When LRU and RLRU are compared to OPT using the worst order ratio, instead of the competitive ratio, one finds that they have the same ratio k, confirming the intuition that inforlnation is lost in an indirect comparison to OPT. (See the fifll paper.) The question is whether or not these time and space bounds are good enough in practice. We believe there are at least two interesting scenarios to consider. One is the interaction between two high speed storage media, the speed of which differ by only a small multiplicative constant, such as primary versus secondary cache. Here, a paging algorithm must be very efficient, which also implies that it cannot be allowed much working space. In such a scenario, even LRU is most often too time and space consuming. Another scenario is the interaction of storage media, the speed of which differ by orders of magnitude. This could be the buffer pool versus the disk in database systems or local file caching of Internet files. In those situations, we can use substantial space, and time logarithmic in either the number of different pages or just in the cache size would both be insignificant compared with ahnost any small improvement in cache behavior. A similar point is made in [15] . If, in some special application, space is a problem, then it could possibly be reduced to a function of k using the techniques of [1] . In summary, a comparison between LRU and RLRU is interesting because the circumstances under which they can reasonably be applied are close to identical.
Empirical Analysis To see if the positive theoretical results are reflected in practice, we have investiga£ed the behavior of LRU and RLRU on traceQ collected from very ditIerent applications, including key words searches in text files, selections and joins in the Postgres database system, external sorting, and kernel operations. We have used all ten data files from the site.
In Table 2 , we list the results for each data file, and for cache sizes of 8, 16,..., 1024. Each entry shows the percent-wise improvement of RLRU over LRU. If g and r denote the number of faults by LRU and RLRU, respectively, then the improvement is computed as 100~.
This mlmber is negative if LRU perfi)rms best. More explicit results are given in the full pal)er.
Out of tile 80 tests, 16 are negative. The largest negative result of -0.74% is fl'om a short sequence and is due to a difference of only one page fault. The remaining negative results lie between zero and approximately half a per cent. RLRU beats LRU with more than half a per cent in 32 cases, more than 1% in 17 cases, and more than 5% in 9 cases. This is illustrated in Figure 2 .
Conservative and Marking Algorithms
It is easy to see that both LRU and FIFO are conservative algorithms [29] : between any two faults on the same Table 2 In contrast to the competitive ratio, the relative worst order ratio distinguishes between different marking algorithms. In particular, LRU is better than FWF, as it is in practice: We first show that the marking algorithm Flush-When-Full is strictly worse than any conservative algorithm: sequence I. If LRU faults on request r in I to page p, then p was not among the last k different pages that were requested. Thus, p could not be in FWF's cache when request r occurs and FWF will also fault. Hence, on any sequence, FWF will fault at least as many times on its worst permutation as LRU will on its. This shows that WRFwF,LRU ~ I.
0%
It is now sufficient to find a family of sequences In with limn~oo LRU(L,,) = oe, where there exists a constant b such that for all In,
Let lln = (pl,p2,... ,Pk,Pk+i,Pk,...,P2) n. FWF will fault on every page, so it will fault n(2k) times.
By Lemma 3.3, a worst pernmtation for LRU consists of some permutation of the k + 1 pages, with Pl and Pk+l at the end, repeated n times, followed by the first k -1 pages in the permutation repeated n times, i.e., (P2,P3,. .. ,Pk+I,Pl}n(p2,P3, ... ,Pk) n is a worst permutation of In with respect to LRU. LRU will fault n(k + 1) + k -1 times. Asymptotically, the ratio is 2k k+l"
Combining the previous lemma and transitivity with tile following lemma, we find that Flush-WhenFull is worst possible among marking algorithms. Proof. For any sequence with n complete phases, M faults at most kn times. Since for any request sequence, every pair of consecutive phases contains requests to at least k + 1 distinct pages, for the first 2 -[gJ complete phases, there is a pernmtation such that LRU faults at least (k + 1) [~J times. If the remaining requests consist of a complete phase, plus a partial phase, then LRU will also fault on k + 1 of those requests if given in the correct order. Thus, the additive constant is bounded by the number of faults ~ makes on the last, partiM or complete, phase and is thus at most k.
Combining the above two lemmas, Theorem 4.1, and the transitivity of the relative worst order ratio gives: It is well known that using standard competitive analysis one cannot show that knowing the next g requests is any advantage for any fixed ~; for any input sequence, an adversary can "fill up" the look-ahead by using g + 1 consecutive copies of each request, adding no cost to the optimal off:line solution. In contrast, results on the relative worst order ratio indicate that look-ahead helps significantly. Here we only look at a modification of LRU, using look-ahead, though the technique can be applied to other algorithms as well.
Define LRU(g) to be the algorithm which on a fault evicts the least recently used page in cache which is not among the next ~ requests. If ~ _> k, all pages in cache may be among the next ~ requests. In this case, the page whose next request is farthest in the future is evicted. Proo]: Since the proof (see the full paper) that LRU is no better than any conservative algorithm holds regardless of whether or not the conservative algorithm has look-ahead, one can see that LRU(f) is at least as good as LRU on any sequence by proving that LRU(f) is conservative. (See the full paper.) Thus, to prove the lower bound, it is sufficient to find a family of sequences I,~ with limn~oo LRU(In) = cx~, where there exists a constant b such that for all L~,
Let In consist of n phases, each containing the pages Pl,P2, ...,Pk,Pk+l, in that order. LRU will fault n(k+l) times. However, if g _< k -1, after the first k faults, LRU(g) never faults on any of the next g pages after a fault. Thus, regardless of the order, LRU(g) faults on at |n(k+l)-k / most k + L -G-F j pages. Asymptotically, this gives a ratio of ~ + 1. If f _> k, then LRU(f) faults on at most one out of every k pages. The proof of the upper bound can be found in the full paper.
Note that by transitivity, Theorem 5.1 shows that for any conservative algorithm, C, WRc,LRU(e) = min{k,~ + 1}.
Randomized Algorithms
The relative worst order ratio can also be applied to randomized algorithms. The only change to the definition is that an algorithm's expected profit/cost on a worst permutation of a sequence is used in place of the profit/cost obtained by a deterministic algorithm. DEFINITION 6.1. Consider an optimization probleln P and let I be any input sequence of length n. Let A be any randomized algorithm for P.
If P is a maximization problem, E[A(I)] is the expected profit of running A on I, and Aw(I) = min~E[A(a(I))].
If P is a minimization problem, E[A(I)] is the expected cost of rumling A on I, and Aw(I) = max° E[A(a(I))].
Using the above definition, tile relative worst order ratio is now defined as in the deterministic case.
Consider the randomized paging algorithm MARK [14] . On a fault, MARK chooses the unmarked page to be evicted uniformly at random. We show that WRLRu,r~IARK = k/Hk, which is consistent with the results one obtains with the competitive ratio where MARK has ratio 2Hk -1 [1] , wfiile LRU has ratio k.
Recall that lnarking algorithms, such as MARK, work in phases. In each phase (except possibly the last), exactly k distinct pages are requested, and the first page requested within a phase was not requested in the previous phase. Thus, the subsequence processed within a phase (except possibly the last) is a rnaximal subsequence containing requests to exactly k distinct pages. A subsequence processed within one marking phase is called a k-phase. Note that the partitioning of a sequence into k-phases is independent of the particular marking algorithm.
For Lemma 6.1 and Theorem 6.1 below, we need the fact that MARK's expected number of faults in the ith k-phase is 'mi(Hk -Hm, + 1) [14] , where 'm~ is the number of new pages in the ith phase, i.e., the number of pages that are requested in the ith phase and not in the (i -1)st phase. 1. Each k-phase in S contains exactly s-1 rare pages.
2. There is no r < s such that the first r > 2 k-phases of S corttain exactly r -1 rare pages.
Note that any sequence with m k-phases contains at least L~fJ consecutive blocks. Each block in the partition will be analyzed separately, and it will be shown that the sequence can be permuted so that LRU faults at least as many times as the expected number of faults by MARK on the requests of that block.
Consider a block, S, containing s + 1 k-phases and thus s rare pages and k-s frequent pages in each k-phase. Clearly, no frequent page is a new page in any of the last s k-phases of S. Therefore, if the first k-phase, P1, in the block has at most s new pages, then MARK's expected number of faults is at most Now assume that the first k-phase, P1, in the block, S, has s+i new pages, where 0 < i _< k-s.
Then, some frequent page in P1 is also a new page. MARK's expected number of faults is at most s2(1 + Hk -H~)+ (s + i)(1 + Hk -H~+i).
Let S' be the block immediately preceding S. Assume that it contains s' + 1 k-phases and thus s' rare pages in each k-phase. Consider any frequent, new page, p, in P1. It is clearly not a frequent page in S'. Assume for a moment that p occurs in all but the last k-phase of S'. In this case, the first s' k-phases of S' have at least one more frequent page than all of S' does. Generally, removing k-phases from the end of a block cannot decrease the number of frequent pages, and the first two k-phases have at most k -1 fi'equent pages. Thus, removing k-phases from the end of S', we would eventually end up with 2 < r < s + 1 consecutive k-phases with r -1 rare pages. This contradicts the fact that S' is a block, so p occurs at most s' -2 times in S'. Hence, one can choose i requests to frequent, new pages in Pr which can be moved back into the previous block, S', permuting S' such that LRU faults on these i pages, in addition to the s'(k + 1) pages originally in S' which it faults on. After removing these i requests from S, there are still s requests to rare pages in each k-phase, and a total of at least s(k + 1) requests in S, so the remaining requests can still be permuted to give LRU s(k + 1) faults. Thus, one can count s(k + 1) + i requests from block S which LRU will fault on. The lemma now follows by the following proposition, which is proven in the full paper. Proof. The lower bound follows from Lemmas 6.1 and 6.3. To see that the ratio cannot be higher than k/Hk, consider any k-phase in LRU's worst permutation. LRU never faults more than k times on any k-phase, and MARK never has an expected number of faults less than Hk on any complete k-phase [14] . MARK would fault at least as ninny times on its own worst ordering. Thus, the result is tight.
Conclusion and Open Problems
Tiffs second problem area, paging, studied using the relative worst order ratio gives even more convincing evidence than the first, bin packing, that this performance measure could become an important tool for analyzing on-line algorithms. Comparing algorithms directly to each other, rather than indirectly through a comparison to OPT, appears to give more meaningful results, both for paging and for bin packing. Previous measures and models, proposed as alternatives or supplements to the competitive ratio, have been more limited as to applicability, usually to very few problems. Further study is needed to determine how widely applicable the relative worst order ratio is, but paging and bin packing are very different problems. Together with the results on the bin coloring, scheduling, and seat reservation problems mentioned in the introduction, this gives a convincing basis for further investigation.
For paging, many algorithms with widely varying performance in practice all have competitive ratio k. The relative worst order ratio distinguishes between some of these. Most notably, LRU is found to be better than FWF, and look-ahead is shown to help. It is also promising that this new performance measure is leading to the discovery of new algorithms. Further testing is needed to determine which variant of RLRU is best in practice and how much better it is than LRU. Theorem 4.3 shows that no marking algorithm can be much better than LRU. It would be interesting to know if LRU is in fact the best marking algorithm according to the relative worst order ratio.
