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ON THE CONVERGENCE OF MASSIVE LOOP-ERASED
RANDOM WALKS TO MASSIVE SLE(2) CURVES
DMITRY CHELKAKA,B AND YIJUN WANA
Abstract. Following the strategy proposed by Makarov and Smirnov [23] in
2009 (see also [3, 2] for theoretical physics arguments), we provide technical
details for the proof of convergence of massive loop-erased random walks to
the chordal mSLE(2) process. As no follow-up to [23] appeared since then, we
believe that such a treatment might be of interest to the community. We do
not require any regularity of the limiting planar domain near its degenerate
prime ends a and b except that (Ωδ, aδ, bδ) are assumed to be close discrete
approximations to (Ω, a, b) near a and b in the sense of a recent work [12].
1. Introduction
The classical loop-erased random walk (LERW) in a discrete domain Ωδ ⊂ δZ2
is a curve obtained from a simple random walk trajectory by erasing the loops in
chronological order. In the famous paper [20] the convergence of such trajectories
to the so-called SLE(2) curves (see [18, 15, 5] and references therein) was proved
by Lawler, Schramm and Werner. Namely, let Ωδ be discrete approximations to a
simply connected domain Ω such that 0 ∈ Ω. Then, LERW obtained from simple
random walks on Ωδ started at 0 and stopped when hitting ∂Ω converge (in law) to
the so-called radial SLE(2) process in Ω. This result was generalized by Zhan [34]
for multiply connected domains Ω and also for the chordal setup when the random
walks are started at a (discrete approximation of) boundary point a ∈ ∂Ω and are
conditioned to exit Ωδ through another boundary point b ∈ ∂Ω. Later on, another
generalization appeared in [33]: instead of δZ2 one can consider any sequence of
graphs Γδ such that the simple random walks on Γδ converge to the Brownian
motion. Since then, variants of the LERW model become standard examples of
lattice systems for which one can rigorously prove the convergence of interfaces to
SLE and the Conformal Field Theory (CFT) predictions for correlation functions,
e.g. see [14].
In parallel with a great success of studying the (conjectural) conformally in-
variant limits of critical 2D lattice models achieved during the last two decades,
a program to study their near-critical perturbations was advocated by Makarov
and Smirnov in 2009, with massive LERW (mLERW) being one of the cases most
amenable for the rigorous analysis, see [23]. More precisely, given m > 0, the law of
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the mLERW in Ωδ is defined by applying the same loop erasing procedure as above
to random walks with the killing rate (i.e. probability to die at each step) m2δ2,
conditioned to exit from Ωδ through a fixed boundary points bδ and not to die
before this moment. The following result is given in [23, Theorem 2.1]:
Theorem 1.1. Let (Ωδ; aδ, bδ) be discrete approximations to a bounded simply
connected domain (Ω; a, b) with two marked boundary points (prime ends). For
each m > 0 the scaling limit γ of mLERW on (Ωδ; aδ, bδ) exists and is given by
chordal Schramm–Loewner Evolution (2.11) whose driving term ξt satisfies the SDE
dξt =
√
2dBt + 2λtdt, λt =
∂
∂(gt(at))
log
P
(m)
Ωt
(at, z)
PΩt(at, z)
∣∣∣
z=b
, (1.1)
where P
(m)
Ωt
(at, ·) and PΩt(at, ·) denote the massive and the classical Poisson kernels
in the domain Ωt := Ω r γ[0, t] and the logarithmic derivative with respect to at
is taken in the Loewner chart gt : Ωt → H. Moreover, (1.1) has a unique weak
solution whose law is absolutely continuous with respect to
√
2Bt. In other words,
these scaling limits are absolutely continuous with respect to the classical SLE(2).
Remark 1.2. Although throughout this paper, we only consider the chordal setup,
the convergence of radial mLERW follows from almost the same lines, in which case
it requires less effort since the normalization of the martingale observable near the
target point is a trivial statement.
To the best of our knowledge, no follow up of [23] appeared since then. The goal
of this paper is to provide technical details required for the proof of Theorem 1.1
as we believe that this might be of interest to the community and as we intend to
pursue a rigorous understanding of further steps in the Makarov–Smirnov program
(in particular, those related to the near-critical Ising model; see [23, Sections 2.3
and 2.5] as well as [23, Question 4.12] for k = 3).
We know discuss the setup in which we prove Theorem 1.1 in more details.
• Ωδ are assumed to converge to Ω in the Carathe´odory topology (see Sec-
tion 2.2 for more details). We do not assume any regularity of Ω (or Ωδ) near
degenerate prime ends a, b except that aδ, bδ are supposed to be close dis-
crete approximations of a, b in the sense of the recent paper of Karrila [12].
It is worth noting that in [34] it was assumed that the boundary of Ω is ‘flat’
near the target point b, a technical restriction which was removed in [29] in
the general setup of [33]. Our approach to this technicality is based upon
the tools from [6] (see Section 3.2 for details), similar uniform estimates
were independently obtained by Karrila [13, Appendix A] basing upon the
conformal crossing estimates developed for the random walk in [16].
• The mode of convergence of discrete random curves γδ to continuous ones is
provided by the framework of Kemppainen and Smirnov [16] (with a recent
addition of Karrila [12] in what concerns the vicinities of the endpoints a
and b), see Section 2.3 for details. Namely, the weak convergence of the
law of mLERW to that defined by (1.1) holds with respect to each of the
following topologies: uniform convergence of curves γδ to γ after a reparam-
eterization, convergence of conformal images γδH := φΩδ(γδ) to γH := φΩ(γ)
under the half-plane capacity parameterizaiton, convergence of the driving
terms ξδt in the Loewner equations describing γ
δ
H to ξt. Using the result of
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Lawler and Viklund [21] on the convergence of classical LERWs to SLE(2)
in the so-called natural parametrization, one can easily deduce the same
convergence for massive LERWs from our proof.
• The rigorous definition of the drift term
λt =
∂
∂(gt(at))
log
P
(m)
Ωt
(at, z)
PΩt(at, z)
∣∣∣
z=b
=
Q
(m)
Ωt
(at, z)
P
(m)
Ωt
(at, z)
∣∣∣
z=b
of the semimartingale (1.1) is given in Section 4; see (4.8),(4.9) and (4.2).
There are several known strategies to prove the convergence of discrete random
curves to classical SLEs, most of them relying upon the convergence of discrete mar-
tingale observables Mδ(Ωδ;aδ,bδ)(z) to M(Ω;a,b)(z) as (Ω
δ; aδ, bδ)→ (Ω; a, b); see (2.5)
for the definition of these observables in the LERW case. The approach used in the
original papers [20, 34] on the subject (see also [11] for similar considerations in
the Ising model context) relies upon the Skorohod embedding theorem and an ap-
proximate version of the Le´vy characterization of the Brownian motion. A different
viewpoint was advocated by Smirnov in [28]: once the tightness framework of [16]
is set up, one gets the martingale property of ξt and its quadratic variation from
coefficients of the asymptotic expansion of M(Ωt;at,b)(z) near the target point b, e.g.
see [28, Section 4.4] or [9, Section 6.3] for sample computations. (Note however
that [34] and [11] rely upon asymptotics of M(Ωt;at,b)(z) near the source point at,
which are known to be more useful in the multiple SLE context.)
In the massive setup, one does not have conformal invariance, which makes these
asymptotics of MΩt(at, z) rather sensitive to the local geometry of Ωt near b or at.
Moreover, even if we assume that the boundary of Ω is flat near b, these asymptotics
are written in terms of Bessel functions instead of powers of (z−b). In this paper we
use a combination of the two strategies: we do rely upon the tightness framework
of [16] but analyze the stochastic processes M(Ωt;at,b)(z) at fixed points z ∈ Ωt
instead of discussing their asymptotics; cf. [10] or [11, Section 3.1].
In conformally invariant setups, it is known (e.g., see [31] or [10]) that one can
easily derive the fact that the process ξt is a continuous semi-martingale directly
from the fact that M(Ωt;at,b)(z) are continuous (local) martingales, using explicit
representations of those via ξt. We illustrate this idea in Section 2.4 when dis-
cussing the convergence of the classical LERW to SLE(2). Despite the lack of
explicit formulas, similar arguments can be used in the massive setup though being
more involved. Nevertheless, we prefer to follow a more conceptual approach sug-
gested in [3, 2] and [23], which relies upon the Girsanov theorem and the fact that
mLERW can (and, arguably, should) be viewed as the classical LERW weighted by
an appropriate density caused by the killing rate; in this approach the fact that ξt
is a semi-martingale does not require any special proof (see Section 2.6).
Certainly, the idea of weighting SLE curves by martingales dates back to the very
first developments in the subject, e.g. see [8, 26] or [32, 17] for more recent exam-
ples. Nevertheless, there exist an important difference between the ‘critical/critical’
and ‘the ‘massive/critical’ contexts. In the setup of Theorem 1.1, the density of
mSLE(2) with respect to the classical SLE(2) does not coincide with the ratio of
regularized partition functions P
(m)
Ωt
(at, b)/PΩt(at, b) in Ωt := Ωr γ[0, t]. The rea-
son is that the total mass of massive RW loops attached to the tip at is strictly
smaller than the mass of the critical ones, which results in a (positive) drift of
this ratio; see also [3, Section 4] for a discussion of this effect from the theoretical
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physics perspective. Nevertheless, the expression for the drift λt in (1.1) has exactly
the same structure as in ‘critical/critical’ setups, see Remark 4.10 for additional
comments.
The rest of the article is organized as follows. In Section 2 we collect preliminaries
and discuss the absolute continuity of mLERW with respect to LERW and that of
their scaling limits. In Section 3 we prove the convergence of discrete martingale
observables as δ → 0. Section 4 is devoted to a priori estimates and computations
in continuum. The proof of Theorem 1.1 is given at the end of the paper.
Acknowledgements. This research was supported by the ANR-18-CE40-0033
project DIMERS. Dmitry Chelkak is grateful to Stanislav Smirnov for explain-
ing the ideas of [23] during several conversations dating back to 2009–2014. We
want to thank Michel Bauer, Konstantin Izyurov and Kalle Kyto¨la¨ for valuable
comments and for encouraging us to write this paper; Alex Karrila for useful dis-
cussions of his research [12, 13]; Chengyang Shao for discussions during his spring
2017 internship at the ENS [27]; and Mikhail Skopenkov for a feedback, which in
particular included pointing out a mess at the end of the proof of [7, Theorem 3.13].
This proof is sketched in Section 3 with a necessary correction.
2. Preliminaries
2.1. Discrete domains, partition functions and martingale observables.
Let Ω ⊂ C be a bounded simply connected domain with two marked degenerate
prime ends a, b (equivalence classes of sequences of inner points converging to a
point on the boundary, see [24, Chapter 2]). We approximate (Ω; a, b) by simply
connected subgraphs Ωδ of the square grids δZ2 and their boundary vertices aδ, bδ.
More precisely, to each simply connected graph Ωδ ⊂ δZ2 we associate an open
simply connected polygonal domain Ω̂δ ⊂ C by taking the union of all open 2δ× 2δ
squares centered at vertices of Ωδ. Note that the boundary of Ω̂δ consists of edges
of δZ2; see Fig. 1 for an illustration. We set IntΩδ := V (Ωδ) and define
∂Ωδ := {(v; (vint, v)) : v /∈ IntΩδ, v ∼ vint, vint ∈ IntΩδ}. (2.2)
(The reason for this definition of the boundary of Ωδ is that the same vertex v may
be connected to several points vint ∈ IntΩδ. When talking about exiting events of
random walks, all such edges (vint, v) correspond to different possibilities to exit Ω
δ.)
Usually, we slightly abuse the notation and treat ∂Ωδ as a set of v ∈ δZ2 without
indicating the outgoing edges (vint, v) if no confusion arises. Sometimes we also use
the notation Ωδ := Ωδ ∪ ∂Ωδ.
Given 0 < δ < m−1 ≤ +∞, a discrete domain Ωδ ⊂ δZ2, and two interior or
boundary vertices wδ, zδ, we define the partition function of massive random walks
running from wδ to zδ in Ωδ as
Z
(m)
Ωδ
(wδ, zδ) :=
∑
piδ∈S
Ωδ
(wδ;zδ)
(
1
4 (1−m2δ2)
)#piδ
, wδ, zδ ∈ Ωδ, (2.3)
where SΩδ(w
δ; zδ) denotes the set of all lattice paths connecting wδ and zδ inside Ωδ,
and #piδ is the number of interior edges of Ωδ in piδ. (In other words, we do not
count the edges (wδ, wδint) and (z
δ
int, z
δ) in #piδ if wδ ∈ ∂Ωδ and/or zδ ∈ ∂Ωδ.) To
simplify the notation, we drop the superscript (m) when speaking about random
walks without killing (i.e., m = 0). Splitting a trajectory piδ ∈ SΩδ(wδ; zδ) into
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Figure 1. Discrete domain Ωδ, an example of a boundary ver-
tex (v; (vint, v)), and a slit γ
δ[0, n]. The shaded area is the polyg-
onal representation of the subgraph Ωδ r γδ[0, n] ⊂ δZ2. Though
this representation does not coincide with Ω̂δ r γδ[0, n], these two
polygonal domains are close to each other in the Carathe´odory
sense (with respect to inner points of Ω̂δ lying near b).
two parts (from wδ to vδ and from vδ to zδ) and summing over all #piδ+1 possible
choices of vδ, one easily sees that
(1−m2δ2) · Z(m)
Ωδ
(wδ, zδ) = ZΩδ(w
δ, zδ)
−m2δ2
∑
vδ∈IntΩδ ZΩδ(w
δ, vδ)Z
(m)
Ωδ
(vδ, zδ). (2.4)
Let γδ be a sample of the (massive or massless) LERW path from aδ to bδ in Ωδ.
We denote by Ωδ r γδ[0, n] the connected component of this graph containing bδ;
see Fig. 1. Let a sequence of vertices oδ be fixed so that oδ → 0 as δ → 0. A
classical argument (e.g., see [20, Remark 3.6]) implies that, for each vδ ∈ IntΩδ,
the function
M
(m),δ
Ωδrγδ[0,n](v
δ) :=
Z
(m)
Ωδrγδ[0,n](γ
δ(n), vδ)
Z
(m)
Ωδrγδ[0,n](γ
δ(n), bδ)
· ZΩδ(oδ, bδ), (2.5)
is a martingale with respect to the filtration Fn := σ(γδ[0, n]) generated by first n
steps of γδ, until vδ is hit by γδ or disconnected from bδ. Note that the additional
normalization factor ZΩδ(o
δ, bδ) does not depend neither on γδ nor on m and is
introduced for further convenience. As in the notation for partition functions, we
drop the superscript (m) in (2.5) when speaking about classical (m = 0) LERW.
2.2. Carathe´odory convergence of Ωδ and reparametrization by capacity.
Throughout this paper we assume that all domains under consideration are uni-
formly bounded (that is, are contained in some B(0, R) for a fixed R > 0) and that
0 is contained in all domains. Let φΩ : Ω→ H be a conformal uniformization of Ω
onto the upper half-plane H such that
φΩ(a) = 0, φΩ(b) =∞, and ImφΩ(0) = 1, (2.6)
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note that these conditions define φΩ uniquely and that one has
GΩ(0, z) =
1
2pi
log
∣∣∣∣φΩ(z)− φΩ(0)φΩ(z)− φΩ(0)
∣∣∣∣ ∼ − 1pi Im 1φΩ(z) as z → b. (2.7)
We assume that discrete approximations (Ω̂δ; aδ, bδ), with bδ = b, converge to
(Ω; a, b) in the Carathe´odory sense, which means that (e.g., see [24, Chapter 1])
• each inner point z ∈ Ω belongs to Ω̂δ for small enough δ;
• each boundary point ζ ∈ ∂Ω can be approximated by ζδ ∈ ∂Ω̂δ as δ → 0.
Further, we require that a and b are degenerate prime ends of Ω and that aδ
(resp., bδ) is a close approximation of a (resp., of b) as defined by Karrila [12]:
• aδ → a as δ → 0 and, moreover, the following is fulfilled:
• Given r > 0 small enough, let Sr be the arc of ∂B(a, r) ∩ Ω disconnecting
(in Ω) the prime end a from 0 and from all other arcs of this set; in other
words, Sr is the last arc from a (possibly countable) collection ∂B(a, r)∩Ω
to cross for a path running from 0 to a inside Ω. We require that, for each r
small enough and for all sufficiently (depending on r) small δ, the boundary
point aδ of Ωδ is connected to the midpoint of Sr inside Ω̂
δ ∩B(a, r).
We fix a uniformization φΩ̂δ : Ω̂
δ → C similarly to (2.6) so that
φΩ̂δ(a
δ) = 0, φΩ̂δ(b
δ) =∞, and ImφΩ̂δ(0) = 1,
note that the Carathe´odory convergence of Ω̂δ to Ω can be reformulated as
φ−1
Ω̂δ
⇒ φ−1Ω , φΩ̂δ ⇒ φΩ on compact subsets of H and Ω, respectively. (2.8)
From now onwards we assume (without loss of generality) that the discrete ap-
proximations Ω̂δ are shifted slightly so that the target point bδ = b is always the
same. Inside all domains Ω˜δ (and similarly inside Ω), one can define the inner
distance to the prime end b and the r-vicinities of b as follows:
ρΩ̂δ(b, z) := inf{r > 0 : z and b are connected in Ω̂δ ∩BC(b, r)},
BΩ̂δ(b, r) := {z ∈ Ω̂δ : ρΩδ(b, z) < r}. (2.9)
Note that ρΩ(b, z) is a continuous function of z ∈ Ω. Moreover,
ρΩ(b, z) < r ⇒ ρΩδ(b, z) < r for small enough δ (2.10)
since a path connecting z to b inside Ω ∩BC(b, r) eventually belongs to Ω̂δ except,
possibly, a tiny portion near b. As we assume that bδ is a close approximation of
the prime end b, the implication (2.10) follows.
Let γδH := φΩ̂δ(γ
δ) be the conformal images of LERW trajectories γδ, considered
as continuous paths in the upper half-plane H. These continuous simple curves
can be canonically parameterized by the so-called half-plane capacity of their initial
segments. Namely, a uniformization map gt : HrγδH[0, t]→ H normalized at infinity
is required to have the asymptotics gt(z) = z + 2tz
−1 +O(|z|−2) as |z| → ∞.
Given t > 0 we define a random variable nδt to be the first integer such that the
half-plane capacity of φΩ̂δ(γ
δ[0, n]) is greater or equal than t. Further, given a small
enough r > 0 we define nδt,r to be the minimum of n
δ
t and the first integer such
that γδ(n) ∈ BΩδ(b, r). Clearly, both nδt and nδt,r are stopping times with respect
to the filtration Fn := σ(γδ[0, n]). We set Ωδt (resp. Ωδt,r) to be the connected
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component of Ωδ r γδ[0, nδt ] (resp. Ωδ r γδ[0, nδt,r]) including b and aδt := γδ(nδt )
(resp. aδt,r := γ
δ(nδt,r)).
The following lemma guarantees that the change of the parametrization from
integers nδt to the half-plane capacity t does not create big jumps. The proof
given below is based upon compactness arguments though one can use standard
estimates (e.g., see [5, Proposition 6.5]) of capacity increments in the upper half-
plane H instead. However, it is worth noting that one does not have an immediate
a priori bound of diam(γδH[0, n
δ
t,r]) in the situation when the curve γ
δ approaches b
along the boundary of Ωδ, which might require to introduce additional stopping
times to handle this scenario explicitly.
Lemma 2.1. Let (Ω̂δ; aδ, bδ) approximate (Ω; a, b) as described above. Then, for
each r > 0, the increments of the half-plane capacities of the slits φΩ̂δ(γ
δ[0, n])
are uniformly (in γδ) small as δ → 0 provided that γδ[0, n] do not enter the
vicinities BΩ̂δ(b, r) of the target point b. In particular, the capacities of the slits
φΩ̂δ(γ
δ[0, nδt,r]) are uniformly bounded by t+o(1) as δ → 0.
Proof. The set of all simply connected domains Ω̂δrγδ[0, n] under consideration is
precompact in the Carathe´odory topology (with respect to points near b). Sup-
pose on the contrary that the one-step increments of the half-plane capacities
of φΩ̂δ(γ
δ[0, n]) do not vanish as δ → 0 for a sequence of curves γδ[0, nδ] such
that γδ[0, nδ−1]∩BΩ̂δ(b, r) = ∅. By compactness, one can find a subsequence along
which Ωδ r γδ[0, nδ] converge in the Carathe´odory sense (with respect to points
near b). Clearly, Ωδ r γδ[0, nδ−1] converge to the same limit and hence one can
find conformal homeomorphisms
Ωδ r γδ[0, nδ] → Ωδ r γδ[0, nδ−1]
that become arbitrary close to the identity on each compact subset K ⊂ BΩ(b, r),
note that one necessarily has K ⊂ BΩ̂δ(b, r) for small enough δ due to (2.10). Due
to (2.8), this implies that the conformal maps
HrφΩ̂δ(γ
δ[0, nδ])
φ−1
Ω̂δ−→ Ωδrγδ[0, nδ] → Ωδrγδ[0, nδ−1] φΩ̂δ−→ HrφΩ̂δ(γδ[0, nδ−1])
become (as δ → 0) arbitrary close to the identity on compact subsets of the fixed
vicinity φΩ(BΩ(b, r)) of∞ in the upper half-plane. This contradicts to the assump-
tion that the half-plane capacities of φΩ̂δ(γ
δ[0, nδ−1]) and φΩ̂δ(γδ[0, nδ]) differ by
a constant amount as δ → 0. 
2.3. Chordal SLE(2) and topologies of convergence. We now discuss a few
basic facts on the construction of SLE curves, the interested reader is referred
to [5, 15, 18] for more details. Let γH be a continuous non-self-crossing curve in
the upper half-plane H := {z ∈ C : Imz > 0}, growing from 0 to ∞. Let H rKt
denote the connected component of H r γH[0, t] containing ∞ (if γH is not only
non-self-crossing but also non-self-touching, then Kt = γH[0, t]). Assume that γH is
parameterized by half-plane capacity so that the conformal map gt : H rKt → H
(normalized at ∞) has the asymptotics gt(z) = z + 2tz−1 + O(|z|−2) as |z| → ∞.
Then there exists a unique real-valued function ξt, called the driving term, such
that the following equation, called the Loewner evolution equation, is satisfied:
∂tgt(z) =
2
gt(z)− ξt for all z ∈ HrKt, (2.11)
8 DMITRY CHELKAK AND YIJUN WAN
where we use the shorthand notation ∂t for the partial derivative in t. Vice versa,
given a nice function ξt one can reconstruct the growing family Kt and, further
(under some assumptions on ξt), the curve γH by solving (2.11) with g0(z) = z.
Classical SLEH(2) curves in the upper half-plane correspond to random driving
terms ξt =
√
2Bt, where (Bt)t≥0 is a standard Brownian motion. It is known that
• almost surely, SLEH(2) is a simple curve in the upper half plane H, see [25];
• almost surely, the Hausdorff dimension of SLEH(2) is equal to 54 , see [4].
Moreover, one can use the corresponding Minkowski content of the initial
segments of SLEH(2) to introduce the so-called natural parametrization of
these curves, see [19].
Generally, given a simply connected domain Ω with boundary points (prime
ends) a, b ∈ Ω, chordal SLEΩ curves from a to b in Ω are defined as preimages
of SLEH under a conformal uniformization φΩ : Ω → H satisfying φΩ(a) = 0
and φΩ(b) = ∞. Note that this definition does no require to fix a normalization
of φΩ due to the scale invariance of the law of SLEH curves.
When speaking about the tightness of random curves in (Ωδ; aδ, bδ) we rely upon
a powerful framework developed by Kemppainen and Smirnov in [16] as well as
upon a recent work of Karrila [12] (in which the behaviour in vicinities of the end-
points a, b is discussed). Let ξδ be a random driving term corresponding via (2.11)
to the conformal images γδH := φΩ̂δ(γ
δ) of LERWs in (Ωδ; aδ, b). It is known since
the work [1] of Aizenman and Burchard (see also [20]) that appropriate crossing
estimates imply that
(1) the family of random curves γδ (except maybe in vicinities of endpoints) is
tight in the topology induced by the metric minψ1,ψ2 ‖γ1 ◦ ψ1 − γ2 ◦ ψ2‖∞,
with minimum taken over all parameterizations ψ1, ψ2 of two curves γ1, γ2.
The results of Kempainen and Smirnov (see [16, Theorem 1.5 and Corollary 1.7] as
well as [16, Section 4.5] where the required crossing estimates are checked for the
loop-erased random walks) give much more:
(2) the driving terms ξδ are tight in the space of continuous functions on [0,∞)
with topology of uniform convergence on compact intervals [0, T ];
(3) the curves γδH are tight in the same topology as in (1);
(4) the curves γδH, parameterized by capacity, are tight in the space of contin-
uous functions on [0,∞) with topology of uniform convergence on [0, T ].
Moreover, a weak convergence in one of the topologies (2)–(4) imply the convergence
in two others. Furthermore, provided that (Ω̂δ; aδ, b) converge to (Ω; a, b) in the
Carathe´odory sense so that aδ and bδ = b are close approximations of degenerate
prime ends a and b of Ω, the following holds:
(5) if a sequence of random curves γδH converges weakly in the topologies (2)–(4)
to a random curve γH then γδ also converges weakly to a random curve
which, almost surely, is supported on the limiting domain Ω due to [16,
Corollary 1.8], and has the same law as φ−1Ω (γH) due to [12, Theorem 4.4].
2.4. Convergence of classical LERW to chordal SLE(2). To keep the pre-
sentation self-contained, in this section we sketch (a variant of the strategy used
in [10, 31]) a proof of the classical result: convergence of the usual loop-erased ran-
dom walks to SLE(2), in the setup of Theorem 1.1 discussed in the introduction.
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As discussed above, the family of LERW probability measures on (Ωδ; aδ, b) is
tight, provided that the curves γδ are parameterized by the half-plane capacities of
their conformal images φΩ̂δ(γ
δ) in (H; 0,∞). Since the space of continuous functions
is metrizable and separable, by Skorokhod representation theorem we can suppose
that for each weakly convergent subsequence of these measures we also have γδ → γ
almost surely.
Let τr := inf{t > 0 : γ(t) ∈ BΩ(b, r)} and τ δr be the similar stopping times
(in the half-plane capacity parametrization) for the discrete curves γδ. Given an
(unknown) law of γ, it is easy to see that for almost all r > 0 one almost surely
has τ δr → τr. Indeed, let ρt := ρΩ(b, γt). Since the curves γδ converge to γ in
the capacity parametrization, one has τ δr → τr unless the continuous process ρt
has a local minimum at level r, which can happen only for a countable set of r’s.
Therefore, λ({r > 0 : r is a local minimum of ρt}) = 0 (almost) surely and hence
P[ r is a local minimum of ρt ] = 0 for almost all r > 0.
due to the Fubini theorem.
Let t > 0 and assume that r > 0 is chosen as discussed above so that, almost
surely, τ δs,r := s ∧ τ δr → s ∧ τr and hence γδ[0, nδs,r] → γ[0, s ∧ τr] for all s ∈ [0, t]
due to Lemma 2.1. Let
v ∈ BΩ(b, 12r).
The martingale property of the discrete observables (2.5) gives
E
[
M δΩδt,r
(vδ)f(γδ[0, nδs,r])
]
= E
[
MδΩδs,r (v
δ)f(γδ[0, nδs,r])
]
, (2.12)
where f is a bounded continuous test function on the space of curves. We now pass
to the limit (as δ → 0) in this identity using the following two facts:
• If γδ[0, nδt,r]→ γ[0, t ∧ τr], then
M δΩδt,r
(vδ) → PΩrγ[0,t∧τr](v) := −
1
pi
Im
1
gt∧τr (φ(v))− ξt∧τr
(2.13)
as δ → 0. We discuss such convergence results in Section 3 (see Proposi-
tion 3.14 for this concrete statement).
• The martingale observables are uniformly (with respect to δ and all possible
realisations of γδ[0, nδt,r]) bounded. Indeed, Lemma 2.3 implies that
M δΩδs,r (v
δ) =
ZΩδs,r (a
δ
s,r, v
δ)
ZΩδs,r (a
δ
s,r, b)
· ZΩδ(oδ, b) ≤ const ·
ZΩδ(o
δ, b)
ZΩδs,r (v
δ, b)
with a universal multiplicative constant and
ZΩδ(o
δ, b)
ZΩδs,r (v
δ, b)
≤ ZΩδ(o
δ, b)
ZB
Ωδ
(b,r)(vδ, b)
→ GΩ(0, b)
GBΩ(b,r)(v, b)
< +∞
as δ → 0 due to Corollary 3.8 (which allows one to replace b by an inner
point bεr lying close enough to b, cf. the proof of Proposition 3.5) and
Corollary 3.3 (which provides the convergence of Green’s functions).
Passing to the limit δ → 0 in (2.12) we are now able to conclude that, for each
r > 0, the (continuous, uniformly bounded) process
PΩrγ[0,t∧τr](v) is a martingale for each v ∈ BΩ(b, 12r). (2.14)
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We now claim that the process ξt∧τr is a continuous local semi-martingale since
it can be uniquely reconstructed as a deterministic function of the values of con-
tinuous martingales (2.13) evaluated at two distinct points v1, v2 ∈ BΩ(b, 12r) and
differentiable processes gt(φ(v1)), gt(φ(v2)). Using the Loewner equation (2.11) and
Itoˆ’s lemma, one gets the following formula:
dPΩrγ[0,t∧τr](v) = −
1
pi
d Im
1
gt∧τr (φ(v))− ξt∧τr
= − 1
pi
Im
[
dξt∧τr
(gt∧τr (φ(v))− ξt∧τr )2
+
d〈ξ, ξ〉t∧τr − 2d(t ∧ τr)
(gt∧τr (φ(v))− ξt∧τr )3
]
(here and below we use the sign d for the stochastic differential). As this process
should be a martingale for each v ∈ BΩ(b, 12r), the only possibility is that
both processes ξt∧τr and 〈ξ, ξ〉t∧τr − 2d(t ∧ τr) are (local) martingales.
Since τr → +∞ almost surely, one concludes that ξt (d)=
√
2Bt by the Le´vy theorem.
Remark 2.2. The martingale property (2.14) can be directly generalized to the
massive setup. Namely, for each subsequential limit (in the same topologies as
above) of massive LERW on (Ωδ; aδ, bδ) the following holds:
P
(m)
Ωrγ[0,t∧τr](v) is a martingale for each v ∈ BΩ(b, 12r), (2.15)
where the massive Poisson kernels P (m) are given by (3.12). In order to prove (2.15)
one mimics the arguments given above basing upon
• the convergence of massive observable M (m),δ
Ωδt,r
(v) to a multiple of massive
Poisson kernel P
(m)
Ωrγ[0,t∧τr](v) as a function defined on Ωrγ[0, t∧τr] as δ → 0
provided by Proposition 3.16;
• the uniform boundedness of massive observables (until time t ∧ τr), which
follows from Corollary 2.7 and the uniform boundedness of massless ones.
We identify the law of ξt in the massive setup in Section 4.3 using (2.15) in the
same spirit as discussed above in the classical situation; see (4.19),(4.20).
2.5. The density of mLERW with respect to the classical LERW. Given a
discrete domain (Ωδ; aδ, bδ) andm < δ−1, denote by P(Ωδ;aδ,bδ)[γδ] and P
(m)
(Ωδ;aδ,bδ)
[γδ]
the probabilities that a simple lattice path γδ running from aδ to bδ inside Ωδ ap-
pears as a classical (m = 0) or a massive LERW trajectory, respectively.
Lemma 2.3. Let Ωδ be a simply connected discrete domain, aδ, bδ be its boundary
points,and vδ ∈ IntΩδ. Then, the following estimate holds:
ZΩδ(a
δ, vδ)ZΩδ(v
δ, bδ)
ZΩδ(aδ, bδ)
≤ const,
with a universal (i.e., independent of Ωδ, aδ, bδ, and vδ) constant.
Proof. E.g., see [6, Proposition 3.1] which claims that the left-hand side is uniformly
comparable to the probability that the random walk trajectory started at aδ and
conditioned to exit Ωδ at bδ intersects the ball B(vδ, 13dist(v
δ, ∂Ωδ)). 
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Proposition 2.4. There exists a universal constant c0 > 0 such that, for each
discrete domain Ωδ⊂B(0, R), boundary points aδ, bδ∈ ∂Ωδ and m ≤ 12δ−1, one has
Z
(m)
Ωδ
(aδ, bδ)/ZΩδ(a
δ, bδ) ≥ exp(−c0m2R2), (2.16)
where the massive random walk partition function Z
(m)
Ωδ
is defined by (2.3).
Proof. By Jensen’s inequality,
Z
(m)
Ωδ
(aδ, bδ)
ZΩδ(aδ, bδ)
= ESRW(Ωδ;aδ,bδ)[(1−m2δ2)#pi
δ
] ≥ (1−m2δ2)ESRW(Ωδ ;aδ,bδ)[#piδ],
where the expectation is taken over simple random walks piδ ∈ SΩδ(aδ, bδ) started
at aδ and conditioned to exit Ωδ at bδ, whereas Lemma 2.3 gives
ESRW(Ωδ;aδ,bδ)[#piδ] + 1 =
∑
vδ∈IntΩδ
ZΩδ(a
δ, vδ)ZΩδ(v
δ, bδ)
ZΩδ(aδ, bδ)
≤ const · δ−2R2.
The desired uniform estimate (2.16) follows easily. 
Corollary 2.5. Let D
(m)
(Ωδ;aδ,bδ)
(γδ) := P(m)
(Ωδ;aδ,bδ)
(γδ)/P(Ωδ;aδ,bδ)(γδ). Then,
(i) D
(m)
(Ωδ;aδ,bδ)
(γδ) ≤ exp(c0m2R2), for each simple path γδ from aδ to bδ in Ωδ;
(ii) E(Ωδ;aδ,bδ)
[
logD
(m)
(Ωδ;aδ,bδ)
(γδ)
] ≥ −c0m2R2, where the expectation is taken over
the classical LERW measure P(Ωδ;aδ,bδ).
Proof. (i) By definition,
D
(m)
(Ωδ;aδ,bδ)
(γδ) =
∑
piδ:LE(piδ)=γδ(
1
4 (1−m2δ2))#pi
δ∑
piδ:LE(piδ)=γδ(
1
4 )
#piδ
· ZΩδ(a
δ; bδ)
Z
(m)
Ωδ
(aδ; bδ)
,
where LE denotes the loop-erasure procedure applied to the simple random walk
trajectory piδ. The estimate (2.16) gives the desired uniform upper bound.
(ii) By Jensen’s inequality and since ZΩδ(a
δ, bδ)/Z
(m)
Ωδ
(aδ, bδ) ≥ 1, one has
E(Ωδ;aδ,bδ)
[
logD
(m)
(Ωδ;aδ,bδ)
(γδ)
] ≥ log(1−m2δ2) · ESRW(Ωδ;aδ,bδ)[#piδ],
where the first expectation is taken with respect to the LERW measure while the
second is with respect to the simple random walk measure on the set SΩδ(a
δ, bδ).
The proof is completed in the same way as the proof of Proposition 2.4. 
Below we also need the following extension of Lemma 2.3 and Proposition 2.4.
Lemma 2.6. Let Ωδ be a discrete domain, zδ, wδ ∈ Ωδ and vδ ∈ IntΩδ. Then,
ZΩδ(w
δ, vδ)ZΩδ(v
δ, zδ)
ZΩδ(wδ, zδ)
≤ const · (1 + ZΩδ(wδ, vδ) + ZΩδ(vδ, zδ)), (2.17)
with a universal (i.e., independent of Ωδ, wδ, zδ, and vδ) constant.
Proof. Denote dΩδ(v
δ) := dist(vδ, ∂Ωδ). Standard estimates imply that
ZΩδ(w
δ, vδ) ≤ const ·ZΩδ(wδ, zδ) if |zδ−vδ| ≤ 13dΩδ(vδ) and |zδ−vδ| ≤ |wδ−vδ|.
(indeed, if |wδ−vδ| ≥ 23dΩδ(vδ), then both sides are comparable due to the Harnack
principle, otherwise one has ZΩδ(w
δ, vδ) ≤ const ·ZΩδ(zδ, vδ) ≤ const ·ZΩδ(zδ, wδ)).
In particular, this proves the desired estimate in the situation when zδ (or, simi-
larly, wδ) is within 13dΩδ(v
δ) distance from vδ.
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To handle the case when both wδ and zδ are at least 13dΩδ(v
δ) apart from vδ, note
that the left-hand side of (2.17) satisfies the maximum principle in both variables wδ
and zδ; is uniformly bounded due to Lemma 2.3 if both wδ, zδ ∈ ∂Ωδ; and is also
uniformly bounded if at least one of these two vertices is at distance 13dΩδ(v
δ)
from vδ due to the argument given above. 
Corollary 2.7. There exists a universal constant c0 > 0 such that, for each discrete
domain Ωδ ⊂ B(0, R), two vertices wδ, zδ ∈ Ωδ and m ≤ 12δ−1, one has
Z
(m)
Ωδ
(wδ, zδ)/ZΩδ(w
δ, zδ) ≥ exp(−c0m2R2).
Proof. The proof mimics the proof of Proposition 2.4. Indeed, one has
ESRW(Ωδ;zδ,wδ)[ #piδ ] ≤ const ·
∑
vδ∈IntΩδ
(1 + ZΩδ(w
δ, vδ) + ZΩδ(v
δ, zδ)) ≤ const · δ−2R2
due to Lemma 2.6 and standard estimates of the discrete Green functions. 
2.6. Absolute continuity of mSLE(2) with respect to SLE(2). As discussed
in Section 2.3, the classical LERW probability measures P(Ωδ;aδ,bδ) on curves in
discrete approximations (Ωδ; aδ, b) are tight. Moreover (see Section 2.4), the only
possible weak limit of P(Ωδ;aδ,bδ), as δ → 0, is given by the SLE(2) measure on curves
in (Ω; a, b), which we denote by P(Ω;a,b). Due to Corollary 2.5(i), the densities
D
(m)
(Ωδ;aδ,bδ)
(γδ) = P(m)
(Ωδ;aδ,bδ)
(γδ)/P(Ωδ;aδ,bδ)(γδ)
of the massive LERW measures on curves in (Ωδ; aδ, bδ) with respect to the clas-
sical ones are uniformly bounded from above by exp(c0m
2R2). Therefore, the
measures P(m)
(Ωδ;aδ,bδ)
are also tight in the topologies discussed in Section 2.3.
Lemma 2.8. (i) Each subsequential weak limit P(m)(Ω;a,b) of the massive LERW mea-
sures P(m)
(Ωδ;aδ,bδ)
is absolutely continuous with respect to the SLE(2) measure P(Ω;a,b).
The Radon–Nikodym derivative D
(m)
(Ω;a,b) := dP
(m)
(Ω;a,b)/dP(Ω;a,b) is (almost surely)
bounded from above by exp(c0m
2R2), with the same constant c0 as in Corollary 2.5.
(ii) Moreover, one has E(Ω;a,b)[ logD
(m)
(Ω;a,b) ] ≥ −c0m2R2. In particular, the mea-
sures P(m)(Ω;a,b) and P(Ω;a,b) are mutually absolutely continuous.
Proof. Denote C := exp(c0m
2R2). Both results can be easily deduced from Corol-
lary 2.5 by passing to the limit δ → 0. As probability measures on metrizable
spaces are always regular, each Borel set A can be approximated by a compact sub-
set F ⊂ A. In its turn, F can be approximated by its open ε-neighborhood F ε that
can be without loss of generality assumed to be a continuity set for both measures
under consideration. The first claim easily follows since
P(m)Ω [F
ε] = lim
δ→0
P(m)
Ωδ
[F ε] ≤ C · lim
δ→0
PΩδ [F ε] = C · PΩ[F ε]
for such approximations of A, here and below we write Ω instead of (Ω; a, b) and Ωδ
instead of (Ωδ; aδ, bδ) for shortness. Therefore, P(m)Ω [A] ≤ C · PΩ[A] for each Borel
set A. To prove (ii), note that
EΩ[ logD(m)Ω ] = inf
Ak−disjoint : PΩ(∪nk=1Ak)=1
{ n∑
k=1
PΩ[Ak] log
P(m)Ω [Ak]
PΩ[Ak]
}
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and approximate each Ak by F
ε
k as explained above. Provided that ε > 0 is small
enough (depending on the choice of Fk), the sets F
ε
k are still disjoint and hence
EΩδ [ logD
(m)
Ωδ
] ≤
n∑
k=1
PΩδ [F εk ] log
P(m)
Ωδ
[F εk ]
PΩδ [F εk ]
+ (1− PΩδ
[∪nk=1F εk ]) · logC.
The proof is completed by applying the uniform estimate EΩδ [ logD
(m)
Ωδ
] ≥ − logC
provided by Corollary 2.5(ii), passing to the limit δ → 0, and then passing to the
limit in the choice of approximations F εk of a given disjoint collection Ak. 
We now discuss how the law of the driving term ξt =
√
2Bt of SLE(2) changes
when the measure P(Ω;a,b) is replaced by P
(m)
(Ω;a,b). Let
D
(m)
t := E[D
(m)
(Ω,a,b) | Ft ],
where Ft denotes the (completed) canonical filtration of the Brownian motion Bt.
Since D
(m)
(Ω,a,b) > 0 almost surely, D
(m)
t is a continuous martingale taking (strictly)
positive values (e.g., see [22, p. 107]). Therefore (see [22, Proposition 5.7]), there
exists a unique continuous local martingale L
(m)
t such that
D
(m)
t = exp
(
L
(m)
t − 12 〈L(m), L(m)〉t
)
(2.18)
and the Girsanov theorem (see [22, Theorem 5.8]) implies that
ξt =
√
2 · (Bt + 〈B,L(m)〉t) under P(m)(Ω;a,b) . (2.19)
Let τn → ∞ be stopping times that localize L(m)t . Jensen’s inequality (which
can be applied due to Lemma 2.8(i)) and Lemma 2.8(ii) imply that
E[ 12 〈L(m), L(m)〉∞] = limτn→∞E[− logD
(m)
τn ] ≤ E[− logD(m)(Ω;a,b)] ≤ c0m2R2. (2.20)
In particular, 〈L(m), L(m)〉∞ < +∞ a. s. In fact, a posteriori one can deduce from
Theorem 1.1 that 〈L(m), L(m)〉∞ ≤ const(m,R) < +∞ a. s. (see Remark 4.9). Note
however that we need some a priori information on L(m) to prove this theorem.
Remark 2.9. By definition, the process (D
(m)
t )
−1 is a local martingale under P(m)(Ω;a,b).
Assume that, for an adapted process λt, one has
d(D
(m)
t )
−1 = −
√
2λt · (D(m)t )−1 · dBt under P(m)(Ω;a,b) . (2.21)
Due to (2.18), this implies that the martingale part of the process Lt (which is a
semi-martingale under P(m)(Ω;a,b)) is
√
2λtdBt and hence
dξt =
√
2dBt + 2λtdt under P(m)(Ω;a,b).
Therefore, in order to find the law of ξt it is enough to identify λt in (2.21). It is
worth noting that in the massive setup
(D
(m)
t )
−1 6= lim
δ→0
(
ZΩδt (a
δ
t , b
δ)/Z
(m)
Ωδt
(aδt , b
δ)
)
=: N
(m)
t ,
a standard identity, e.g., in the multiple SLE context. The reason is that the total
mass of massive RW loops attached to the tip aδt is strictly smaller than the mass
of the critical ones. Because of that, the process N
(m)
t actually has a negative
drift (which can be computed explicitly, see (4.21)) and one cannot easily deduce
Theorem 1.1 relying only upon the analysis of this process; cf. Remark 4.10.
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3. Convergence of martingale observables
3.1. Convergence of discrete harmonic functions. In this section we recall
two useful results from [7]: convergence of the discrete Green functions ZΩδ(u
δ, vδ)
and of the discrete Poisson kernels ZΩδ(a
δ, uδ)/ZΩδ(a
δ, vδ) as Ω̂δ → Ω, where u, v
are inner points and a is a boundary point (more accurately, a prime end) of Ω.
Definition 3.1. Let Ω ⊂ C be a simply connected bounded domain and r > 0.
We say that points u, v ∈ Ω are jointly r-inside Ω if they can be connected by a
path Luv ⊂ Ω such that dist(Luv, ∂Ω) > r. In other words, u and v belong to the
same connected component of the r-interior of Ω.
Recall that we denote by Ω̂δ the polygonal representation of a discrete domain Ωδ.
Proposition 3.2. Let 0 < r < R be fixed. There exists a function ε(δ) = ε(δ, r, R),
defined for small enough δ ≤ δ0(r,R), such that ε(δ) → 0 as δ → 0 and that the
following is fulfilled for all simply connected discrete domains Ω̂δ ⊂ B(0, R) and all
pairs of points uδ, vδ lying jointly r-inside Ω̂δ and such that |uδ − vδ| ≥ r:
|ZΩδ(uδ, vδ)−GΩ̂δ(uδ, vδ)| ≤ ε(δ). (3.1)
Proof. This follows from (a more general in several aspects) uniform convergence
result provided by [7, Corollary 3.11] and the convergence of the discrete full-plane
Green function on the rescaled grid δZ to − 12pi log |uδ − vδ| (up to a constant)
for r ≤ |uδ − vδ| ≤ 2R and δ → 0, the latter being a standard fact of the discrete
potential theory on the square grid. 
Corollary 3.3. Let Ω ⊂ B(0, R) be a simply connected planar domain and u, v ∈ Ω
be two distinct points of Ω. Assume that discrete domains Ω̂δ ⊂ B(0, R) approxi-
mate Ω (in the Carathe´odory topology with respect to u or v) as δ → 0. Then,
ZΩδ(u
δ, vδ) → GΩ(u, v) as δ → 0. (3.2)
Moreover, for each r > 0 this convergence is uniform provided that u and v are
jointly r-inside Ω and |u− v| ≥ r.
Proof. Let Luv ⊂ Ω be a path connecting u and v inside Ω and r := 12dist(Luv, ∂Ω).
It follows from the Carathe´odory convergence of Ω̂δ to Ω that uδ and vδ are jointly
r-inside of Ωδ provided that δ is small enough. Since (the continuous) Green func-
tion is conformally invariant, GΩ̂δ(u
δ, vδ)→ GΩ(u, v) as δ → 0 uniformly for such u
and v and thus the claim trivially follows from (3.1). 
Remark 3.4. In Section 3.3 we prove an analogue of (3.2) in the massive setup along
the lines of [7] though do not discuss an analogue of (3.1). Note that in [7] the
uniform estimate (3.1) is actually deduced from (3.2) by compactness arguments;
cf. the proofs of Proposition 3.5 and Corollary 3.6 discussed below.
Proposition 3.5. Let 0 < r < R be fixed. There exists a function ε(δ) = ε(δ, r, R),
defined for small enough δ ≤ δ0(r,R), such that ε(δ) → 0 as δ → 0 and that the
following is fulfilled for all simply connected discrete domains Ω̂δ ⊂ B(0, R), all
boundary points aδ, and all inner points uδ, vδ ∈ Ωδ lying jointly r-inside Ω̂δ:∣∣∣∣ ZΩδ(aδ, uδ)ZΩδ(aδ, vδ) − PΩ̂δ(a
δ, uδ)
PΩ̂δ(a
δ, vδ)
∣∣∣∣ ≤ ε(δ), (3.3)
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where PΩ̂δ(a
δ, ·) denotes the Poisson kernel in the polygonal representation Ω̂δ with
mass at the point aδ ∈ ∂Ω̂δ, note that its normalization is irrelevant for (3.3).
Proof. This result is provided (again, in a stronger form) by [7, Theorem 3.13]. For
completeness of the exposition we sketch the key ingredients of this proof, which
goes by contradiction. If the uniform estimate (3.3) was wrong, it would fail (for
a fixed ε0 > 0) along a sequence of configurations (Ω
δ; aδ, uδ, vδ) with δ → 0. As
the set of all simply connected domains Λ satisfying B(u, r) ⊂ Λ ⊂ B(0, R) is
compact in the Carathe´odory topology, we could pass to a subsequence and assume
that (Ω̂δ; aδ, uδ, vδ) → (Ω; a, u, v) as δ → 0 in the Carathe´odory sense, with u
and v being jointly r-inside Ω. The Poisson kernel PΛ(a, u)/PΛ(a, v) is conformally
invariant and so is stable under this convergence. Thus, it is enough to prove that
ZΩδ(a
δ, uδ)
ZΩδ(aδ, vδ)
→ PΩ(a, u)
PΩ(a, v)
as (Ω̂δ; aδ, uδ, vδ)
Cara−→ (Ω; a, u, v) (3.4)
in order to obtain a contradiction, where u, v ∈ Ω and a is a prime end of Ω.
Let d > 0 be small enough and let a point ad be chosen so that the circle
∂B(ad,
1
2d) separates the prime end a from u and v in Ω. Since (Ω
δ; aδ) converges
to (Ω; a), the circle ∂B(ad, d) then separates a
δ from uδ and vδ in Ω̂δ, for all
sufficiently small δ. Let Lδd ⊂ ∂B(ad, d) denote the arc separating uδ and vδ from aδ
and all the other arcs forming the set ∂B(ad, d)∩ Ω̂δ, in other words this is the first
arc of ∂B(ad, d)∩ Ω̂δ to cross for a path running from, say, uδ to aδ; see [7, Fig. 4].
Denote by Ωδ3d the connected component of Ω
δrB(ad, 3d) that contains vδ. The
key argument of the proof is the following uniform (for small enough δ) estimate:
max
uδ∈Ωδ3d
ZΩδ(a
δ, uδ)
ZΩδ(aδ, vδ)
≤ C(3d; Ω, a). (3.5)
We refer the reader to [7, pp. 26–27] for the proof of this statement which is based
on the fact that the discrete harmonic measure ωδ(vδ;Kδ3d; Ω
δ
d) of each path K
δ
3d
started in Ωδ3d and running to L
δ
d is uniformly bounded from below due to [7,
Theorem 3.12] and [7, Lemma 3.14]; note that uδ is not assumed to be located in
the r-interior of Ωδ in (3.5).
The proof can be now completed in a standard way. The (uniform in δ) weak-
Beurling estimate (see Lemma 3.11) allows one to improve the uniform bound (3.5)
near the boundary of Ωδ:
ZΩδ(a
δ, uδ)
ZΩδ(aδ, vδ)
≤ const · (dist(uδ, ∂Ωδ)/d)β · C(3d; Ω, a) for uδ ∈ Ωδ4d.
Since uniformly bounded discrete harmonic functions are also equicontinuous (cf.
Lemma 3.10), one can pass to a subsequence once again to get the (uniform on
compact subsets) convergence
ZΩδ(a
δ, uδ)
ZΩδ(aδ, vδ)
→ h(u), u ∈
⋃
d>0
Ω4d = Ω.
Each subsequential limit h is a positive harmonic function in Ω normalized so
that h(v) = 1 and satisfies, for each d > 0, the same estimate
h(u) ≤ const · (dist(u, ∂Ω)/d)β · C(3d; Ω, a) for u ∈ Ω4d.
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Thus, h has Dirichlet boundary conditions, except at the prime end a. These
properties characterize the Poisson kernel h(u) = PΩ(a, u)/PΩ(a, v) uniquely. 
Corollary 3.6. Let Ω ⊂ B(0, R) be a simply connected planar domain, a ∈ ∂Ω
be its prime end, and u, v ∈ Ω be two, not necessarily distinct, inner points. As-
sume that discrete domains Ω̂δ ⊂ B(0, R) with marked boundary points aδ ∈ ∂Ωδ
approximate (Ω; a) in the Carathe´odory topology with respect to u or v. Then,
ZΩδ(a
δ, uδ)
ZΩδ(aδ, vδ)
→ PΩ(a, u)
PΩ(a, v)
as δ → 0. (3.6)
Moreover, for each r > 0 this convergence is uniform if u, v are jointly r-inside Ω.
Proof. For a fixed pair u, v of points of Ω, this result is given by (3.4) and is a
key step of the proof of Proposition 3.5. The fact that the convergence is uniform
provided that u and v are jointly r-inside Ω can be, for instance, deduced from (3.3)
and the conformal invariance of the Poisson kernel. Indeed, the Carathe´odory con-
vergence of (Ω̂δ; aδ) to (Ω; a) implies that PΩ̂δ(a, u)/PΩ̂δ(a, v)→ PΩ(a, u)/PΩ(a, v)
as δ → 0, uniformly for such u and v. 
3.2. Boundary behavior of discrete harmonic functions. Since we work in
the chordal setup, in order to prove the convergence of the martingale observ-
ables (2.5) we need convergence results for (both classical and massive) Poisson
kernels normalized at the boundary. To make the exposition self-contained and
accessible to readers who are not familiar with the classical potential theory in 2D,
we start this section with a remark on the boundary behavior of continuous har-
monic functions defined in a vicinity BΩ(b, r) ⊂ Ω of its degenerate prime end b
and satisfying the zero Dirichlet boundary conditions on ∂BΩ(b, r) ∩ ∂Ω.
Given two such (positive) functions h1, h2 : BΩ(b, r) → R+, we claim that their
ratio h1/h2 is always continuous at b and we slightly abuse the notation by writing
h1(b)
h2(b)
:= limρΩ(b,z)→0
h1(z)
h2(z)
, (3.7)
Indeed, let φ : BΩ(b, r) → H be a conformal uniformization of BΩ(b, r) onto the
upper half-plane H such that φ(b) = 0. Both functions h1,2 ◦ φ−1 are harmonic
in H and thus must behave like c1,2 Im z + O(|z|2) as z → 0, which implies the
existence of the limit c1/c2 in (3.7). Below we prove a similar statement in discrete,
uniformly over all possible shapes of discrete domains Ωδ near b. To do this, we
need an additional notation.
Let Ωδ be a simply connected discrete domain, o ∈ Ω̂δ, b ∈ ∂Ωδ, and r > 2δ be
such that o 6∈ BΩ̂δ(b, r). Denote by So(b, r) ⊂ ∂B(b, r) the arc separating o from b
in Ω̂δ and let Ωδo(b, r) be the connected component of Ω
δ r B(b, r) that contains
the point o. Further, let Sδo(b, r
+), Sδo(b, r
−) ⊂ Ωδ be the sets of vertices that are
adjacent to the arc So(b, r) from outside and from inside, respectively; see Fig. 2.
Lemma 3.7. There exists a universal constant k < 1 such that the following
is fulfilled. In the setup described above, for each pair of positive discrete har-
monic functions H1, H2 : Ω
δ → R+ satisfying the Dirichlet boundary conditions on
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Figure 2. Notation used in Lemma 3.7 and Corollary 3.8.
∂Ωδ r ∂Ωδo(b, r), one has
maxu,v∈ΩδrΩδo(b, 12 r)
∣∣∣∣H1(u)H2(v)−H1(v)H2(u)H1(u)H2(v) +H1(v)H2(u)
∣∣∣∣
≤ k ·maxx,y∈Sδo(b,r+)
∣∣∣∣H1(x)H2(y)−H1(y)H2(x)H1(x)H2(y) +H1(y)H2(x)
∣∣∣∣ .
Proof. For shortness, denote Θδ(r) := Ωδ \ Ωδo(b, r) and Λδ(r) := Θδ(r) r Θδ( 12r);
see Fig. 2. Given a discrete harmonic function H : Ωδ → R+ satisfying the Dirichlet
boundary conditions on ∂Ωδ r ∂Ωδo(b, r) and a point u ∈ Ωδ r Ωδo(b, 12r), one can
write
H(u) =
∑
x∈Sδo(b,r+)
ZΘδ(r)(u, x)H(x) =
∑
x∈Sδo(b,r+)
u′∈Sδo(b, 12 r−)
ZΘδ(r)(u, u
′)ZΛδ(r)(u
′, x)H(x),
where u′ stands for the last point in Θδ( 12r) visited by a random walk trajectory
running from u to x. Applying this identity four times (for both functions H1, H2
as well as for both points u, v) and rearranging terms one sees that
H1(u)H2(v)∓H1(v)H2(u)
=
1
2
∑
x,y∈Sδo(b,r+)
u′,v′∈Sδo(b, 12 r−)
ZΘδ(r)(u, u
′)ZΘδ(r)(v, v
′)
× (ZΛδ(r)(u′, x)ZΛδ(r)(v′, y)∓ ZΛδ(r)(u′, y)ZΛδ(r)(v′, x))
× (H1(x)H2(y)∓H2(x)H1(y)).
Therefore, in order to derive the desired estimate it is enough to prove that (uni-
formly in all the parameters involved)∣∣∣∣ZΛδ(r)(u′, x)ZΛδ(r)(v′, y)− ZΛδ(r)(u′, y)ZΛδ(r)(v′, x)ZΛδ(r)(u′, x)ZΛδ(r)(v′, y) + ZΛδ(r)(u′, y)ZΛδ(r)(v′, x)
∣∣∣∣ ≤ k . (3.8)
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By construction, Λδ(r) is a simply connected domain. Without loss of generality,
assume that the boundary points u′, v′, y, x of Λδ(r) are listed in the counterclock-
wise order. Then, (3.8) is equivalent to the following uniform lower bound for the
discrete cross-ratio of the quadrilateral (Λδ(r);u′, v′, y, x):
XΛδ(r)(u
′, v′; y, x) :=
[
ZΛδ(r)(u
′, y)ZΛδ(r)(v′, x)
ZΛδ(r)(u′, x)ZΛδ(r)(v′, y)
]1/2
≥
[
1− k
1 + k
]1/2
.
Due to [6, Proposition 4.5] and [6, Theorem 7.1], this estimate (with some universal
constant k < 1) follows from the following uniform lower bound on the discrete
extremal length (aka effective resistance) between the arcs [u′v′] and [xy] in Λδ(r):
LΛδ(r)([u
′v′]Λδ(r); [xy]Λδ(r)) ≥ LΛδ(r)(Sδo(b, 12r−), Sδo(b, r+))
≥ const · 12pi log 2 > 0,
which holds true since the discrete and the continuous extremal lengths are uni-
formly comparable to each other (e.g., see [6, Proposition 6.2]) and one can replace
the quadrilateral (Λδ(r);u′, v′, x, y) by the annulus B(b, r)r B(b, 12r) using mono-
tonicity properties of the extremal length. 
Corollary 3.8. In the same setup, let q ∈ N and r > 2qδ be such that o 6∈ BΩ̂δ(b, r).
Let H1, H2 : Ω
δ → R+ be positive discrete harmonic functions satisfying the Dirich-
let boundary conditions on ∂Ωδ \ ∂Ωδo(b, r). Then, one has
maxu,v∈Ωδ\Ωδo(b,2−qr)
H1(u)/H2(u)
H1(v)/H2(v)
≤ 1 + k
q
1− kq ,
with the same universal constant k < 1 as in Lemma 3.7.
Proof. This estimate follows easily by iterating q times the result of Lemma 3.7,
which gives |H1(u)H2(v)−H2(u)H1(v)| ≤ kq · (H1(u)H2(v) +H2(u)H1(v)). 
3.3. Convergence of the massive Green function. In this section we prove an
analogue of the uniform convergence (3.2) for massive Green functions Z
(m)
Ωδ
(uδ, vδ).
To prove this result, Proposition 3.12, we need several preliminary facts.
Lemma 3.9. Let (Xn)n∈N be a simple random walk with killing rate m2δ2 on δZ2.
For an annulus A = A(v0, r1, r2), denote by E(A) the event that Xn, started at
v ∈ A ∩ δZ2, makes a non-trivial loop around v0 before exiting A, that is, there
exists 0 ≤ s < k < τCrA such that Xs = Xk and X|[s,k] is not null-homotopic in A.
There exists a universal constant such that one has
P(m)v [E(A(v0, r, 2r)) ] ≥ const > 0
for all δ ≤ r ≤ m−1 and all v ∈ δZ2 such that 32r − δ ≤ |v − v0| ≤ 32r + δ.
Proof. The desired event can be easily constructed from a few events of a type that
a random walk started at the center u of a rectangle [u− 14r, u+ 14r]× [u− 18r, u+ 18r]
exists it through a prescribed side not dying along the way. As we require that the
killing rate m2δ2 is scaled accordingly to the mesh size and that r ≤ m−1, standard
estimates imply that the probability of each of these events is uniformly bounded
from below by a universal constant, independent of δ and r. 
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Given m > 0, we say that a function H is massive discrete harmonic at a
vertex v ∈ δZ2 if
H(v) =
1−m2δ2
4
∑
v1∈δZ2:v1∼v
H(v1). (3.9)
Trivially, if H is positive, then it satisfies the maximum principle: H(v) cannot be
bigger than all four values H(v1) at v1 ∼ v. Using Lemma 3.9 one can easily prove
an a priori regularity of massive discrete harmonic functions on δZ2.
Lemma 3.10. There exists universal constants C, β > 0 such that the following
holds: for each positive massive discrete harmonic function H defined in the disc
B(v0, 2r) ∩ δZ2 with r ≤ m−1 and for each v1, v2 ∈ B(v0, r) ∩ δZ2 one has
|H(v2)−H(v1)| ≤ C · (|v2 − v1|/r)β ·maxv∈B(v0,2r)∩δZ2 H(v).
Proof. Without loss of generality, assume that |v2 − v1| ≤ 14r. The maximum
principle yields the existence of a path γ connecting v2 to the boundary of B(v0, 2r)
such that the values of H along γ are larger than H(v2). Consider a family of
concentric annuli
Ak := A(v1, 2
k|v2 − v1|, 2k+1|v2 − v1|), k = 0, . . . , b 12 log2(r/|v2 − v1|)c.
Due to Lemma 3.9, for each k the probability that the random walk with killing
rate m2δ2 started from v1 is killed or does not hit γ while crossing Ak is uni-
formly bounded away from 1. At the same time, standard estimates imply that
the probability that this random walk is killed before crossing all Ak is uniformly
bounded from above by const · m2r|v2 − v1| ≤ const · |v2 − v1|/r. Hence, the
probability that this random walk hits γ before dying or exiting B(v0, 2r) is at
least 1− C(|v2 − v1|/r)β . Therefore,
H(v1) ≥ [1− C(|v2 − v1|/r)β ] ·H(v2),
with universal constants C, β > 0. 
We also need the so-called weak-Beurling estimate which applies to both discrete
massive harmonic and usual (m = 0) discrete harmonic functions.
Lemma 3.11. Let Ωδ ⊂ δZ2 be a simply connected discrete domain, cδ ∈ ∂Ωδ
be a boundary point, and r ≤ m−1. Let H be discrete massive harmonic function
defined in the r-vicinity BΩδ(c, r) of c in Ω
δ and let H satisfy the Dirichlet boundary
conditions on ∂BΩδ(c, r)∩ ∂Ωδ. There exist universal constants C, β > 0 such that
one has
|H(v)| ≤ C · (ρΩδ(c, v)/r)β ·maxu∈BΩδ (c,r) |H(u)|
for all v ∈ BΩδ(c, r), where ρΩδ(c, v) and BΩδ(c, r) are defined by (2.9).
Proof. The proof is similar to the proof of Lemma 3.10: the simple random walk
with killing rate m2δ2 started at v hits ∂Ωδ or dies before reaching ∂BΩδ(c, r)r∂Ωδ
with probability at least 1− C · (ρΩδ(c, v)/r)β . 
We are now ready to prove an analogue of Proposition 3.2 for massive Green
functions. Given a simply connected domain Λ ⊂ C we denote by G(m)Λ (u, v) the
integral kernel of the operator (−∆Λ +m2)−1, where ∆Λ stands for the Laplacian
in Λ with Dirichlet boundary conditions. In other words, the massive Green func-
tion G
(m)
Λ (u, ·) is the unique solution to the equation (−∆ +m2)G(m)Λ (u, ·) = δu(·),
understood in the sense of distributions, with Dirichlet boundary conditions at ∂Λ.
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Proposition 3.12. Let Ω ⊂ B(0, R) be a simply connected planar domain and
u, v ∈ Ω be two distinct points of Ω. Assume that discrete domains Ωδ ⊂ B(0, R)
approximate Ω (in the Carathe´odory topology with respect to u or v). Then,
Z
(m)
Ωδ
(uδ, vδ) → G(m)Ω (u, v) as δ → 0. (3.10)
Moreover, for each r > 0 this convergence is uniform provided that u and v are
jointly r-inside Ω and |u− v| ≥ r.
Proof. The functions Z
(m)
Ωδ
(uδ, ·) are uniformly (in δ) bounded on compact subsets
of Ωr {u} as
0 ≤ Z(m)
Ωδ
(uδ, vδ) ≤ ZΩδ(uδ, vδ) ≤ 12pi (logR− log |uδ−vδ|) +O(1). (3.11)
Moreover, Lemma 3.10 implies that these functions are also equicontinuous and
hence one can find a subsequential limit h(u, ·) : Ωr {u} → R+ such that
Z
(m)
Ωδ
(uδ, ·) → h(u, ·) as δ = δk → 0,
uniformly on compact subsets of Ωr{u}. Furthermore, it follows from Lemma 3.11
that h(u, ·) has Dirichlet boundary conditions everywhere at ∂Ω.
It remains to check that (−∆ + m2)h(u, ·) = δu(·) in the sense of distributions.
Let φ ∈ C∞0 (Ω) be a smooth function such that suppφ ⊂ Ω and hence suppφ ⊂ Ω̂δ
provided that δ is small enough. For vδ ∈ IntΩδ, denote
[∆δφ](vδ) :=
1
4δ2
∑
vδ1∈Ωδ:vδ1∼v
(φ(vδ1)− φ(vδ)).
The function Z
(m)
Ωδ
(uδ, ·) satisfies (3.9) everywhere in Ωδ except at the vertex uδ.
Due to the discrete integration by parts, this implies the identity
φ(uδ) = δ2
∑
vδ∈IntΩδ Z
(m)
Ωδ
(uδ, vδ) · (m2φ(vδ)− (1−m2δ2)[∆δφ](vδ)).
Clearly, [∆δφ](vδ) = [∆φ](vδ) + O(δ ·maxv∈Ω |D3φ(v)|). The upper bound (3.11)
implies that the sums over ρ-vicinities of u are uniformly (in δ) small as ρ → 0.
Hence, the convergence of Z
(m)
Ωδ
(uδ, ·) to h(u, ·) away from u implies that
φ(u) =
∫
Ω
h(u, v)
(
m2φ(v)− [∆φ](v))dA(v).
Therefore, each subsequential limit h(u, ·) must coincide with GΩ(u, ·), which
proves (3.10) for fixed u and v. The fact that the convergence is uniform follows from
the equicontinuity of functions Z
(m)
Ωδ
(uδ, vδ) discussed above and the compactness
of the set of pairs (u, v) under consideration. 
Remark 3.13. It follows from the convergence (3.10) that, for u, v ∈ Ω ⊂ B(0, R),
one has
exp(−c0m2R2) ·GΩ(u, v) ≤ G(m)Ω (u, v) ≤ GΩ(u, v)
due to the similar uniform estimate in discrete provided by Corollary 2.7.
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3.4. Convergence of martingale observables. Recall that (Ωδ; aδ, b) are dis-
crete approximations on scale δ of (Ω; a, b) in the Carathe´odory sense. It follows
from the absolute continuity of massive LERW with respect to the massless one
(see Section 2.6) that the family of mLERW probability measures in (Ωδ; aδ, b) is
tight, when parameterized by the half-plane capacities of their conformal images
(under the mappings φΩ̂δ) in (H; 0,∞). Using the Skorokhod representation theo-
rem as in Section 2.4, we can always assume that, almost surely,
(Ω̂δt,r; a
δ
t,r)
Cara−→ (Ωt,r; at,r) as δ → 0,
where Ωδt,r = Ω
δrγδ[0, nδt,r] and aδt,r = γδ(nδt,r). The goal of this section is to show
that in this situation the martingale observables (2.5), evaluated in the 12r-vicinity
of b, also converge almost surely to their continuous analogues. In other words,
Proposition 3.14 (for m = 0) and Proposition 3.16 (for m 6= 0) are deterministic
statements, which we later apply for all possible limiting curves. For shortness,
below we drop the second subscript r and simply say that t ≤ τr instead.
We start by proving the convergence result for the classical (i.e., massless) LERW
observable normalized at the boundary point b.
Proposition 3.14. In the setup described above, let t ≤ τr and v ∈ BΩ(b, 12r).
Then
MΩδt (v
δ) =
ZΩδt (a
δ
t , v
δ)
ZΩδt (a
δ
t , b)
· ZΩδ(oδ, b) → PΩt(at, v) as δ → 0,
where the Poisson kernel PΩt(at, ·) in the domain Ωt is normalized so that one
has PΩt(at, z) ∼ PΩ(a, z) ∼ GΩ(0, z) as z → b, see (2.7) and Section 4.1.
Proof. Given a small ε > 0, pick a point bεr ∈ BΩ(b, εr). Corollary 3.8 implies that
ZΩδt (a
δ
t , v
δ)ZΩδ(o
δ, b)
ZΩδt (a
δ
t , b)
=
ZΩδt (a
δ
t , v
δ)ZΩδ(o
δ, bδεr)
ZΩδt (a
δ
t , b
δ
εr)
· (1 +O(εβ)),
with a universal exponent β > 0 and a universal (in particular, uniform in δ)
O-bound. For each ε > 0, it follows from Corollary 3.6 and Corollary 3.3 that
ZΩδt (a
δ
t , v
δ)
ZΩδt (a
δ
t , b
δ
εr)
→
δ→0
PΩt(at, v)
PΩt(at, bεr)
and ZΩδ(o
δ, bδεr) →
δ→0
GΩ(0, bεr).
Since we also know that
PΩt(at, v)GΩ(0, bεr)
PΩt(at, bεr)
→
ε→0
PΩt(at, v)
GΩ(0, b)
PΩt(at, b)
= PΩt(at, v),
the claim follows by first sending δ → 0 and then ε→ 0. 
We now move on to the convergence of the martingale observable in the massive
setup. In order to formulate an analogue of Proposition 3.14 in this situation, we
need to introduce the massive Poisson kernel
P
(m)
Ωt
(at, z) := PΩt(at, z)−m2
∫
Ωt
PΩt(at, w)G
(m)
Ωt
(w, z)dA(w). (3.12)
We refer the reader to Section 4.1 (more precisely, to Remark 4.3(i)), where the
convergence of this integral is discussed; note that no regularity assumptions on Ωt
are required for this fact.
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Figure 3. Four parts in the summation (3.13) over wδ ∈ IntΩδt :
the white region inside the domain is Iδ; the shaded vicinities of z
and aδt are II
δ and IIIδ, respectively; the gray region is IVδ.
Proposition 3.15. In the setup described above, let z ∈ Ωt (note that we do not
need to assume that this point is close to b). Then, as δ → 0, one has
Z
(m)
Ωδt
(aδt , z
δ)
ZΩδt (a
δ
t , z
δ)
→ P
(m)
Ωt
(at, z)
PΩt(at, z)
= 1−m2
∫
Ωt
PΩt(at, w)
PΩt(at, z)
G
(m)
Ωt
(w, z)dA(w).
Proof. The identity (2.4) gives
1−
(1−m2δ2)Z(m)
Ωδt
(aδt , z
δ)
ZΩδt (a
δ
t , z
δ)
= m2δ2
∑
wδ∈IntΩδt
ZΩδt (a
δ
t , w
δ)
ZΩδt (a
δ
t , z
δ)
Z
(m)
Ωδt
(wδ, zδ). (3.13)
We now want to pass to the limit as δ → 0 in this expression. For this purpose, we
fix small parameters ρ, ρa > 0 and split the sum into the following four parts I
δ–IVδ;
see Fig. 3 for an illustration:
Iδ: sum over wδ lying jointly ρ-inside Ωδt with z but not in B(z, ρ) ∪ B(aδt , ρa).
First, note that for wδ 6∈ B(z, ρ) the summands are uniformly bounded from above
due to Lemma 2.6. Thus, on these parts of Ωδ one can use Corollary 3.6 and Propo-
sition 3.12 to deduce the convergence
Iδ → m2
∫
Ω
(ρ)
t r(B(z,ρ)∪B(at,ρa))
PΩt(at, w)
PΩt(at, z)
G
(m)
Ωt
(w, z)dA(w) as δ → 0, (3.14)
where Ω
(ρ)
t denotes the connected component of the ρ-interior of Ωt that contains z.
IIδ: sum over the ρ-vicinity of z. Due to the Harnack principle for discrete
harmonic functions, the ratios ZΩδt (a
δ
t , w
δ)/ZΩδt (a
δ
t , z
δ) are uniformly bounded in
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the vicinity of zδ. Therefore, the summands of this part of (3.13) are majorated by
the Green function ZΩδt (w
δ, zδ). Standard estimates give
IIδ = O(ρ2) uniformly in δ. (3.15)
IIIδ: sum over the ρa-vicinity of at. As already mentioned above, Lemma 2.6
implies that on these parts of Ωδ the summands are uniformly bounded. Therefore,
IIIδ = O(ρ2a) uniformly in δ. (3.16)
IVδ: sum over wδ that are neither jointly ρ-inside Ωδt with z, nor in the ρa-
vicinity at and ρ-vicinity of z. It is worth noting that these parts of Ω
δ
t can be in
principle rather big as we require only the Carathe´odory convergence of Ωδ to Ω
(and so Ωδ might contain big fjords that disappear in the limit). Nevertheless, one
can easily see that the summands in this part of (3.13) are uniformly (in δ) small
as ρ→ 0. Indeed, due to (3.5) we have a uniform (provided that δ is small enough)
upper bound
ZΩδt (a
δ
t , w
δ)
ZΩδt (a
δ
t , z
δ)
≤ C(ρa; Ωt, at) for wδ /∈ BΩδt (aδt , ρa).
At the same time, since wδ is not ρ-jointly inside Ωδt with z, there exists a ball
of radius ρ which intersects the boundary of Ωδt and separates these two points
in Ωδt . Therefore, the weak-Beurling estimate (see Lemma 3.11) and the uniform
boundedness of the Green functions Z
(m)
Ωδt
(·, zδ) outside of the 12dist(z, ∂Ω)-vicinity
of z allow us to conclude that
IVδ ≤ Area(Ωδt ) · C(ρa; Ωt, at) ·O(ρβ) uniformly in δ. (3.17)
Combining (3.14)–(3.17) together and sending first ρ→ 0 and then ρa → 0 we get
Iδ + IIδ + IIIδ + IVδ → m2
∫
Ωt
PΩt(at, w)
PΩt(at, z)
G
(m)
Ωt
(w, z)dA(w) as δ → 0
since the domains Ω
(ρ)
t r (B(z, ρ)∪B(at, ρa)) exhaust Ωt. The proof is completed.

We now introduce the quantity
N
(m)
Ωt
= N
(m)
Ωt
(at, b) :=
[
P
(m)
Ωt
(at, b)
PΩt(at, b)
]−1
=
[
lim
z→b
P
(m)
Ωt
(at, z)
PΩt(at, z)
]−1
, (3.18)
which keeps track of the normalization of the massive observable at the point b.
The existence of this limit is discussed in Section 4.1, see (4.12). It is worth noting
that 1 ≤ N (m)Ωt (at, b) ≤ exp(c0m2R2) due to the convergence (3.19) and Corol-
lary 2.7. The next proposition is the main result of this section.
Proposition 3.16. In the setup of Proposition 3.14 (i.e., t ≤ τr and v ∈ BΩ(b, 12r)),
the following convergence holds true as δ → 0:
M
(m)
Ωδt
(vδ) =
Z
(m)
Ωδt
(aδt , v
δ)
Z
(m)
Ωδt
(aδt , b)
· ZΩδ(oδ, b) → P (m)Ωt (at, v) ·N
(m)
Ωt
(at, b) =: M
(m)
Ωt
(v),
where the quantities in the right-hand side are defined by (3.12) and (3.18).
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Proof. We start by generalizing the result of Proposition 3.15 to z = b:
Z
(m)
Ωδt
(aδt , b)
ZΩδt (a
δ
t , b)
→ P
(m)
Ωt
(at, b)
PΩt(at, b)
= (N
(m)
Ωt
(at, b))
−1 as δ → 0. (3.19)
We use the same argument as in the proof of Proposition 3.14. Given ε > 0 we pick
a point bεr ∈ BΩ(b, εr) and note that, due to the identity (2.4) and Corollary 3.8
one has
1−
(1−m2δ2)Z(m)
Ωδt
(aδt , b)
ZΩδt (a
δ
t , b)
= m2δ2
∑
wδ∈IntΩδt
Z
(m)
Ωδt
(aδt , w
δ)ZΩδt (w
δ, b)
ZΩδt (a
δ
t , b)
= m2δ2
∑
wδ∈IntΩδt
Z
(m)
Ωδt
(aδt , w
δ)ZΩδt (w
δ, bδεr)
ZΩδt (a
δ
t , b
δ
εr)
· (1 +O(εβ))
=
[
1−
(1−m2δ2)Z(m)
Ωδt
(aδt , b
δ
εr)
ZΩδt (a
δ
t , b
δ
εr)
]
· (1 +O(εβ)),
with a universal (and, in particular, uniform in δ) error term O(εβ). Since ε > 0
can be chosen arbitrary small, Proposition 3.15 applied to z = bε implies (3.19).
It remains to note that
M
(m)
Ωδt
(vδ) =
Z
(m)
Ωδt
(aδt , v
δ)
ZΩδt (a
δ
t , v
δ)
·
[Z(m)
Ωδt
(aδt , b)
ZΩδt (a
δ
t , b)
]−1
· ZΩδt (a
δ
t , v
δ)ZΩδ(o
δ, b)
ZΩδt (a
δ
t , b)
→ P
(m)
Ωt
(at, v)
PΩt(at, v)
·N (m)Ωt (at, b) · PΩt(at, v) as δ → 0
due to Proposition 3.15, convergence (3.19), and Proposition 3.14, respectively. 
4. Estimates and computations in continuum
For shortness, from now onwards we drop a boundary point a from the notation
of Poisson kernels since there is only one point at (tip of the slit) that we are
interested in when speaking about domains Ωt = Ωr γ[0, t].
4.1. A priori estimates and massive Poisson kernels. Given a simply con-
nected domain Λ ⊂ B(0, R) and its uniformization φΛ : Λ→ H, we set
PΛ(z) := − 1
pi
Im
1
φΛ(z)
, QΛ(z) := − 1
pi
Im
1
(φΛ(z))2
. (4.1)
It is worth emphasizing that this definition heavily relies upon the choice of φΛ
(namely, on the choice of a = φ−1Λ (0) and the normalization of φΛ at b = φ
−1
Λ (∞)),
which is not mentioned explicitly in the notation. In particular, one has
QΛ(b)
PΛ(b)
= lim
z→b
QΛ(z)
PΛ(z)
= 0 (4.2)
(see Section 3.2 for the discussion of the existence of the limit). Recall that
by GΛ(w, z) we denote the positive Green function in Λ and that G
(m)
Λ (w, z) stands
for the massive Green function discussed in Section 3.3, i.e. the integral kernel of
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the operator (−∆Λ + m2)−1, where ∆Λ denotes the Laplacian in Λ with Dirichlet
boundary conditions. As mentioned in Remark 3.13, for all w, z ∈ Λ one has
exp(−c0m2R2) ·GΛ(w, z) ≤ G(m)Λ (w, z) ≤ GΛ(w, z) ≤
1
2pi
log
2R
|w − z| . (4.3)
Since −∆G(m)Λ (w, ·) = δw(·)−m2G(m)Λ (w, ·), one has the identity
G
(m)
Λ (w, z) = GΛ(w, z)−m2
∫
Ω
GΛ(w,w
′)G(m)Λ (w
′, z)dA(w′). (4.4)
Note that the identity (4.4) is nothing but a continuous counterpart of the similar
identity (2.4) for the partition functions of random walks discussed in Section 2.1.
Lemma 4.1. There exists an absolute constant C > 0 such that, for each simply
connected domain Λ ⊂ C, its uniformization φΛ : Λ → H, and z, w ∈ Λ, the
following estimates are fulfilled:∣∣∣∣PΛ(w)PΛ(z) − 1
∣∣∣∣ ·GΛ(w, z) ≤ C, ∣∣∣∣QΛ(w)PΛ(w) − QΛ(z)PΛ(z)
∣∣∣∣ · GΛ(w, z)PΛ(z) ≤ C. (4.5)
Proof. It is easy to see that both expressions are invariant under Mo¨bius automor-
phisms of H preserving the point 0. Therefore, one can assume φΛ(z) = i without
loss of generality. In this situation, the required estimates (4.5) are nothing but the
claim that both functions
| ImφΛ(w)−1 + 1| ·GH(φΛ(w), i) and
| ImφΛ(w)−2|
| ImφΛ(w)−1| ·GH(φΛ(w), i) =
2|ReφΛ(w)|
|φΛ(w)|3 ·GH(φΛ(w), i),
are bounded in the upper half-plane, which is clearly true since both of them are
continuous in φ = φΛ(w) ∈ H (including at the point i) and decay as |φ| → ∞. 
Remark 4.2. For later purposes, it is useful to rewrite (4.5) as
PΛ(w)GΛ(w, z) ≤ PΛ(z)GΛ(w, z) + CPΛ(z), (4.6)
|QΛ(w)|GΛ(w, z) ≤ CPΛ(z)PΛ(w) + PΛ(w)GΛ(w, z)(PΛ(z))−1|QΛ(z)|
≤ CPΛ(z)PΛ(w) + |QΛ(z)|GΛ(w, z) + C|QΛ(z)|. (4.7)
We now introduce massive counterparts of the functions (4.1) as follows:
P
(m)
Λ (z) := PΛ(z)−m2
∫
Λ
PΛ(w)G
(m)
Λ (w, z)dA(w), (4.8)
Q
(m)
Λ (z) := QΛ(z)−m2
∫
Λ
QΛ(w)G
(m)
Λ (w, z)dA(w). (4.9)
Remark 4.3. (i) The estimate (4.6) ensures that the massive Poisson kernel P
(m)
Λ (z)
is well-defined since the only possible pathology in the integral is at w = z, where
the integrand is bounded from above by a multiple of the Green function GΛ(w, z).
Moreover, one easily sees that
exp(−c0m2R2)Pt(at, z) ≤ P (m)t (at, z) ≤ Pt(at, z) (4.10)
due to Proposition 3.15 and similar uniform bounds provided by Corollary 2.7.
(ii) On the contrary, (4.7) guarantees that the function Q
(m)
Λ is well-defined only
under the additional assumption
∫
Λ
PΛ(w)dA(w) < +∞. Though this is not always
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true in general, it follows from Corollary 4.6(i) given below that this assumption
holds for almost all (in t) domains Λ = Ωt generated by a Loewner evolution in Ω.
Lemma 4.4. The following identity is fulfilled for all z ∈ Λ:
P
(m)
Λ (z) = PΛ(z)−m2
∫
Λ
P
(m)
Λ (w)GΛ(w, z)dA(w). (4.11)
Proof. Note that the integral converges due to (4.6) and since P
(m)
Λ (w) ≤ PΛ(w).
Moreover, one has∫
Λ
P
(m)
Λ (w)GΛ(w, z)dA(w)
=
∫
Λ
[
PΛ(w)−m2
∫
Λ
PΛ(w
′)G(m)Λ (w
′, w)dA(w′)
]
GΛ(w, z)dA(w)
=
∫
Λ
PΛ(w)
[
GΛ(w, z)−
∫
Λ
G
(m)
Λ (w,w
′)GΛ(w′, z)dA(w′)
]
dA(w)
=
∫
Λ
PΛ(w)G
(m)
Λ (w, z)dA(w) = P
(m)
Λ (z),
where the application of the Fubini theorem in the second equality is based upon
the uniform estimate
PΛ(w)G
(m)
Λ (w,w
′)GΛ(w′, z) ≤ PΛ(z)(GΛ(w,w′) + C)(GΛ(w′, z) + C)
which follows from (4.6). 
Assume now that b := φ−1Λ (∞) is a degenerate prime end of Λ. The representa-
tion (4.11) together with the discussion given in Section 3.2 allows one to define the
following quantity (note that here and below we abuse the notation in a way simi-
lar to Section 3.2 when writing the ratio of two functions, both satisfying Dirichlet
boundary conditions, at a boundary point b):
P
(m)
Λ (b)
PΛ(b)
:= lim
z→b
P
(m)
Λ (z)
PΛ(z)
= 1−m2
∫
Λ
P
(m)
Λ (w)
GΛ(w, b)
PΛ(b)
dA(w). (4.12)
Indeed, one can exchange the limit z → b and the integration over w ∈ Λ due to
the uniform estimate (4.6), which provides a majorant
P
(m)
Λ (w)
GΛ(w, z)
PΛ(z)
≤ PΛ(w)GΛ(w, z)
PΛ(z)
≤ GΛ(w, z) + C,
and the fact that maxz∈BΛ(b,r)
∫
BΛ(b,2r)
GΛ(w, z)dA(w)→ 0 as r → 0, which follows
from (4.3) and allows one to neglect the contributions of vicinities of the point b
(where the Green function blows up and thus no uniform in z majorant is available).
4.2. Hadamard’s formula. We now move to the Loewner equation setup and
assume that a decreasing family of subdomains Ωt ⊂ Ω is constructed according
to (2.11) and that their uniformizations onto the upper half-plane are fixed as
φt := (gt − ξt) ◦ φΩ : Ωt → H
so that, in particular, φt(at) = 0 and φt(b) =∞. For shortness, from now onwards
we replace the subscript Ωt by t, thus we write Gt(w, z) instead of GΩt(w, z),
Pt(z) instead of PΩt(z) = PΩt(at, z), etc. The following lemma is classical.
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Lemma 4.5 (Hadamard’s formula). For each z, w ∈ Ω the function G(m)t (z, w) is
differentiable in t (until the first moment when either z 6∈ Ωt or w 6∈ Ωt) and
∂tGt(w, z) = −2piPt(w)Pt(z). (4.13)
Proof. Let wH := φΩ(w) and zH := φΩ(z), note that one has
Gt(w, z) = − 1
2pi
log
∣∣∣∣gt(wH)− gt(zH)gt(wH)− gt(zH)
∣∣∣∣.
Since both gt(wH) and gt(zH) satisfy the Loewner equation (2.11), one easily obtains
∂tGt(w, z) = − 1
2pi
Re
[
∂tgt(wH)− ∂tgt(zH)
gt(wH)− gt(zH) −
∂tgt(wH)− ∂tgt(zH)
gt(wH)− gt(zH)
]
=
1
pi
Re
[
1
(gt(wH)−ξt)(gt(zH)−ξt) −
1
(gt(wH)−ξt)(gt(zH)−ξt)
]
= − 2
pi
Im
[
1
gt(wH)− ξt
]
Im
[
1
gt(zH)− ξt
]
= −2piPt(w)Pt(z). 
As pointed out in [23], it immediately follows from the Hadamard formula that
the integrals
∫
Ωt
Pt(w)dA(w) converge for almost all t, see the next corollary. In
our analysis we also need a stronger estimate which guarantees the convergence of
integrals
∫
Ωt
(Pt(w))
2dA(w) for almost all t provided that γt is an SLE(2) curve.
Corollary 4.6. (i) In the same setup, one has∫ ∞
0
[∫
Ωt
Pt(w)dA(w)
]2
dt ≤ 1
2pi
∫
Ω
∫
Ω
G0(w, z)dA(w)dA(z) < +∞.
(ii) Moreover, if γ is SLE(2) running from a to b in Ω, then∫ ∞
0
∫
Ωt
(Pt(w))
2dA(w)dt < +∞ almost surely.
Proof. (i) Given z, w ∈ Ω, we have 2pi ∫∞
0
Pt(w)Pt(z)dt ≤ G0(z, w) by integrating
the Hadamard’s formula (in t). The claim follows by integrating over z, w ∈ Ω.
(ii) Given a planar (simply connected) domain Λ and w ∈ Λ, let
G∗Λ(w,w) := lim
z→w
(
GΛ(w, z) +
1
2pi log |z−w|
)
= 12pi log cradΛ(w),
where cradΩ(w) denotes the conformal radius of the point w in Ω. A straightforward
generalization of Lemma 4.5 implies that ∂tG
∗
t (w,w) = −2pi(Pt(w))2 for w ∈ Ωt.
Since SLE(2) curves are not self-touching, for all w ∈ Ω one almost surely has
w ∈ Ωt = Ωr γ[0, t] for all t ≤ ∞. Therefore,∫ ∞
0
∫
Ωt
(Pt(w))
2dA(w)dt =
1
2pi
∫
Ω
log
cradΩ(w)
cradΩrγ[0,∞](w)
dA(w),
where we slightly abuse the notation in the denominator: cradΩrγ[0,∞](w) stands
for the conformal radius of w in one of the two components of Ωr γ[0,∞] to which
this point belongs. Standard estimates (e.g., see [15, Section 5.3.6.2]) for the SLE(2)
curves φΩ(γ) in the upper half-plane H imply
E
[
log
cradΩ(w)
cradΩrγ[0,∞](w)
]
= E
[
log
cradH(φΩ(w))
cradHrφΩ(γ[0,∞])(φΩ(w))
]
≤ const,
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uniformly over w ∈ Ω. Therefore,
E
[ ∫ ∞
0
∫
Ωt
(Pt(w))
2dA(w)dt
]
≤ const ·Area(Ω)
and, in particular, this integral is finite almost surely. 
We now derive a counterpart of Lemma 4.5 in the massive setup.
Lemma 4.7 (massive Hadamard’s formula). In the same setup, the massive Green
function G
(m)
t (w, z) is differentiable in t (until the first moment when either z 6∈ Ωt
or w 6∈ Ωt) and
∂tG
(m)
t (w, z) = −2piP (m)t (w)P (m)t (z), (4.14)
where the massive Poisson kernels P
(m)
t (w), P
(m)(z) in Ωt are given by (4.8).
Proof. It is easy to see that the increments of G
(m)
t (w, z) are bounded by those
of Gt(w, z): e.g., this follows from Proposition 3.10, Corollary 3.3 and the similar
inequality in discrete which is trivial. Therefore, G
(m)
t (w, z) is an absolute continu-
ous function of t, the derivative ∂tG
(m)
t (w, z) exists for almost all t given w, z (and
hence also exists simultaneously for almost all w, z for almost all t), and
0 ≤ −∂tG(m)t (w, z) ≤ −∂tGt(w, z) ≤ 2piPt(w)Pt(z).
Differentiating in t the resolvent identity (see (4.4))
G
(m)
t (w, z) = Gt(w, z)−m2
∫
Ω
Gt(w,w
′)G(m)t (w
′, z)dA(w′)
(since Gt(w,w
′) and G(m)t (w
′, z) are monotone in t, this claim follows from the
Tonelli theorem) and using Lemma 4.5 one sees that
∂tG
(m)
t (w, z) = −2piPt(w)Pt(z) + 2pim2
∫
Ω
Pt(w)Pt(w
′)G(m)t (w
′, z)dA(w′)
−m2
∫
Ω
Gt(w,w
′)∂tG
(m)
t (w
′, z)dA(w′)
= −2piPt(w)P (m)t (z)−m2
∫
Ω
Gt(w,w
′)∂tG
(m)
t (w
′, z)dA(w′).
Denote by Gt = (−∆)−1 and G(m)t = (−∆ + m2)−1 integral operators acting on
functions h : Ωt → R as follows:
(Gth)(w) :=
∫
Ωt
h(w′)Gt(w′, w)dA(w′),
(G
(m)
t h)(w) :=
∫
Ωt
h(w′)G(m)t (w
′, w)dA(w′).
In this notation, we can rewrite the equation for the derivative ∂tG
(m)
t (w, z) ob-
tained above as
(Id +m2Gt)(∂tG
(m)
t (·, z)) = −2piPt(w)P (m)t (z).
The resolvent identity (see (4.4)) implies that
(Id−m2G(m)t )(Id +m2Gt)h = h, h = ∂tG(m)t (·, z)
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(this boils down to the Fubini theorem and can be justified using the estimate (4.6)).
Therefore, for almost all t (and, given t, for almost all w, z), one has
∂tG
(m)
t (w, z) = −2pi((Id−m2G(m)t )Pt)(w) · P (m)t (z) = −2piP (m)t (w)P (m)t (z).
The claim for all t, w, z follows since this expression is continuous in t, w, z. 
4.3. Driving term of mSLE(2). Recall that dξt =
√
2(dBt+d〈B,L(m)〉t), where
the process L
(m)
t comes from the Girsanov theorem as explained in Section 2.6. For
each w ∈ Ω, the process gt(φΩ(w)) satisfies the Loewner equation (2.11), thus one
has
dPt(w) = − 1
pi
Im
[
dξt
(gt(φΩ(w))− ξt)2 +
d〈ξ, ξ〉t − 2dt
(gt(φΩ(w))− ξt)3
]
= Qt(w)dξt . (4.15)
We now want to substitute this expression (together with the massive Hadamard
formula (4.14)) into the definition (4.8) of the massive Poisson kernel. The following
lemma handles the question of interchanging the stochastic integration over the
continuous semi-martingale ξt with the Lebesgue integration over w ∈ Ω.
Lemma 4.8. The process
∫
Ω
Qt(w)G
(m)
t (w, z)dA(w) is a local semi-martingale.
Moreover, almost surely, for all T > 0 the following identity is fulfilled:∫
Ω
[ ∫ T
0
Qt(w)G
(m)
t (w, z)dξt
]
dA(w) =
∫ T
0
[ ∫
Ω
Qt(w)G
(m)
t (w, z)dA(w)
]
dξt.
Proof. We use a version of the stochastic Fubini theorem given in [30]. In order to
apply this result, one needs to check that the following two conditions hold almost
surely:
∫
Ω
[∫ T
0
|Qt(w)G(m)t (w, z)|2d〈ξ, ξ〉t
]1/2
dA(w) < +∞, (4.16)∫
Ω
[∫ T
0
|Qt(w)G(m)t (w, z)||dξt|
]
dA(w) < +∞. (4.17)
Note that d〈ξ, ξ〉t = 2dt and |dξt| =
√
2d〈B,L(m)〉t. The first estimate (4.16) can
be easily derived from Corollary 4.6(ii) (and the absolute continuity of mSLE(2)
with respect to SLE(2) discussed in Section 2.6) since the uniform bound (4.7)
implies
|Qt(w)G(m)t (w, z)|2 ≤ (CPt(z)Pt(w) + |Qt(z)|Gt(w, z) + C|Qt(z)|)2
≤ C(z)(Pt(w)2 +Gt(w, z)2 + 1),
where C(z) := 3C2 maxt∈[0,T ]{(Pt(z))2+|Qt(z)|2} < +∞ almost surely. In its turn,
the second estimate (4.17) follows from (4.16) and the Kunita-Watanabe inequality
as 〈L(m), L(m)〉T < +∞ almost surely (see (2.20)). 
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Using (4.15), the massive Hadamard formula (4.14) and Lemma 4.8, we conclude
that, for each z ∈ Ω, the random process P (m)(z) is a local semi-martingale and
dP
(m)
t (z) = dPt(z)−m2
∫
Ωt
(dPt(w) ·G(m)t (w, z) + Pt(w) · dG(m)t (w, z))dA(w)
= Qt(z)dξt −m2
∫
Ωt
(Qt(w)G
(m)
t (w, z)dξt − 2piPt(w)P (m)t (w)P (m)t (z)dt)dA(w)
= Q
(m)
t (z) · dξt + 2pim2P (m)t (z)
∫
Ωt
Pt(w)P
(m)
t (w)dA(w) · dt. (4.18)
Our next goal is to analyze the normalization N
(m)
t of the martingale observ-
able M
(m)
t (z). By Itoˆ’s lemma, the process N
(m)
t = M
(m)
t (z)/P
(m)
t (z) is a semi-
martingale and one has
dM
(m)
t (z) = P
(m)
t (z)dN
(m)
t +N
(m)
t dP
(m)
t (z) + d〈P (m)(z), N (m)〉t
= P
(m)
t (z)
[
dN
(m)
t + 2pim
2N
(m)
t
∫∫
Ωt
Pt(w)P
(m)
t (w)dA(w) · dt
]
(4.19)
+ Q
(m)
t (z)
[
N
(m)
t dξt + d〈ξ,N (m)〉t
]
. (4.20)
Recall (see Remark 2.2) that the process dM
(m)
t∧τr (z) should be a martingale for
each z ∈ BΩ(b, 12r) and it is obvious that the functions P (m)t∧τr (·), Q(m)t∧τr (·) are linearly
independent. Thus, the only possibility is that both terms (4.19) and (4.20) are
local martingales (until the stopping time τr which almost surely grows to infinity
as r → 0). The bounded variation (drift) part of N (m)t can be easily identified
from (4.19). To identify the martingale part, recall (see (3.18) and (4.12)) that
N
(m)
t =
Pt(b)
P
(m)
t (b)
=
[
1−m2
∫
Ωt
Pt(w)
G
(m)
t (w, b)
Pt(b)
dA(w)
]−1
,
where, as usual, we use the shorthand notation
G
(m)
t (w, b)
Pt(b)
:= lim
w→b
G
(m)
t (w, z)
Pt(z)
.
As Qt(b)/Pt(b) = 0 (see (4.2)), the massive Hadamard formula (4.14) gives
d
G
(m)
t (w, b)
Pt(b)
= −Xt(w) · dt, where Xt(w) = 2piP (m)t (w)(N (m)t )−1 ≤ 2piPt(w).
Therefore,
d
[
Pt(w)
G
(m)
t (w, b)
Pt(b)
]
= Qt(w)
G
(m)
t (w, b)
Pt(b)
· dξt − Pt(w)Xt(w) · dt.
It follows from (4.7) that |Qt(w)|G(m)t (w, b)/Pt(b) ≤ CPt(w), thus one can apply
the stochastic Fubini theorem in the same way as in the proof of Lemma 4.8 and
conclude that
d(N
(m)
t )
−1 = −m2
∫
Ωt
Qt(w)
G
(m)
t (w, b)
Pt(b)
dA(w) ·dξt+m2
∫
Ωt
Pt(w)Xt(w)dA(w) ·dt.
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Note that (4.9) and (4.2) yield
−m2
∫
Ωt
Qt(w)
G
(m)
t (w, b)
Pt(b)
dA(w) =
Q
(m)
t (b)
Pt(b)
=
Q
(m)
t (b)
P
(m)
t (b)
(N
(m)
t )
−1 .
Since the bounded variation part of N
(m)
t is already identified by the fact that the
process (4.19) is a local martingale, we arrive at the following formula:
dN
(m)
t = −N (m)t
[
Q
(m)
t (b)
P
(m)
t (b)
·
√
2dBt+2pim
2
∫∫
Ωt
Pt(w)P
(m)
t (w)dA(w) ·dt
]
. (4.21)
The last step is to use the fact that (4.20) is a local martingale in order to identify
the bounded variation (drift) part of the process ξt. Since the martingale part of ξt
is given by
√
2Bt, we conclude that
dξt =
√
2dBt − d〈ξ,N
(m)〉t
N
(m)
t
=
√
2dBt + 2
Q
(m)
t (b)
P
(m)
t (b)
dt. (4.22)
Proof of Theorem 1.1. For convenience of the reader, we now summarize the proof
of Theorem 1.1. The results of Section 2.5 imply that the Radon–Nikodym deriva-
tives of massive LERW measures P(m)
(Ωδ;aδ,bδ)
with respect to the classical (m = 0)
ones are uniformly bounded. Therefore, the discussion of tightness given in Sec-
tion 2.3 also applies to these measures. As argued in Section 2.5, each subsequen-
tial limit P(m)(Ω;a,b) of those is necessarily absolutely continuous with respect to the
classical SLE(2) measure P(Ω;a,b), which justifies the application of the Girsanov
theorem. In particular, the driving term ξt of the Loewner evolution (2.11) is a
semi-martingale under P(m)(Ω;a,b). Moreover, due to Remark 2.2, the scaling limits
of martingale observables (2.5) (provided by Proposition 3.16 – the main result of
Section 3) are martingales under P(m)(Ω;a,b). As explained above, this property is suf-
ficient to identify the law of ξt via brute force computations indicated in [23] and a
priori estimates from Sections 4.1 and 4.2. 
Remark 4.9. As mentioned in [23], the a priori (weak) uniqueness of a solution
to the SDE dξt =
√
2dBt + 2λtdt with λt := Q
(m)
t (b)/P
(m)
t (b) follows from the
fact that
∫ +∞
0
λ2tdt ≤ const(m,R) < ∞ almost surely (which clearly implies the
standard Novikov condition E[exp( 12
∫ T
0
λ2tdt)] <∞ for all T > 0). Indeed,
λt = −m2
∫
Ωt
Qt(w)
G
(m)
t (w, b)
Pt(b)
dA(w) ·N (m)t ,
the factor N
(m)
t = Pt(b)/P
(m)
t (b) is uniformly bounded due to (4.10) and hence∫ +∞
0
|λt|2dt ≤ const(m,R) ·
∫ +∞
0
[∫
Ωt
Pt(w)dA(w)
]2
dt ≤ const(m,R) < ∞
due to the uniform estimate (4.7) and the result of Corollary 4.6(i).
Remark 4.10. We conclude the paper by coming back to the parallel, already men-
tioned in Remark 2.9, of the ‘massive/critical’ setup discussed in this paper and
more standard ‘critical/critical’ ones. Though the process N
(m)
t does not coincide
with the density (D
(m)
t )
−1 and hence one cannot find λt directly from (2.21), only
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its martingale part plays a role in the identification of ξt via the martingale prop-
erty of the process N
(m)
t dξt + d〈ξ,N (m)〉t. This is the reason why the drift λt in
Theorem 1.1 has exactly the same form as, e.g., in [34, 11, 32, 17].
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