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Abstract
Within the area of polymer science, polystyrene-b-butadiene diblock copolymers
have become object of intensive studies. We have participated in a GISAXS
experiment in DESY, Hamburg, using thin film samples of the same polymer
with different thickness and chemical treatment. In the attempted to understand
the data, programs have been developed to simulate virtual experiments of both
SAXS and GISAXS of lamellar diblock copolymer thin films. The programs are
used for simulation and visualization of scattering by samples, such as those used
in the experiment. Based on the scattering theory, the virtual experiments yield
realistic data, which could provide relevant information for future experiments.
An alternative for future work within virtual SAXS and GISAXS imaging of
lamellar thin films is proposed.
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1 Introduction
In recent years there has been a rapid increase in the research and development
of polymer science, within the field of nanotechnology. Of particular interest
has become the control of the molecular architecture of specific types of block
polymers, due to their various applications. For instance, such block polymers
can be used for nanocoatings within fields such as of molecular electronics and
optics, due to the possibility for manipulation of their physical and chemical
properties (Smilgies et.al, 2002).
When working with block polymers, a property of main interest is phase
behavior - a function of the volume fraction of one polymer block, the Flory-
Huggins parameter and the polymer chain’s length. One of many interesting
findings about the behavior of diblock copolymers is their transition from dis-
ordered to ordered lamellar structure upon variation of temperature. Research
made by Sepe et.al. in 2011 proves the dependence of temperature on lamellar
orientation. Specific investigation of polystyrene-polybutadiene diblock copoly-
mers (Ps-Pb) by Potemkin et.al. in 2007 suggests that the molecular weight
of the polymer can drive both parallel and perpendicular orientation of the
lamellae, relative to the substrate, in thin films. Furthermore, solvent vapor
treatment can cause Ps-Pb thin films in initially disordered state to become
ordered. In this procedure, however, the ordered state may not necessarily
coincide with the equilibrium state of the polymer, which can be useful for a
variety of applications (Di et.al, 2010). Research made on the same substance
revealed a relation between the lamellar thickness of ordered samples and the
polymer chain lenght (Papadakis et.al, 1997).
(a) Perpendicular orientation (b) Parallel orientation
Figure 1: Lamellar ordered states of diblock copolymers. The thick layer benieth
is the substrate.
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Investigation of the structure of substances on the nanoscale is done via
two common techniques - Small Angle X-ray Scattering (SAXS) and Grazing
Incidence Small Angle X-ray Scattering (GISAXS) (Chu et.al, 2001). Despite
being rather expensive and time consuming, these two methods are used in the
research of many scientists and yield astounding results.
2 Project aim
The above considerations motivate us to create a computer based simulation for
SAXS and GISAXS. Such a tool enables us to make virtual experiments and
to investigate the dependence of certain polymer characteristics on the lamellae
in ordered samples. Thus, we can see how small changes in the sample and
setup alter the intensity profile. Further, the results obtained by comparing
experimental data with virtual data can possibly help us understand the data
better.
Additionally, its aim is to aid scientists interpreting experiments and give
them an overview of the possible outcome of a real experimental procedure.
Such predictions allow refinement of the experimental setup, test sample and its
calibration, which can save both time and resources. The presented programs
allow simulation of lamellar structures with both parallel and perpendicular
orientation of the layers, relative to the substrate.
3 Theory
3.1 Scattering theory
The following section aims to give an overview of the scattering process. A
good start would be to clarify the difference between scattering and diffraction.
Scattering is most commonly used by scientists when describing interactions
between electromagnetic waves and objects, where the wavelength, of the elec-
tromagnetic wave irradiating a sample, is comparable to the size of the object.
Similarly, diffraction is the interaction of electromagnetic waves with objects,
where the wavelength of the wave is negligible compared with the size of the
object, (Sherwood, 1976). Another way of formulating it is that scattering is
caused by a single, or few, particles and the diffraction pattern is the net effect
caused by many scattering processes.
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3.1.1 Scattering and diffraction
As a next step, we would like to explain the physics behind scattering. This
is, however, dependent on both the properties of the electromagnetic wave and
the object in its path. For the purposes of this case study are used X-rays
and the irradiated objects are polymer thin films. X-ray is an electromagnetic
wave with wavelength around 1 A˚ and frequency around 1019 Hz, (Chu et. al.,
2001). Due to the specific wavelength, this type of radiation is commonly used
for investigating substances on the atomic level.
Figure 2: X-ray beam irradiating a sample. The scattered waves propagate in
a spherical manner away from the sample.
When an electromagnetic wave passes through an object, what is really
happening is propagation of electric and magnetic fields through it. Because
the wave interacts with charged particles the electric forces are dominating the
magnetic. The force exerted on a particle with charge q is:
F = ma = qE (1)
from which the acceleration of the particle is:
a =
q
m
E (2)
Because the size of the particle, in the scattering object, is close to the wave-
length, it will feel the rapid changes in the field, E, due to the high frequency of
the wave. Consequently, the acceleration, a, of the particle will change direction
with time and will cause the particle to oscillate. Such oscillations cause the
particle to emit radiation on its own, (Sherwood, 1976).
In practice, one will hardly get to irradiate a single charge. Most likely, the
X-rays, will penetrate a substance and get scattered by all subatomic particles.
According to Eq. 2 the neutrons in the nucleus will not oscillate, since their
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charge is 0. The protons and electrons have the same magnitude of the charge,
but their mass ratio is of the order 103. Therefore, the most signifficant contri-
bution to the scattering by the atom will be made by the electrons. However,
one atom has usually more than one electron and any amount of substance has a
large amount of atoms, therefore there is an even larger amount scattered waves,
which cause diffraction. The superpositioned waves scattered throughout the
sample are measured in different points in space and create intensity profiles, or
diffraction patterns.
Analysis of these patterns provide information about the electron density of
the radiated sample. Peaks represent constructive interference of the scattered
waves.
Figure 3: Plane wave scattered by particles with size close to the magnitude of
the wavelength. The right arrow points to a possible recording device of the
intensity of the superpositioned waves.
3.1.2 Mathematical tools
To make use of the above explained processes and considerations, in the form
of a model, we require their mathematical representations. The first definition
is that of a plane wave:
ψ(r, t) = ψ0e
i(k·r−ωt) (3)
where r denotes the position of the wave, relative to an arbitrary axis, t is time,
ψ0 is the maximum amplitude of the wave, k is the wave vector and ω is the
frequency of the wave. The reason for which we are introducing particularly
the definition of a plane wave lies within the SAXS and GISAXS experimental
setups. The X-rays are transported from the synchrotron through a long pipe
which, among other things, has two tiny slits separated by a distance of around
7
10 meters (this length may differ for different setups), which ensure that the X-
ray beam is to a satisfactory degree plane, (Chu et. al., 2001). The diffraction
Figure 4: bw4
pattern obtained in an experiment by irradiating a sample displays the total
effect of all scattered waves. The interaction of all these waves is governed
by the principle of superposition, which states that the net effect of waves
caused by different sources is the sum of all the waves. The analytical expression
of the superposition is:
F (k) =
∫
all r
f(r)eik·rdr (4)
or for modeling and practical purposes, such as n particles:
F (k) =
n∑
f(r)eik·rj (5)
Eq. 4 is known as the Fourier transform of f , such that F and f are fourier
transform mates and:
f(r) =
∫
allk
F (k)eik·rdk (6)
The function f describes the way in which each scattering object with position
vector r acts on the incoming wave. Lastly, we remind the reader of the definition
of the intensity of a wave, given by:
I = |ψ(r, t)|2 ⇐⇒ ψ(r, t)ψ(r, t)∗ (7)
where the asterix denotes the complex conjugate. For superpositioned waves
Eq. 7 has the form:
I = F (k)F (k)∗ (8)
It needs to be noted that the wave length and frequency of the incident wave
need to be unchanged after the scattering for the above equations to hold. Also,
the diffraction pattern depends on the positions of the scattering objects and
both F and f are 0 outside of the obstacle, (Sherwood, 1976).
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3.1.3 The amplitude function of the sample
Physically, we think of our sample as a sequence of n slits placed on a semi
conductive rod, represented by the layers of the sample with lower electron
density. The distance between the slits is represented with layers of higher
electron density. Practically the two type of layers correspond to the Ps Pb
diblock copolymer, while in ordered lamellar state. This can be done because
the absorption of the electromagnetic wave is different for both polymers, or the
different layers in a lamellar sample. The graph of the function f representing
n wide slits is shown in Fig. 5a, where the characterization ”wide” means that
the wavelength of the radiation is much smaller than the width of the slit.
Calculating the Fourier transformation, F , of such a function is a challenging
task. Fortunately, there is a way of simplifying this computation using the
concept of convolution. Therefore, we break down the function f = g ∗ h,
Figure 5
Figure 6
where g represents the function of one wide slit as shown in Fig. 5b and h
represents n narrow slits, Fig. 5c, given by:
h(x) :=
p∑
−p
δ(x− ix0) (9)
where n = 2p + 1 for p ∈ N. The above expression for h(x) is justifiied when
recalling the definition of the Dirac-delta function:
δ(x) = 1, x = 0 x
δ(x) = 0, x 6= 0 ∧ x ∈ R
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Due to the integration property of convolution:∫
(g ∗ h)(x)dx =
∫
g(x)dx
∫
h(x)dx
we can compute the Fourier transformations G of g and H of h. The intensity
graphs Ig of g and Ih of h are shown respectively in Figs. 6a and 6b. Referring
to Eq. 8 we can calculate the intensity of If as:
If = |F (x)|2 = Ig Ih = |G(x)|2 |H(x)|2
From the above reasoning the diffraction pattern should have symetrical peaks
around the vertical axis, as shown in Fig. 6c, (Sherwood, 1976).
3.2 SAXS and GISAXS
Small Angle X-ray Scattering (SAXS) is a technique used for obtaining knowl-
edge of the structural properties on the micro scale. In the process, a beam
of specific wavelength is scattered from a sample and the scattered waves are
recorded by a detector. SAXS is also referred to as transmission SAXS, be-
cause the recorded intensity is of the direct beam going through the sample.
In Grazing Incidence SAXS (GISAXS) experiments, the recorded intensity cap-
tures both waves reflected from the thin film and it’s substrate. The X-ray beam
is provided by a synchrotron, where electrons are accelerated until they start
emitting radiation (Chu et.al., 2001).
4 Model
In order to create a computer based simulation of SAXS and GiSAXS experi-
ments from lamellar thin films, we require a detailed analysis of the experimental
setup. The geometrical interpretation of Eq. 4, Fig. 7 below, illustrates scatter-
ing of a plane wave from two objects within an obstacle. A coordinate system is
placed so that the first object is at the origin and the second at position r. The
incoming wave has wave vector k0 with magnitude 2pi/λ and direction given by
s0. The outgoing wave has wave vector k with the same magnitude 2pi/λ, due
to the scattering being elastic, and direction given by s pointing towards the
point in space where we are measuring the intensity, e.g. detector. The phase
difference between the two waves is:
∆φ = (k− k0) · r = q · r (10)
with the geometrical representation of q given in Fig. 8. Due to general con-
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Figure 7: Scattering geometry from two points.
Figure 8: Scattering triangle. The angle between k and k0 is commonly refereed
to as 2θ.
vention we define the new angle, or scattering angle, 2θ := θ′−θ0. The vector q
is called scattering vector, and depends only on the experimental setup, whose
magnitude can be calculated from the scattering triangle:
|q| = 4pi
λ
sinθ (11)
Further, we introduce Bragg’s law for constructive interference given by:
nλ = 2d sinθ (12)
where d is the characteristic distance, associated with the planar spacing of
crystal structures. Isolating sinθ from Eq. 11 and substituting in Eq. 12 gives
rise to the magnitude of the scattering vector at peaks:
|q|∗ = n2pi
d
(13)
If we consider scattering from all objects, measured at one point in space, we
can write Eq. 4 as:
F (q) =
∫
all r
f(r)eiq·rdr
or in practical terms for n scattering objects:
F (q) =
n∑
f(r)eiq·rj (14)
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(Sherwood, 1976). In the computer based simulation presented in this paper,
all scattering processes throughout the test sample are done by the same kind of
particles, which, if one wishes, can be called electrons. Therefore, the function
f(r) will have the same value for all objects. For simplifying the calculations
we set it equal to 1 and Eq. 14 becomes:
F (q) =
n∑
eiq·rj (15)
Another aspect of the simulation is the fact that the superpositioned scattered
waves are measured at multiple points in space to simulate a camera with ar-
bitrary number of pixels, say m. Therefore Eq. 14 needs to be evaluated for
every q, or pixel:
F (q1) =
n∑
eiq1·rj
F (q2) =
n∑
eiq2·rj
...
F (qm) =
n∑
eiqm·rj
A signifficant difference between the developed SAXS and GISAXS codes is the
calculation of the scattering vector q = k − k0. It can be written in terms of
the magnitudes of the 3 vector components expressed by the angles α, β and
θ involved in the scattering process, as shown in Fig. 9. The derivation of the
alternative expression is a not too tedious exercise, which is shown below. For:
(qx, qy, qz) = (kx, ky, kz)− (k0x, 0, k0z)
where we note that k0 is the same for all k and lies entirely in the (x, z) plane.
The projection of k in the (x, y) plane is k cosα, meaning that the x component
of k is k cosα cosβ. The x component of k0 is simply k0 cosθ, which leads to:
qx = k cosα cosβ − k0cosθ = 2pi
λ
(cosα cosβ − cosθ)
for |k| = |k0| = 2pi/λ. Similarly we identify qy and qz and write the scattering
vector as:
q =
2pi
λ

cosα cosβ − cosθ
cosα sinβ
sinα− sinθ
 (16)
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Figure 9: Grazing incidents scattering. The vector k0 lies in the (x, z) plane so
that k0y = 0 and the vector k points towards a pixel on the detector represented
with the gray plane parallel to the (y, z) plane.
5 Simulation
5.1 SAXS code
Part 1: Input parameters
Here N is the number of scattering objects in the first layer of the sample. d
is the difference in scattering objects density between the first and the second
layer, so that the second layer will have Nd number of scattering objects. l
is the number of layers in the sample, or the degree of polymerization. Fur-
ther, since the code is created to be able to operate for both horizontal and
perpendicular lamellar samples, is defined angle which describes the sample’s
rotation around the x–axis, so that a parallel (to the virtual substrate) sample
will become a perpendicular sample. lambda is the wavelength of the beam and
so describes the vector s0 from the previous chapter, defining the incident wave
direction. The camera characteristics are the width, w, height, h, and number
of pixels along each direction, n and m. dist is the distance from the sample
to the detector and bsize is the width of the beam stop as percentage of the
camera width. The sample’s dimensions are characterized with length, width
and height. All units are in the SI system.
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Part 2: Creating the sample
The sample is created as a sequence of Ps-Pb diblock parts which are replicated
and allow an easy manipulation of the degree of polymerization, just by changing
the parameter l. The matrix Ps is a N×3 matrix where each row represents the
three dimensional coordinates of a scattering point in the first layer. Similarly
the matrix Pb is a Nd× 3 matrix. Both matrices describe points in unit cubes,
since the Matlab function rand generates numbers from 0 to 1. Thus, each point
has x, y and z components in the interval [0, 1] and the concatenated matrix
x1 has size (N + Nd) × 3. The next step consists of creating a matrix which
will change the z coordinates of the x1 matrix so that the second matrix will be
a unit cube lifted 1 unit above the first matrix, which, if we picture it, means
that we have one unit cube placed on top of the other. This modification for an
arbitrary degree of polymerization is achieved with the matrix x00 which has
size (N +Nd)× l/2 of the form:
x00 =

0 2 . . . lay/2
...
...
...
0 2 . . . lay/2
1 3 . . . lay/2 + 1
...
...
...
1 3 . . . lay/2 + 1

(17)
Consequently the matrix x0 is the same as x00 but with dimension (N+Nd)l/2×
1. Further, the simple matrix x1 is replicated to the desired extend and summed
with x0 to create the x2 sample of cube shaped layers build up vertically. Then
the sample matrix x2 is multiplied with the dimensions matrix dim, which
changes the x, y and z components of x2 and we are left with the matrix x, which
is exactly the sample of interest with proper dimensions and horizontal layers.
The finishing touch is rotating the sample, around the x–axis by multiplication
with the rotation matrix:
rot =

1 0 0
0 cos(θ) −sin(θ)
0 sin(θ) cos(θ)
 (18)
so that one can shift from parallel to perpendicular, to the substrate, layers.
Part 3: Creating the detector
The simulated detector consists of a plane of evenly separated points in a rect-
angular shape in the (y z) plane so that every point represents a pixel. One can
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modify its size and density of pixels in both the horizontal and vertical direction
separately as well as its distance from the sample. In the first step we create the
pix1 n× 3 matrix where each row represents the coordinates of a pixel column
of the detector. In the first row are the coordinates of the bottom left pixel as
seen from the sample. pix2 is a n2 × 3 matrix that needs to be adjusted in the
same way as the replicated matrix x2 via the matrices pix3 and pix4. The final
matrix pix5 describes the desired virtual detector. Fig. 10 shows a schematic
diagram of the virtual detector.
Figure 10: The squares represent pixels and the numbers label the rows in the
pixel matrix with the coordinates of the respective pixel.
Part 4: Calculating the scattering vector q
Following the method described in the modeling part, in order to calculate the
scattering vector q we need expressions for k and k0. The adopted model deals
with only one scattering object. In the presence of more, there is a different
k for every pixel pointing from every particle to every pixel. Fortunately, we
can simplify the calculations. The distances between the points in the sample
are relatively small compared to the distance from the sample to the detector.
Therefore, we have used only one k for every pixel and all particles, given by
the position of the pixel with respect to the frame where the sample is centered.
Part 5: Calculating the intensity
The next step consists in calculating Eq. 14 for every pixel in the detector. This
corresponds to a double sum or to a double loop in the simulation. However,
loops tend to slow down matlab codes signifficantly so we have found a way to
skip looping over all the particles in the sample. In Eq. 15:
F (q) =
∑
eiq·rj (19)
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the sum over all particles, the argument of the exponential function is a dot
product between two 3 dimensional vectors. There are n particles and therefore
r is represented by a matrix Y such that the jth row in the matrix is the rjth
object and the matrix containing all scattering vectors is Q. The dot product
in the above equation can be replaced with the matrix multiplication:
q · rj = R q′ (20)
where q′ is the transposed row vector q and the result is a matrix with as
many rows as there are particles and the jth row is the dot product q · rj .
Taking the exponential and then the sum of this vector yields the amplitude
of the super positioned wave at the pixel represented by the scattering vector
q. The procedure is looped over all scattering vectors. Consequently ampl(i)
in the code is a complex number and ampl is a row vector of length n2 × 1, n2
being the total number of pixels. Following the steps described in the model we
calculate the intensity.
Figure 11: Visualization of the setup. The sample is a green dot and the detector
a square shaped swarm of red points.
Part 6: Figures
Before we proceed with visualizing the results one can chose whether to add a
beam stop or not. The beam stop is centered, with size given as percentage
of the width of the detector and changes the intensity at the covered pixels
to 0. The calculated intensity for all the pixels is stored in the matrix int of
size n2 × 1. For visualizing the results we have chosen the matlab function
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image. The next figure allows the user to double check his input parameters
or positional mistakes by plotting the sample or detector, or both together Fig.
11.
5.2 GISAXS code
The GISAXS code is a modification of the SAXS code. It differes mainly in the
calculation of the scattering vector q. The additional input parameter is angle2
which describes the grazing angle of the incident beam relative to the sample’s
substrate. This is achieved by rotating the sample around the y axis with the
rotation matrix:
rot2 =

cosθ2 0 sinθ2
0 1 0
−sinθ2 0 cosθ2
 (21)
The analytical expression of q in terms of the involved angles was given in Eq.
16. The computation is done in one step using 1× n2 matrices to represent the
angles α, β and θ, where n2 is the total number of pixels. θ = angle2 and is
defined by the user in the input parameters section. This angle is constant for
all pixels and is therefore simply replicated to length n2. The angles α and β
are calculated from the position of the individual pixels. Clearly, referring to
Fig. 9, for the ith pixel, (pix, piy, piz), the expressions for the angles are:
αi = arctan
 piz√
p2ix + p
2
iy

βi = arctan
 piy√
p2ix + p
2
iy

θi = angle2 = constant
The remaining part of the simulation is equivalent with the SAXS code.
6 Data analysis
6.1 Experimental data
In this section we are performing a numerical analysis on experimental data
obtained at HASY lab at DESY, Hamburg. The data is presented in Fig. 11.
The first one is an atomic force microscopy (AFM) of a poly styrene-butadiene
diblock copolymer after specific treatment1. AFM is a an alternative process to
1See appendix for more details regarding the chemical treatment of the sample.
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imaging for obtaining information about the surface of substances. It records
mechanical interactions between a probe (in the form of a sharp tip) and the
examined surface. The Ps and Pb layers are perpendicular to the substrate.
(a) (b)
(c) Sample thickness 157 nm (d) Sample thickness 475 nm (e) Sample thickness 975 nm
Figure 11
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Fig. 11b is the image of the intensity profile of the same sample obtained by a
GISAXS experiment, obtained at the BW4 beamline at DESY. The parameters
describing the setup are: beam wavelength 1.38 A˚, detector distance 1.95 m,
detector radius 20 cm and scattering angle in the range from 0o − 1o. If we
substitute these values in Bragg’s law given in Eq. 12 we see that the values of
the characteristic distance d will be in the order of 10 nm. This is a satisfactory
result for the desired scale of investigation of the structure of the thin film.
Referring and rewriting Eq. 13 and Fig. 11b we attempt to calculate the
characteristic distance from reading off the qy values:
d =
2pin
qy
(22)
For values of qy = 785.4 A˚
−1 for n = 1.The alternative calculation of d using
Fig. 11a yields a value dAFM ≈ 1000 A˚. These two numbers are comparable
with the repeat distance of 940±30 A˚ and the lamellar thickness of 861±5 A˚ ,as
calculated by Sepe et.al, 2011. The Bragg rods in Figs. 11c-d have the same
value qy ≈ 0.008 and with d ≈= 785, 4 A˚. This means that d does not change
with thickness.
6.2 SAXS simulation data
The parameters used for obtaining the data shown in Fig. 11 (a) - (d) are:
beam wave length 1.38 A˚, with sample size 0.02× 0.01× 100− 200−9 m (Sepe
et. al., 2011). For Figs. 11a-d we have used the same approach for calculating
(a) 2000 layers (b) 3000 layers
the distance d ≈ 2.41 m, qy ≈ 2.6 m and the values are the same for all figures.
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(c) 4000 layers (d) 4000 layers
Figure 11: Intensity profiles of perpendicular Ps-Pb thin films obtained with
the SAXS simulation. The three figures differ only in the sample layers.
7 Conclusion and future work
After calculating the repeat distance, d, for the experimental data obtained from
samples with different thickness, the intensity peaks are located at the same qy.
The difference is expressed in the size of the high intensity area, while the center
of the peak seems to remain in the same position.
The virtually obtained data presented in this paper provides possibility for
detailed analysis. We believe that one can extract relevant information by com-
paring experimental and simulation data, using the presented programs. This
paper aims to contribute to the field of polymer science with the developed simu-
lations, which enable conduction of relatively fast virtual experiments, compared
to previously developed programs. The output yields data with characteristics
comparable to real experimental results.
Further, the programs can be improved by allowing simulation of a variety of
ordered and disordered polymer states. At present, among other uncertainties,
intensity images are functions of a superpositioned wave, due to scattering from
all scattering objects, which does not account for objects that have been left
unirradiated. Such a change would be of particular importance for the GISAXS
code.
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Appendix
Figure 12: Calibration table.
Matlab code
SAXS simulation
% new
clear
clc
% close all
%--Part 1: Input parameters-----------------------------------------
N=10; % number of particles in 1st layer
lay=4600; % number of layers
diff=1.2; % electron density difference per stack
% Beam characteristics
angle=90; % rotation angle around x in degrees
lambda=1.38*10^(-10); % beam wave length
so=[1 0 0]; % direction of incident wave vector
ko=2*pi/lambda*so; % incident wave vector
% Camera characteristics
n=100; % number of pixels in the y direction
m=n; % number of pixels in the z direction
w=0.1; % camera width
h=w; % camera height
dist=2.3; % camera distance
bsize=1/10; % beamstop width as percentage
% Sample dimensions
length= 0.02; % length, x-direction
width= 0.01; % width, y-direction
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height=230*10^(-9); % thickness, z-direction
%-------------------------------------------------------------------
%--Part 2: Creating the sample--------------------------------------
Ps=rand(N,3); % Ps layer
Pb=rand(N*diff,3); % Pb layer
x1=[Ps;Pb];
clear i
clear p
p=1;
for i=1:lay/2
x00(:,i)=[(p-1)*ones(N,1);p*ones(N*diff,1)];
p=p+2;
end
x0=reshape(x00,[((N+N*diff)*lay/2) 1]);
x2=repmat(x1,lay/2,1); % overlapped layers in z direction
x2(:,3)=x2(:,3)+x0; % extending the layers in z direction
% Centering the sample around the origin
x4=[x2(:,1)-1/2 x2(:,2)-1/2 x2(:,3)-1/2*lay];
% Adjusting sample size
dim=[length 0 0; 0 width 0; 0 0 height]; % dimensions matrix
x=x4*dim; % sample before rotation
% Rotating the sample around the x axis (parallel/perpendicular)
theta=angle*pi/180;
rot=[1 0 0;0 cos(theta) -sin(theta); 0 sin(theta) cos(theta)];
y=x*rot;
%-------------------------------------------------------------------
%--Part 3: Creating the detector------------------------------------
pix1=[repmat(dist,[n 1]) repmat(w/n,[n 1]) w/n*([1:n])’];
pix2=repmat(pix1,[n 1]);
clear i
clear p
p=1;
wait=waitbar(0,’Step 2 of 3, creating pixel matrix’);
for i=1:n
pix0(:,i)=[(p-1)*ones(n,1)*w/n];
p=p+1;
waitbar(i / (n*m))
end
close(wait)
pix3=reshape(pix0,[n*n 1]);
pix2(:,2)=pix2(:,2)+pix3;
% Centering the detector around (dist,0,0)
pixel=[pix2(:,1) pix2(:,2)-1/2*w-1/2*w/n pix2(:,3)-1/2*w-1/2*w/n];
%-------------------------------------------------------------------
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%--Part 4: Calculating the scattering vector q----------------------
clear i
for i=1:n*m % direction of scattered wave vector
s(i,:)=pixel(i,:)/norm(pixel(i,:));
end
k=s*pi*2/lambda; %k prime
clear i
for i=1:n*m % scattering vector
q(i,:)=k(i,:)-ko;
end
%-------------------------------------------------------------------
%--Part 5: Calculating the intensity--------------------------------
clear i
comp=sqrt(-1);
waitt=waitbar(0,’Computing the intensity’);
for i=1:n*m
ampl(i)=sum(exp(comp*y*q(i,:)’));
waitbar(i/(n*m))
end
close(waitt)
int=ampl.*conj(ampl);
% Vertical Beamstop
% B=zeros(n,1);
% D=repmat(B,n*bsize,1);
% E=ones((n^2-max(size(D)))/2,1);
% beamstop=[E;D;E];
% int=int.*beamstop’;
% % Centered Beamstop
% A=ones(n/2*(1-bsize),1);
% B=zeros(n*bsize,1);
% C=[A;B;A];
% D=repmat(C,n*bsize,1);
% E=ones((n^2-max(size(D)))/2,1);
% beamstop=[E;D;E];
% int=int.*beamstop’;
%-------------------------------------------------------------------
%--Part 6: Figures--------------------------------------------------
% Intensity image
figure
int2=reshape(int,[n m]);
image(int2)
colorbar
colormap(jet)
title([’particles:’,num2str(N),’, layers:’,num2str(lay),...
’, ratio:’,num2str(diff),’, \theta_x:’,num2str(angle),...
’, pixels:’,num2str(n),’, cam width:’,num2str(w)])
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xlabel(’q_z’)
ylabel(’q_y’)
axis tight
hold off
% Setup
% figure
% hold on
% grid on
% plot3(x(:,1),x(:,2),x(:,3),’b.’) % sample at 0 degrees
% plot3(y(:,1),y(:,2),y(:,3),’g.’) % rotated sample
% plot3(pixel(:,1),pixel(:,2),pixel(:,3),’r.’) % pixels
% title(’Lab’)
% xlabel(’x, towards the camera’)
% ylabel(’y’)
% zlabel(’z, vertical’)
% axis equal
disp(’Center of the camera in z direction’)
disp(mean(pixel(:,3)))
%-------------------------------------------------------------------
GiSAXS simulation
% GISAXS
clear
clc
% close all
%--Part 1: Input parameters-----------------------------------------
N=10; % number of particles in 1st layer
diff=1.2; % electron density difference per stack
lay=1000; % number of layers
% Beam characteristics
angle=0; % rotation angle around x in degrees
angle2=0.15; % rotation angle around y in degrees
lambda=1.38*10^(-10); % beam wave length
% Camera characteristics
n=100; % number of pixels in the y direction
m=n; % number of pixels in the z direction
w=0.1; % camera width
h=w; % camera height
vert=0; % moving the camera up/down
dist=1.95; % camera distance
bsize=10^(-1); % beamstop width as percentage
% Sample dimensions
length= 0.02; % length, x-direction
width= 0.02; % width, y-direction
height=140*10^(-9); % thickness, z-direction
%-------------------------------------------------------------------
%--Part 2: Creating the sample--------------------------------------
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Ps=rand(N,3); % Ps layer
Pb=rand(N*diff,3); % Pb layer
x1=[Ps;Pb];
clear i
clear p
p=1;
for i=1:lay/2
x00(:,i)=[(p-1)*ones(N,1);p*ones(N*diff,1)];
p=p+2;
end
x0=reshape(x00,[((N+N*diff)*lay/2) 1]);
x2=repmat(x1,lay/2,1); % overlapped layers in z direction
x2(:,3)=x2(:,3)+x0; % extending the layers in z direction
% Centering the sample around the origin
x4=[x2(:,1)-1/2 x2(:,2)-1/2 x2(:,3)-1/2*lay];
% Adjusting sample size
dim=[length 0 0; 0 width 0; 0 0 height]; % dimensions matrix
x=x4*dim; % sample before rotation
% Rotating the sample around the x axis (parallel/perpendicular)
theta=angle*pi/180;
rot1=[1 0 0;0 cos(theta) -sin(theta); 0 sin(theta) cos(theta)];
y1=x*rot1;
% Rotating the sample around the y axis (GISAXS)
theta2=angle2*pi/180;
rot2=[cos(theta2) 0 sin(theta2);0 1 0;-sin(theta2) 0 cos(theta2)];
y=y1*rot2;
%-------------------------------------------------------------------
%--Part 3: Creating the detector------------------------------------
pix1=[repmat(dist,[n 1]) repmat(w/n,[n 1]) w/n*([1:n])’];
pix2=repmat(pix1,[n 1]);
clear i
clear p
p=1;
wait=waitbar(0,’Step 2 of 3, creating pixel matrix’);
for i=1:n
pix0(:,i)=[(p-1)*ones(n,1)*w/n];
p=p+1;
waitbar(i / (n*m))
end
close(wait)
pix3=reshape(pix0,[n*n 1]);
pix2(:,2)=pix2(:,2)+pix3;
% Centering the detector around (dist,0,0)
pixel=[pix2(:,1) pix2(:,2)-1/2*w-1/2*w/n pix2(:,3)-1/2*w-1/2*w/n+vert];
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%-------------------------------------------------------------------
%--Part 4: Calculating the scattering vector q----------------------
clear theta
theta=repmat(2*theta2,[1 n*m]);
clear i
for i=1:n*m
alpha(i)=atan(pixel(i,3)/norm(pixel(i,1),pixel(i,2)));
beta(i)=atan(pixel(i,2)/norm(pixel(i,1),pixel(i,2)));
end
q=2*pi/lambda*[cos(alpha’).*cos(beta’)-cos(theta’) ...
cos(alpha’).*sin(beta’) sin(alpha’)-sin(theta’)];
%-------------------------------------------------------------------
%--Part 5: Calculating the intensity--------------------------------
clear i
clear wait
comp=sqrt(-1);
wait=waitbar(0,’Step 3 of 3, computing intensity...’);
for i=1:n*m
ampl(i)=sum(exp(comp*y*q(i,:)’));
waitbar(i / (n*m))
end
close(wait)
int=ampl.*conj(ampl);
% Vertical Beamstop
% B=zeros(n,1);
% D=repmat(B,n*bsize,1);
% E=ones((n^2-max(size(D)))/2,1);
% beamstop=[E;D;E];
% int=int.*beamstop’;
% % Centered Beamstop
% A=ones(n/2*(1-bsize),1);
% B=zeros(n*bsize,1);
% C=[A;B;A];
% D=repmat(C,n*bsize,1);
% E=ones((n^2-max(size(D)))/2,1);
% beamstop=[E;D;E];
% int=int.*beamstop’;
%-------------------------------------------------------------------
%--Part 6: Figures--------------------------------------------------
% Intensity image
figure
int2=reshape(int,[n m]);
image(log(int2))
% colorbar
colormap(jet)
title([’particles:’,num2str(N),’, layers:’,num2str(lay),...
’, ratio:’,num2str(diff),’, \theta_x:’,num2str(angle),...
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’, \theta_y:’,num2str(angle2),’, pixels:’,num2str(n),...
’, cam width:’,num2str(w)])
xlabel(’q_z’)
ylabel(’q_y’)
axis tight
hold off
% Setup
% figure
% hold on
% grid on
% plot3(x(:,1),x(:,2),x(:,3),’b.’) % sample at 0 degrees
% plot3(y(:,1),y(:,2),y(:,3),’g.’) % rotated sample
% plot3(pixel(:,1),pixel(:,2),pixel(:,3),’r.’) % pixels
% title(’Lab’)
% xlabel(’x, towards the camera’)
% ylabel(’y’)
% zlabel(’z, vertical’)
% axis equal
disp(’Center of the camera in z direction’)
disp(mean(pixel(:,3)))
%-------------------------------------------------------------------
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