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INTRODUCTION 
In this paper, we prove a result regarding the asymptotic behaviour of 
the solutions of the scalar neutral type equation 
f {x(t)-ccx(t- 1)) =f(t- 1, x(t- l))-f(t, x(t)) (1) 
(also denoted as (l)/) which stay bounded at infinity. 
Detailed assumptions onf as well as the main theorem are stated in the 
next paragraph. As a brief indication, let us say that we mainly suppose 
that f(t, x) is increasing in x, and 0 < c < 1, and we show that the 
asymptotic behaviour of bounded solutions depends only on the value of 
what we call a first integral of Eq. (1). 
As consequences of that general property, we obtain that the bounded 
solutions are asymptotically constant, periodic, or almost periodic when 
f(t, X) is accordingly autonomous, periodic, or almost periodic in t. 
This paper extends a previous result by the authors and N. Hassani [ 1 ] 
and a recent result obtained independently by J. Wu ([5]). It is based on 
the theory of monotone semi-flows which have a monotone first integral 
[l, 33 and some earlier esults by the first author and P. Seguier [2]. 
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1. HYPOTHESES AND THE MAIN RESULT 
As usual, we denote by x, the function defined by x,(0) = x(t + 0), 8 E J, 
where J is a subinterval of R -. For Eq. (1 ), J= [ - 1, 01, but later on in 
the paper we will deal with an infinite delay equation, in which case 
J=(-co,O]. 
First of all, let us make clear the class of equations we will be consider- 
ing. Each equation of the type (1) is determined by a function f(t, x). The 
study of asymptotic behaviour unavoidably leads to the consideration of 
limit points of f( t, x). 
HYPOTHESIS (Hl). The orbits of f under the translations in time 
f,( t, u) =f(t + s, u), s E R, are precompact in BC( R), for each u in R 
uniformly on bounded sets of u. 
(BC(R) denotes the space of bounded continuous functions on R, 
endowed with the compact-open topology.) 
We will denote by F the closure of the orbit off, that is, 
9 = clos{f,(t, u): SE R}. 
Hypothesis (H,) is reasonably general. It is verified, for example, in the 
following situations: f is continuous in (t, u), and periodic in t; f is 
continuous in (t, u), and almost periodic in t uniformly with respect o U. 
We turn now to the assumption which will guarantee the strong 
monotonicity of a semi-flow related to Eq. (1). This assumption will be 
made on the equations 
$+ g(t, h(t)+x(t))=k(t) 
(also denoted (2),,J, where g is in 9, h and k are continuous functions. 
In view of some applications we will have to look at differential nequalities 
derived from (2). The following proposition can be proved using standard 
arguments (see, for example, [4] for a similar result). 
PROPOSITION 1. Suppose that g is continuous and nondecreasing. Let x 
(resp. y) be a real function defined on some interval [to, t, + a) (a> 0), 
absolutely continuous on its domain. Suppose finally that x (resp. y) verifies 
(2) with 2 instead of = (resp. with Q instead of = ). Ifx(t,) 2 y(to), then 
x(t) 2 r(t), tat,. 
As a consequence of Proposition 1, we can see that if x and y are solu- 
tions of (2) (with equality, this time) and x(t,) > y(t,), then x(t) > y(r), for 
t 2 to. So the monotonicity (in a weak sense) of g implies monotonicity of 
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the solution. But it might happen that if we start from two different data 
at a time t, and solve to the right, the solutions take the same value at a 
later time t i, ti > t,. In other words, backward local uniqueness may fail 
to hold. We want to avoid this, which motivates the next hypothesis. 
HYPOTHESIS (H2). Each function g( t, x) in % is increasing (with respect 
to x), and for every continuous function k, the backward Cauchy problem 
associated to (2)0,k (h = 0) is well-posed. 
As a simple example of a function f generating a class % for which (Hz) 
holds, we can consider any function f, continuous in (t, u), periodic in t, 
differentiable in u, and such that for some m, M, 0 < m d M < + co, and 
every (t, u), we have m < (df/c?u)(t, u)< M. 
The function 
f(t, u)=cp(t)(u+asinu), 
with tp, continuous, periodic and positive, and Ial -C 1, satisfies the above 
requirements. 
Let us point out that we are not assuming backward well-posedness for 
every Eq. Wh,k. This is because we will use this assumption only for equa- 
tions of the type (2)h,k, where h is continuously differentiable. In this case, 
it is not difficult to see that (2)h,k is equivalent to (2),,,,+k [’ denotes the 
derivation], with x changed into x + h. 
Regarding Eq. (1 ), we may find it convenient to use a skew-product flow 
representation of the dynamics involved. We will denote by rc, rc = (rc’), a0z 
79: xx % --f xx %(X= C( [ - LO], R)), 
the map defined by rY((p, g) = (xt, g,), where x, is the solution of Eq. (I& 
starting from x0 = cp. zi will denote the first component of n. 
The first integral can be defined on Xx % (denoted by %(cp, g)) 
~‘(cP, g) = ~(0) - cd - 1) + j; g(s> ds)) ds. (3) 
We are now in a position to state our main result. 
THEOREM. Suppose (Hi) and (H,) hold. Then, for any pair of elements of 
X, cpl, (p2, such that 
~(cp,,f)=~trp,,f) 
and xi(o),, f) and z:((p2, f) are positively bounded, we have 
b Clr:(c~~,f)--7t:((~~,f)l=O. I--+ +m
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2. PROOF OF THE THEOREM 
This section is devoted to a detailed proof of the theorem. We start with 
two fundamental results. 
LEMMA 1. Let (cp, g) be such that ni(cp, g) is positively bounded. Then, 
the orbit of rc through (cp, g) is precompact in Xx 9. 
Proof of Lemma 1. Let us first observe that % is endowed with the 
compact-open topology, and it follows from (H, ) that % is the closure of 
a relatively compact set in that topology. So % is compact, which implies 
that the orbit of the second component of rr’(cp, g) is precompact in %. The 
problem is therefore reduced to proving precompactness of the projection 
of the orbit on X. 
Denote x(t) = rci(cp, g)(O). We will prove that x is uniformly continuous 
on [ - 1, + co). This will imply that the set of the translates X, is equicon- 
tinuous. Together with the boundedness of x it yields that {x,: t 2 0) 
verities the Arzela-Ascoli conditions for relative compactness of a family of 
continuous functions on a compact set. 
Define 
y(t) =x(t) - cx(t - 1). 
The function y satisfies the equation 
(4) 
4 ;I;=f(t-1,X@-I))-f(t, y(t)+cx(t-1)). 
Because x is bounded, we have y(t) bounded too, and in view of (H, ), (5) 
implies that dy/dt is bounded. So y is uniformly continuous on [O, + co). 
It is then possible to express x in terms of y. Using (4), we have 
x(t) = y(t) + cx(t - 1). 
To check uniform continuity of x, we will estimate the oscillation f x, that 
is, Oa(x)=sup{Ix(t)-x(s)/: It--s1 GS}. In view of (4), we have 
O,(x) G O,(Y) + CO,(X), 
which implies (with c -C 1) 
O,(x) G j& OcdY). 
Since y is uniformly continuous on [O, + co), the above inequality leads to 
the same conclusion for x. m 
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Lemma 1 says that the omega-limit set of a bounded positive orbit is not 
empty. The next lemma will describe the elements of this set in terms of an 
infinite delay equation. 
LEMMA 2. Let ($, h) be in the omega-limit set of a positively bounded 
orbit of 71, and set y(t) = ni(+, h)(O). Then, y verifies Eq. ( l)h on the whole 
real axis. It also verifies the infinite d lay differential equation 
dy z= -h(t, y(t))+ f c’(l-c)h(t-j, y(t-j)). 
j=l 
(% 
Proof of Lemma 2. To prove the first part of the lemma, we write 
Eq. (1 &, for some g in 8, in its integral form: 
x(t) - cx( t - 1) + 5:_ , g(s, x(s)) ds = ~1. (7) 
Changing t into t, + 1, where t, + + cc and is such that ($, h) = 
lim, + a, +(cp, g), and (“possibly”) looking at a subsequence of t, still 
denoted t,, we can prove that 
(i) x(t + t,) converges to y(t) for every t in R, uniformly in bounded 
sets of t, and 
(ii) g(t + t,, x( t + t,)) converges to h(t, y(t)). [Here, we use the fact 
that g(t + t,, u) converges to h(t, u) uniformly with respect to bounded 
subsets of points (t, u).] 
Finally, we obtain 
for every t in R, and y is bounded on R. 
Writing this equality at points t, t - 1, . . . . t -j, .,., and multiplying the jth 
equation by cj and summing up all these quantities, we obtain 
y(t) + f ci j-,L,;-, h(s, Y(S)) ds= A. 
j=O 
Differentiating (8),, we obtain the desired differential equation (6)h. 1 
Let us look for a moment at Eq. (6)h. It is determined by an element of 
F, and we can look at it as generating a skew-product semi-flow on 8= 
BC( R -, R), the space of bounded continuous functions on Ii3 -, endowed 
with the compact-open topology. We denote by i? the associated semi-flow, 
and y, defined by the left-hand side of (8),, the first integral. 
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In terms of the usual order on 2, we note that ii: and y enjoy most of 
the monotonicity properties considered in [1,3]. 
The monotonicity of it is due both to that of h(t, U) [with respect o u] 
and to the assumed uniqueness property for solutions of Eq. (2)0,k. These 
are the two features of hypothesis (Hz). 
This differs slightly from what was obtained in [ 11, mainly because /%? is 
a locally convex space now. We still have existence of positive, negative 
parts and absolute value, and continuity of these functions. But the positive 
cone of .? has an empty interior. Strong monotonicity has to be rephrased 
into local strong monotonicity: For every bounded interval Ic R -, and g 
in F, and each cp, $ in R such that cp < +, cp # t+&, there exists t, such that 
for ta to, ~:,A% g) 4 f:,,w? g). 
(U Q u means that u(6) < u(0), for every 6 in the domain of u and u.) For 
the first integral, the property is the same as in the finite delay case [ 11: 
If cp G $3 cp # II/, then ~(cP, g) < F(+, g), for any g in 9. 
In the comparison of properties of fi with those of 71 in [ 11, the only 
thing which has not been considered yet is the precompactness. Let us look 
at that now, starting from the first general observation that, in contrast o 
[ 11, we are not assuming here that f(t, 0) = 0. This assumption, if made, 
extends readily to all elements of 9 and implies that the positive orbits of 
?t are bounded. On the other hand, if we are not assuming this condition, 
it could happen that for some (cp, h), iii(cp, h) is unbounded. In that case, 
this also would be the situation for any other solution it:($, h). Stated in 
other words, it means that for any g in 9 the following alternative holds: 
either all the solutions of (6) are bounded; or they are all unbounded. In 
proving the theorem, we have a similar alternative: ither all the solutions 
of (l)/are unbounded, in which case there is nothing to prove: the theorem 
would be empty; or there are positively bounded solutions. If it is so, we 
deduce from Lemma 2 that iti(cp, g)is positively bounded for every g in the 
omega-limit set off and cp in x We will work on the grounds of the latter 
assumption. We restrict our attention to TX RU, where 9- is the omega- 
limit set of 9. Precompactness of the positive orbits in xx e0 can be 
obtained in the same way as in the proof of Lemma 2. 
We can apply the results tated in [ 1, 31 to the restriction of ii to 
TX &. There are two main facts: 
(a) the asymptotic behaviour of the solutions depends only on the 
value of the first integral; 
(b) there is at most one element cp in 2 for each pair (h, a), h E SW, 
c( E R, such that ?(cp, h) can be extended to the whole real axis into a 
bounded orbit of iz and Y(cp, h) = a. 
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We can now conclude the proof of the theorem. Let cp, (p2 be in X such 
that F(qi, f) = T((p2, f) and rr:(cp,, f) is positively bounded for i= 1, 2. 
We want to prove that 
4(‘p1, f) - 4((P*, f) (9) 
approaches zero at infinity. 
Assuming the contrary, we can find a sequence t, + + co, and E > 0, such 
that (9) has a norm > E, for each t = t,. From this sequence, we can extract 
a subsequence still denoted t, such that both n’“(cp, , f) and rrrn((pZ, f) con- 
verge, with limits (til, h) and (ICI*, h), and h E Fa. From the definition of t, 
we have on the one hand I$, - t,G21 > E; on the other hand, we know from 
Lemma2 that yi(t)=ni(t)i, h)(O), i= 1, 2 is a solution of (6)h defined on 
the whole real axis and bounded. Moreover formula (g), shows that they 
have the same first integral. So it follows from the theorem [l], a fact we 
recalled just above, that y, = y2 and therefore $, = (1/* in contradiction with 
the inequality 111/1 - ti21 2 E. 1 
3. APPLICATIONS 
In the same way as in [ 1,3], we can see that if f(t, X) has some other 
properties with respect to time such as almost periodicity, periodicity, or
even constancy in time, then the positively bounded solutions share 
asymptotically the same properties. Strangely, the main problem when we 
look at the asymptotic behaviour in those cases has then been reduced to 
deciding whether a solution is bounded at infinity. We will now present 
two cases where all the solutions are bounded. 
3.1. f(t, x)=f(x) (Autonomous Case) 
PROPOSITION 2. Assume f is continuous, nondecreasing. Then each solu- 
tion of (1) is positively bounded. 
Proof of Proposition 2. Let x be a solution of (1 ), starting from x,, = cp. 
Choose y a number such that 
(Pay and p(0)-crp(-1)>,y(l-c). 
We claim that if x = x - y, we have 
x(t) 2 cx(t - l), t>o, 
(10) 
which implies that both inequalities in (10) hold with x, instead of cp. We 
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only have to prove that for 0 < t < 1 and then proceed by induction. In 
terms of JY Eq. (1) reads as 
f {x(t)-w- 1,) =f(r+X(t- I))-f(r +X(t)). 
Let y(t)=x(t)-cx(t-1). 
For t E [O, 11, we have x(t - 1) > 0, and then x( t - 1) 2 cx( t - 1). This 
leads to the following inequality: 
&3f(y+ca(t-1))-f(y+cx(t-l)+y(t)). (11) 
Since z = 0 verifies trivially the equation (ll), we are in the conditions 
described in Proposition 1 with h(t) = y + cx( t - 1) and k(t) = 
f(r + cx(t - 1)). So the conclusion applies, which means that y(t) > 0, for 
t E [0, 11. The proof can be continued step by step to the whole positive 
axis. Finally, we have y(t) > 0, for t > 0. 
Coming back to the delinition of y(t) in terms of x and in view of the 
fact that x0 > 0, we deduce inductively that x(t) 2 0, t 2 - 1. So x(t) 2 y, for 
t> -1. 
Using next the first integral we can derive an upper bound for x, 
x(t) G a -f(Y), t>o. 1 
Remark 1. Without changing the proof, Proposition 2 extends to the 
case where f depends on t, provided that it is periodic with period one: 
f(t + 1, x) =f(t, xl. 
Remark 2. Equation (1) has all the constants as solutions in the 
autonomous case, or in the case f is l-periodic. Moreover, we can see that 
if f is nondecreasing there is exactly one constant solution at each level of 
the first integral. This leads us to the following result: 
COROLLARY 1. Suppose f(t, x) is l-periodic in t, and verifies (HI). Then 
every solution f(1) is asymptotically constant with the value of the constant 
determined in terms of the value of the first integral. 
At any level a of the first integral, the asymptotic state can also be deter- 
mined as the only constant solution a = a(a) at this level. Therefore, it may 
be obtained as the unique root of the equation 
a+ 
I 
0, f(s,a)ds=a. 
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3.2. Nonautonomous Case 
The general situation where f depends on t (and is not l-periodic in t) 
seems to be far more complicated. We do not have any example at hand 
but it is quite possible that positive unboundedness occurs in some cases. 
For the infinite delay equation (6),. we have the following 
LEMMA 3. Suppose f (t, x) is continuous in (t, x), nondecreasing in x and 
such that f (IF4 x B) is bounded for any bounded subset B of [w. Then either all 
the solutions of (6), are unbounded, or they all are bounded. 
Proof of Lemma 3. First of all we note that, in view of Proposition 1 
for example, the semi-flow is monotone. If cp and t+G are initial values in 
BC(R -, R) with cp < $, and x, y are the solutions starting from an 
arbitrary point to, x ,= cp, yl,, = $, then we have x(t) < y(t), t > t,. 
Next we observe that if a solution x is unbounded, it is strictly 
unbounded; that is, lim supt.+ o. x(t) = + cc and lim inf, _ o. x(t) = - CO. 
Equivalently, x is bounded above if and only if it is bounded below. 
Suppose in fact x(t) < M, t E R (for some finite M). Using the first integral 
identity (8)f verified by x, we get 
x(t) + f ci 11’11 1 fh W d~X%A,). 
j=O 
In view of the boundedness assumption made in Lemma 3, we have 
f (s, Ml < K 
so 
which yields a finite lower bound for x. 
Remark 3. The property we just proved here holds for all solutions of 
the whole neutral equation (1 ), (and not only the solutions of (1 ), which 
are also solutions of (6),). Therefore for any solution x of (1 ), we have x 
bounded above if and only if x is bounded below. 
Let us come back to the proof of Lemma 3. Let x be a solution of (6)f 
Suppose x is unbounded. For any other solution y, choose a number A4 
such that x(t) < M, y(t) < M, for t < 0, and denote by z(t) the solution of 
(6!, such that z. = M. 
Because x is unbounded, therefore unbounded above and z 2 x, z is also 
unbounded. But this implies that z is also unbounded below, and since 
y(t) < z(t), we can conclude that y is unbounded too. 1 
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For simplicity we will make an assumption which ensures that all solu- 
tions of (6), are bounded. From now on, we assume f(t, 0) = 0. We will 
now turn to Eq. (l),-, knowing that at each level of the first integral this 
equation has at least one bounded solution. This does not seem to be 
enough however to get boundedness of all solutions of (l)f. It seems that 
further estrictions are necessary, for example a stronger coupling between 
t and x. In Cl], we obtained this result under the following assumption 
(6, Lemma 3 in Cl]): 
HYPOTHESIS (H3). For eoery t, y, u and u, u B u, 
f(t-l,U)-f(t--l,V)--(f(t, y+cu)-f(t,y+cv)}30, 
and f( t, 0) = 0; finally, f (t, x) --f - co, x + - 00, uniformly on bounded 
subsets oft. 
Note that this assumption is also verified by the elements of 5”. In [ 11, 
we give a relatively arge class of examples, namely functions f(t, x) which 
are Lipschitz continuous in x and such that 
In case f does not depend on t, this condition reads as 
inf f’(x) Z c . sup f’(x), 
xaR xeR 
which is indeed much stronger than the one we actually made in Proposi- 
tion 2. 
PROPOSITION 3. Assume f is continuous, nondecreasing, and verijies (H3). 
Then each solution of (1 ), is positively bounded. 
Proof of Proposition 3. Let x be a solution of (1 )/starting from a given 
initial value cp at to (xl, = cp). It may be useful to keep in mind that solu- 
tions of (1 ), do not blow up. They stay bounded on bounded intervals. 
This is due to the monotonicity off: Similarly to what we did in Proposi- 
tion 2, we will compare x to a special bounded solution of ( l)p We will 
seek a solution of (l), which is also a solution of (6),. Unfortunately a 
solution z of (6), from t, onwards will generally verify Eq. ( l)f only after 
to + 1. So we have to compare x,, +I to z,, +1. How can we make sure that 
we can find z so that zlO+l <x~~+~? 
Consider for z a solution with a constant initial value. Denote by z(y) the 
solution such that z,,, = y. Taking 
y<m=min{x(s):s<t,+ l}, 
94 
and assuming that 
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z(Y)(t) ’ x(t), forsome tO<t<t,+l, 
imply that for some _t, in the same interval [to, to + 11, 
&ubo and z(W) > *. 
In view of (6),-, we obtain the following inequality: 
03 
we have 
0-c -f(t,m)+ C c'f(t--j,y). 
j=O 
From the last part of (H3) (growth assumption), we see that we can 
choose y (m being fixed) so that the above inequality cannot be achieved. 
SO we can indeed find a solution z of (6), which on some interval 
[to, to + 1 ] is such that z(t) < x(t). In fact, there is some flexibility n the 
choice of z(y). To fulfill the requirements of Proposition 1, a better choice 
would be 5(y) such that 
-e)(t) = Y9 for t<t,-2, and ~(r)(f) = *, to - 1 < t < to, 
and z”(r)(t) isa linear interpolation between y and m on the remaining 
interval. Finally, we can choose y so that 
.%)tt) < *, t,<t<t,+ 1, and 
qy)(to + l)-- d(y)(t,)) <x(t,+ 1) - cx(t,). 
As we did in the proof of Proposition 2, we can now center the equation 
around i(y). Let 
u(t) =x(t) -%)(t); 
u(t) is a solution of (1 )T, from t1 = to + 1 onwards, such that u,~ 2 0, and 
u(t,)-cu(t,-l)>O. 
Let u(t) = u(t) - cu(t - 1). Then u verifies the inequality on (t, t, + 1) 
dv -pfct, cu(t- I))-3(?, cu(t- 1)+v(t)), 
with v(?~) 2 0. Proposition 1 applies and yields u(t) 3 0, for t in [r,, t, + 1). 
Proceeding inductively on intervals [t, + k, t, + k + 11, we obtain u(t) 2 0, 
tat, and so x(t)>T(y)(t), z>t,. 
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Therefore, x(t) is bounded below, which from Remark 3 implies that x 
is bounded, completing the proof of Proposition 3. 1 
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