ABSTRACT Nowadays, cloud computing technologies are commonly used both by the public and private institutions, so as to save money and computing efforts, by using a network of remote servers hosted on the Internet to manage their services. Thus, cloud clients must interact with cloud providers in order to make use of the services deployed in the cloud, and the cloud infrastructure must be designed taking into account both the physical devices and equipment required (racks, switches, and so on) and also the user demands, expressed in terms of the services they need. This paper focuses on this latter aspect, in which we analyze how cloud clients interact with a cloud provider, providing a Unified Modeling Language-based framework to model a cloud system, including the underlying infrastructure, the user resource requirements, and their interactions with the cloud provider.
I. INTRODUCTION
In this paper, we propose Model4Cloud, a framework for modeling cloud systems. For this purpose, a UML profile [21] is proposed to model the main elements of a cloud infrastructure and the interactions between the clients and the cloud provider. UML (Unified Modeling Language [22] ) is a well-known modeling language that includes a complete set of tools for designing real-time systems [25] . In this work we focus on component, activity and sequence diagrams, since they allow to model the structural relationships between the system components and the dependencies among them, the flow of actions, and the interactions between different roles in the system, respectively. With these diagrams we model the entire cloud system, considering that they allow us to model the underlying cloud infrastructure, as well as the cloud resource allocation that assign physical resources to the VMs requested by the cloud users. Furthermore, UML profiling techniques allow us to define cloud specific elements by means of stereotypes. We also check the correction The associate editor coordinating the review of this manuscript and approving it for publication was Yue Zhang.
of the defined cloud models, which ensures that these models faithfully represent the cloud system under study [8] , [24] .
Specifically, the proposed UML profile captures the user interactions with the cloud provider, as well as the main features of the intrinsic cloud infrastructure. In essence, the defined UML profile models the interactions between users and cloud providers. In this context, we use subscriptions to be notified when the required cloud infrastructure is available and, therefore, using the proposed frameworkwhich has been implemented by a tool -we are able to design specific user behavior models and cloud infrastructure characteristics.
Over the last few years different cloud modeling approaches have appeared, which are mainly focused on the graphical modeling languages and, considering the report made by Bergmayr et al. [2] , we can contemplate the following approaches: CAML [1] , TOSCA [3] , MULTICLAPP [12] and MOCCA [16] . Table 1 presents a comparison of these graphical modeling languages with our framework.
CAML [1] allows us to represent cloud-based deployment topologies in UML and refine them with cloud offerings captured by devoted UML profiles. It is based on a model library and profiles. These profiles allow us to model cloud offerings from both technical (for instance, performance) and non-technical (for instance, pricing features) perspectives. CAML focuses on modeling a specific cloud application deployment taking into account the virtual deployment target and the application components. In contrast, in the framework we model both the cloud infrastructure and the workload executed by the clients by using a specific UML profile.
TOSCA [3] provides a way to enable management of composite applications and portable automated deployment. It defines the structure of composite applications in terms of the so-called service templates. The application model can be completed with management plans, which are included by using workflow languages, such as BPMN [19] , and can be considered as the mapping between the cloud applications and cloud environments. TOSCA focuses on the automatic management of applications deployed on the cloud. Our framework, in contrast, pays more attention to the modeling of the cloud infrastructure and the user interactions with the cloud provider in order to request the services they need.
MULTICLAPP [12] includes the modeling of cloud applications from a cloud-provider independent perspective. This approach designs the application components in UML, which are refined using a devoted profile. Multicloud applications are designed as a software artifact composition, and each one can be assigned to a different platform. Additionally, it provides some stereotypes, which allow components to be annotated with QoS parameters like, for instance, their response time. MULTICLAPP focuses on avoiding cloud vendor lock-in presenting a three-stage development process. However, the specific cloud infrastructure in terms of racks, storage and network is not modeled, and the interactions of users with the cloud are only captured by a deployment diagram.
MOCCA [16] allows us to migrate existing software to a cloud environment. The MOCCA metamodel represents the deployment of the existing software and the architecture. The deployment in a cloud environment can be expressed as a clustering of architectural elements and specific implementation units that are assigned to the cloud virtual resources. These virtual resources are depicted in Open Virtualization Format (OVF) [9] , a textual modeling language. MOCCA focuses on solving the move-to-cloud problem optimizing the rearranging of the components of an application into groups that might be provisioned into different clouds. Our approach, in contrast, focuses on the user requests to provision the workload on a specific cloud infrastructure.
Most of these cloud modeling languages handle the description of cloud deployment configurations for one or several target cloud environments. They allow the modeling of the resources and services offered by the cloud provider. However, as mentioned before, these approaches do not contemplate the underlying hardware infrastructure. In general, cloud user interactions rely on the cloud architecture and thus, a complete cloud system model must capture this information, which allows us to analyze whether the user demands can be attended, or not, considering the available hardware resources. This is the main goal of the profile proposed in this paper, which models both the complete cloud infrastructure, taking into account the main elements and actors involved and also how the cloud clients interact with them in order to make use of the services deployed in the cloud.
The paper is structured as follows. Section II presents a summary of the UML diagrams used in this paper. The UML profile and the tool that we have implemented to create and edit cloud system models are presented in Section III. Section IV introduces the case study. Finally, Section V contains the conclusions and future lines of work.
II. BACKGROUND
In this section, we present a brief overview of the UML diagrams that we use in this paper, namely UML sequence, activity and component diagrams. 
A. UML SEQUENCE DIAGRAMS
A sequence diagram depicts the interactions that occur in a system scenario. They show the message exchange between the participants in a time sequence. Message exchanges are drawn by using arrows with solid arrowheads, and a message's name is placed above the arrowed line. Sequence diagrams can be extended by using the so-called Combined Fragments (CF) (see Figure 1 ), which are defined as units of behavior, and contain, among other things, the set of roles or objects that are related, and the message exchanges between these objects. These are drawn as labeled boxes enclosing these message exchanges and other actions of interest, where a CF operator label is placed in the top-left corner, in a dog-eared rectangle (namebox). CF operators establish a control structure in the sequence diagram evolution, such as the sequential execution of CFs (strict), parallel execution of CFs (par), guarded choice (alt), option (opt) and loops (loop).
B. UML ACTIVITY DIAGRAMS
UML activity diagrams are used to depict the workflow of activities in the system. Activities represent parameterized sequences of behavior, and are depicted as round-cornered rectangles enclosing all the actions, control flows and other elements that perform the activity. Activity diagrams are then used to specify the dynamic behavior of a system by using control flow structures, such as sequence, choice and concurrency.
C. UML COMPONENT DIAGRAMS
Component diagrams show the structural relationships between the system components and the dependencies between them. These diagrams can represent physical or logical components, specifying their interfaces and properties. Thus, the top-level architecture of a cloud system can be described by using component diagrams. 
III. UML CLOUD PROFILE
UML (Unified Modeling Language) [22] is one of the most widely-recognized design languages, which supplies a considerable flexibility and expressiveness for modeling systems. UML can be extended by using UML profiling techniques, which is a mechanism that UML provides for extending its syntax and semantics. Additionally, the stereotypes of UML profiles allow us to specify new concepts related to a specific domain. In this section we define a UML profile to design the cloud infrastructure and the client interactions. Specifically, we define UML sequence, activity and component diagrams for this purpose.
We have gathered the most representative parts of the cloud to design our proposed framework in order to provide an accurate representation of the underlying behavior and infrastructure of the cloud. Some other related UML extensions have been considered, for instance, Real Time Systems Modeling Language [10] (SySML Profile), systems [14] (RTSJ Profile), Enterprise Distributed Object Computing [17] (EDOC Profile), and Modeling and Analysis of Real Time and Embedded systems [18] (MARTE Profile). These profiles have been taken into account and studied before making the decision of defining a new profile. This decision has been motivated for two main reasons: i) the type of diagrams needed for our DSL definition; ii) the profile provides the flexibility to model different cloud configurations, and the scalability to increase the functionality of our approach in future work. Most of these existing profiles allow us to model a cloud infrastructure. However, we also want to model the interactions between the users and the cloud, which can be defined by means of sequence diagrams that, in general, are not the focus of these profiles. The definition of our own profile allows us to model the infrastructure and the user-cloud interactions in a scalable and flexible way, avoiding specification conflicts that might arise from the combination of several existing profiles.
Thus, we have researched several relevant current papers on this subject and well-known simulation tools in order to gather the different aspects of the cloud and their clients that should be modeled. The parameters to design a data-center were extracted from the cloud simulators GreenCloud [15] and iCanCloud [7] , and from MAGICIAN [6] , which is a model-based approach to the design of data-centers. CloudSim [4] , [5] supplies an accurate model to represent VMs and to design resource allocation policies, which have been adapted in designing our proposed profile. In addition, we analyzed Cloud DSL [23] for the interaction with the different services provided by the cloud. In this work, Silva et al. present a domain-specific language, which specifies cloud entities covering a wide variety of cloud IaaS services. Finally, the communication network model designed in our framework has been inspired by the one used in GreenCloud [15] .
According to this study of the main cloud features to be modeled, we consider that a cloud system (see Figure 2) consists of a cloud provider, one or several data centers, and clients (also called cloud users) requesting resources from the cloud. The cloud provider manages a catalog of Virtual Machines (VMs) and the hardware resources provided by the data-centers. Each data center consists of a set of physical machines, also called nodes, which are grouped in racks. Thus, each rack contains a set of physical machines with the same CPU, memory and storage, that is, the same hardware features. On the basis of this infrastructure, the cloud provider offers a catalog of VMs that clients request according to their computational requirements. Therefore, the VMs required are mapped to physical machines, using a resource allocation policy, on which they are executed. Figure 3 shows the stereotypes that we have defined to design the cloud infrastructure components, that is, the data centers, racks, machines, CPUs, storage devices, memories, and cloud provider. The CloudInfrastructure stereotype extends the Component metaclass and depicts the infrastructure of the cloud provider and the supporting services offered, as can be seen in Figure 3 The Rack, Machine, DataCenter and Hardware stereotypes also extend the Component metaclass. A rack element is composed of a collection of computing or storage elements, which are depicted by the ComputingRack and StorageRack stereotypes, respectively. A computing rack is composed of a set of computing machines (ComputingMachine), and finally, a storage rack is composed of a set of storage machines (StorageMachine).
A. COMPONENT, SEQUENCE AND ACTIVITY DIAGRAMS
Many components of a data center are usually the same, then we have defined the relationships between components as stereotype associations in order to facilitate the reuse of these components, (see Figure 4) . In this figure, we also can see that the cloud infrastructure is composed of a collection of data centers. Each data center is composed of a collection of racks, which in turn consist of a collection of machines (storage and computing).
The DataCenterElement type of data has been designed to represent a collection of data centers with the same configuration, since several data centers can have the same configuration. In the same way, the RackElement data type has been modeled to represent a collection of racks with the same configuration. As an illustration, in the rack specification we must define the boards number, the machines number per board and the network bandwidth for the communication between machines.
The messages between the users and the cloud provider capture the interactions between them. Therefore, a Sequence Diagram (SD) is used to design this relationship (see Figure 5 ). In the sequence diagram, the user requests a set of resources as a collection of VMs from the cloud provider, where VMs is a collection of VM tuples, which are specified as follows:
(number of instances, VMtype, renting time)
After that, the cloud provider responds to the request with a set of IPs, which are the machines IPs that can possibly attend to the user demands. Nevertheless, the cloud provider can also respond with an empty set of IPs, indicating that it cannot currently satisfy the request. In the first case, if the cloud provider responds with a non-empty set of IPs, then the user sends an execute message to the cloud provider in order to start the executions of the specific Apps on the indicated machines. Then, two situations can arise:
• the execution of all Apps terminates on time, so an executionOk message is returned to the user, which, finally, terminates its execution;
• the Cloud provider returns an executionFailure message, either due to a failure, or because the execution runs out of time (rentingTime). The user can decide to abort, when an executionFailure message is received, however they can also decide to submit a subscription to the cloud service with the purpose of being notified when some machines are available to satisfy the resource request. This subscription has a timeout associated (maxSubTime), which means that it is only valid for that time period. The user sends again the execute message to the cloud provider, when receiving the notification (notifyResources); otherwise, in the case that the subscription time-out expires (subscriptionTimeout), the user aborts again. Finally, the new execution request can be answered with a failure response (executionFailure), then the user can again decide either to abort or submit a subscription (lower part of first alt operation in SD). Note the first loop in the SD to send an execute message in the case of being notified by the cloud provider with the IPs of the corresponding machines. Figure 6 shows the corresponding stereotypes for these message interactions, with user requests to the cloud provider, for virtual machines (VM stereotype) and the execution of applications on them (Application stereotype). Both the cloud provider and the users have a behavior that follows a lifeline (Lifeline metaclass). All the messages exchanged extend the Message metaclass. Figure 7 shows the relationships between these components, as stereotype associations. As an illustration, a VM request consists of the following parts: number of cores, computing units (CUs) for the CPU cores, disk size and memory size.
To complete the model, we show in Figure 8 the activity diagram that captures the workflow of activities that can be obtained from the sequence diagram.
B. MODEL4CLOUD PROFILE TOOL
The Model4Cloud framework has been developed using Papyrus [11] , which is an open-source tool that provides an integrated environment for creating and editing UML model designs. Model4Cloud allows us to create and edit cloud scenarios, and it has been implemented by extending the Papyrus UML tool, as an Eclipse feature. It is based on ISO/IEC 42010 [13] and UML 2.5 [22] standards, among others. Every part of Papyrus can be customized to address any specific area of interest. For the development of our framework, Model4Cloud, we have created and implemented the UML profile that was introduced in Section III-A, in addition to the property views, palettes and diagram styles, which provide the whole graphical view of our framework (see Figure 9 ). This tool is available at the following URL http://dsi.uclm.es/cloud/modeling/model4cloud/. Figure 9 (part 1) shows the model diagram with a specific diagram style. The diagram style allows us to customize the graphical design of the diagram by using Cascade Style Sheets (CSS). The stereotype properties are shown according to the defined customization. Figure 9 (part 2) shows the property view, providing a quick access to the stereotype properties and also the ability to modify their values. Finally, Figure 9 (part 3) presents the palette, which allows the users to easily create the components of a cloud system design, by the stereotypes already applied.
This framework, Model4Cloud, consists of several plugins, which are shown in Figure 10: • es.uclm.model4cloud.profile: This plug-in includes the UML profile defined to model cloud systems. It also contains the profile, which allows the end users to use the profile easily.
• es.uclm.model4cloud.validation: This plug-in includes the OCL constraints used to validate the cloud system models.
• es.uclm.model4cloud.customization: This plug-in extends the Papyrus graphical designer to customize it so as to make easier the use of the defined profile. This includes the customization of the properties view, the tool palette, and the graphical aspect of the UML elements.
• es.uclm.model4cloud.examples: This plug-in includes several examples of cloud systems modeled with the profile. These examples could then be used as a starting point for the design of a scenario instead of starting from scratch. 
C. MODEL4CLOUD PROFILE MODEL VALIDATION
There are some constraints the model must satisfy, such as the stereotype relationships (the one-to-one or one-to-many relationships in Figures 4 and 7) , but there also other constraints that the model must fulfill in order to ensure its correctness. OCL rules [20] can then be used to check some properties that have been identified to check the model. Some of these rules are shown in Table 2 . The first rule tests that users only send one request message, according to the sequence diagram in Figure 5 , by checking the number of sendEvent events of the messages stereotyped with Request, which must be 1. The second rule verifies that request messages are only sent by the users, checking that sendEvent events only appear in the users' lifelines. The third rule verifies that messages are only sent to the cloud provider, checking that receiveEvents events only appear in the CloudProvider's lifelines. The fourth rule in the table verifies that there is one computing machine in the cloud infrastructure having at least the number of cores of the requested VM. Finally, rules 5 and 6 check the computing machine nodes, both in terms of memory and number of CPU cores, verifying that both values must be greater than 0. The other OCL rules that have been defined can be found in Appendix.
IV. CASE STUDY
In this section we consider a specific scenario for a client interacting with a cloud provider who manages an underlying cloud infrastructure. First, we present the modeling of the user behavior interacting with the cloud. Second, we analyze the overall cloud performance when a high number of users, which were modeled using our proposed profile, request VMs to the cloud. Figure 11 contains the specific sequence diagram for the interactions of a user CloudUser with the cloud provider. The diagram shows a user who request 5 small VMs for 2 hours. On each of the VMs, the user will execute a data intensive application. If at any time a VM is not available, the user will wait for a VM for up to 24 hours. and 0 GB of RAM. Each storage node (component storageNode) is composed of a CPU with 0 cores and 52,500 MIPS of power, a 2 TB disk capacity and 16 GB of RAM. All the components of the data-center are connected using a Gigabit Ethernet network. The cloud provider offers 3 types of VMs defined as small, medium or large resource sets to be simulated on the cloud infrastructure.
A. MODELING THE USER BEHAVIOR
The whole model has been validated by using the context menu provided by the Papyrus tool. This utility checks the OCL rules defined in the es.uclm.uml2Cloud.validation plugin. The OCL shows the results of constraint validations. In this case study, the model does not fulfill the following constraints:
• VM_can_not_be_allocated constraint was violated because there is no computing machine in the infrastructure model with enough cores to support the VM_large with 6 cores (see Fig. 12 ). As a consequence, an error was shown on the VM_large component, which was fixed by reducing the number of cores to 4 in the Cores property of the stereotype applied to VM_large. Notice that this is the maximum number of cores available on the computing machines in the cloud infrastructure.
• Memory_capacity_have_to_be_greater_than_zero constraint was also violated, because the memory assigned in the mem4GB component was 0. Then, this mistake was fixed and the memory size was set to 4GB.
• Cores_have_to_be_greater_than_zero was also violated for the CPU_dual component. This error was also fixed by setting the number of cores to 2.
Once that constraint violations were solved, the model was properly validated, showing neither errors nor warnings.
Listing 1, 2 and 3 show the XML code that was generated from the UML graphical diagram (with the wrong property values). Then, once these wrong values were fixed, Papyrus regenerated the XML code with the correct values, which meet all the constraints.
B. PERFORMANCE ANALYSIS
In order to analyze the suitability of this proposal, we have conducted an experiment to study the overall performance of the cloud. Hence, a synthetic workload, consisting of 512 users, has been generated using the previously designed user profile. Since the main objective of this experiment is to analyze the impact of this workload over the cloud, we simulate the execution of the same workload in three different cloud infrastructures. It is important to remark that the maximum waiting time for the user is set to 24 hours, which means that if the user does not obtain the requested resources from the cloud before this deadline expires, the user will leave the system and the cloud will lose this operation. Figure 13 shows the obtained results for a cloud consisting of 64 physical machines processing the workload. The x-axis represents the user ID, ranging from 0 to 511, and then the time period (in hours) that each user must wait until the cloud is able to provide the requested resources. This chart depicts that the waiting time raises when the number of users that are using the resources of the cloud increases. In this case, the saturation point is reached when the cloud processes the first 402 users. Consequently, the rest of the users are not able to access the cloud. The results of the cloud consisting of 96 physical machines are shown in Figure 14 . In this case, the cloud is able to process the entire workload. As in the previous experiment, the cloud requires more time to provide the requested resources when the number of users accessing the cloud increases.
Finally, Figure 15 shows how a cloud containing 128 physical machines processes the workload. In this case, the obtained results show that the response time is significantly reduced. This cloud is able to immediately provide the requested resources to the first 96 users. The rest of the users must wait an average of 3.8 hours.
In general, the obtained results show a clear bottleneck in the cloud for processing the workload. In this case, this bottleneck is alleviated when the number of physical machines increases. Although using a cloud consisting of 96 computing nodes would be sufficient to process the workload, the average waiting time is high. In this case, increasing the number of physical machines to 128 significantly improves the overall system performance. 
V. CONCLUSION AND FUTURE WORK
In this paper, we have presented a framework for modeling cloud system infrastructures and Client interactions, called Model4Cloud, which captures the most relevant components of the cloud, such as its underlying architecture, virtualization, users and workloads. One of the main contributions of this paper is the definition of a UML profile for modeling the cloud architecture, as well as the simulated user-cloud interactions. For this purpose, component, sequence and activity UML diagrams have been defined, using specific cloud defined stereotypes. In this way, a graphical representation of the cloud system infrastructure and the client interactions is provided, which allows us to easily understand and configure the parameters that define the system infrastructure and the client interactions. With the proposed framework we can create specific cloud scenarios by using the editor, after which they can be validated so as to check that no mistake has been made. As immediate future work we plan to transform the created cloud system into the configuration files required for some cloud simulator tool in order to make simulations and thus produce performance results for the modeled systems. Another interesting line of work will be to complete the UML cloud profile in order to model user decisions, cloud costs and different allocation algorithms so as to obtain the comparative quantitative results and thus draw conclusions from them.
APPENDIX UML2CLOUD OCL CONSTRAINTS
This appendix contains the OCL constraints defined to check the cloud system model. The constraints are defined in the context of stereotypes in order to complement the UML 
