Abstract. Let G be a complete (undirected) graph with 3l vertices. Given a binary weight function on the edges of G, the binary maximum 2-path partitioning problem is to compute a set of of l vertex-disjoint simple 2-edge paths with maximum total edge weight. The problem is NP-hard [6] .
Introduction
Let G = (V, E) be a complete (undirected) graph with vertex set V such that |V| = 3l, and edge set E. For e ∈ E let w (e) be its weight. For E = {e 1 , . . . , e k } ⊆ E we denote w (E ) = w (e 1 , . . . , e k ) = e∈E w (e). For a path p we denote w (p) = w (E (p)). For a set of paths P = {p 1 , . . . , p k } we denote w (P) = w (p 1 , . . . , p k ) = p∈P w (p). In this paper, a k-path is a simple k-edge path. We say that G is subcubic if the maximum degree in its subgraph induced by the unit-weight edges is 3. The maximum 2-path partitioning problem (m2pp in short) is to partition G into a set of l vertex-disjoint 2-paths with maximum total edge weight. When w (e) ∈ {0, 1}, the problem becomes the binary maximum 2-path partitioning problem (m2pp 0,1 in short). Both problems are NP-hard [6] .
1.1. Simple approximations. An approximation bound of 0.5 for m2pp is easy to achieve. Simply build a maximum weight l-sized matching M and complete it arbitrarily to a partition P. Claim 1. Let OPT denote an optimal solution to m2pp. We have w (P) ≥ A better approximation can be obtained by approximating MaxTSP. First, use an α-approximation of MaxTSP to build a tour T . There are three possibilities to trim edges from T such that a 2-path partition is produced (see Figure 1 .1), take the partition with the highest weight P.
Claim 2. Let OPT denote an optimal solution to m2pp. We have w (P) ≥ 2α 3 w (OPT ). Proof. Complete OPT to a tour T arbitrarily. We have
The best-known approximation bound for MaxTSP is 7 9 [16] , yielding a 0.5185-approximation.
Our results.
In this paper we propose a simple local search algorithm for the problem. Given a partition P of V into paths, define its neighborhood of depth t as the set of all the partitions that can be obtained from P by replacing p ≤ t paths with different paths on the same vertices. Now, given a partition constructed so far, check whether its neighborhood of depth t contains a partition with a higher weight. If so, take that partition and repeat the process; otherwise, terminate the search (the solution is t-optimal). Since each neighborhood is of size O l t , and each step improves the weight by at least 1 to a maximum of 2l, the worst-case complexity is O l t+1 (for a fixed t). For t = 2, we show that the algorithm is a 0.3333-approximation, and that the bound is tight. For t = 3, we show that the algorithm is a 0.4-approximation. Finally, for t = 9 we show that the algorithm is a 0.55-approximation, improving on the best-known 0.5265 bound for the problem.
For subcubic graphs we have improved results. For t = 2 we show that the algorithm is a 0.375-approximation. For t = 3 we show that the algorithm is a 0.5-approximation. Finally, we show that t = 7 is sufficient for the 0.55 bound guarantee.
We also give, by means of bad instances, upper bounds on the performance guarantees of the algorithm. For t = 2 we show a 0.4 upper bound in the subcubic case. For t = 3 we show a 0.6 upper bound, as well as a 0.7 upper bound in the subcubic case. For the general (non-negative) weight problem we show a 0.5556 upper bound for t = 3 (for t = 2, the tight 0.3333 ratio holds for this problem as well). The gaps between the lower and upper bounds may suggest that local search guarantees better bounds than those the authors have been able to show.
Throughout this paper, we let (G, w) denote an instance of m2pp 0,1 , and we let APX and OPT denote locally optimal and optimal solutions, respectively. We denote apx = w (APX) and opt = w (OPT ).
In figures, we use solid edges to denote OPT edges and dashed edges to denote APX edges. Edges in E (APX) ∩ E (OPT ) are shown as double edges (one solid and one dashed) for the sake of demonstration, in effect there is always one edge between any pair of vertices. Only non-zero edges have their weight indicated.
Related literature
The problem discussed in this paper is a special case of the maximum 2-path partitioning problem (m2pp in short), where the weights may be arbitrary non-negatives. Hassin and Rubinstein [9] gave a randomized 0.5223-approximation algorithm for the problem. In their paper, they show a close relation to the maximum triangle partitioning problem (mtp in short), where the goal is to find a maximum weight vertex-disjoint partition of the vertices into cycles (rather than paths) of 3 vertices. In fact, the same algorithm, with a couple of slight changes, yields a randomized 0.518-approximation for MTP (see [10] ). Tanahashi and Chen [19] derandomized their algorithm for m2pp and improved its approximation bound to 0.5265 (a simpler derandomization for the same result is given by Zuylen [20] ). Chen, Tanahashi and Wang [5] improved their algorithm for mtp to give a 0.5257 bound. The method used in the above papers consists of computing a maximum cycle cover and processing it to obtain 2-path (or triangle) partitions. In this paper, we take a completely different approach.
In the maximum k-path partitioning problem, we are given a complete graph on (k + 1) l vertices as well as a weight function on its edges, and we seek to find a maximum weight partition of its vertices into l vertex-disjoint k-paths. Hassin and Rubinstein [8] gave a 0.75-approximation for k = 3, and an α 1 − 1 k+1 -approximation for k ≥ 4, where α is the approximation bound for MaxTSP. In the special metric case where the weights are either 1 or 2, Monnot and Toulouse [15] gave a 0.9-approximation for k = 3.
For general (not necessarily complete) graphs, we have the maximum k-path packing problem which consists, given a simple graph, of finding a maximum number of vertexdisjoint k-paths. For k = 2, De Bontridder et al. [3] considered a local search algorithm H t . Given a packing constructed so far, the algorithm attempts to swap p ≤ t paths with p + 1 paths. For t = 1, 2, 3, 4, they have shown approximation bounds of 0.5, 0.5555, 0.6363, and 0.6666 respectively. For (2, 3)-regular graphs (where each vertex has a degree of either 2 or 3), 0.75-approximations exist [12, 13] .
In the weighted maximum k-path packing problem, each edge has a non-negative weight and the goal is to maximize the total weight of the paths. For k = 2, Monnot and Toulouse [14] gave a 0.3333(resp., 0.5)-approximation for general (resp., bipartite) graphs of maximum degree 3.
All problems mentioned so far are special cases of the (weighted) k-set packing problem (where a k-path is represented by the (k + 1)-set of its vertices). In the unweighted version, we are given a collection of sets, each containing at most k elements. The goal is to compute a maximum number of disjoint sets from the collection. Hurkens and Schrijver [11] considered a natural local search algorithm and proved an approximation bound of 2 k − ε for any ε > 0. Halldórsson [7] proposed a restricted form of the algorithm, providing the same approximation bound while considering a smaller set of improvements in each step.
In the weighted version of the set packing problem, each set has a weight, and the goal is to find a maximum weight sub-collection of disjoint sets. Arkin and Hassin [1] generalized the local search algorithm to the weighted case and proved it is a 1 k−1 − ε -approximation. Bafna, Narayanan, and Ravi [2] considered the more general problem of computing a maximum independent set in (k + 1)-claw free graphs, and obtained an approximation ratio of 1 k−1+1/k . Chandra and Halldórsson [4] improved their result by combining greedy and local search, obtaining a 3 2(k+1) − ε -approximation. Berman [3] further improved the bound to 2 k+1 − ε.
With respect to minimization, for complete graphs we have the minimum k-path partitioning problem, where the goal is to compute a minimum weight partition of a given graph into k-paths. This problem is NP-hard to approximate within 2 p(l) for any polynomial p, for any k ≥ 2; this is due to the fact that the problem of deciding whether or not a graph admits a partition into k-paths is NP-complete in general graphs for any k [6, 17, 18] . However, the metric case can be approximated within a constant performance ratio. For k = 3, Monnot and Toulouse [15] provided a 0.6666-approximation for the metric case and a 0.8571-approximation for the special metric case where the edge weights are either 1 or 2.
The minimization version of the partitioning problem for general graphs is the minimum k-path partitioning, where a given graph is to be partitioned into the smallest number of paths of at most k edges each. For k = 2, Monnot and Toulouse [14] gave a 0.6666-approximation.
Performance analysis
We will examine each search depth separately. But first, we will require the following notation:
Definition 3. Let o ∈ OPT . Denote the set of paths adjacent to o in APX as
3.1. Depth 2. Consider the local search algorithm described in the introduction, where t = 2. We have the following result:
We will first show
In this case A (o)= {o} and the claim is trivial. Case 2. |A (o)| = 2. In this case A (o) = {p 1 , p 2 } for some p 1 , p 2 ∈ APX. So o can be constructed from the vertices of p 1 , p 2 , and since APX is 2-optimal (3.1) follows. 
since each path of APX is counted at most 3 times (for each vertex it has). Figure 3 .2 shows that the bound is tight.
Note that Theorem 4 holds for the more general m2pp problem (which allows arbitrary non-negative edge weights). This can be verified by solving the appropriate minimum LP problem of each possible formation in Case 3. For subcubic graphs, we have the following result: 
A local lemma.
In order to analyze greater search depths, we will require a modified weight function. For paths o ∈ OPT , p ∈ APX, and an edge e ∈ p denote
Note that p is omitted from the definition (at the left hand side) since there is only one p ∈ APX for which e ∈ p. 
Since each APX edge is counted 5 times: thrice due to the APX path to which it belongs, twice due to the OPT path(s) it intersects.
• If w (A (o)) = 2 and there exists p ∈ A (o) with w (p) = 2 and w o (p) = 4, we say that o is of category I.
• If w (A (o)) = 3 and there exist p 1 , p 2 ∈ A (o) with w (p 1 ) = 2, w o (p 1 ) = 4, and w (p 2 ) = w o (p 2 ) = 1, we say that o is of category II. Definition 9. Let o ∈ OPT , p ∈ APX, and e ∈ p. If w o (e) = 1 we say that e is a distant edge of o.
Note that if e is a distant edge of o then by definition V (e) ∩ V (o) = ∅. We now prove the main result of this section:
In order to prove the lemma we will examine all possible configurations of A (o) paths in relation to o (up to symmetry). (4) (5) (6) The proof is identical to the proof of Claim 11. The proof is identical to the proof of Claim 12.
Claim 15. Lemma 10 holds for case (7). If w (o) = 1 then due to local optimality, w (x, y, u, v) ≥ 2 and therefore If w (o) = 1 then due to local optimality, w (x, y, u, v) ≥ 2 and therefore
Claim 20. Lemma 10 holds for case (12) . 
Claim 21. Lemma 10 holds for case (13) . 
Otherwise o is of category I.
Claim 22. Lemma 10 holds for case (14) . 
Claim 25. Lemma 10 holds for case (17) . This concludes the proof of Lemma 10.
Depth 3.
Consider the local search algorithm described in the introduction, where t = 3. We have the following result:
Theorem 27. apx ≥ Again, the authors do not know if this result is tight. The worst example the authors could find admits an approximation ratio of We prove the lemma for each category separately. Proof. Let o ∈ OPT be of category I and let p be its backbone. Figure 3 .26 illustrates the formation. Proof. Let o ∈ OPT be of category II, let p 1 be its backbone and let p 2 ∈ A (o) be the path with w (p 2 ) = w o (p 2 ) = 1. Figure 3 .27 illustrates the formation. and therefore w (m, n, q, t)
We have several cases to consider:
, m, n we again get a contradiction. (3) w o (m, n, q, t) = 1. In this case, w o (m) = 1, w (n) = w (q) = w (t) = 0 and taking o, o , m we get a contradiction.
Claim 33. Lemma 30 holds for OPT paths of category III.
Proof. Let o ∈ OPT be of category III, let p 1 be its backbone and let p 2 ∈ A (o) be the path with w (p 2 ) = 1,w o (p 2 ) = 2. Figure 3 .28 illustrates the formation. Proof. Let o ∈ OPT be of category IV, let p 1 be its backbone and let p 2 , p 3 ∈ A (o) be the paths with w (p 2 ) = w (p 3 ) = w o (p 2 ) = w o (p 3 ) = 1. Figure 3 .29 illustrates the formation. This concludes the proof of Lemma 30. We will require one more Lemma in order to prove Theorem 29. But first, some notation. Proof. We will show that H (G) contains no directed paths or cycles of length 2. Since the out-degree of each vertex in H (G) is either one or zero, the claim will follow. Sup-
We now present some properties of paths of categories I-IV which we will use in the remainder of this section. Let o ∈ OPT with be a path of category I-IV. Let p denote its backbone and let o denote the path guaranteed for it by Lemma 30. Recall that w (o) = 2, Lemma 37. Let S be a star in H (G) . We have
In order to prove the lemma, we will examine all possible sizes of stars in H (G). Note that the lemma holds for trivial stars with one or zero arcs. We first consider stars with two arcs, that is stars of the form
and o 2 are each of category I-IV). In the following claims, we will use the notation
Claim 38. Lemma 37 holds when o 1 and o 2 are both of category I.
Proof. Note that the backbones of o 1 and o 2 are different, since the former backbone shares its middle vertex with o 1 whereas the latter backbone shares its middle vertex with o 2 . Figure 3 .30 shows an example of the formation. 
Claim 39. Lemma 37 holds when o 1 is of category I and o 2 is of category II.
Proof. Again note that the backbones of o 1 and o 2 are different. Figure 3 .31 shows an example of the formation. As in the previous case we can assume w (o ) = 2. Due to local optimality
) and therefore w (A) ≥ 1. It follows that |A| = 1 and we denote A = {p} with p = {x, y}.
As in previous cases we can assume w (o ) = 2. Due to local optimality 
) and therefore w (u, v) ≥ 1. We then have 
) and therefore w (r, s) ≥ 1. We then have
None among x, y, u, v intersects o . Since o 1 , o 2 , o , x, y, u may be taken in the neighborhood, due to local optimality we have w (r, s, q, t) ≥
) and therefore w (r, s, q, t) ≥ 3. We then have
We now prove the Lemma for stars with three or more arcs.
Claim 48. Lemma 37 holds for
Proof. Suppose first that the backbones of o 1 ,o 2 ,o 3 are all different. Figure 3 .43 shows an example of the formation. If Figure 3 .45). Due to local optimality, Due to local optimality,
) and therefore w (r, s) ≥ 1.
We then have 
This concludes the proof of Lemma 37. We now complete the proof of Theorem 29:
Where we sum over all inclusion-maximal stars. The first equality is due to Remark 6. The second and last equalities are due to Claim 36. Finally, the inequality is due to Lemma 37. Note that Claim 48 assumes that APX is 9-optimal, whereas the other claims assume 7-optimality at most. If G is subcubic, categories I and II are impossible and Claim 48 becomes trivial, with no assumption on optimality depth. Therefore, 7-optimality suffices (it is still required by Claims 45, 46, and 47).
Method
The motivation for this paper has been drawn from the results of a computer simulation, designed to assess the performance of the local search algorithm. For a given graph size and search depth, the simulation constructs a complete weightless graph of that size, and generates a random partition of its edges. It then solves the linear (or integer) programming problem that assigns weight to the edges such that the performance ratio of the algorithm is minimized. This simulation has been run for thousands of hours on modern computers, and it is the source of the examples in this paper.
Conclusion
In this paper, we studied a natural local search algorithm for the m2pp 0,1 problem. Different search depths have been studied, the greatest of which providing a new approximation bound for the problem. For subcubic graphs, improved results were obtained. However, the question of tightness for most of our results remains open.
In Section 2 we listed many related partitioning problems. It will be interesting to study the performance of this algorithm for these problems. For instance, consider the m2pp problem (which allows arbitrary non-negative edge weights). The worst example the authors could find for it when t = 3 admits an approximation ratio of 0.5555 ( Figure 5 .1). 
