Reverse mathematics of the finite downwards closed subsets of
  $\mathbb{N}^k$ ordered by inclusion and adjacent Ramsey for fixed dimension by Pelupessy, Florian
ar
X
iv
:1
61
0.
00
87
8v
4 
 [m
ath
.L
O]
  4
 O
ct 
20
17
Reverse mathematics of the finite downwards closed
subsets of Nk ordered by inclusion and adjacent
Ramsey for fixed dimension ∗
Florian Pelupessy
Mathematical Institute, Tohoku University
2018-10-12
Abstract
We show that the well partial orderedness of the finite downwards closed subsets of Nk
,ordered by inclusion, is equivalent to the well foundedness of the ordinal ωω
ω
. Since we use
Friedman’s adjacent Ramsey theorem for fixed dimensions in the upper bound, we also give
a treatment of the reverse mathematical status of that theorem..
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1 Introduction
In this note we prove the following theorem which was conjectured by Hatzikiriakou and Simpson in
Remark 6.2 in [6].
Definition 1 We order k-tuples coordinatewise.
Theorem 2 RCA0 proves that the following are equivalent:
1. ωω
ω
is well founded,
2. For every k: the finite downwards closed subsets of Nk, ordered by inclusion, are a well partial order.
The case of k = 2 was shown by Hatzikiriakou and Simpson to be equivalent to the well-foundedness
of ωω [6]. As remarked in that paper, there is an order-preserving one-to-one correspondence between
∗This is a pre-peer-reviewed version of a paper which has been accepted for publication at Mathematical Logic
Quarterly.
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k-dimensional partitions from Chapter 11 from [1] and the downwards closed finite sets in Nk+1. We
will examine this in more detail at the end of section 2. This note is also part of the attention, in reverse
mathematics, for the strength of the well foundedness of the ordinals ωω and ωω
ω
(See, e.g.: [6, 8, 10]).
Research on these levels goes back to Simpson’s work on the Hilbert and Robson basis theorems, in [11],
or even further to Goodstein’s work on his sequences, in [4].
We assume basic familiarity with reverse mathematics inRCA0 (II.1-II.3 in [12]) and treatment of ordinals
less or equal to ωω
ω
and their Cantor Normal Forms (See, e.g. Definition 2.3 in [11] or Section II.3(a) in
[5]). The remainder of this note is divided in two sections: one on finite downwards closed subsets and
the other on adjacent Ramsey. In the latter we treat the supporting upper bound used in the other, which
may also be of interest in its own right.
2 Finite downwards closed subsets
2.1 Equivalence
Definition 3 Given partial order (X,≤), we call a sequence x0, x1, . . . of elements from X bad if for all
i < j we have xi 6≤ xj .
Definition 4 A partial order is a well partial order (w.p.o.) if every bad sequence in the order is finite.
Definition 5 A partial order is well founded if every strictly descending sequence in the order is finite.
We will use the following principle from Friedman [2] for the upper bound:
Definition 6 (Adjacent Ramsey for pairs) For every function C : N2 → N r there exist a < b < c with
C(a, b) ≤ C(b, c).
Theorem 7 RCA0 proves that the following are equivalent:
1. ωω
ω
is well-founded,
2. the adjacent Ramsey theorem for pairs.
Proof: See next Section 3.

Proof of Theorem 2 (1)→ (2): Take, for a contradiction, an infinite bad sequence G0, G1, G3, . . . with:
Gi = {mi,0 . . . ,mi,ni}
Define:
C(i, j) = mi,l
where l ≤ ni is the smallest such that ∀p ≤ nj.mi,l 6≤ mj,p. By adjacent Ramsey there exist a < b < c
such that C(a, b) ≤ C(b, c), contradiction.

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Definition 8 A downwards closed subset X is generated by G if
X = {m ∈ Nk : ∃m′ ∈ G.m ≤ m′}.
Every finitely generated set is also finite (upper bound given by the generators).
For finite sets we say G ≤ H ifX ⊆ Y , whereX and Y are the respective generated sets.
Notice that G 6≤ H if and only if there existsm ∈ G with ∀m′ ∈ H.m 6≤ m′.
Proof of Theorem 2 (2) → (1): For β = ωk · b0 + · · · + ω
0 · bk < ω
k+1, take h(β) = (b0, . . . , bk) ∈ N
k+1.
We have the following property: h(β) ≤ h(β′)→ β ≤ β′.
For α =CNF ω
β0 · a0 + · · ·+ ω
βn · an < ω
ωk+1 , define:
f(α) = {(i, ai)
⌢h(βi) : i ≤ n}.
Notice that f(α) is an antichain in Nk+3.
Assume, for a contradiction, that ωω
k+1
> α0 > α1 > . . . is an infinite sequence and let i < j be such
that f(αi) ≤ f(αj) by well-partial-orderedness. Denote:
αi =CNF ω
βi,0 · ai,0 + · · ·+ ω
βi,ni · ai,ni ,
αj =CNF ω
βj,0 · aj,0 + · · ·+ ω
βj,nj · aj,nj .
Let l be the smallest such that (l, ai,l)
⌢h(βi,l) 6≤ (l, aj,l)
⌢h(βj,l), such l exists because otherwise αi ≤ αj .
Let q > l be the smallest such that (l, ai,l)
⌢h(βi,l) ≤ (q, aj,q)
⌢h(βj,q), such q exists because of f(αi) ≤
f(αj).
By the properties of the Cantor Normal Forms, we have the following for all p ≥ l:
ωβj,l > ωβj,q ≥ ωβi,l ≥ ωβi,p .
Hence, by ωβj,l being closed under ordinal addition, αi ≤ αj , contradiction.

2.2 Higher dimensional partitions
We turn our attention to the consequences of the previous section for the k-dimensional partitions from
Chapter 11 of [1].
Definition 9 A k-dimensional partition N of n is a term
∑
(i1,...,ik)∈A
ni1,...,ik ,
with the following properties:
3
F. Pelupessy Downwards closed subsets and adjacent Ramsey
1. A is downwards closed,
2. the n’s are strictly positive integers, occuring in the expression in lexicographic order of the subscipts,
3. n is the value of the term, using the canonical interpretation of sums,
4. if i1 ≤ j1, . . . , ik ≤ jk then ni1,...,ik ≥ nj1,...,jk .
We denote the value of N with v(N).
We generalise the ordering as given for the one dimensional case in [6].
Definition 10 Given
N =
∑
(i1,...,ik)∈A
ni1,...,ik ,M =
∑
(i1,...,ik)∈B
mi1,...,ik ,
we write N ≤t M if ni1,...,ik ≤ mi1,...,ik for all (i1, . . . , ik) ∈ A, where mi1,...,ik is read as 0 whenever
(i1, . . . , ik) 6∈ B.
Notice that ifN ≤t M , then
{(ni1,...,ik − 1, i1, . . . , ik) : (i1, . . . , ik) ∈ A} ≤ {(mi1,...,ik − 1, i1, . . . , ik) : (i1, . . . , ik) ∈ B}.
Inversely, if X,Y ∈ Dk+1 andX ⊆ Y , then∑
(i1,...,ik)∈A
ni1,...,ik ≤t
∑
(i1,...,ik)∈B
mi1,...,ik ,
where ni1,...,ik = max{n + 1 : (n, i1, . . . , ik) ∈ X}, A = {(i1, . . . , ik) : ∃i(i, i1, . . . , ik) ∈ X} and m’s
and B taken similarly from Y . Hence, we can generalise the one dimensional partitions:
Corollary 11 RCA0 proves that the following are equivalent:
1. ωω
ω
is well founded,
2. For every k ∈ N, the k-dimensional partitions, ordered by ≤t, are a well partial order.
Remark Given that our upper bound proof for adjacent Ramsey is based on the one for the first order
variant, we can simply observe the upper bound for the Friedman-style miniaturisation of the well or-
deredness of partitions in the following manner:
Corollary 12 Given k, the following is provable in IΣ2: For every l ∈ N there exists R such that for every
sequence N0, . . . , NR of k-dimensional partitions, with v(Ni) ≤ l + i, there are i < j ≤ R withNi ≤t Nj .
Furthermore, we have the following:
Corollary 13 Given k > 0 standard and f : N → N, there exists g : N → N, multiply recursive in f and l,
such that every bad sequence of k-dimensional partitions N0, N1, . . . with v(ni) ≤ f(l + i) has maximum
length g(l).
We expect that for unrestricted k > 0, already for f = id, there is no such function which is multiply
recursive in k and l. Furthermore we expect Corollary 12 not to hold for the statement with unrestricted
dimension.
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3 Adjacent Ramsey
In this section we prove the upper bound for Theorem 7. On a side note, if one does not need the tight
upper bound, it is possible to easily prove adjacent Ramsey directly from Ramsey’s Theorem. Friedman
used this fact in his proof of the upper bound for adjacent Ramsey with unrestricted dimensions [2], which
makes his proof not suitable for use in the case of a fixed dimension.
Since this requires no extra effort, we will be treating the general case for arbitrary dimension d+ 1. The
proof for the upper bound is a simple assembly of adaptations of the proofs for existing first order, finitary
results. We start with a few definitions:
Definition 14
1. ω1 = ω, ωn+1 = ω
ωn , ω1(α) = ω
α, ωn+1(α) = ω
ωn(α),
2. We use terminology fromRamsey theory: [X]d is the set of d-element subsets ofX , [a,R]d = [{a, . . . , R}]d,
and we identify any c ∈ N with {0, . . . , c− 1}.
3. Given a colouring C : [X]d → c, we call H ⊆ X homogeneous for C , or C-homogeneous, if C is
constant on [H]d.
4. Given a colouring C : [X]d+1 → c, we callH = {h0 < · · · < hn} ⊆ X adjacent homogeneous for C ,
or C-adjacent-homogeneous, if C(hi, . . . , hi+d) = C(hi+1, . . . , hi+d+1) for all i < n− d.
5. A colouring C : {0, . . . R}d → Nr is f -limited if
maxC(x1, . . . xd) ≤ f(max{x1, . . . , xd)}).
Theorem 15 The following is provable in RCA0: for every d, the following are equivalent:
1. ωd+2 is well founded,
2. the parametrised Paris–Harrington principle in dimension d+2: for any f : N→ N, a, c ∈ N there ex-
istsR such that for every C : [a,R]d+2 → c there is aC-homogenousH ⊆ [a,R] of size> f(minH),
3. the parametrised adjacent Paris–Harrington principle in dimension d+2: for any f : N→ N, a, c ∈ N
there exists R such that for every C : [a,R]d+2 → c there is a C-adjacent-homogeneous H ⊆ [a,R]
of size > f(minH),
4. the parametrised strong adjacent Paris–Harrington principle in dimension d + 2: for any f : N → N,
a, c, k ∈ N there exists R such that for every C : [a,R]d+2 → c there is a C-adjacent-homogeneous
H = {h0 < · · · < h|H|−1} ⊆ [a,R] of size > f(minhk),
5. the parametrised finite adjacent Ramsey theorem: for any f : N → N, r ∈ N there exists R such that
for every f -limited C : {0, . . . , R}d+1 → Nr there are x1 < · · · < xd+2 with C(x1, . . . , xd+1) ≤
C(x2, . . . , xd+2),
6. adjacent Ramsey in dimension d + 1: for every C : Nd+1 → Nr there are x1 < · · · < xd+2 with
C(x1, . . . , xd+1) ≤ C(x2, . . . , xd+2).
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The first order variant of (1)→(2) is due to Ketonen and Solovay [7]. The first order variant of (2)→(3)→(4)→(5)
is due to Friedman [3]. (5)→(6) is self evident. (6)→ (1) is a modification of Friedman’s treatment in [2]
for the unrestricted dimensions and ε0. The first order variant of (1) is the totality of the function Hωd+2
from the Hardy hierarchy, for the other items the first order variant is obtained by restricting f to just the
identity function.
We first use the concept of α-largeness from [7].
Definition 16 A finite set A = {a0 < · · · < ab} is α-large if α[a0] . . . [ab] = 0, where α[.] denotes the
canonical fundamental sequences for ordinals below ε0.
The key ingredient for (1)→(2) is Theorem 6.7 from [7]. By a straightforward verification, the proof of this
theorem in [7] is within RCA0+ “ωd+2 is well founded”:
Theorem 17 (Ketonen–Solovay) If A > 3 is ωd+1(c+5)-large, then for anyD : [A]
d+2 → c there exists
H ⊆ A of size > minH such that D is constant on [H]d+2.
Note: that the Ketonen–Solovay proof has many applications of transfinite induction which are all con-
sequences of the well-foundedness of the appropriate ordinal. This is sufficient for our purpose. The
interested reader can find in [9] a description of how to remove all instances of transfinite induction.
Lemma 18 RCA0 proves the following: ifωd+2 is well-founded, then for every strictly increasing f : N→ N,
a ∈ N, α < ωd+2 there exists α-large set {f(a), f(a+ 1), . . . , f(b)}.
Proof of the lemma: Take the following descending sequence of ordinals: α0 = α and:
αi+1 = αi[f(i)].
By well-foundedness of ωd+2 this sequence reaches zero, delivering the desired α-large set.

Lemma 19 (1)→(2)
Proof: Assume, without loss of generality, that f is strictly increasing. Take ωd+1(c + 5)-large A =
{f(a), . . . , f(b)} from Lemma 18, R = b, and arbitrary C : [a,R]d+2 → c. Define D(x1, . . . , xd+2) =
D(f−1(x1), . . . , f
−1(xd+2)) on A.
By Theorem 17, there exists H¯ ⊆ A of size > min H¯ such that D is constant on [H¯]d+2. Then H =
{f−1(h) : h ∈ H¯} is the desired subset of [a,R].

Lemma 20 (2)→(3)→(4)
Proof: (2)→(3) is trivial. Assume, without loss of generality, that f is strictly increasing and that k > 0,
a > d+k+2. TakeR from the adjacent Paris–Harrington principle with f , but with codomain 2c. Given
C : [a,R]d+2 → c, define the following colouring:
D1(x1, . . . xd) = 1 if there exist z0 < · · · < zk−1 < x1 such that {z0, . . . , zk, x1, . . . , xd} is C-adjacent-
homogeneous, 0 otherwise.
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Obtain D by combining D1 and C into a single function with codomain 2c. Observe that for any D-
adjacent-homogeneousH of size > f(minH), by definition of D1, there exist z0 < · · · < zk−1 such that
{z0, . . . , zk−1} ∪H is the desired C-adjacent-homogenous set.

Lemma 21 (4)→(5)
Proof: Given r, assume without loss of generality, that f is strictly increasing, take a = d + 4, k = d
and R from the strong adjacent Ramsey principle with codomain r + 1. Let C : {0, . . . , R}d+1 → Nr be
f -limited. Take:
D(x1, . . . , xd+2) =
{
0 if C(x1 − a, . . . , xd+1 − a) ≤ C(x2 − a, . . . , xd+2 − a),
i otherwise,
where i is the least such that
(C(x1 − a, . . . , xd+1 − a))i > (C(x2 − a, . . . , xd+2 − a))i.
By the choice of R, there is D-adjacent-homogenous H = {h0 < · · · < hf(hd)}. If D(h0, . . . , hd) 6= 0
we obtain a strictly descending sequence starting withm ≤ f(hd − a) ≤ f(hd)− a of length f(hd)− d,
which is impossible. Hence:
C(h0 − a, . . . , hd − a) ≤ C(h2 − a, . . . , hd+1 − a).

Lemma 22 (5)→(6)
Given C : Nd+1 → Nr, take f(x) = maxy¯∈{0,...,x}d+1 C(y¯) to obtain the desired x1 < · · · < xd+2 ≤ R
from (5).

Lemma 23 (6)→(1)
See Definitions and Lemmas 1.8-1.11 and the first three lines of the proof of Theorem 2.1 from [3], but with
an arbitrary sequence of ordinals below ωd+1(l).

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