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2 INRIA, University Paris 7, LIAFA
Abstract. This paper concerns graph spanners that approximate mul-
tipaths between pair of vertices of an undirected graphs with n vertices.
Classically, a spanner H of stretch s for a graph G is a spanning sub-
graph such that the distance in H between any two vertices is at most s
times the distance in G. We study in this paper spanners that approxi-
mate short cycles, and more generally p edge-disjoint paths with p > 1,
between any pair of vertices.
For every unweighted graph G, we construct a 2-multipath 3-spanner
of O(n3/2) edges. In other words, for any two vertices u, v of G, the
length of the shortest cycle (with no edge replication) traversing u, v
in the spanner is at most thrice the length of the shortest one in G.
This construction is shown to be optimal in term of stretch and of size.
In a second construction, we produce a 2-multipath (2, 8)-spanner of
O(n3/2) edges, i.e., the length of the shortest cycle traversing any two
vertices have length at most twice the shortest length in G plus eight. For
arbitrary p, we observe that, for each integer k > 1, every weighted graph
has a p-multipath p(2k−1)-spanner with O(pn1+1/k) edges, leaving open
the question whether, with similar size, the stretch of the spanner can
be reduced to 2k − 1 for all p > 1.
Keyworks: spanner, multipath
1 Introduction
This paper concerns the computation of sparse spanners for the multipath graph
metric. We call graph metric a function δ that associates a metric δG with the
vertex-set of a given graph G. A graph metric δ is non-increasing when distances
can only decrease when adding edges. In other words, δ is non-increasing when
H ⊆ G implies δH > δG. (Here H ⊆ G stands for H is a subgraph3 of G, and
δH > δG stands for δH(u, v) > δG(u, v) for all
4 u, v.) The graph distance d is the
⋆ Supported by the ANR-project “ALADDIN”, the équipe-projet INRIA “CÉPAGE”,
and the French-Israeli “Multi-Computing” project. The first author is Member of the
“Insitut Universitaire de France”.
⋆⋆ Supported by the ANR-project “ALADDIN”, and the équipe-projet INRIA “GANG”.
3 I.e., V (H) ⊆ V (G) and E(H) ⊆ E(G).
4 For convenience, we set δH(u, v) = ∞ if u or v is not in V (H).
most classical graph metric: given an weighted undirected graph G, dG(u, v) is
defined as the cost of a shortest path between u and v.
The notion of spanner is usually defined for the graph distance but it can be
formulated for any non-increasing graph metric δ: an f -spanner (for δ) of a graph
G is a subgraph H ⊆ G such that δH(u, v) 6 f(δG(u, v)) for all u, v ∈ V (G)
where f is a stretch function satisfying f(d) > d for d > 0. As δ is non-increasing,
H must satisfy δG(u, v) 6 δH(u, v) 6 f(δG(u, v)) for all u, v. Intuitively, an f -
spanner H approximates the distances of G using possibly fewer edges. A rich
literature studies the trade-off between the sparsity of H and the tightness of
the stretch function f .
In this paper, we focus on the notion of spanner for the multipath graph
metric. Given an integral value p > 1, the p-multipath graph metric dp is defined
as follows: given a weighted undirected graph G, dpG(u, v) is the minimum weight
sum of the edges of a set of p edge-disjoint paths joining u and v in G. The value
dpG(u, v) can be determined in polynomial time by computing a minimum-cost
flow5 of value p between source u and sink v. For p = 1, we fall back on the
graph distance: d1G(u, v) = dG(u, v). This introduces a new notion of spanner
that we call multipath spanner.
1.1 Motivation
Our interest to the multipath graph metric stems from the need for multipath
routing in networks. Using multiple paths between a pair of nodes is an obvi-
ous way to aggregate bandwidth. Additionally, a classical approach to quickly
overcome link failures consists in pre-computing fail-over paths which are link-
wise disjoint from primary paths [18,23,22]. Multipath routing can be used for
traffic load balancing and for minimizing delays [32,15]. Multipath routing has
been extensively studied in ad hoc networks for load balancing, fault-tolerance,
higher aggregate bandwidth, diversity coding, minimizing energy consumption
(see [21] for a quick overview). Heuristics have been proposed to provide disjoint
routes [22,19] in on-demand protocols. There is a wide variety of optimization
requirements when using several paths between pairs of nodes. However, using
edge-disjoint or vertex-disjoint paths is a recurrent concern in optimizing routing
in networks. Using disjoint paths is a dissertation subject in itself [17] and has
many problem variants.
Considering only a subset of links is a practical concern in link state rout-
ing in ad hoc networks [16]. This raises the problem of computing spanners for
the multipath graph metric. As node mobility results in link failures, having
an edge-disjoint multipath between two nodes reduces the probability of dis-
connection. Additionally, spanners are a key ingredient in the design of compact
routing schemes [25,30]. Designing multipath spanners is thus a first step toward
multipath compact routing.
5 To avoid using an edge in both directions, we apply a standard reduction to digraphs:
each undirected edge xy is replaced by the dipath x→ x′ → y′ → y → x′ → y′ → x.
Another reason for considering edge-disjoint paths rather than vertex-disjoint
paths is that the resulting distance is a metric. This is not the case with vertex-
disjoint paths. More specifically, if we define d∗pG(u, v) as the minimum cost of a
set of p internally vertex-disjoint paths joining u and v, the triangle inequality
may be violated. For p > 2, one can easily build a graph G where d∗pG(u, v) and
d∗pG(v, w) are finite whereas d
∗p
G(u,w) is not
6. The proof that dpG satisfies the
triangle inequality is given in Proposition 1 (see Section 2.1). Choosing the weight
sum as the cost of a set of p edge-disjoint paths follows again the same rationale.
dpG is the most natural metric generalizing dG in the context of multipath routing.
1.2 Related work
The concept of spanner has been mostly studied for the graph distance as in-
troduced by Peleg and Schäffer [24], and generalized to weighted graphs in [3].
There is an abundant literature on graph distance spanners which is surveyed,
e.g., by Pettie in [26]. It is well-known that, for each integer k > 1, every weighted
graph with n vertices has an f -spanner of O(n1+1/k) edges with stretch function
f(d) = (2k − 1)d. This can be proved using a greedy construction based on a
simple modification of Kruskall’s algorithm7, and this size-stretch tradeoff is con-
jectured to be tight. However, other tradeoffs exist, in particular for unweighted
graphs and for stretch functions on the form f(d) = αd+ β. For α = 1, the size
is O(n3/2) with β = 2 [1], and O(n4/3) [4] with β = 6. There are also construc-
tions for α = 1 + ε and arbitrary small ε > 0. The term β = β(ε, k) depends
on ε and k, and the size is O(βn1+1/k) [11,31]. For α = O(1) and β = O˜(1),
spanners of size8 O(n) exist [26]. Other stretch functions have been considered,
e.g., f(d) = d+O(d1−1/k) [26,31]. Distributed algorithms for constructing such
spanners have been also developped in [7,8,10,12,27].
The concept of spanner has been extended to some other graph metrics. In
weighted directed graphs, the one-way distance is not a graph metric. However,
the roundtrip distance, defined as the one-way distance from u to v plus the
one way distance from v to u, is a non-increasing graph metric. Roundtrip f -
spanners of size O(n3/2) exist for f(d) = 3d [28], and the size is O˜(n1+1/k) for
f(d) = (2k−1)d and for every k > 1 [6]. It is also proved that no such size-stretch
tradeoff can exist if the usual one-way distance in directed graph is considered.
Interestingly, these solutions lead to compact routing scheme in directed graphs.
Dragan and Yan [9] study the complexity of computing spanners approxi-
mating maximum flow between any two vertices. We observe that the inverse9
of the maximum flow is a graph metric (it is even an ultrametric), and thus is
captured by our framework.
6 E.g., if v is a cut-vertex.
7 Visit all the edges of G by increasing order of their weights, and add the edge
(x, y) to the current spanner H, initialized to the empty graph, only if dH(x, y) >
(2k − 1) · dG(x, y).
8 Where O˜(g(n)) stands for g(n) · (logn)O(1).
9 The flow from u to u is considered to be ∞.
A concept independent of spanner for a graph metric δ, is the one of
fault-tolerant spanner. An f -spanner H is t-fault-tolerant if δH\F (u, v) 6
f(δG\F (u, v)) for all vertices u, v and for any set F of at most t faulty ver-
tices and/or edges. Introduced in [20] for the graph distance and for geometric
graphs, namely the d-dimensional Euclidean complete graph, it has been recently
generalized to arbitrary weighted graphs in [5]. Surprisingly, size-stretch trade-
offs are similar to the classic case where no-fault (t = 0) are tolerated. Note that
t-fault-tolerant spanners preserve (t+1)-connectivity: if there exists t+1 disjoint
paths in the graph from u to v, then the spanner also contains t+1 disjoint paths
from u to v. However, the stretch guarantee is different from ours. In particular,
we can build examples where the stretch guarantee is low with respect to fault
tolerance whereas it is high when considering the multipath graph metric.
1.3 Our contributions
Our results hold for undirected multi-edge graphs, and for the p-multipath graph
metric dp, for integer p > 1. Our contributions are the following:
1. We observe (Proposition 2) that every weighted graph has a p-multipath
f -spanner of O(pn1+1/k) edges, where f(d) = p(2k− 1)d. This is done by an
iterative construction of standard graph distance spanners.
2. The analysis of the stretch can be refined for unweighted graphs, and we show
that the previous construction for p = k = 2 actually leads to a 2-multipath
f -spanner of O(n3/2) edges, where f(d) = 3d.
3. We also show that all the lower bounds for p = 1, i.e., for the standard graph
distance, generalize to p-multipath distance for any p > 1. In particular, the
size-stretch tradeoff of our second result is optimal.
4. Using a quite different approach, we show that 2-multipath f -spanner of
size Φ · n3/2 + n edges exists for f(d) = 2d + 8W , where W is the largest
edge-weight of the graph and Φ ≈ 1.61 is the golden ratio.
It may be worth to mention that, as long as δ is a non-increasing graph
metric, the greedy Kruskall’s algorithm can be naively applied to produce sparse
approximate skeletons. It suffices to construct, from G, the weighted complete
graph K defined by V (K) = V (G) and the weight δG(u, v) assigned to the edge
(u, v). An f -spanner H of O(n1+1/k) edges with f(d) = (2k − 1)d can therefore
be constructed. Unfortunately, H is not a spanner of the input graph G, it is
only a subgraph of K. This general solution might be acceptable for emulator
construction [31] where the output graph H is not required to be a subgraph.
A second observation is that, in spite of similarities between roundtrip and
2-multipath distances (in both cases a subgraph realizing the distance between
any two vertices indeed consists of a shortest cycle), there is no reduction from
2-multipath to roundtrip spanners10.
10 By simply directing the edges of G and applying an efficient roundtrip spanner to
G, we may obtain a roundtrip from u to v using twice the same arc, say u → a →
b→ v → a→ b→ u, which is not an acceptable solution for a 2-multipath spanner.
In the next section we give formal definitions and prove some important basic
facts, including simple upper and lower bounds. In Section 3, we present the
optimal 2-multipath f -spanner with O(n3/2) edges with f(d) = 3d. In Section 4,
we improve the stretch function to f(d) = 2d+ 8. We give some open problems
in Section 5.
Due to space limitation, some proofs have been moved to the Appendix.
2 Preliminaries
In this paper, we consider an undirected multi-edge weighted graph G with
weight function ω. The cost of any subgraph H of G is the sum of the weights of
its edges. It is denoted by ω(H) =
∑
e∈E(H) ω(e). We set ω(H) = 0 if E(H) = ∅.
2.1 Multipath distance and multipath spanner
A p-path from a vertex u to a vertex v is a subgraph of G composed of p edge-
disjoint paths from u to v. We define the p-multipath distance between two
vertices u and v, denoted by dpG(u, v), as the minimum cost of a p-path from u
to v. We set dpG(u, v) = ∞ if there are no p edge-disjoint paths from u to v.
Indeed, dpG is a distance. It clearly satisfies d
p
G(u, v) = 0 if and only if u = v.
Symmetry follows from the fact that G is undirected, and the triangle inequality
comes from Proposition 1.
Proposition 1. Let u, v, w be any triple of vertices of a multi-edge graph G. If
A is a p-path from u to v, and B a p-path from v to w, then A ∪ B contains a
p-path from u to w. In particular, dpG(u,w) 6 d
p
G(u, v) + d
p
G(v, w).
Proof. Let (U,W ) be a minimum cut between u ∈ U and w ∈ W in the graph
induced by H = A ∪ B. Let t be the number of edges. Consider a maximum
flow on H with source u and sink v with unit capacity on each edge. From the
min-cut max-flow theorem we derive that there are t edge-disjoint paths from u
to w. If t < p, we conclude that u and v are both in U as there exists a p-path
between them. The same argument can be used to show that v, w ∈ W . This is
a contradiction, U ∩W = ∅.
The notions of p-path and p-multipath distance extend the usual notions of
path and distance which correspond to the case p = 1. We write dG a short for
d1G. We observe that the multipath distance does not extend to a vertex-disjoint
version. Indeed, for each p > 1, the existence of p vertex-disjoint paths from
u to v and of p vertex-disjoint paths from v to w does not imply there are p
vertex-disjoint paths from u to w.
A subgraph H of G is a p-multipath s-spanner if dpH(u, v) 6 s · dpG(u, v) for
all pairs of vertices u, v. The parameter s is called the p-multipath stretch of H.
We also use the term stretch, instead of multipath stretch, when the context is
clear. For p = 1, we fall back on the regular definition of s-spanner.
2.2 Iterative spanners
A p-iterative s-spanner of G is a subgraph H =
⋃p
i=1Hi, where Hi is any
1-multipath s-spanner of G \ ⋃j<iHj . We observe that the union of p such
1-multipath spanners is actually a p-multipath spanner.
Proposition 2. For all integers k, p > 1, every multi-edge weighted graph with
n vertices has a p-multipath p(2k − 1)-spanner with less than p · n1+1/k edges
that can be constructed as a p-iterative (2k − 1)-spanner.
Proof. Let H =
⋃p
i=1Hi be a p-iterative (2k − 1)-spanner of G, where Hi is a
(2k − 1)-spanner of G with less than n1+1/k edges. Each spanner Hi does exist
(cf. [3]). Hence, H has less than p · n1+1/k edges.
We now prove that H is a p-multipath p(2k − 1)-spanner. Let u, v be two
vertices of G. If there is no p-path from u to v in G, then dpG(u, v) = ∞. In
particular, dpH(u, v) 6 p(2k − 1) · dpG(u, v). So, we assume there exists a p-path
from u to v. Let P be any minimum-cost p-path from u to v in G. We have
ω(P ) = dpG(u, v). For an edge e /∈ H, we denote by Hi(e) the simple path which
replaces the edge e of G in the i-th spanner member of H. Observe that, for each
i, ω(Hi(e)) 6 (2k − 1) · ω(e) because e ∈ G \Hi and Hi has stretch 2k − 1.
Given P and H, we define the subgraph F as follows:
F := (P ∩H) ∪
⋃
e∈P\H
p⋃
i=1
Hi(e) .
Clearly, F ⊆ H, since each edge e ∈ P is either in H or is replaced by Hi(e)
for some i. Moreover, we have ω(F ) 6 p(2k − 1) · ω(P ) because:
ω(F ) 6 ω(P ∩H) +
∑
e∈P\H
p∑
i=1
ω(Hi(e))
6
∑
e∈P∩H
ω(e) +
∑
e∈P\H
p(2k − 1) · ω(e)
6
∑
e∈P
p(2k − 1) · ω(e) = p(2k − 1) · ω(P ) .
Therefore, the stretch of H is at most p(2k − 1) as claimed.
We now show that F contains a p-path from u to v, and for that we shall use
the min-cut max-flow theorem. Consider a cut (X,X) with u ∈ X and v ∈ X.
Since P is a p-path from u to v, there is a subset C of the cut of at least p edges
of P which have one endpoint in X and the other in X. Two cases are possible:
1. Every edge of C belongs to F : the cut in F is already at least p.
2. One edge of C does not belong to F : p paths where added in F in replacement
for this edge, so the minimum cut is at least p.
Therefore, the minimum cut in F is at least p. By the min-cut max-flow
theorem there is p edge-disjoint paths from u to v in F . It follows that F contains
a p-path from u to v. This completes the proof.
The rest of the paper studies how the p(2k − 1) stretch bound can be im-
proved.
2.3 Lower bounds
For all integers p, n and real s > 1, denote by mp(n, s) the largest integer such
that there exists a multi-edge weighted graph with n vertices for which every
p-multipath spanner of stretch < s requires mp(n, s) edges.
The value of mp(n, s) provides a lower bound on the sparsity of p-multipath
spanners of stretch < s. To illustrate this, consider for instance p = 1 and s = 3.
It is known that m1(n, 3) = Ω(n
2), by considering the complete bipartite graph
B = K⌊n/2⌋,⌈n/2⌉. Since all cycles of B have length at least 4, every proper
subgraph H contains two vertices x and y which are neighbors in B but at
distance at least 3 in the spanner. Thus H is an s-spanner with s > 3. In other
words, every s-spanner of B, with s < 3 contains all the edges of B that is Ω(n2)
edges.
Unfortunately, this argument does not transfer to p-multipath spanners
whenever p > 1. Indeed, with the same graph B, we get dpB(x, y) = 1 + 3(p− 1).
And, if (x, y) is removed from any candidate spanner H, we only get dpH(x, y) =
3p. Hence, the stretch for H so proved is only dpH(x, y)/d
p
G(x, y) = 1 + O(1/p).
The argument transfers however if multi-edges are allowed.
Proposition 3. For all integers n, p > 1 and real s > 1, mp(n, s) > m1(n, s).
In particular, under the Erdös-Simonovits [13,14] Conjecture11 which implies
m1(n, 2k+1) = Ω(n
1+1/k) for every integer k > 1 and proved for k ∈ {1, 2, 3, 5},
there is a multi-edge unweighted graph with n vertices for which every p-multipath
spanner with stretch < 2k + 1 has Ω(n1+1/k) edges.
Proof. Let G be an n-vertex graph with the minimum number of edges such that
every spanner of stretch < s has m1(n, s) edges. Let ω be the weight function of
G. Clearly, G has m1(n, s) edges, since otherwise we could remove an edge of G.
Observe also that any path between two neighbors x, y of G that does not use
the edge (x, y) has length at least s, since otherwise we could remove it from G.
In other words, dG\{(x,y)}(x, y) > s · ω(x, y).
Let Gp be the graph obtained from G by adding, for each edge of G, p − 1
extra multi-edges with same weight. We have G1 = G, and Gp has p ·mp(n, s)
edges. Let H be any p-multipath spanner of Gp with < m1(n, s) edges. There
must exist two vertices x, y adjacent in Gp that are not adjacent in H. We have
11 It states that there are n-vetex graphs with Ω(n1+1/k) edges without cycles of length
6 2k.
dpGp(x, y) = p · ω(x, y), and d
p
H(x, y) > p · dG\{(x,y)}(x, y) > p · s · ω(x, y). We
conclude that the p-multipath stretch of H is at least dpGp(x, y)/d
p
H(x, y) > s.
In other words, every p-multipath spanner H of Gp with stretch < s has
> m1(n, s) edges, proving that mp(n, s) > m1(n, s).
We leave open the question of determining whether the same lower bound
of 2k − 1 on the stretch applies if the graphs are restricted to be simple graphs
only.
3 An unweighted 2-multipath 3-spanner
In this section, we focus on unweighted 2-multipath 3-spanners. The lower bound
of Proposition 3 tells us that Θ(n3/2) is the required size of any 2-multipath 3-
spanner. However, the p-iterative (2k− 1)-spanner given by Proposition 2 (with
p = k = 2) provides a 2-multipath spanner of stretch 6 only. In fact a finer
analysis shows that the same construction yields a 2-multipath 3-spanner.
Theorem 1. Every multi-edge unweighted graph with n vertices has a 2-
multipath 3-spanner with less than 2n3/2 edges that can be constructed as a
2-iterative 3-spanner.
It is obvious from the construction that a 2-iterative 3-spanner contains less
than 2n3/2 edges. For the stretch, the long proof is divided in lemmatas 2 to 6,
that have been moved to the appendix.
4 A 2-multipath (2,8)-spanner
In this section, we construct a 2-multipath spanner with O(n3/2) edges whose
stretch is below 3 for (2-multipath) distances > 8. In the remaining, (α, β)-
spanner stands for f -spanner of stretch function f(d) = αd+ β.
4.1 Multipath spanning trees
To prove the main result of this section we extend the notion of spanning tree.
A p-multipath spanning tree of G is a subgraph T of G with a distinguished
vertex u, called the root of T , such that, for every vertex v of G, T contains a
p-path from u to v. Moreover, T is a p-shortest-path spanning tree if dpT (u, v) =
dpG(u, v) for every vertex v. For p = 1, we come back to the standard notions of
spanning tree and shortest-path spanning tree. Observe that T may not exist,
for instance, if G is not 2-edge-connected.
Lemma 1. Every n-vertex 2-edge-connected graph with a given vertex u has a
2-shortest-path spanning tree rooted at u with at most 2(n−1) edges constructible
in polynomial time.
Proof. We use the construction of [29] that can be extended to undirected graphs.
The algorithm of [29] constructs 2-paths, each one of minimum cost, from every
vertex to a fixed source of the graph. Roughly speaking, the construction results
of two shortest-path spanning trees computed with Dijkstra’s algorithm. The
2-paths (from every vertex v to the source) are reconstructed via a specific
procedure. This latter can be analyzed so that the number of edges used in the
2-multipath tree is at most 2(n−1): all vertices, but the source, have two parents.
The bound of 2(n− 1) is tight because of the graph K2,n−2. More generally,
the number of edges in any p-multipath spanning tree must be, in the worst-
case, at least p(n − p), for every p 6 n/2. Indeed, every p-multipath spanning
tree T must be p-edge-connected12, and the graph Kp,n−p is minimal for the
p-edge-connectivity. Therefore, T contains all the edges of Kp,n−p, and there are
p(n − p) edges. Obviously, there are p-multipath spanning tree with less than
p(n− p) edges. Typically a subdivision of K2,p with n vertices has p-multipath
spanning tree rooted at a degree-p vertex with a total of n+ p− 2 edges.
4.2 A stretch-(2,8W) spanner
Theorem 2. Every multi-edge weighted graph with n vertices and largest edge-
weight W has a 2-multipath (2, 8W )-spanner with less than Φn3/2 + n edges,
where Φ ≈ 1.618 is the golden ratio.
Proof. Let denote by BpH(u, r) = {v ∈ V (H) : dpH(u, v) 6 r} the p-multipath ball
of radius r in H centrered at u, and denote by NpH(u, r) the neighbors of u in
H that are in BpH(u, r). Note that for p > 2, some neighbor v of u might not be
in BpH(u, r) for every r <∞: for instance if u and v are not in the same 2-edge-
connected component. We denote by SPTpH(u) a p-shortest-path tree rooted at
u spanning the 2-edge-connected component of H containing u, and having at
most 2(|E(H)| − 1) edges. According to Lemma 1, such p-shortest path tree can
be constructed.
Let G be a multi-edge weighted graph with n vertices and largest edge-weight
W . We denote by ω its edge-weight function. The 2-multipath spanner H of G
is constructed thanks to the following algorithm (see Algorithm 1).
Size: Denote by G3 and H3 respectively the graphs G and H obtained after
running the while-loop. Let b be the number of while-loops performed by the
algorithm, and let a =
√
5 − 1. Observe that a2 + 2a = 4. From Lemma 1, the
2-shortest-path tree SPT2G(u) has at most 2(n− 1) edges. Hence, the size of H3
is at most:
|E(H3)| < 2b · n .
The number of vertices of G3 is at most n − ab
√
n, since at each loop, at
least a
√
n vertices are removed from G. Let G13 be the graph induced by all
12 By Proposition 1, there are two edge-disjoint paths between any two vertices of the
p-multipath tree, through its root.
1. For each edge e of G: if there are in G two other edges between the
endpoints of e with weight at most ω(e), then G := G \ {e}
2. H := (V (G),∅) and W := max {ω(e) : e ∈ E(G)}
3. While there exists u ∈ V (G) such that |N2G(u, 4W )| > (
√
5− 1)√n :
(a) H := H ∪ SPT2G(u)
(b) G := G \N2G(u, 4W )
(c) W := max {ω(e) : e ∈ E(G)}
4. H := H ∪G
Algorithm 1: A 2-multipath (2, 8W )-spanner algorithm.
the edges (u, v) of G3 such that v ∈ N2G3(u, 4W1), where W1 is the maximum
weight of an edge of the graph obtained after running Instruction 1. Let G23 be
the graph induced by the edges of G3 \G13. The degree of each vertex u of G13 is
|N2G3(u, 4W1)| − 1 which is < ⌈a
√
n ⌉ − 1 6 a√n because of the while-condition.
Therefore, the size of G13 is at most:
|E(G13)| 6
1
2
∑
u∈V (G3)
a
√
n <
1
2
(
n− ab√n ) · a√n < a
2
· n3/2 − a
2b
2
· n .
Let S3 be the graph obtained from G
2
3 where each multi-edge is replaced by
a single unweighted edge. More formally, vertices u and v are adjacent in S3 if
and only if there is at least one edge between u and v in G23. From Instruction 1,
there is at most two edges between two adjacent vertices, so |E(G23)| 6 2|E(S3)|.
Let us show that S3 has no cycle of length 6 4. Consider any edge (u, v) of S3.
Observe that v /∈ N2
G2
3
(u, 4W3), where W3 is the maximum weight of an edge of
G3. Assume there is a path cycle of length at most 4 in S3 going through (u, v).
Then in G23 there is a 2-path from u to v of cost at most 4W3. Contradiction:
v /∈ N2
G2
3
(u, 4W3) implies d
2
G2
3
(u, v) > 4W3.
It has been proved in [2] that every simple η-vertex µ-edge graph without
cycle of length 6 2k, must verify the Moore bound:
η > 1 + δ
k−1∑
i=0
(δ − 1)i > (δ − 1)k
where δ = 2µ/η is the average degree of the graph. This implies that µ <
1
2 (η
1+1/k + η).
We observe that S3 is simple. It follows, for k = 2 and η 6 n − ab
√
n, that
the size of G23 is at most (twice the one of S3):
|E(G23)| 6
(
n− ab√n )3/2 +n−ab√n < (n−ab√n)√n+n = n3/2 +(1−ab) ·n .
Overall, the total number of edges of the final spanner H is bounded by:
|E(H)| 6 |E(H3)|+ |E(G13)|+ |E(G23)|
<
(
1 +
a
2
)
· n3/2 +
(
2b− a
2b
2
+ 1− ab
)
· n
=
(
1 +
a
2
)
· n3/2 + n = 1 +
√
5
2
· n3/2 + n = Φn3/2 + n
because the term 2b− a2b/2 + 1− ab = b/2 · (4− a2 − 2a) + 1 = 1. (Recall that,
by the choice of a, a2 + 2a = 4.)
Stretch: Let G0 be the input graph G, before applying the algorithm. We first
observe that we can restrict our attention to the stretch analysis of G1 (instead
of G0), the graph obtained after applying Instruction 1.
Let H be a 2-multipath spanner for G1. Consider two vertices u, v of H,
and let A be a minimum-cost 2-path between u and v in H. A is composed of
two edge-disjoint paths and is of minimum cost in H, so A traverses (at most)
two edges with same endpoints having the smallest weight. These (possibly) two
edges exist in G0 and in G1, therefore the 2-multipath stretch of H in G0 or in
G1 is the same.
From the above observation, it suffices to prove that H is a 2-multipath
(2, 8W1)-spanner of G1, where W1 6 W0 is the maximum weight of an edge of
G1.
Let x, y be any two vertices of G1, and A be a minimum-cost 2-path between
x and y in G1. Let d = d
2
G1
(x, y) = ω(A). If all the edges of A are in H, then
d2H(x, y) = d
2
G1
(x, y) = d, and the stretch is (1, 0). So, assume that A 6⊂ H. Let
u be the first vertex selected in the while-loop such that N2G(u, 4W ) intersects
A, so that Instruction 3(b) removes at least one edge of A. Let G,H be the
graphs at the time u is selected, but before running Instruction 3(a) and 3(b).
Let v ∈ N2G(u, 4W ) ∩ A, and B a minimum-cost 2-path from u and v in G. By
definition of N2G(u, 4W ), d
2
G(u, v) = ω(B) 6 4W . Let T = SPT
2
G(u).
An important observation is that u, x, y are in the same 2-edge-connected
component of G. This comes from the fact that every 2-path is a 2-edge-
connected subgraph13. So, A and B are 2-edge-connected, and A ∪ B as well,
since A intersects B (in v).
Using the triangle inequality (Proposition 1) between x and y in H, we
have d2H(x, y) 6 d
2
H(u, x) + d
2
H(u, y). By construction of H and T , d
2
H(u, x) =
d2T (u, x) = d
2
G(u, x) 6 ω(A ∪B) since we have seen that u, x ∈ A ∪B that is 2-
edge-connected. Thus, d2H(u, x) 6 ω(A)+ω(B) 6 d+4W1. Similarly, d
2
H(u, y) 6
d + 4W1. Therefore, d
2
H(x, y) 6 2d + 4W1. The subgraph H is a 2-multipath
(2, 8W1)-spanner, completing the proof.
5 Conclusion
We have introduced multipath spanners, some subgraphs that approximate the
cost of p edge-disjoint paths between any two vertices of a graph. The usual
13 This observation becomes wrong whenever p-paths with p > 2 are considered.
x y
v
u
d− 2
d+ 3− ε d+ 3− ε
1 1
ε 4− ε
Fig. 1. A weighted graph G with d2G(x, y) = d showing that the stretch analysis
in the proof of Theorem 2 is tight. The 2-shortest-path tree rooted at u spans
all the edges but (x, y). We have d2T (u, x) = d
2
T (u, y) = d + 4, and d
2
T (x, y) =
2d+ 8− 2ε.
notion of spanner is obtained for p = 1. This new notion leaves open several
questions. We propose some of them:
– Is it true that every weighted graph has a p-multipath (2k−1)-spanner with
O(pn1+1/k) edges?
– Let s < 2k + 1. Does the bound Ω(n1+1/k) on the size of any p-multipath
s-spanner hold for the class of n-vertex simple graphs (with no multi-edges)?
– Let ε ∈ (0, 1]. Is there a 2-multipath (2− ε,O(W ))-spanner with o(n2) edges
for every graph of largest edge-weight W? and with O(n3/2) edges? or even
O(n4/3) edges? And for p > 2?
– Prove, for p > 2, that every p-edge-connected graph has a p-shortest-path
spanning tree with at most p(n− 1) edges.
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A The proof of Theorem 1
Let G be an unweighted multi-edge graph. Since G is unweighted, for any sub-
graph H ⊆ G, we denote by |H| the cost of H, i.e., its number of edges. Consider
any 2-iterative 3-spanner H constructed from G, and call H1 and H2 the two
consisting spanners. Let u, v be two vertices, and P be a minimal 2-path in
G which connects u and v. In the following, we use a decomposition of P in
two simple edge-disjoint paths P1 and P2. If they share a common vertex w, it
is called an intersection point. P is said to be simple if P1 and P2 are in fact
vertex-disjoint, i.e., they do not share a single intersection point.
We first show that any minimal 2-path P can be decomposed in a sequence
of simple 2-paths. Let u0 = u, u1, . . . , ut = v denote the intersection points as
they are ordered on the path P1 from u to v.
Lemma 2. The intersection points u0, . . . , ut appear in the same order on P2.
Proof. Suppose they are not in the same order on the two paths. Then there
exists i < j such that uj appears before ui on P2. The sequence on P1 (resp.
P2) looks like : u0, . . . , ui, . . . , uj , . . . , ut (resp. u0, . . . , uj , . . . , ui, . . . , ut). Let P
′
1
and P ′2 be the paths realized by interleaving P1 and P2 at the crossing point
ui, P
′
1 (resp. P
′
2) having the same prefix as P1 (resp. P2). More precisely, P
′
1 =
P1[u0, uj ] ◦ P2[uj , ut] = P1[u0, ui] ◦ P1[ui, uj ] ◦ P2[uj , ui] ◦ P2[ui, ut] and P ′2 =
P2[u0, uj ]◦P1[uj , ut]. The transformation is shown in Fig. 2. The 2-path (P ′1, P ′2)
has same cost as (P1, P2). However, an explicit loop in P
′
1 was introduced. It can
be discarded, resulting in an improvement on the total cost which we supposed
to be minimal. This is a contradiction.
u
P1
ui
uj
v
P2
u
P ′1
ui
uj
v
P ′2
u
P ′1
ui
v
P ′2
uj
becomes simplifies into
Fig. 2. Proof of Lemma 2.
Among all 2-paths (P1, P2) satisfying |P1|+ |P2| = d2G(u, v), there is at least
one which contains a maximum number of intersection points. We now suppose
that P = (P1, P2) is such a 2-path and that u0, . . . , ut now denote the intersec-
tions points of P1 and P2 as they are ordered on both paths.
Define P i1 (resp. P
i
2) as the portion of P1 (resp. P2) from ui−1 to ui. Let P
i
denote the 2-path formed by the union of P i1 and P
i
2. Note that P
i is simple. P
is indeed the union of P 1, . . . , P t.
We construct a replacement graph F with edges of H according to the rules
bellow. The idea is to replace each edge x − y /∈ H of P with a shortest path
from x to y in H1 or H2, by using rules which guarantee the stretch property
while ensuring the biconnexity.
Consider an edge e /∈ H. Let H1(e) (resp. H2(e)) be a shortest path in
H1 (resp. H2) between the extremities of e. As H1 is a 3-spanner, we have
|H1(e)| 6 3. As H2 is a 3-spanner of G\H1 and e /∈ H1, we also have |H2(e)| 6 3.
We define a subgraph F i of H by applying the following disjoint rules, for
each 2-path P i, in the order which they are presented and for which a schema
is shown in Fig. 3:
– R0: If P i1 or P
i
2 is a single edge that belongs to Hj , j ∈ {1, 2}, add it to F i.
Then for each edge e of the other path: if it belongs to H add it to F i, if it
does not add the replacement path H(j mod 2)+1(e) to F
i.
– R1: If an edge of P i belongs to H, then add it to F i.
– R2: For all edges not concerned by R0 nor R1 do:
• If e ∈ P i1 and H1(e) ∩ P i2 = ∅, then F i = F i ∪H1(e)
• If e ∈ P i2 and H2(e) ∩ P i1 = ∅, then F i = F i ∪H2(e)
– R3 (disjointly from R2):
• If e ∈ P i1 and H1(e) ∩ P i2 6= ∅ then F i = F i ∪H1(e) ∪H2(e).
• If e ∈ P i2 and H2(e) ∩ P i1 6= ∅ then F i = F i ∪H1(e) ∪H2(e).
F is then the union of all F i, i ∈ {0, . . . , t}.
The following lemmatas (3–6) show that the rules enforce that there is always:
– a 2-path between u and v
– the stretch is controlled.
Lemma 3. F contains a 2-path from u to v.
Proof. The proof will show that the capacity of any cut which separates u from
v in F is at least two, which will allow us to conclude with a min-cut max-flow
argument.
Suppose there is a cut X ⊂ V such that u ∈ X, v ∈ X which contains u but
not v. Then there exists i such that ui−1 ∈ X and ui ∈ X. Let be e1 (resp. e2)
an edge in P i1 (resp. P
i
2) crossing X (i.e., having an extremity in X and the
other in X).
Several cases are possible:
– R0 has been applied to e1 or e2: then the other edge has a replacement path
in F i, so the cut is at least two in F .
ui−1
ui
P i1 P
i
2
Rule R0
ui−1
ui
P i1
e
P i2
Rule R1
ui−1
ui
P i1
e
P i2
H1(e)
Rule R2
ui−1
ui
P i1
e
P i2
H2(e)
H1
(e)
Rule R3
Fig. 3. The different cases for the rules are shown here for an edge from P i1. In
blue are shown the edges and paths belonging to H1, and in red those from H2.
– R1 was applied to both e1 and e2: then each of these edges belong to F
i, are
disjoint, so the cut is at least two in F .
– R2 was applied to both e1 and e2: then each of these edges have a disjoint
replacement path in F i, so the cut is at least two in F .
– R1 was applied to one of {e1, e2}, and R2 to the other: then as one of the
edges is in F i and the other has a replacement path in F i, disjoint from the
other (if it wasn’t the case, R3 would have been applied) there are at least
two edges from F i crossing X.
– R3 was applied to either e1 or e2: then there are two disjoint replacement
paths for either e1 or e2, which are cut by X, so it is at least two in F .
As the cut is at minimum two in F , by the min-cut max-flow theorem the flow
between u and v is at least two in F .
Let be |P i| = x0 + x1 + x2 + x3 the number of edges of P i, xj being the
number of edges from P i where rule Rj was applied.
Lemma 4. |F i| 6 3x0 + x1 + 3x2 + 5x3.
Proof. – For rule R0 it is easy to show that the number of edges added in F
does not exceed 3x0 (one path is a single edge which is added, replacement
paths of length at most 3 are added for the edges of the other path).
– For rule R1, the number of edges added in F is exactly x1, as these edges
are in H.
– For rule R2, the number of edges added is 3x2, because the spanners H1 and
H2 have stretch 3.
– For rule R3, there are at most 5 edges added for each application of the rule
because one is already part of F .
Lemma 5. x3 6 x1.
Proof. We show that an edge added according to rule R1 can be generally in at
most one replacement path of an edge considered under rule R3, thus implying
x3 6 x1. Suppose by contradiction that this is not the case. W.l.o.g. there exists
e1, e
′
1 ∈ P i1, e2 ∈ P i2 such that R1 applies to e2, and that R3 applies to e1
and e′1. We prove that this may happen only in special cases where x3 6 x1
is still satisfied. Let a, b, c, d be the paths such that a − e2 − b = H1(e1) and
c− e2 − d = H1(e′1) , e2 ∈ H1(e) ∩H1(e′1). (The paths a, b, c, d have length 0, 1
or 2 since H1 is a 3-spanner.). There are two possible cases as shown in Fig. 4:
1. either a and c are connected together on one endpoint of e2 — and then b
and d are connected to the other end;
2. or a and d to one endpoint of e2 and c and b to the other.
Let e be the sub-path of P i1 which lies in between e1 and e
′
1.
e1
a
e2
b
e′1
d
c
e
Case 1
e1
a
e2
b
e′1 d
c
e
Case 2
Fig. 4. Two possible cases.
In Case 1, we first show |e| > 0. Suppose by contradiction that e is empty.
Then a−c (resp. b−d) is a replacement path for e1 (resp. e′1) inH1. AsH1(e1) and
H1(e
′
1) are shortest paths, we have |a|+|c| > |a|+1+|b| and |b|+|d| > |c|+1+|d|,
i.e., |c| > |b| and |b| > |c| which is a contradiction.
Now, we show that each of the paths a, b, c, d is composed of a single edge.
As we are not in the case of rule R0, a and d cannot be both empty. Suppose
w.l.o.g. |a| > 0. |H1(e1)| 6 3 implies |b| 6 1. Indeed, we have |b| = 1 as b cannot
be empty since there are no intersection point of P1 and P2 in between e1 and e
′
1.
For the same reason, b cannot be composed of an edge of P2. As a consequence,
d cannot be empty otherwise b would be a shortcut violating the minimality of
the cost of P i. We then similarly show that c is composed of a single edge which
is not in P2. As |c| + 1 + |d| 6 3 and |d| > 0, we obtain |d| = 1. Similarly, we
have |a| = 1.
We now prove that a is in P2. If this is not the case, then a− c is a shortcut
that can be substituted to e1 − e in P1. This does not increase the cost of the
2-path and it increases the number of intersection points, a contradiction with
the choice of P . Similarly, d is in P2.
Let us recall what we have obtain so far for Case 1: a and d are edges of P2,
b and c are edges not in P2. P
i
2 is thus the path a− e2 − d and P i1 is e1 − e− e′1.
Note that x1 > 3 since the three edges of P
i
2 follow rule R1. We then show that
at most one edge of e may fall under rule R3, yielding x3 6 3 6 x1. Consider
an edge e′′1 of e falling under rule R3. We write e = e
′ − e′′1 − e′′ where e′ and e′′
are sub-paths of e. We can write H1(e
′′
1) = b
′ − e′2 − c′ where b′ and c′ are edges
of H1 and where e
′
2 is either an empty path or an edge. As e
′′
1 follow rule R3, e
′
2
must be an edge of P i2 (H1(e
′′
1) must have length 3).
First consider the case where e′2 is a. Then, e
′ must be empty (e′′1 must be
the first edge after e1). W.l.o.g. b
′ is e1 and c
′ contains a ∩ e2. We must have
|e′′| 6 1. Otherwise c′− c is a shortcut violating the choice of P . If e′′ is an edge,
it cannot follow rule R3 as c′ − c is a replacement path in H1 with length 2 and
H1(e
′′) cannot have length 3. We thus have x3 6 3 6 x1. The case where e
′
2 is d
can be treated similarly.
Now consider the case where e′2 is e2. W.l.o.g. b
′ contains b∩e2 and c′ contains
c∩ e2. As b− b′ cannot be a shortcut violating the choice of P , we have |e′| 6 1.
If e′ is an edge, it cannot follow rule R3 as b − b′ is a replacement path in H1
with length 2. Similarly c − c′ cannot be a shortcut violating the choice of P .
We thus have |e′′| 6 1 and if e′′ is an edge, it cannot follow rule R3. We again
obtain x3 6 3 6 x1.
In Case 2, we first prove that a, b, c, d are single edges. b and c cannot be
empty as there are no intersection point in between e1 and e
′
1. We thus have
|a| 6 1 and |d| 6 1. If a is empty, then d is a shortcut violating the minimality
of the cost of P . We thus have |a| = 1 which implies |b| = 1 as |H1(e1)| 6 3.
Similarly, we have |d| = 1 and |c| = 1. Note that b and c cannot be in P2 as
there are no intersection point in between e1 and e
′
1.
We show that if we are not in Case 1 again, then we have two edges following
rule R1 contained in at most two replacement paths of edges following rule R3.
As b− c cannot be a shortcut violating the choice of P , we have |e| 6 1. If e is
an edge, it admits b− c as a replacement path in H1. Thus it cannot follow rule
R3. The path a− d cannot be a shortcut violating the choice of P . This implies
that a or d is in P2. W.l.o.g., suppose that a is in P2 (e1 ∩ a is indeed ui−1). d
cannot be in P2 as e2 is in P
i
2. Consider another edge e
′′
1 falling under rule R3.
H1(e
′′
1) cannot contain a as we would get e
′′
1 = e which cannot follow rule R3. If
H1(e
′′
1) contains e2, we fall back into Case 1.
Case 2 may occur both at ui−1 and ui. All other edges falling under rule R1
are contained in at most one replacement path of an edge following R3. We thus
have x3 6 x1 in any case.
Lemma 6. F has at most 3d2G(u, v) edges.
Proof. As |F i| 6 3x0 + x1 + 3x2 + 5x3 and x3 6 x1,
|F i| 6 3x0 + x1 + 3x2 + 2x3 + 3x3 6 3x0 + 3x1 + 3x2 + 3x3 6 3|P i|
As F is the union of all F i, F has a maximum weight of 3d2G(u, v).
