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2.3. Estimación de los parámetros de adaptación . . . . . . . . . . . . . . . . . . . . . . . 34





Las neuronas son osciladores celulares que tienen diferentes caracteŕısticas dependiendo de su ubi-
cación y función en el cerebro. Desde una perspectiva matemática, los modelos biof́ısicos detallados
de neuronas son sistemas de ecuaciones diferenciales caracterizadas por no linealidades muy fuer-
tes que producen oscilaciones de tipo relajación. Mientras que tales modelos se pueden simular en
nuestros ordenadores personales, resultan muy costosos computacionalmente. En este sentido, se
utilizan modelos neuronales formales, que son capaces de capturar caracteŕısticas dinámicas esen-
ciales de las neuronas por debajo de su umbral oscilatorio. Otra ventaja de estos modelos es que
pueden usarse para estudiar anaĺıticamente las caracteŕısticas esenciales de las estad́ısticas de las
oscilaciones neuronales (también conocidas como potenciales de acción o picos). Sin embargo, el
desaf́ıo planteado por estos modelos es poder estimar sus múltiples parámetros de una manera que
puedan reproducir eficientemente las caracteŕısticas dinámicas de los “modelos biof́ısicos detalla-
dos”, de mayor complejidad. Entre los modelos formales, el modelo adaptativo Exponencial simple
de Integración y Disparo (aEIF), que consta de dos ecuaciones diferenciales ordinarias (ODE), ha
sido muy eficaz en la simulación de la dinámica neuronal, tanto en condiciones por debajo y durante
el pico, aunque el procedimiento para la estimación de sus parámetros cambia dependiendo del tipo
de célula neuronal que se considere. Aqúı presentamos un nuevo procedimiento de ajuste de los
parámetros que nos permite utilizar el modelo aEIF para imitar la dinámica compleja de las células
granulares cerebelosas: las neuronas excitadoras primarias en el cerebelo que son cruciales en la
regulación del comportamiento motor de los vertebrados.





Neurons are cellular oscillators that can come in many flavors depending on their location and
function in the brain. From a mathematical perspective, detailed biophysical models of neurons are
systems of differential equations characterized by strong nonlinearities that produce relaxation-like
oscillations. While such models can be simulated on our personal computers, they are computatio-
nally expensive. With this regard, formal neural models are used instead, which are capable of
capturing essential dynamical features of neurons below their oscillatory threshold. Another advan-
tage of these models is that they can be used to analytically study essential features of the statistics
of neural oscillations (also know as action potential or more simply, “spikes”). The challenge set by
these models is, however, to be able to estimate their multiple parameters in a way that can effi-
ciently reproduce dynamics features of the more complicated “detailed biophysical models”. Among
formal models, the simple adaptive Exponential Integrate-and-Fire (aEIF) neuron, which constitu-
tes of two ordinary differential equations (ODE) has revealed very effective in simulating neuronal
dynamic, both in subthreshold and spiking conditions, although the procedure for its parameters’
estimation changes depending on the neuron cell type under consideration. Here we present a new
fitting procedure that enables us to use the aEIF model to mimic the complex dynamics of cerebellar
granule cells: the primary excitatory neurons in the cerebellum that are crucial in the regulation of
motor behavior of vertebrates.
Keywords: adaptative Exponential Integrate-and-Fire, Dinamical systems, Bifurcations, Fit-
ting, Parameters
Introducción
En los últimos años, la investigación biológica ha acumulado una enorme cantidad de conocimiento
detallado sobre la estructura y función del cerebro. Las unidades de procesamiento elementales en
el sistema nervioso central son las neuronas, que están conectadas entre śı en un patrón intrincado.
Las simulaciones a gran escala de la actividad cortical y las investigaciones teóricas de la dinámica
neuronal requieren modelos neuronales que sean biológicamente relevantes y computacionalmente
rápidos. Además, debeŕıan ser lo suficientemente versátil para abarcar toda la diversidad de tipos
de neuronas ajustando un número restringido de parámetros, evitando la necesidad de un nuevo
modelo para cada clase de neurona. El modelado de la dinámica completa de las densidades de los
canales iónicos en las membranas neuronales, que es responsable de la capacidad de las neuronas
de generar picos, satisface solo dos de estos requisitos: relevancia biológica y versatilidad. Por otro
lado, modelar una neurona como un detector de coincidencia o como un proceso estocástico puede
no captar aspectos importantes del comportamiento de una neurona, pero es relevante para analizar
estad́ısticamente la ocurrencia de picos, que se relaciona con la forma en que las neuronas codifican
y procesan la información [1].
En presencia de un alto bombardeo sináptico, modelar con precisión el inicio de un pico es
crucial y un modelo de integración y disparo con pérdidas (LIF) debe aumentar exponencialmente
para procesar de forma confiable las señales de entradas [2]. Además, una variable de recuperación
adicional es importante para capturar las propiedades de adaptación y resonancia ([3], [4]). En estas
referencias, un modelo cuadrático simple de iniciación de pico con una variable de recuperación
linealmente dependiente y un restablecimiento en las variables de estado es suficiente para describir
la mayoŕıa de los tipos de patrones de disparo observados en el sistema nervioso central ([5]), pero
el disparo de un pico en ese modelo ocurre con un retraso poco realista. A diferencia de una de-
pendencia cuadrática del voltaje [6], una no linealidad exponencial [2], mantiene la dinámica lineal
por debajo del umbral y coincide con las mediciones directas en las neuronas corticales ([7]). El
modelo exponencial simple combinado con una variable de adaptación, llamado modelo adaptativo
exponencial de integración y disparo (aEIF), se describe con solo dos ecuaciones y una condición de
reinicio. Es, por construcción, más realista que el LIF, y predice con alta precisión el tiempo de pico
de un modelo de Hodgkin y Huxley basado en conductancia ([8]). Un análisis de la versatilidad y
relavancia biológica del modelo aEIF, muestra que reproduce múltiples patrones de disparo y repro-
duce eficientemente la dinámica de neuronas de punción rápida cortical y piramidales de punción
regular [9].
Sin embargo, las neuronas piramidales y corticales son solo algunos de los tipos de células que
se encuentran en nuestro cerebro. Otra estructura crucial de nuestro cerebro es el cerebelo, que
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en volumen representa una décima parte, pero contiene diez veces más neuronas que el resto del
cerebro. Dentro de esta región la mayor cantidad de células existentes son las granulares y hasta el
momento no existe un modelo simple para describir la esencia de la dinámica de estas células. Por
tanto surge la necesidad de desarrollar un modelo simple que pueda ser utilizado para caracterizar
la dinámica de las células granulares cerebelosas.
Con el fin de tratar nuestro problema de investigación nos enfocaremos en el modelado de la
dinámica neuronal, pero no solo en términos de iones y canales, como se hace a nivel biológico,
y tampoco considerando solamente términos de una relación de entrada / salida, como lo hacen
cient́ıficos teóricos, sino también como un sistema dinámico no lineal.
Desde el punto de vista de los sistemas dinámicos, las neuronas son excitables porque están
cerca de una transición, desde el reposo hasta la actividad sostenida de picos, llamada bifurcación.
Teniendo en cuenta la geometŕıa de los planos de fase en estas bifurcaciones, podemos comprender
muchas propiedades computacionales de las neuronas, como la naturaleza del umbral y los picos.
El objetivo de este trabajo es desarrollar un modelo simple con bases en el modelo aEIF, brin-
dando e implementando un procedimiento para el ajuste de sus diversos parámetros, que sea capaz
de reproducir datos experimentales asociados a células granulares.
Para cumplir nuestro objetivo se han realizado las siguientes tareas:
(i) Estudiar el formalismo de las ecuaciones de modelos tipo Hodgkin-Huxley y sus simulaciones
en condiciones basadas en conductancia.
(ii) Estudiar los modelos neuronales con picos simples como los de integración y disparo, en
particular el adaptativo exponencial.
(iii) Caracterizar la dinámica de esos modelos en el plano de fase y simularlos mediante la plata-
forma Brian2 Simulator en entorno Python.
(iv) Ajustar modelos neuronales mediante una variedad de métodos basados en manipulaciones
anaĺıticas de las ecuaciones neuronales y la aplicación de técnicas de optimización como la
evolución diferencial.
El informe está compuesto de dos caṕıtulos. En el Caṕıtulo 1 se introducen varias nociones
elementales de neurociencia y modelos neuronales, tanto biof́ısicos como formales del tipo Hodgkin-
Huxley. Realizaremos un análisis de las propiedades de los sistemas dinámicos no lineales basándonos
en su comportamiento en el plano de fases, y por último se verá los métodos numéricos que utilizamos
a lo largo del trabajo. En el Caṕıtulo 2 se expone el procedimiento de ajuste que brindamos para
la estimación de los parámetros del modelo aEIF para células granulares cerebelosas y realizamos
un análisis de los resultados obtenidos.
Caṕıtulo 1
Preliminares
1.1. Neuronas y modelos neuronales
1.1.1. Principios esenciales de fisioloǵıa neuronal
Una neurona es un tipo de célula que representa la unidad estructural y funcional del sistema
nervioso, encargada de recibir, procesar y transmitir información a través de señales qúımicas y
eléctricas. Está compuesta de tres partes funcionalmente distintas, llamadas dendritas, soma y
axón. En términos generales, las dendritas desempeñan el papel del “dispositivo de entrada”que
recoge las señales de otras neuronas y las transmite al soma. El soma es la “unidad central de
procesamiento”que realiza un importante paso de procesamiento no lineal: si la entrada total que
llega al soma excede un cierto umbral, se genera una señal de salida. La señal de salida es asumida
por el “dispositivo de salida”, el axón, que entrega la señal a otras neuronas. Una pequeña porción
de una red de neuronas se bosqueja en la Figura 1.1 A, que muestra un dibujo de Ramón y Cajal,
uno de los pioneros de la neurociencia alrededor de 1900. Se pueden distinguir dos tipos, las células
de Purkinje (PC) y las células granulares (GC) [1].
Las células granulares son neuronas pequeñas de diferentes tipos que no se relacionan entre
ellas, forman la capa gruesa granular de la corteza cerebelosa y son las neuronas más numerosas
en el cerebro. Estas células granulares reciben información excitadora de fibras musgosas a través
de fibras paralelas a las células Purkinje y otras neuronas en la corteza cerebelosa (Figura 1.1 B).
Estas fibras cubiertas de musgo se derivan de muchas ubicaciones pre-cerebelosas, que transportan
una gran variedad de señales que incluyen información sensorial, motora y contextual.
Debido a su pequeña constante de tiempo de membrana en comparación con otras células cere-
belosas, su compacidad eléctrica y su expresión de canales rápidos de Na+, se espera que las células
granulares sean bastante excitables y capaces de dispararse a altas frecuencias. De hecho, la eviden-
cia experimental disponible reveló la activación de alta frecuencia de células granulares durante la
inyección intracelular de pulsos de corriente despolarizante en cortes cerebelosos.
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Figura 1.1: En A se reproduce un dibujo de Santiago Ramón y Cajal (1989) que muestra células de
Purkinje (PC) y células granulares (GC) del cerebelo de paloma. En B está representado el circuito
cerebeloso realizado en el programa Inkscape.. Algunas neuronas como las células de olivo inferior
activan el núcleo cerebeloso profundo. En la corteza cerebelar existe una variedad de neuronas in-
hibitorias (interneuronas) y exitatorias como las células granulares, las células Golgi, las células
de Purkinje, las células estrelladas y de cesta, entre otras. Las únicas neuronas excitatorias en la
corteza cerebelar, son las células granulosas. Estas reciben entradas excitatorias de tres o cuatro
axones que Santiago Ramón y Cajal llamó fibras de musgo, y se originan en el núcleo Pontino.
Las fibras musgosas hacen una conexión excitatoria en las células granulosas lo que causa que las
células granulosas disparen un potencial de acción. El axón de una célula granulosa cerebelosa se
divide para formar una fibra paralela, la cual debilita las células de Purkinje. Las fibras paralelas son
enviadas a través de la capa Purkinje hacia la capa molecular donde se ramifican y distribuyen a
través de los árboles dendŕıticos de la célula Purkinje. La función de estos circuitos es enteramente
dependiente de procesos llevados a cabo por la capa granular. Por lo tanto la función de las células
granulosas determinan la función cerebelar como un todo.
1.1.2. Modelización biof́ısica de una neurona
Las señales neuronales consisten en pulsos eléctricos cortos producidos en las neuronas que se deno-
minan potenciales de acción (Figura 1.2), aunque también se les conoce como impulsos o picos.
Desde un punto de vista biof́ısico, los potenciales de acción son el resultado de corrientes que pasan
a través de canales iónicos incrustados en la membrana celular, que se abren y cierran en función
del voltaje que reciben, y permiten el paso de determinados iones una vez abiertos. Los potenciales
de acción tienen una amplitud de aproximadamente 100 mV y t́ıpicamente una duración de 1-2 ms.
Una cadena de potenciales de acción emitidos por una sola neurona se llama tren de picos, que no
son más que una secuencia de eventos estereotipados que ocurren a intervalos regulares o irregulares.
El potencial de acción es la unidad elemental de transmisión de la señal [1].
Los potenciales de acción en un tren de picos suelen estar bien separados. Incluso con una entrada


























































































Figura 1.2: Potenciales de acción de una célula granular cerebelosa. Cuando u(t) = urest, que
en este caso es -80 mV, las corrientes internas y externas se equilibran entre si, de modo que la
corriente neta (potencial de membrana) es cero (A). El estado de reposo es estable. Un pulso de
corriente de 40 pA es aplicado (panel inferior de A), produciendo una perturbación en el potencial
de membrana, llamada despolarización. Esta amplificación, generalmente no lineal, hace que u se
aleje considerablemente de su estado de reposo, y a este fenómeno se le llama potencial de acción o
pico. Luego ocurre una repolarización que no es más que el impulso que una corriente neta le produce
a u haciendo que vuelva a su estado de reposo. En la figura B se representan las dinámicas de las
corrientes de los canales iónicos que intervienen en la célula granular cerebelosa: una corriente de
pérdida (IL), varias corrientes de sodio (INa), varias corrientes de potasio (IK) y una corriente de
calcio (ICa), producidas por una simulación del modelo biof́ısico [10].
muy fuerte, es imposible excitar un segundo pico durante o inmediatamente después del primero,
debido a la existencia de un mecanismo celular de refractariedad.
Tanto el interior como exterior de la neurona contiene iones disueltos (Na+, K+ o Cl–, entre
otros), pero la membrana impide el intercambio de iones entre el interior de la neurona y el ĺıquido
extracelular. Debido a la distribución de dichos iones, en reposo, el exterior de la neurona tiene un
exceso de cargas positivas, y el interior de cargas negativas. Esto produce una diferencia de potencial
o voltaje u(t) entre el interior de la célula y ambiente extracelular, que se denomina potencial de
membrana. Sin ninguna entrada de corriente, la neurona está en reposo, es decir, su potencial de
membrana es constante en urest. Después de ocurrir un potencial, hay una despolarización transi-
toria, con una acción seguida de una hiperpolarización, y finalmente el potencial de membrana se
recupera a urest.
Una vez que hemos establecido que las neuronas transmiten diferencias de voltaje, se pueden
describir según sus caracteŕısticas eléctricas. Estas determinan el tiempo y la amplitud del cambio
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de voltaje que generan las corrientes. Algunas propiedades eléctricas que se pueden destacar son:
(i) la resistencia de la membrana en reposo, (ii) la capacidad de la membrana y (iii) el potencial de
equilibrio.
Resistencia de la membrana en reposo. La resistencia de la membrana en reposo determina la
magnitud de los cambios pasivos del potencial de membrana. En la mayoŕıa de las neuronas existe





donde R es la resistencia, que se mide en ohm (Ω), I denota la corriente, medida en amperio (A) y u
el voltaje dado en voltio (V). Esta ecuación nos dice que cuando se produce una despolarización en
la membrana, la neurona también se comporta como una resistencia simple (Figura 1.3), pero sólo
para valores de voltajes despolarizantes pequeños, ya que una corriente positiva suficientemente
grande puede provocar una despolarización que superará el umbral, generando un potencial de
acción, minuto en el cual la neurona ya no se comporta como una simple resistencia, debido a la
apertura de los canales sensibles a voltaje.
Capacidad de la membrana. Si una neurona fuera una verdadera resistencia, su potencial cam-
biaŕıa instantáneamente en respuesta a una corriente. Esto no ocurre debido a su capacidad, lo
que permite afirmar que la membrana se comporta como un condensador eléctrico (Figura 1.3A),
acumulando el exceso de cargas positivas del exterior y negativas del interior. La relación entre las
cargas Q, medidas en culombio (C), la capacidad C, medida en Faradios (F), y el voltaje u, viene





Potencial de equilibrio. Los iones se mueven a través de los canales iónicos tanto por fuerzas
eléctricas como por difusión (es decir, por la tendencia de una disolución más concentrada a equi-
librarse con una menos concentrada cediéndole soluto, en este caso los iones). Hay un potencial
determinado para el cual la fuerza eléctrica se equilibra con la difusión, a la cual se denomina po-
tencial de equilibrio (urest). En particular, cada canal iónico presenta un potencial de equilibrio
llamado potencial de inversión.
Para concluir, un circuito eléctrico básico representa un modelo neuronal que consta de un
condensador C en paralelo con una resistencia R accionada por una corriente I(t) (Figura 1.3). Si
la corriente de conducción I(t) es nula, el voltaje a través del condensador viene dado por el voltaje
de la bateŕıa urest [1].
1.1.3. Formalismo de Hodgkin–Huxley
Los mecanismos iónicos que subrayan la iniciación y propagación de potenciales de acción han sido
estudiados por un gran número de investigadores. Unos de los aportes más importantes se le atribuye
a Hodgkin y Huxley. El modelo cuantitativo de Hodgkin y Huxley (H-H) representa uno de los más
grandes de la biof́ısica celular y, ha sido muy influyente en habilitar una clase de fenómenos de
membrana para que sean analizados y modelados en términos de variables simples. En esta sección
se mostrarán algunos detalles de este modelo y de otros que tienen su base en esta teoŕıa.



















Figura 1.3: Propiedades eléctricas de las neuronas. A Una neurona, que está encerrada por la
membrana celular (ćırculo grande), recibe una corriente de entrada (positiva) I(t) que aumenta la
carga eléctrica dentro de la célula. La membrana celular actúa como un condensador en paralelo
con una resistencia que está en ĺınea con una bateŕıa de potencial urest, que recibe una entrada
de corriente que se divide en dos componentes, una que pasa por el condensador y otra por la
resistencia. B Diagrama esquemático que describe los elementos pasivos (sombreado rojo) y activos
(sombreado verde) de modelos neuronales. Cuando se habla de los elementos pasivos se refiere al
comportamiento lineal de los modelos y los activos son las no linealidades que presentan. Figuras
adaptadas en Inkscape de [1].
En una extensa serie de experimentos sobre el axón gigante del calamar, Hodgkin y Huxley
lograron medir las corrientes que pasan a través de canales iónicos y describieron su dinámica en
términos de ecuaciones diferenciales [11]. Encontraron tres tipos diferentes de corriente de iones:
sodio (Na+), potasio (K+) y una corriente de pérdida que consiste principalmente en iones de cloro
(Cl−).
El modelo H-H se puede entender con la ayuda de la Figura 1.3 B. La membrana celular
semipermeable separa el interior de la célula del ĺıquido extracelular y actúa como un condensador.
Si se inyecta una corriente de entrada I(t) en la célula, puede agregar más carga en el capacitor o
filtrarse a través de los canales en la membrana de esta. Cada tipo de canal está representado en la
Figura 1.3 B por una resistencia. El canal inespećıfico (o de iones de Cl−) tiene una resistencia de
pérdida R, el canal de sodio una resistencia RNa y el canal de potasio una resistencia RK. La flecha
diagonal a través del diagrama de la resistencia indica que el valor de la resistencia no es fijo, sino
que cambia dependiendo de si el canal iónico está abierto o cerrado. Debido al transporte activo de
iones a través de la membrana celular, la concentración de iones dentro de la célula es diferente de
la del ĺıquido extracelular. El potencial generado por la diferencia en la concentración de iones está
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representado por una bateŕıa en la Figura 1.3 B. Dado que este potencial es diferente para cada
tipo de ion, existen bateŕıas separadas para sodio, potasio y el tercer canal no espećıfico (o de Cl−),
con voltajes de bateŕıa ENa, EK y EL respectivamente [5].
Ahora traduzcamos el esquema anterior de un circuito eléctrico en ecuaciones matemáticas. La
conservación de la carga eléctrica en una parte de la membrana implica que la corriente aplicada
I(t) puede dividirse en una corriente capacitiva IC que carga el condensador C y otros componentes
Ik, con k ∈ 1 . . . 3, que representan las corrientes que pasan a través de los tres canales iónicos [1].
Por lo tanto, por la primera ley de Kirchhoff tenemos,




En el modelo estándar de Hodgkin-Huxley solo hay tres tipos de canales: un canal de sodio con
ı́ndice Na, un canal de potasio con ı́ndice K y un canal de pérdida inespećıfico con resistencia R
(Figura 1.3 B). A partir de la definición de una capacidad C = Qu donde Q es una carga y u el
voltaje a través del condensador (en términos biológicos es el voltaje a través de la membrana), y
conociendo que la corriente de carga es IC = Q̇ se tiene que IC = Cu̇. Sustituyendo esta última




Ik(t) + I(t). (1.4)
Como se mencionó anteriormente, el modelo H-H describe tres tipos de canales. Todos los canales
pueden caracterizarse por su resistencia o, de manera equivalente, por su conductancia. El canal
de pérdida se describe mediante una conductancia independiente del voltaje gL =
1
R . Como u es
el voltaje total a través de la membrana celular y EL es el voltaje de la bateŕıa, el voltaje en la
resistencia de pérdida en la Figura 1.3 B es u−EL. Usando la ley de Ohm, se obtiene una corriente
de pérdida
IL = gL(u− EL).
La deducción de las ecuaciones de los otros canales iónicos es análoga, excepto que su conduc-
tancia depende del voltaje y el tiempo. Si todos los canales están abiertos, transmiten corrientes
con una conductancia máxima gNa ó gK, respectivamente. Sin embargo, es común que algunos de
los canales estén bloqueados. El avance de Hodgkin y Huxley fue que lograron medir cómo cambia
la resistencia efectiva de un canal en función del tiempo y el voltaje. Además, propusieron una
descripción matemática de sus observaciones. Espećıficamente, introdujeron variables adicionales
de activación m, n y h para modelar la probabilidad de que un canal esté abierto en un momen-
to dado. La acción combinada de m y h controlan el canal de Na+ mientras que el canal de K+




3h, donde m describe la activación (apertura) del canal y h su inactivación (bloqueo).
La conductancia del potasio es 1RK = gKn
4, donde n describe la activación del canal.
En resumen, Hodgkin y Huxley formularon las tres corrientes de iones que se muestran en el
miembro derecho de la Ecuación (1.4) como







gk =gk · xnka · xi, ∀ k ∈ 1 . . . 3 (1.6)
donde gk y Ek representan la conductancia y los potenciales de inversión de las corrientes iónicas
respectivamente, gk denota el valor máximo de la conductancia, xa, xi ∈ [0, 1] son variables que
denotan las compuertas de activación e inactivación (inhibición) de cada uno de los canales iónicos,
y nk ≥ 0 representa el número de compuertas.
Las anteriores variables de activación siguen una evolución dinámica de acuerdo con una ley
general de la forma:
ẋ = αx(u)(1− x)− βx(u)x, (1.7)
donde αx, βx : R → R son funciones de activación e inactivación de cada canal que dependen del
voltaje.
1.1.4. Modelo biof́ısico de células granulares
La caracterización electrofisiológica y la formalización de un modelo biof́ısico completo de la
célula granular del cerebelo fue realizada por D’Angelo y colaboradores [10]. En este modelo se
incluyen conductancias activas en el compartimento somático. El formalismo general para describir
la cinética de los canales activos se deriva de las ecuaciones de Hodgkin-Huxley. Siguiendo este
formalismo [Ecuaciones (1.4) y (1.5)], se puede describir el potencial de membrana u, medido en
mV, a través de la suma de las corrientes iónicas
∑10





donde I(t) es la corriente inyectada. Además se tiene una ecuación que describe la dinámica del





donde F la constante de Faraday.
El modelo biof́ısico de las células granulares se constituye por once corrientes distintas que fluyen
por un canal de pérdida caracterizado por [10]:
IL(t) = gL(u− EL) + gI(u− EI). (1.8)
Por tres canales iónicos de sodio: (a) canal rápido (NaF), (b) canal resurgente (NaR), (c) canal




INaR(t) = gNaRmNaRhNaR(u− ENa) (1.10)
INaP(t) = gNaPmNaPhNaP(u− ENa) (1.11)
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Las variables de activación del canal rápido tienen la forma
ṁNaF = αNaF(1−mNaF)− βNaFmNaF
ḣNaF = γNaF(1− hNaF)− δNaFhNaF,







βNaF = 36 exp (−0.055(u+ 44))







Las variables de activación del canal resurgente tienen la forma
ṁNaR = αNaR(1−mNaR)− βNaRmNaR
ḣNaR = γNaR(1− hNaR)− δNaRhNaR,
donde α, β, γ y δ son iguales a
























La variable de activación del canal persistente tiene la forma
ṁNaP = αNaP(1−mNaP)− βNaPmNaP,














También se tienen cinco canales iónicos para el potasio: (a) canal dependiente del voltaje (KV),
(b) canal de activación/inactivación rápida (KA), (c) canal con rectificación interna (Kir), (d) canal
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IKir(t) = gKirmKir(u− EK) (1.14)
IKM(t) = gKMmKM(u− EK) (1.15)
IKCA(t) = gKCAmKCA(u− EK). (1.16)
La variable de activación del canal dependiente del voltaje tiene la forma
ṁKV = αKV(1−mKV)− βKVmKV,







βKV = 1.69 exp (−0.0125(u+ 35)).
Las variables de activación del canal de activación/inactivación rápida tienen la forma
ṁKA = αKA(1−mKA)− βKAmKA
ḣKA = γKA(1− hKA)− δKAhKA,

























Las variables de activación del canal con rectificación interna tienen la forma
ṁKir = αKir(1−mKir)− βKirmKir,
donde α y β son iguales a










Q10 = 3TF .
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La variable de activación del canal lento tiene la forma
ṁKM = αKM(1−mKM)− βKMmKM,
donde α y β son iguales a
αKM = 0.008 exp (0.025(u+ 30))
βKM = 0.008 exp (−0.005(u+ 30)).
La variable de activación del canal activado por calcio tiene la forma
ṁKCA = αKCA(1−mKCA)− βKCAmKCA,
donde α y β son iguales a
αKCA =
2.5
1 + 1.5c exp (−0.085u)
βKCA =
1.5
1 + c1.5 exp (−0.085u)
.




y las variables de activación de este canal tienen la forma
ṁCa = αCa(1−mCa)− βCamCa
ḣCa = γCa(1− hCa)− δCahCa,
donde α, β, γ y δ son iguales a
αCa = 0.15 exp (0.063(u+ 29.06))
βCa = 0.249 exp (−0.039(u+ 18.66))
γCa = 0.039 exp (−0.055(u+ 48))
δKA = 0.039 exp (0.012(u+ 48)).
1.1.5. Modelo de Integración y Disparo
Los modelos biof́ısicos detallados de neuronas basados en conductancia pueden reproducir medi-
ciones electrofisiológicas con un alto grado de precisión, pero debido a su complejidad intŕınseca,
estos modelos son dif́ıciles de analizar por métodos anaĺıticos. Por esta razón, se utilizan modelos
neuronales formales, que son capaces de reproducir las caracteŕısticas dinámicas esenciales de las
neuronas en particular la dinámica de picos. En esta sección discutimos una clase de estos modelos
que son conocidos como modelos de integración y disparo.
Los modelos de integración y disparo tienen dos componentes separadas que son necesarias para
definir su dinámica: primero, una ecuación que describe la evolución del potencial de membrana
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u(t); y segundo, un mecanismo para generar picos y restablecer la membrana a valores por debajo
del umbral de generación del potencial de acción. En este sentido la célula será capaz de generar un
nuevo potencial cuando recibe otro est́ımulo. En un modelo de integración y disparo la variable u
describe el valor momentáneo del potencial de membrana de la neurona. En ausencia de cualquier
entrada, el potencial está en su valor de reposo urest. Si un experimentador inyecta una corriente
I(t) en la neurona, o si la neurona recibe información sináptica de otras neuronas, el potencial u se
desviará de su valor de reposo.
Para llegar a una ecuación que vincule el voltaje momentáneo u(t) = urest con la corriente de
entrada I(t), se utiliza la ecuación de equilibrio (primera ley de Kirchhoff) de forma similar a como se
definió en la Sección 1.1.3, donde la corriente de conducción está dividida solo en dos componentes:
IR =
uR
R , que es la corriente que pasa a través de la resistencia R =
1
gL
con voltaje uR = u− urest y
conductancia gL, e IC = Cu̇, que es la corriente a través del condensador con capacidad C. De esta
forma,
I(t) = IR + IC
= gL[u(t)− urest] + Cu̇,
y despejando se obtiene la ecuación diferencial,
Cu̇ = −gL[u(t)− urest] + I(t). (1.18)
De la ingenieŕıa eléctrica es la ecuación de un integrador con pérdidas o un circuito R-C clásico, y
con una perspectiva de neurociencias la Ecuación (1.18) se denomina ecuación formal de membrana
pasiva de la neurona.
1.1.6. Modelo Exponencial de Integración y Disparo con y sin adaptación
En el modelo exponencial de integración y disparo, la ecuación diferencial para el potencial de
membrana está dada por






El primer término de la Ecuación (1.19) es igual que en la Ecuación (1.18) y describe la pérdida
de una membrana pasiva. El segundo término es una no linealidad de tipo exponencial con los
parámetros ∆T que mide la “inclinación”de la curva, y ϑrh que indica el umbral de disparo del
potencial de acción.
Sin embargo, una sola ecuación no es suficiente para describir la variedad de patrones de activa-
ción que exhiben las neuronas en respuesta a una corriente de paso. Por esta razón, a la Ecuación
(1.19) se le acopla a menudo ecuaciones de adaptación tal como se hace en [8]; y el modelo completo
aEIF queda [1]:
Cu̇ = −gL[u(t)− urest]−
∑
k
wk + I(t) (1.20)
τwkẇk = ak(u− urest)− wk (1.21)
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donde wk denotan variables de corrientes abstractas, τk son constantes de tiempo y a el nivel de
adaptación del umbral. Además en cada tiempo de disparo, la variable wk se incrementa en una
cantidad b, que representa la adaptación activada por picos.
En este estudio limitamos nuestro análisis al modelo aEIF simple que consiste de dos ecuaciones
diferenciales: una para u y otra para una corriente de adaptación simple [8].
Cu̇ = −gL(u− urest) + gL∆T exp(
u− ϑrh
∆T
)− w + I(t) (1.22)
τkẇ = a(u− urest)− w (1.23)
Cuando la corriente impulsa el voltaje u por encima del umbral ϑrh, el término exponencial
activa una retroalimentación positiva que conduce a la mejora del potencial de acción. Luego de
este aumento el voltaje es reemplazado por el valor de reinicio ur y la variable de adaptación aumenta
en una cantidad b, es decir,
Si u > ϑrh entonces
{
u→ ur
w → wr = w + b.
(1.24)
El modelo aEIF con una corriente adaptativa simple es el comienzo de nuestro procedimiento
de ajuste. Sin embargo, antes de la introducción de este procedimiento, necesitamos proporcionar
al lector algunas nociones simples tomadas de la teoŕıa de los sistemas no lineales, de los cuales las
Ecuaciones (1.20) y (1.21) son un ejemplo.
1.2. Sistemas no lineales y teoŕıa de bifurcación
1.2.1. Definiciones generales
Un sistema no lineal de ecuaciones diferenciales es un sistema del tipo
ẋ(t) = f(x,p) (1.25)
donde t ∈ R, x(t) ∈ Rn representa el vector de estado del sistema, p es un vector de parámetros
definido en un subconjunto P ⊆ Rn, y la función f : U → Rn es una función no lineal continuamente
diferenciable en algún subconjunto U ⊆ Rn.
El sistema no lineal (1.25) puede tener solución única en cierto intervalo bajo ciertas condiciones,
pero de manera general no será posible resolverlo de un modo anaĺıtico, por tanto resulta efectivo
considerar la información cualitativa que puede ser obtenida acerca de sus soluciones sin resolver
las ecuaciones. Las cuestiones que serán consideradas en esta sección están asociadas con la idea de
estabilidad de una solución, y los métodos empleados son básicamente geométricos. En particular
consideramos sistemas no lineales de dos ecuaciones diferenciales de primer orden que cumplen la
siguiente definición.
Definición 1.2.1 Sea un sistema diferencial bidimensional de primer orden. Se denomina sistema
autónomo si no depende de la variable independiente t ∈ R, es decir, se puede escribir de la forma
ẋ = f1(x, y) (1.26)
ẏ = f2(x, y) (1.27)
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donde f1, f2 : U → R2 son funciones reales definidas en un subconjunto U ⊆ R2 que describen la
evolución de la variable de estado bidimensional (x(t), y(t)).
Las funciones x(t) e y(t) pueden considerarse como las dos componentes de una función vectorial
que denotaremos por
−→
X (t) : I ⊆ R→ R2. Al variar la variable independiente t, el punto (x(t), y(t))
define una curva en el plano x-y, con t como parámetro. Esta curva se denomina trayectoria u
órbita, y el plano x-y lo llamamos plano de fase (o de estados). La representación geométrica de
todas las trayectorias de un sistema dinámico en el plano de fase, se denomina retrato de fase.
Dado que cada punto en el plano de fase (x, y) se puede asociar a su propio vector (f1(x, y), f2(x, y)),
se dice que el sistema anterior define un campo vectorial en el plano. Por otro lado, no todas las
curvas dibujadas arbitrariamente en el retrato de fase corresponden a una solución de las ecuaciones
diferenciales. Lo especial de la curva solución es que el vector de velocidad (o flujo) (ẋ(t), ẏ(t))
en cada punto a lo largo de la curva viene dado por el lado derecho de las Ecuaciones (1.26) y
(1.27). Es decir, el vector de velocidad de la curva (x(t), y(t)) en un punto (x0, y0) viene dado por
(ẋ(t), ẏ(t)) = (f1(x0, y0), f2(x0, y0)). Esta propiedad geométrica, que el vector (f1(x, y), f2(x, y))
siempre apunta en la dirección en que fluye la solución, caracteriza completamente las curvas de
solución, es decir, dependiendo de dónde nos encontremos, nos dice a dónde vamos [5].
Cada trayectoria (x(t), y(t)) es única, de modo que diferentes trayectorias pueden coexistir en el
retrato de fase, pero no se cruzan, o en otras palabras, un punto (x0, y0) pertenece uńıvocamente a
una única solución. Esto se formaliza mediante el teorema fundamental de existencia-unicidad, que
se establece a continuación y su demostración se puede ver en [12]:
Teorema 1.2.2 (Teorema Fundamental de Existencia-Unicidad) Sean U un subconjunto abierto de
R2, (f1, f2) un campo vectorial continuamente diferenciable en U , y (x0, y0) ∈ U . Entonces existe
una constante c > 0 tal que el problema de valor inicial
ẋ = f1(x, y) (1.28)
ẏ = f2(x, y) (1.29)
(x(0), y(0)) = (x0, y0) (1.30)
tiene una solución única (x(t), y(t)) en el intervalo [−c, c].
Algunas veces el movimiento representado con los diagramas de fases no muestra una trayectoria
bien definida, sino que ésta se encuentra alrededor de algún movimiento bien definido. Cuando esto
sucede se dice que el sistema es atráıdo hacia un tipo de movimiento, es decir, que hay un atractor.
Estos tienen varias clasificaciones, entre ellas están los atractores clásicos, en los que todas las
trayectorias convergen en un único punto, es decir, todas las trayectorias terminan en un estado
estacionario. Estas pueden ser puntos de equilibrios (o puntos fijos) o ciclos ĺımites. Nos centraremos
en los puntos fijos.
1.2.2. Puntos de equilibrios
Definición 1.2.3 Un punto de equilibrio del sistema formado por las Ecuaciones (1.26) y (1.27)
es un punto (x∗, y∗) ∈ R2 tal que f(x∗, y∗) = g(x∗, y∗) = 0, y la solución correspondiente (x(t), y(t))
se llama solución de equilibrio.
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Definición 1.2.4 Se llama ĺınea nula de x (x-nullcline) la curva definida por ẋ = 0, y ĺınea
nula de y (y-nullcline) la curva ẏ = 0.
Por lo tanto, a lo largo de la ĺınea nula x, el campo vectorial (f(x, y), g(x, y)) apunta hacia arriba
o hacia abajo. Similarmente a lo largo de los vectores ĺınea nula y, los vectores apuntan hacia la
izquierda o hacia la derecha. Cada punto de intersección de las ĺıneas nulas es un equilibrio ya
que ẋ = ẏ = 0 y, por lo tanto, f(x, y) = g(x, y) = 0. De forma rećıproca, cada equilibrio de un
sistema bidimensional es un punto de intersección de sus ĺıneas nulas. Las ĺıneas nulas dividen el
plano de fase en regiones separadas; en cada una de estas regiones, el campo vectorial apunta en la
dirección de uno de los cuatro cuadrantes: (i) f > 0, g > 0; (ii) f < 0, g > 0; (iii) f < 0, g < 0;
(iv) f > 0, g < 0. De esta manera, el conocimiento de nulclines permite conocer la curva solución
para el problema de valor inicial dado en el Teorema 1.2.2 [5].
Un equilibrio (x∗, y∗) es estable si alguna solución (x(t), y(t)) a partir de (x0, y0), lo “suficiente-
mente cerca”del equilibrio (a una distancia δ del punto), permanece “suficientemente cerca”de esta
última todo el tiempo (como mucho a una distancia ε la una de la otra). Formalmente lo definimos
de la siguiente manera:
Definición 1.2.5 Sean (x∗, y∗) un punto de equilibrio y (x0, y0) las condiciones iniciales del Sistema
(1.28) y (1.29). El punto (x∗, y∗) es estable si para todo ε > 0 existe un δ > 0 tal que si la distancia
‖(x0, y0) − (x∗, y∗)‖ < δ entonces la (única) solución (x(t), y(t)) que satisface la condición inicial
cumple que ‖(x(t), y(t))− (x∗, y∗)‖ < ε para todo t ≥ 0.
Definición 1.2.6 Un punto de equilibrio (x∗, y∗) es inestable si no es estable.
Se define además, la estabilidad asintótica de un punto que significa que soluciones que empiezan
suficientemente cerca, no sólo permanecen cercanas sino que eventualmente acaban convergiendo al
mismo equilibrio.
Definición 1.2.7 Sean (x∗, y∗) un punto de equilibrio y (x0, y0) las condiciones iniciales del sistema
1.28 y 1.29. El punto (x∗, y∗) es asintóticamente estable si:
(i) (x∗, y∗) es un punto de equilibrio estable, y además
(ii) existe δ > 0 tal que toda solución (x(t), y(t)), que para t = 0 toma valor inicial (x0, y0) a
distancia menor que δ de (x∗, y∗) (es decir si ‖(x0, y0)− (x∗, y∗)‖ < δ ), cumple:
ĺım
t→+∞
(x(t), y(t)) = (x∗, y∗).
Un punto de equilibrio estable asintóticamente puede ser definido como exponencialmente esta-
ble si las soluciones no sólo convergen, sino que además convergen al menos tan rápido como
α‖(x0, y0)− (x∗, y∗)‖e−βt para algún α, β > 0.
Definición 1.2.8 Sean (x∗, y∗) un punto de equilibrio y (x0, y0) las condiciones iniciales del sistema
1.28 y 1.29. El punto (x∗, y∗) es exponencialmente estable si:
(i) (x∗, y∗) es un punto de equilibrio asintóticamente estable, y además
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(ii) existen α, β y δ > 0 tal que toda solución (x(t), y(t)), que para t = 0 toma valor inicial (x0, y0),
si para ‖(x0, y0)− (x∗, y∗)‖ < δ, cumple: ‖(x(t), y(t))− (x∗, y∗)‖ < α‖(x0, y0)− (x∗, y∗)‖e−βt
para todo t ≥ 0.
Para determinar la estabilidad de un punto de equilibrio, se debe considerar el comportamiento del
campo vectorial bidimensional en una vecindad local de este punto. El Sistema no lineal (1.26) y
(1.27) se puede linealizar cerca del equilibrio (x∗, y∗) mediante la expansión de la serie Taylor hasta
el primer orden [13]. Para este propósito, se supone que u = x − x∗ y w = y − y∗ denotan las
componentes de una pequeña perturbación del punto de equilibrio. Luego, por sustitución de estos
últimos en las Ecuaciones (1.26) y (1.27), se deduce que
u̇ = ẋ,
= f(x∗ + u, y∗ + w), (Por sustitución),
≈ f(x∗, y∗) + u∂f
∂x
(x∗, y∗) + w
∂f
∂y
(x∗, y∗), (Expansión de Taylor hasta el primer orden),
≈ u∂f
∂x
(x∗, y∗) + w
∂f
∂y
(x∗, y∗), (Porque f(x∗, y∗) = 0). (1.31)
Para el diferencial de w se obtiene una expresión similar a la Ecuación (1.31),
ẇ ≈ u∂g
∂x


























es la matriz Jacobiana en el punto de equilibrio (x∗, y∗). Las
soluciones del sistema linealizado se aproximan al comportamiento del campo vectorial bidimensional
del Sistema de Ecuaciones (1.26) y (1.27) en una vecindad local del punto de equilibrio (x∗, y∗).







donde c1, c2 ∈ R y los vectores distintos de cero v1, v2 ∈ R2 son lo vectores propios de la matriz







donde tr(J) = ∂f∂x +
∂g








∂x representan la traza y el determinante respectiva-
mente de la matriz Jacobiana J [13]. Dependiendo del signo del discriminante ∆ = tr(J)2−4 det(J)


















Figura 1.4: Clasificación de equilibrios. En sistemas dinámicos bidimensionales, los equilibrios
pueden clasificarse en nodos, ensilladuras o focos dependiendo de la traza (tr) y el determinante (det)
de la matriz jacobiana J. Esta clasificación corresponde a una configuración única de los valores
propios en el plano complejo y, a su vez, a un plano de fase local único en una vecindad de cada
equilibrio, como se muestra en los recuadros correspondientes. Los nodos o focos pueden ser estables
(áreas sombreadas de color) o inestables, mientras que las ensilladuras siempre son inestables. Las
inserciones de valores propios representan los dos valores propios de la matriz jacobiana (ćırculos
negros) en el plano complejo para el cual el eje real está en púrpura y el eje imaginario está en
negro. Figura reproducida en Inkscape.
evaluado en el punto (x∗, y∗), los valores propios pueden ser reales (si ∆ ≥ 0) o complejos conjugados
(si ∆ < 0). En particular, cuando ambos valores propios son negativos (o tienen partes reales nega-
tivas), es inmediato ver de la Ecuación (1.33) que u(t)→ 0 y w(t)→ 0, lo que significa x(t)→ x∗ e
y(t)→ y∗, de modo que el equilibrio es exponencialmente (y por lo tanto asintóticamente) estable.
En cambio, es inestable cuando al menos un valor propio es positivo o tiene una parte real positiva.
Además de definir la estabilidad de un equilibrio, los valores propios también definen la geometŕıa
del campo vectorial cerca del equilibrio (Figura 1.4), y se definen tres tipos principales de equilibrios:
nodos, ensilladuras y focos ([13],[5]). La diferencia en el comportamiento de los sistemas con distintos
equilibrios se puede percibir por las perturbaciones, que en el caso de los nodos, decaen de forma
monótona y en los focos oscilatoriamente.
Definición 1.2.9 Sean (x∗, y∗) un punto de equilibrio, J la matriz Jacobiana de 1.32 y λ1, λ2 los
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valores propios de J. El punto (x∗, y∗) se denomina nodo si los valores propios tienen el mismo
signo, es decir, λ1λ2 > 0. Se dice que el nodo es estable cuando λ1, λ2 < 0 e inestable cuando
λ1, λ2 > 0.
Las trayectorias tienden a converger o divergir de un nodo (Figura 1.4), a lo largo del vector propio
correspondiente al autovalor con el menor valor absoluto.
Definición 1.2.10 Sean (x∗, y∗) un punto de equilibrio, J la matriz Jacobiana de 1.32 y λ1, λ2 los
valores propios de J. El punto (x∗, y∗) se denomina punto de ensilladura si ambos valores propios
son reales pero de signos opuestos, es decir, λ1λ2 < 0.
La mayoŕıa de las trayectorias se acercan a punto de ensilladura a lo largo del vector propio corres-
pondiente al valor propio negativo (estable) y luego divergen del punto de ensilladura a lo largo del
vector propio correspondiente al valor propio positivo (inestable) (Figura 1.4).
Definición 1.2.11 Un caso especial de punto de equilibrio es cuando uno de los valores propios
es cero, es decir, λ1λ2 = 0 con λ1 6= λ2. En este caso, el equilibrio es de tipo mixto y se llama
nodo-ensilladura.
Definición 1.2.12 Sean (x∗, y∗) un punto de equilibrio, J la matriz Jacobiana de 1.32 y λ1, λ2 los
valores propios de J. El punto (x∗, y∗) se denomina foco si ambos valores propios son complejos
conjugados. Un foco es estable cuando los valores propios tienen partes reales negativas e inestable
cuando los valores propios tienen partes reales positivas.
La parte imaginaria de los valores propios determina la frecuencia de rotación de las trayectorias
alrededor del equilibrio del foco. En la Figura 1.4 se puede observar como se representan los focos
según su estabilidad. Si ambos valores propios tienen partes reales distintas de cero, el punto fijo
es hiperbólico. Por lo tanto, los nodos y ensilladuras son ejemplos de puntos fijos hiperbólicos. A la
inversa, un punto de nodo-ensilladura es un punto no hiperbólico ya que uno de los valores propios
es cero en este punto. El importante teorema de Hartman-Grobman [12] afirma que el retrato de
fase del sistema (1.26, 1.27) cerca de un punto fijo hiperbólico es “topológicamente equivalente” al
retrato de fase del sistema linealizado 1.32; en particular la linealización captura fielmente el tipo de
estabilidad del punto fijo. La terminoloǵıa de “topológicamente equivalente” hace referencia a que
existe un homeomorfismo que transforma un retrato de fase en el otro, de modo que las trayectorias
se transforman en trayectorias y el sentido del tiempo (es decir, la dirección de las flechas del campo
vectorial) se conserva.
1.2.3. Bifurcaciones en sistemas bidimensionales
En el sentido más general, por bifurcación en una familia de sistemas dinámicos se entiende un
cambio cualitativo en el retrato de fase cuando un parámetro alcanza o sobrepasa a un cierto valor
cŕıtico. Más espećıficamente, llamamos bifurcación de un punto de equilibrio el caso donde este
cambio consiste en la aparición o destrucción del equilibrio o en el cambio de su hiperbolicidad. Esto
suele ser para un conjunto espećıfico de valores de parámetros del modelo, que define el llamado
punto de bifurcación del sistema.
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Consideramos el sistema bidimensional (1.26, 1.27) escrito de la siguiente forma
ẋ = f1(x, y, µ) (1.34)
ẏ = f2(x, y, µ) (1.35)
donde el parámetro µ ∈ R se añade para enfatizar que la estructura cualitativa del flujo (ẋ(t), ẏ(t))
depende de este. En particular, a medida que µ vaŕıa, los equilibrios del sistema formados por las
Ecuaciones (1.34) y (1.35) pueden perder (ganar) estabilidad y aparecer (desaparecer) resultando
en cambios cualitativos del retrato de fase del sistema. Cuando ocurre cualquiera de estos cambios,
se dice que el sistema sufre una bifurcación, µ se conoce como el parámetro de bifurcación y el valor
de µ en el que existe la bifurcación se llama punto de bifurcación.
Dos posibles bifurcaciones conocidas por las cuales esto podŕıa suceder son la bifurcación del
nodo-ensilladura y la bifurcación de Andronov-Hopf. En una bifurcación de nodo-ensilladura,
un valor propio real simple se aproxima a cero. La condición de no hiperbolicidad para esta bifurca-
ción es, por lo tanto, que la matriz jacobiana del sistema en el punto de bifurcación tiene exactamente
un valor propio cero. Esto corresponde al escenario en el retrato de fase (Figura 1.5A) donde un nodo
estable (cuadrado negro) y una ensilladura (cuadrado rojo) se unen en un punto de nodo-ensilladura
(cuadrado negro y rojo) y luego desaparecen. En cambio una bifurcación de Andronov-Hopf (Figura
1.5B) se refiere a la desaparición o aparición local de un equilibrio de un foco y los valores propios
son imaginarios puros, los cuales resultan en la aparición o desaparición de otro tipo de atractores,
conocidos como ciclos ĺımite (Figura 1.5C), que no se consideran en este trabajo.
1.2.4. Dinámica y bifurcaciones del modelo aEIF
La interacción de las Ecuaciones (1.22) y (1.23) con el reinicio dado por la Ecuación (1.24) da
como resultado una rica estructura dinámica. Hay nueve parámetros más la corriente inyectada I,
pero estos se pueden reducir a cuatro más la corriente I mediante cambios de variables ([21]). De
esta manera las ecuaciones se pueden escribir en unidades adimensionales expresando el tiempo en
unidades de la constante de tiempo de membrana τm =
C
gL
, el voltaje en unidades del factor de
pendiente ∆T y del umbral de voltaje ϑrh, y reescribiendo tanto la variable de adaptación w como
la corriente de entrada I en unidades de voltaje, obteniendo el siguiente modelo equivalente ([21]):
u̇ = −u+ exp (u)− w + I
τwẇ = au− w
y al ocurrir el potencial de acción:
u→ ur
w → w + b,
donde las nuevas variables son u = u−ϑrh∆T , w =
w+a(urest−ϑrh)
gL∆T
; la corriente inyectada
I = IgL∆T + (1 +
a
gL
)urest−ϑrh∆T ; y los cuatros nuevos parámetros que se tienen en este modelo equi-
valente son τw =
τw
τm






y b = bgL∆T .
La dinámica en el plano de fase u-w está determinada en parte por el número y la naturaleza
de los puntos de equilibrios, que como vimos en el apartado anterior son las intersecciones de las
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Figura 1.5: A Bifurcación de nodo-ensilladura en una vecindad local del punto de bifurcación. En
B, un retrato de fase de una bifurcación supercŕıtica de Hopf. En el punto de bifurcación (figura del
medio) nace un ciclo ĺımite estable del foco, mientras que este último se vuelve inestable. El ciclo
ĺımite crece con el parámetro de bifurcación que resulta en oscilaciones de amplitud creciente. En
C, se muestra el caso de una bifurcación de Hopf subcŕıtica, un ciclo ĺımite inestable preexistente
se contrae con el parámetro de bifurcación y finalmente desaparece en el foco. Figura reproducida
en Inkscape.
dos ĺıneas nulas (Figura 1.6):






w = a(u− urest). w-nullcline
Debido a que la corriente de membrana (primera ecuación) es una función convexa del potencial de
membrana u, no puede existir más de dos puntos fijos. Cuando la corriente de entrada I aumenta,
la ĺınea nula de u se desplaza verticalmente y el número de puntos fijos va de dos a cero, mientras
que las trayectorias van de reposo a picos (Figura 1.6). Las propiedades de excitabilidad del modelo
dependen de cómo se produce la transición a picos, es decir, de la estructura de bifurcación.
Cuando I es muy negativo, hay dos puntos fijos, uno de los cuales es estable (el potencial de
reposo urest). Al aumentar I, pueden ocurrir dos situaciones diferentes dependiendo de la relación









entonces el sistema sufre una bifurcación de nodo-ensilladura cuando I aumenta, es decir, los puntos
fijos estables e inestables se fusionan y desaparecen. En el caso contrario, ocurren otros tipos de
bifurcaciones como por ejemplo la bifurcación Andronov-Hopf, donde el punto fijo estable se vuelve
inestable. El valor de I donde ocurren estas bifurcaciones de denomina corriente de reobase, por
tanto, es la corriente mı́nima requerida para provocar un pico. La corriente de reobase es distinta
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Figura 1.6: Ejemplos del plano de fase para un modelo aEIF. Aqúı se representan las ĺıneas nulas,
en verde la w-nullcline y en negra la u-nullcline, que en ausencia de corriente es la discontinua
y al inyectar una rampa de corriente se desplaza hacia arriba y queda en la linea continua. Las
trayectorias se muestran en los paneles de la derecha de cada figura y además en el plano de fase.
En este último están representadas por lineas negras horizontales y sus puntos iniciales luego de
cada pico se representan por cuadrados azules y el estado de reposo se indica por la cruz roja. En A
aparece una bifurcación de nodo-ensilladura en una vecindad local del punto de bifurcación y en B
se muestra una bifurcación de nodo-ensilladura que es responsable de la pérdida de estabilidad. En
este tipo de bifurcación los puntos fijos desaparecen después de que el punto fijo estable se fusiona
con el punto fijo inestable. El punto donde se fusionan los dos puntos fijos se encuentra cerca (pero
ligeramente a la derecha) del umbral de voltaje ϑrh, es decir el mı́nimo de la u-nullcline.
de acuerdo al tipo de bifurcación que ocurre en el sistema ([21]). En nuestra investigación, para
modelar las células granulares solo ocurren bifurcaciones del tipo nodo-ensilladura, donde agL <
τm
τw
y para que ocurra este fenómeno, la corriente de reobase es
ISN = (gL + a)
[







que se obtiene calculando la intersección de las ĺıneas nulas cuando estas son tangentes ([21]).
1.3. Métodos numéricos
1.3.1. Plataforma de simulación Brian 2
En esta investigación hemos utilizado el simulador gratuito de código abierto Brian 2 para simular
las redes neuronales con picos a través del modelo biof́ısco de las células granulares cerebelosas.
Este simulador está escrito en lenguaje de programación Pyhton y está disponible en casi todas las
plataformas [15]. El diseño general del Brian 2 está destinado a maximizar la flexibilidad, la sim-
plicidad y el tiempo de ejecución. En este simulador se pueden especificar modelos de las diferentes
partes de las redes neuronales, neuronas, sinapsis y sus interacciones, mediante diferentes módulos
que son definidos directamente con sus ecuaciones diferenciales. Esto contrasta con el enfoque de
otros simuladores neuronales en los que el usuario selecciona un conjunto predefinido de modelos
neuronales [15].
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1.3.2. Método de simulación numérica
Para la realización de las simulaciones utilizamos un modelo determinista con un término de




Ik(t) + I(t), (1.36)
con
I(t) = µ(t) + σ
√
cΓ(t),
donde µ es la parte determinista y principal del modelo, σ
√
cΓ(t) la fluctuación, es decir, el ruido,
σ y c denotan constantes positivas y Γ(t) es el ruido blanco Gaussiano. La Ecuación (1.36) es
equivalente a un proceso de Ornstein-Uhlenbeck definido de la siguiente manera:
Ut = U0 + a(Ut, t)dt+ b(Ut, t)dWt, (1.37)
donde U , Wt, a(Ut, t) y b(Ut, t) son procesos estocásticos, U0 un punto inicial,
a(Ut, t) = −
∑10
k=1 Ik(t) + µ(t) y b(Ut, t) = σ
√
cΓ(t), que en nuestro caso es constante. La Ecuación
1.37 se puede integrar utilizando el simulador Brian 2 mediante el método de Euler-Maruyama [16],
que básicamente es una generalización del método de Euler para ODE, pero en este caso para ecua-
ciones diferenciales estocásticas. La aproximación de Euler a la solución exacta U , es la cadena de
Markov M = {M(t), t0 ≤ t ≤ T} definida de la siguiente manera:
(i) Dividir el intervalo [t0, T ] en N subintervalos iguales de tamaño ∆t > 0:
t0 = τ0 < τ1 < · · · < τN = T y ∆t = T−t0N .
(ii) Definir el valor inicial M0 = U0
(iii) Definir recursivamente Mn para 1 ≤ n ≤ N por:
Mn+1 = Mn + a(τn,Mn)∆t+ b(τn,Mn)∆Wn
donde ∆Wn = Wτn+1 −Wτn y cuando se refiere a Mn = M(τn).
1.3.3. Métodos de ajuste por mı́nimos cuadrados
El ajuste de curvas es un proceso mediante el cual, dado un conjunto de N pares de puntos (xi, yi)
(siendo x la variable independiente e y la dependiente), se estima una función f(x) de manera que la
suma de los cuadrados de la diferencia entre la imagen dada y la correspondiente obtenida mediante








La función f(x) generalmente presenta uno o varios parámetros y estos se ajustan de manera que
se minimice el error cuadrático (εm). En esta sección veremos diferentes algoritmos que fueron
utilizados para estimar los parámetros del modelo aEIF que mejor representan la dinámica de las
células cerebelosas. Utilizamos métodos como la regresión lineal y no lineal [18], y un algoritmo de
evolución diferencial como un efectivo método heuŕıstico.
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Regresión lineal
En el caso de la regresión lineal simple se tiene una variable dependiente, denotada por Y y una
variable predictora X. Este modelo es de la forma
Y = a0 + a1X + ε,
donde a0 y a1 son el intercepto y la pendiente de la recta que representa el modelo respectivamente
y ε es una variable aleatoria que representa el error. El modelo es lineal porque la variable predictora
tiene potencia uno y no es argumento de otra función. Considerando que la muestra es representada
por n pares ordenados (Xi, Yi), el modelo se puede escribir como
Yi = a0 + a1Xi + εi (1.38)
para i = 1...n.
Se supone que la variable predictora X no es aleatoria y que ha sido medida con la mejor
precisión posible. Además se asume que los errores εi son variables aleatorias con media 0, varianza
constante σ2 y son independientes dos a dos, es decir, Cov(εi, εj) = 0, para todo i, j = 1...n, tal que
i 6= j.
Los parámetros a0 y a1 deben ser estimados en base a la muestra tomada. El método usual para
estimarlos es el de los mı́nimos cuadrados. La idea, como se mencionó al comienzo de esta sección,







(yi − a0 + a1xi)2.













(yi − a0 − a1xi)xi = 0,
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son las llamadas suma de productos corregida y suma de cuadrados corregidos de x respectivamente.
De la Ecuación (1.39) se puede ver que
â0 = y − a1x. (1.41)
Por la forma de Q, es natural pensar que en el punto (â0, â1) hay un mı́nimo. Esto se puede
comprobar aplicando el criterio de la segunda derivada para máximos y mı́nimos [18].
Finalmente, la ĺınea de regresión estimada o ajustada por mı́nimos cuadrados será
ŷ = â0 + â1x.
Una vez que se ajusta la ĺınea de regresión, el error se vuelve un valor observado y es llamado
residual.
Sustituyendo el valor de â0 de la Ecuación (1.41) en la expresión anterior, se tiene
ŷ = y + â1(xi − x).
Esta ecuación puede ser considerada como la estimación de un modelo de regresión donde la variable
predictora ha sido centrada.
El método de máxima verosimilitud también puede ser usado para estimar los coeficientes de
la ĺınea de regresión, pero se necesita considerar la suposición de que los errores aleatorios εi se
distribuyen normalmente con media cero y varianza σ2. En este caso las estimaciones que se obtie-
nen maximizando la función L(a0, a1, σ
2) =
∏n
i=1 f(yi − a0 − bxi), donde f representa la función
de densidad de una normal N(0, σ2), son equivalentes a las obtenidas por el método de mı́nimos
cuadrados.
En el caso de la regresión lineal, la solución es única y el método es exacto, mientras que en la
regresión no lineal la solución es aproximada y el método es iterativo. Un problema adicional de la
regresión no lineal es que no se garantiza que se haya encontrado el mı́nimo global, existiendo la
posibilidad de que se haya quedado en un mı́nimo local. Otra forma de obtener estos parámetros,
usualmente más sencilla y rápida, es usar técnicas de optimización numérica para minimizar esta
función, como veremos en el próximo apartado.
Evolución diferencial
Las heuŕısticas son una forma de abordar problemas cuando la solución se encuentra en un espacio
de búsqueda demasiado grande, donde un método habitual podŕıa tardar demasiado tiempo en
llegar a la solución óptima. Las heuŕısticas no aseguran encontrar la mejor solución; en cambio,
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nos brindan una solución cercana a la óptima. En algunas ocasiones es poco probable, obtener
resultados demasiado erróneos. A pesar de ello, las heuŕısticas han resuelto muchos problemas de
manera exitosa donde los métodos convencionales fallaron.
Existen muchos algoritmos heuŕısticos, entre ellos está la evolución diferencial (DE). Este es un
modelo evolutivo que enfatiza la mutación, utiliza un operador de cruce o combinación a poste-
riori de la mutación. Entre las ventajas más destacadas de este algoritmo pueden mencionarse la
simplicidad, eficiencia y velocidad. El proceso seguido por DE para resolver un problema de optimi-
zación se caracteriza por iterar sobre una población de vectores para hacer evolucionar soluciones
candidatas con respecto a una función de “costo”. La DE se compone básicamente en cuatro fases:
(i) inicialización, (ii) mutación, (iii) recombinación y (iv) selección.
Consideremos el siguiente ejemplo. Supongamos que queremos optimizar una función con D
parámetros reales. Seleccionamos un tamaño de población N . Los vectores de parámetros tienen la
forma:
xi,G = [x1,i,G, x2,i,G, · · · , xD,i,G] i = 1, 2, · · · , N.
donde G es el número de la generación. Entonces
(i) Inicialización
Definir los ĺımites superior e inferior para cada parámetro.
xLj ≤ xj,i,1 ≤ xUj
Seleccionar aleatoriamente los valores de los parámetros iniciales de manera uniforme en los




Cada uno de los vectores de parámetros N sufre mutación, recombinación y selección.
La mutación expande el espacio de búsqueda.
Para un vector de parámetro dado xi,G seleccionar aleatoriamente tres vectores xr1,G, xr2,G y
xr3,G de manera que los ı́ndices i, r1, r2 y r3 sean distintos.
Añadir la diferencia ponderada de dos de los vectores al tercero
vi,G+1 = xr1,G + F (xr2,G − xr3,G)
F ∈ [0, 2] es una constante llamada factor de mutación.
vi,G+1 es llamado vector mutante.
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(iii) Recombinación
La Recombinación incorpora soluciones exitosas de la generación anterior.
El vector de prueba ui,G+1 se desarrolla a partir de los elementos del vector objetivo, xi,G y
los elementos del vector mutante, vi,G+1.
Los elementos del vector mutante ingresan al vector de prueba con probabilidad CR:
uj,i,G+1
{
vj,i,G+1 si randj,i ≤ CR ó j = Irand
xj,i,G si randj,i > CR y j 6= Irand
,
con i = 1, 2, · · · , N y j = 1, 2, · · · , D.
randj,i ∼ U [0, 1], Irand ∈ [1, 2, · · · , D] es un entero aleatorio.
Irand asegura que vi,G+1 6= xi,G.
(iv) Selección
El vector objetivo xi,] se compara con el vector de prueba vi,G+1 y el que tiene el menor valor
de función se admite en la próxima generación
xi,G+1
{
ui,G+1 si f(ui,G+1) ≤ f(xi,G+1) ≤ f(xi,G)
xi,G en otros casos
,
con i = 1, 2, · · · , N .




El objetivo de este caṕıtulo es introducir un procedimiento de ajuste para modelar cálculos neu-
ronales complejos mediante modelos de integración y disparo de tipo adaptativo exponencial, es
decir, aEIF. Lo hacemos considerando el caso del gránulo cerebeloso descrito por el modelo biof́ısi-
co detallado previamente introducido (Sección 1.1.4). Primeramente brindamos una estimación del
modelo aEIF mediante el método clásico de la curva dinámica I−V . Luego realizamos la estimación
del comportamiento del modelo en condiciones dinámicas por debajo del umbral de voltaje; y por
último obtuvimos los parámetros de adaptación.
2.1. El método de la curva dinámica I − V
El método de la curva dinámica I − V fue introducido por Badel y otros compañeros en [7]. El
método extrae propiedades de respuesta de una neurona mientras se realiza un est́ımulo. La co-
rriente transmembrana resultante se proyecta en una relación corriente - voltaje unidimensional que
proporciona la base para un modelo de integración y disparo no lineal manejable. Primero se ilustra
un modelo basado en conductancia y luego se aplica experimentalmente para generar un modelo
reducido para células cerebelosas. Ya hemos visto que el voltaje u a través de la membrana en el
momento de una inyección de corriente Iapp, se describe siguiendo una ecuación de equilibrio del
tipo:
Cu̇ = −Iion + Iapp, (2.1)
donde C es la capacidad de la membrana e Iion es la suma de las corrientes iónicas definidas por los
términos en las Ecuaciones de (1.8) a 1.17. El curso de tiempo de la corriente iónica Iion, debido a
algún patrón de corriente aplicada Iapp, se puede extraer de una traza de voltaje reorganizando la
ecuación (2.1) de esta manera
Iion = Iapp − Cu̇. (2.2)
Si se conoce la capacidad de membrana C (que se calcula luego) y se halla directamente el diferencial
de u a partir de las diferencias finitas, todas las cantidades en el lado derecho de la Ecuación (2.2) son
conocidas y, por tanto se obtiene Iion como una función parametrizada por el tiempo que representa
una relación corriente - voltaje.
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Figura 2.1: En el panel superior de A mostramos la evolución en el tiempo del potencial de
membrana del modelo biof́ısico detallado, al recibir entradas de corrientes cuyos valores se muestran
en el panel inferior. En B observamos un aumento del panel superior de A, en el rango que se
observa señalado en el rectángulo. En C se observa una dispersión de los valores de corriente Iion
en función del voltaje (nube negra de puntos), que corresponden a los voltajes fuera de los puntos
sombreados en gris en la figura B (desde un pico hasta la ocurrencia de otro) y se muestra también
la curva dinámica I − V (ĺınea roja), que se obtiene promediando el Iion en pequeños grupos de
voltaje.
El objetivo es encontrar una relación unidimensional entre la corriente y el voltaje, por lo que se
realiza un diagrama de dispersión de los valores de Iion en función del voltaje, donde solo se incluyen
los datos en el rango de voltaje por debajo del umbral, hasta la ocurrencia del pico y dentro de los
200 ms después de este (Figura 2.1 B - valores de u(t) sombreados en gris)
La corriente promedio, para un voltaje particular, define la curva dinámica I − V , denotada
por Id(u), es decir,
Id(u) = E[Iion(u, t)]u. (2.3)
donde E[X]u denota el valor esperado de la variable aleatoria X condicionada a un voltaje u.
Prácticamente, esta cantidad puede calcularse reuniendo todos los puntos en la trayectoria en
un rango del voltaje donde se puede ver que la curva dinámica I − V (Figura 2.1 C), comprende
una región en voltajes por debajo del umbral, seguida de un giro brusco hacia abajo al comienzo
del pico. La ventaja de conocer la curva Id(u), es que podemos estimar C sin ningún conocimiento
de la célula, simplemente considerando los puntos (u(t), Iapp(t)) [7].
La capacidad se puede hallar de diversas formas. Sin embargo, los protocolos de corrientes apli-
cadas fluctuantes, ofrecen un método alternativo conveniente que se describe en [7]. Si la Ecuación
(2.2) se aplica con una estimación Ce de la capacidad en lugar de su valor real, se encuentra una
estimación de la corriente iónica con un cierto error, que para un voltaje fijo u, esta corriente tiene
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Var [Iapp]u , (2.4)
donde Var [X]u denota la varianza de una variable aleatoria X condicionada a un voltaje u, y se
asume que la covarianza entre Iapp e Iion es cero. El valor real para C es la estimación Ce que
minimice el término derecho de la Ecuación (2.4), evaluado en algún rango de voltaje donde la
curva I − V es lineal. Este valor puede ser encontrado también, resolviendo la Ecuación (2.4) para





donde nuevamente estas dos cantidades se miden cerca de un voltaje donde la curva dinámica I−V
es lineal. Aplicando las Ecuaciones (2.4) y (2.5), al modelo biof́ısco detallado de las células granulares
dado por D’ Angelo y otros compañeros en [10], estimamos el valor de la capacidad de membrana
C con una precisión del orden de 10−6 nF.
2.2. Estimación del comportamiento sub-umbral
Sea el sistema de ecuaciones diferenciales
Cu̇ = f(u)− w + I (2.6)
τwẇ = a(u− EL)− w, (2.7)
que representa el modelo exponencial adaptativo (aEIF) que definimos en la Sección 1.1.5, donde
u es el voltaje a través de la membrana al inyectar una rampa de corriente I, C es la capacidad de
dicha membrana, τw una constante de tiempo, w la corriente de adaptación con parámetros a y b
(cantidad que aumenta cuando u llega al umbral) y EL el potencial de reposo. La función f(u) se
define como:






donde gL es la conductancia, ∆T es un factor de pendiente y ϑrh es el umbral del voltaje.
La estimación de los parámetros del modelo aIF para la dinámica sub-umbral se produce en
algunos pasos.
Paso 1: Se basa en la observación que para valores de u lo suficientemente lejos del umbral de
disparo del pico, podemos descuidar el término exponencial en la Ecuación (2.8).
De esta manera, trabajando bajo la hipótesis general que ẇ  u̇, se inyectaron rampas cortas
de corrientes de diferentes amplitudes mientras el voltaje no supera el umbral, para estudiar la
dinámica sub-umbral de u mediante la solución de la siguiente ecuación diferencial:
Cu̇ = −gL(v − EL) + I si 0 ≤ t ≤ tf
Cu̇ = −gL(v − EL) si t ≥ tf ,
(2.9)
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Figura 2.2: En A se muestra el comportamiento del modelo biof́ısico al aplicarle diversas rampas
de corrientes. En B podemos observar el ajuste del modelo de dos formas: regresión no lineal (RNL)
y evolución diferencial (ED), que como podemos observar a medida que aumenta la magnitud de la
corriente, el ajuste no es bueno. Además observamos el comportamiento de la desviación estándar
de ambos procedimientos, resultando la ED más eficiente.
donde tf es el tiempo que marca la terminación del pulso de corriente. Calculando la solución a esta
ecuación tenemos





















(t−tf )Θ(t− tf ) (2.10)
donde Θ(t) es la función de Heaviside que se define como Θ(t) = 0 si t < 0 y Θ(t) = 1 si t ≥ 0.
Para cada rampa de corriente que se inyectó, se generó una serie de valores de voltaje (u) medidos
con respecto al tiempo (t). Para cada conjunto de puntos (t, v) se determinó el valor óptimo del
parámetro gL que produce un buen ajuste del modelo representado por la Ecuación (2.10) a los
datos en cuestión. En la Figura 2.2 B se puede observar que hasta aproximadamente un valor de
5 pA de corriente aplicada el ajuste es muy bueno, pero a medida que esta corriente es mayor, el
ajuste se vuelve ineficiente como resultado de las no linealidades que actúan por debajo del umbral
de disparo, en el modelo biof́ısico.
Paso 2: Consideremos el caso de la inyección de una rampa lenta de corriente, tal que la corriente
de adaptación w se puede aproximar a a(u−EL). Bajo estas condiciones, el sistema alcanza el punto
de equilibrio, lo que significa que u̇ = ẇ = 0, por tanto, igualando a cero las Ecuaciones (2.6) y
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Figura 2.3: En A se muestra el comportamiento del modelo biof́ısico al aplicarle diversas corrientes.
En B se muestra en el panel superior una recta discontinua y la representación de los datos generados
al inyectar las pequeñas rampas de corriente (ĺıneas de colores) que representa los valores de la
corriente de adaptación de w a lo largo del tiempo calculados mediante el modelo lineal a(u − EL)
cuyo parámetro a fue estimado mediante una regresión lineal para cada rampa de corriente que están
representados en colores en segundo panel de la Figura A.
(2.7), y sustituyendo la Ecuación (2.8) (sin el término exponencial) en la Ecuación (2.6), tenemos
f(u)− w + I = 0 (2.11)
a(u− EL)− w = 0. (2.12)
Despejamos w en la segunda ecuación y sustituimos en la primera para obtener la corriente en
función del voltaje y de los parámetros a y gL.
I = a(u− EL) (2.13)
donde a = (gL + a) y lo estimamos mediante una regresión lineal (Sección 1.3.3). En la Figura 2.3
se puede observar un fenómeno similar a lo que ocurŕıa en las Figuras 2.2 que a medida que la
corriente aplicada es mayor, el ajuste va aumentando el error.
Paso 3: Debido a que al modelo aEIF tiene la forma




donde de manera general F (u) es una función no lineal (exponencial) del voltaje, el siguiente paso
en la estimación de los parámetros de nuestro modelo es considerar esa nolinealidad. Para esto nos
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Figura 2.4: En figura A se muestran los valores de la función F (u) medida en una célula cerebelosa
(puntos negros), ajustada por el modelo aEIF utilizando una estimación de solo los parámetros
(∆T , ϑrh) (ĺınea verde) y otra usando (a,∆T , ϑrh) (ĺınea roja), que fueron ajustados mediante el
algoritmo de evolución diferencial. En la figura B se observan las barras de error de las diferentes
estrategias utilizadas de la evolución diferencial.
seguiremos apoyando de la curva dinámica I−V que permite obtener experimentalmente los valores
de la función F (u). Igualando la Ecuación (2.14) con la Ecuación (2.2) obtenemos
F (u) = −Id(u)
C
(2.15)
donde Id(u) está dada por la expresión 2.3. De esta forma la corriente que es inyectada en el modelo
será la misma que la corriente promedio de los datos experimentales.






Ahora podemos hacer un ajuste multiparamétrico que minimice el error cuadrático medio de las
distancias entre las variables aleatorias F (u) y F ∗(u). Para completar este procedimiento, se utilizó






(F (ui,p)− F ∗(ui))2 , (2.17)
donde p es un vector de parámetros definidos en R, y F (u) dado por la Ecuación (2.15), fue medida
desde una célula cerebelosa (puntos negros en Figura 2.4 A). Mediante este método, estimamos
dos conjuntos de parámetros: p = (∆T , ϑrh) y p = (a,∆T , ϑrh), aunque hayamos estimado a
previamente. Debido a que el ajuste utilizando tres grados de libertad (ĺınea roja en Figura 2.4
A) produce mejor resultados que el procedimiento con solo dos grados de libertad (ĺınea verde en
Figura 2.4 A), optamos por él. En consecuencia, descartamos el valor de a obtenido anteriormente.
Sin embargo para obtener una estimación adecuada del rango de los parámetros, realizamos una
evolución diferencial para veinte puntos iniciales y tomamos la media de los parámetros estimados.
Luego ejecutamos el algoritmo considerando diferentes estrategias de selección de la solución (ver
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Figura 2.5: En A se describe el potencial de membrana en la ĺınea azul continua, destacando
los puntos de reinicio (cuadrados azules) y el comienzo de cada pico (triángulos azules). Además
se representa superpuesta la dinámica de la corriente de adaptación (ĺınea naranja discontinua)
donde se muestran los puntos que anulan las derivadas de dicha variable. B es una ampliación de
ambas dinámicas en donde se destaca que hay una variación rápida de ambas variables en un corto
intervalo de tiempo y luego ocurre una variación más lenta, lo que nos confirma que necesitamos
considerar dos escalas temporales.
documentación de la evolución diferencial del paquete scipy.optimize en Python 3.7), elegimos el
best1bin ya que están produciendo el mı́nimo error y dispersión de posibles soluciones (Figura 2.4
B).
2.3. Estimación de los parámetros de adaptación
Como parte final del procedimiento de estimación de los parámetros del modelo, determinamos los
valores óptimos para los parámetros de adaptación b y τw siguiendo las pautas de [8].
Primeramente para establecer la dinámica completa de u obtuvimos el voltaje de reinicio ur
(Ecuación (1.24)), identificando los voltajes mı́nimos ya que son los valores después de la ocurrencia
de los picos. Luego al ilustrar la dinámica de la corriente w (Figura 2.5 A) observamos que después
de cada pico hay dos puntos donde ẇ = 0.
En el aEIF, el voltaje de reinicio de u coincide con la discontinuidad en w. También observamos
que w > 0 cuando ϑrh > 0 (puntos negros en Figura 2.5 A). Entonces debido a que en nuestro ajuste
anterior a < 0 y ur > EL ya que como es evidente ϑrh > EL, los valores de w en el reinicio y antes
del pico, deben tener el mismo signo. Por lo tanto necesitamos tomar los máximos relativos donde
w < 0. Sin embargo un problema adicional surge en la dinámica de w cerca del instante del pico
que es la existencia de dos caracteŕıstica, considerando la normalización de las trazas de w(t) (ĺınea
discontinua naranja) en la Figura 2.5 B. Una es la disminución rápida cerca del reinicio, y luego
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Figura 2.6: En A se muestra un diagrama de cajas para cada conjunto de valores que puede tomar
el parámetro b para diferentes trazas de corrientes. Aqúı se observan los cuartiles de cada conjuntos,
los valores at́ıpicos, que vemos que a medida que aumentamos la intensidad de la corriente surgen
más, y las medianas de cada conjunto, que nos brinda la información que la mayoŕıa de estos
conjuntos tienen distribución asimétrica. En la ĺınea roja continua de la misma figura se representa
el valor del parámetro b que fue escogido para nuestro modelo y entre las ĺıneas discontinuas el
intervalo de confianza. En B se puede observar de otra manera cómo se ajustan los datos, mientras
más cerca estén de la ĺınea diagonal mejor es el ajuste.
ocurre un aumento más lento, lo que sugiere la existencia de múltiples mecanismos de adaptación.
Para determinar el valor de b, que representa la adaptación activada por picos, y la constan-
te de disminución del tiempo en la adaptación τw, despolarizamos el potencial de membrana a
u ≥ 60 mV (utilizando la corriente de inyección Iapp) para acercarnos al potencial promedio durante
la estimulación, y luego inyectamos una serie periódica de rampas de corrientes cortas, pero que
sean suficientes para generar picos. Considerando que estamos lejos del umbral, podemos deducir
el nivel de adaptación justo antes del inicio del pulso a partir de la velocidad de despolarización
de la membrana, que evoluciona siguiendo la Ecuación (2.6). Por tanto despejando esta ecuación
y teniendo en cuenta que f(u) (Ecuación (2.8)) no presenta el término exponencial, debido que
estamos considerando la dinámica por debajo del umbral, tenemos que
w = −Cu̇− gL(u− EL) + I. (2.18)
Con las diferencias entre los valores de w dados por la Ecuación (2.18) y los valores dados por
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Figura 2.7: La figura A muestra las curvas correspondientes a las relaciones entre las frecuencias
de picos y las corrientes aplicadas (F − I). Como se observa en el ajuste inicial que se realizó, este
no tiene buena precisión. Aplicando una corriente inhibitoria se mejora el ajuste, pero solo en una







C 2.924 0.297 pF
gL 0.840 0.001 35 nS
∆T 4.496 0.015 mV
ϑT −35.561 0.000 156 mV
a −0.704 0.135 nS
ur −60.213 0.214 mV
b 26.247 0.435 pA
τw 4.895 0.719 ms
Tabla 2.1: Parámetros obtenidos en el procedimiento de ajuste.
la dinámica de adaptación (Ecuación (2.7)), extraemos valores de b para cada rampa de corriente
(Figura 2.6 A). Hallando la media de cada variable aleatoria y luego la media de esos valores,
obtenemos la estimación del parámetro. Para estimar la constante de tiempo τw, ajustamos la
función de w dada por la Ecuación (2.7) a los valores obtenidos con la Ecuación (2.18) minimizando
el error cuadrático medio a través de una evolución diferencial. Podemos observar que el resultado
de esta estimación es bastante bueno para valores pequeños de w (Figura 2.6 B).










Figura 2.8: Se muestra el potencial de membrana del modelo aEIF utilizando los parámetros esti-
mados y el potencial del modelo biof́ısico detallado.
2.4. Comparación con modelo biof́ısico
Una vez obtenidas todas las estimaciones de los parámetros del modelo aEIF para las células
granulares cerebelosas mostramos que tan bien se ajusta a los datos realistas que produce el modelo
biof́ısico. Para comprobar el procedimiento de ajuste utilizamos la curva F − I que representa la
frecuencia de picos contra la corriente aplicada. En la Figura 2.7 A observamos el comportamiento
del modelo de estas curvas para los datos reales (ĺınea negra), y para los datos que devuelve el
modelo con nuestras estimaciones de parámetros. Podemos observar que se produce un mal ajuste
con el primer conjunto de parámetros estimados (ĺınea naranja discontinua), y podemos destacar dos
diferencias principales. Primero que la curva del modelo biof́ısico presenta un umbral, lo que significa
que existe un valor Iθ para la corriente aplicada tal que solo para valores Iapp ≥ Iθ la frecuencia de
pico es mayor que cero. Segundo que la curva se observa claramente que no es lineal, y Iapp ≥ Iθ se
acerca a la linealidad, pero para Iapp  Iθ se aleja de esta linealidad. Veremos a continuación cómo
resolver la primera falta de coincidencia, porque la segunda, en cambio, se deriva de la complejidad
interna del modelo biof́ısico detallado, y no puede resolverse fácilmente mediante el modelo simple
aEIF, principalmente porque no podemos considerar una aproximación de adaptación mediante
una ecuación lineal ni múltiples escalas de tiempo para la adaptación. Además no podemos tener en
cuenta una ambigüedad no resuelta sobre cómo establecer el valor de w justo después del reinicio,
que es derivada del hecho de que lo estamos estimando mirando cualitativamente el reinicio de u
(pero este reinicio puede no coincidir con el reinicio real de los canales iónicos que subyacen al
mecanismo de adaptación).
Enfocándonos primero en el fenómeno del umbral, al realizar nuestra estimación de ajuste,
asumimos solo una corriente de pérdida particular, es decir, IL = gL(EL − u), en la práctica, sin
embargo, también debemos tener en cuenta una contribución adicional a la pérdida debido a una
inhibición tónica provocada por la célula de Golgi sobre la célula granular, la cual se denota por
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Iinh = ging(Einh − u), con Einh ∈ [−75,−70] mV y considerando el valor ginh = 0.2 nS resolvemos
el fenómeno del umbral (Figura 2.7 A).
Como prueba de ajuste, finalmente recurrimos a una exploración por fuerza bruta del plano de los
parámetros b y τw (Figura 2.7 B), representando en este el error cuadrático medio de la curva F − I
estimada con respecto a la obtenida por el modelo biof́ısico detallado e intentando reproducir un
mejor ajuste. Luego comparamos nuestro procedimiento de ajuste con todos los valores de la Tabla
2.1 para simular un ejemplo de potencial de membrana con una corriente inyectada constante en
nuestro modelo aEIF de la célula granular (Figura 2.8). Como podemos observar, somos capaces
de reprodudir las frecuencias de picos, pero encontramos diferencias significativas en la dinámica
subumbral, debido a no linealidades adicionales que existen en el modelo biof́ısico detallado, que
provocan dinámicas de adaptación más complejas que no se pueden describir con una sola corriente
de adaptación del modelo.
Conclusiones
En esta investigación vimos un modelo biof́ısico que caracteriza la dinámica de las células granula-
res cerebelosas, que no es más que un sistema de ecuaciones diferenciales caracterizado por fuertes
no linealidades que producen oscilaciones. Este modelo es muy complejo y necesita un alto coste
computacional cuando es simulado. Por esta razón la motivación de este estudio fue la posibilidad
de explorar nuevos métodos para simular el comportamiento de las células granulares del cerebelo
utilizando modelos formales, en particular del tipo adaptativo exponencial de integración y disparo.
Este modelo se constituye de una primera ecuación que describe la dinámica del potencial de mem-
brana e incluye un término de activación con una dependencia de voltaje exponencial y una segunda
ecuación que describe la adaptación. Como se ha documentado en la bibliograf́ıa, este modelo puede
ser utilizado por otras células en el cerebro [7, 8]. El progreso de este trabajo fue construir las bases
para el proceso de estimación de los múltiples parámetros que presenta el modelo formal con el fin
de reproducir eficientemente la calidad de la dinámica del modelo biof́ısico de las células granulares.
En este sentido nuestro procedimiento abarca una serie de pasos consecutivos. El primero consiste
en la aplicación del método de la curva dinámica para estimar la capacidad de membrana de los
datos del modelo. Este método posee una importancia adicional pues nos permite estudiar la curva
final de frecuencia y corriente. Luego vimos el comportamiento por debajo del umbral de picos y
por último los parámetros que influyen en la adaptación del modelo.
Nuestro procedimiento de ajuste no es perfecto y aún varios aspectos del modelo biof́ısico no
lineal de la célula granular cerebelosa no pueden ser capturados por el modelo aEIF simple. En
particular, hay una no linealidad fuerte para la despolarización subumbral intermedia que causa la
presencia de más de una escala temporal en la dinámica de adaptación de la célula. Por el contrario,
en nuestro caso consideramos el modelo simple de adaptación que solo presenta una escala temporal
y por tanto, no podemos reproducir completamente toda esta complejidad. Por otro lado, podemos
rescatar las bajas frecuencias y el umbral de la curva biof́ısica F-I, si complementamos la ecuación
original de aEIF para el potencial de membrana con una corriente inhibidora tónica adicional.
Los resultados obtenidos en esta investigación fueron presentados en el Congreso de Anual de
Neurociencia Computacional [17]. Como trabajo futuro se plantea con vista a mejorar este proce-
dimiento, considerar una generalización del modelo aEIF en dirección a un modelo más complejo,
que puede ser del mismo tipo, pero con más corrientes de adaptación.
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