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RENORMALIZATION FOR LORENZ MAPS OF MONOTONE
COMBINATORIAL TYPES
DENIS GAIDASHEV
Abstract. Lorenz maps are maps of the unit interval with one critical point
of order ρ > 1, and a discontinuity at that point. They appear as return maps
of sections of the geometric Lorenz flow.
We construct real a priori bounds for renormalizable Lorenz maps with cer-
tain monotone combinatorics and a sufficiently flat critical point, and use these
bounds to show existence of periodic points of renormalization, as well as ex-
istence of Cantor attractors for dynamics of infinitely renormalizable Lorenz
maps.
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1. Introduction
E. N. Lorenz in [12] demonstrated numerically the existence of certain three-
dimensional flows that have a complicated behaviour. The Lorenz flow has a
saddle fixed point with a one-dimensional unstable manifold and an infinite set of
periodic orbits whose closure constitutes a global attractor of the flow.
As it is often done in dynamics, one can attempt to understand the behaviour
of a three-dimensional flow by looking at the first return map to an appropriately
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2 DENIS GAIDASHEV
chosen two-dimensional section. In the case of the Lorenz flow, it is convenient
to choose the section as a plane transversal to the local stable manifold, and,
therefore, intersecting it along a curve γ. The first return map is discontinuous
at γ.
The geometric Lorenz flow has been introduced in [13]: a Lorenz flow with an
extra condition that the return map preserves a one-dimensional foliation in the
section, and contracts distances between points in the leafs of this foliation at a
geometric rate. Since the return map is contracting in the leafs, its dynamics is
asymptotically one-dimensional, and can be understood in terms of a map acting
on the space of leafs (an interval). This interval map has a discontinuity at the
point of the interval corresponding to γ, and is commonly called the Lorenz map.
In this paper, we construct renormalization real a priori bounds for a class
of Lorenz maps of bounded monotone combinatorics (Main Proposition and
Theorem B, Section 1.2), and demonstrate existence of uniquely ergodic Cantor
attractors for infinitely renormalizable Lorenz maps in this class (Theorem A,
Section 1.2).
Similar results have been obtained for another class of Lorenz maps of monotone
combinatorics in [10]. In the present paper we extend the approach of [10] to a
rather different combinatorial class of Lorenz maps (see explanation after theorem
B for details).
1.1. Background and definitions. We will start by defining what is known as
the standard Lorenz family. Our work is a continuation of the study started in
[10], and we will, therefore, make a conscientious effort to use the notation of [10]
so that it would be easier for the reader to compare the approach of this paper
with that of [10].
Definition 1.1. Let u ∈ [0, 1], v ∈ [0, 1], c ∈ (0, 1) and ρ > 0. The standard
Lorenz family (u, v, c) 7→ Q(x) is the family of maps Q : [0, 1] \ {c} 7→ [0, 1]
defined as
Q(x) =
{
u
(
1− ( c−x
c
)ρ)
, x ∈ [0, c),
1 + v
(−1 + (x−c
1−c
)ρ)
, x ∈ (c, 1],
Remark 1.2. In the definition above, u is the length of Q([0, c)), v is that of
Q((c, 1]), while u and 1 − v are the critical values. To emphasize that a critical
point c corresponds to a map f , we will use the notation c(f). The difference 1−c
will be denoted as µ:
µ ≡ 1− c.
More generally,
Definition 1.3. A Ck-Lorenz map f : [0, 1] \ {c} 7→ [0, 1] is defined as a triple
(φ, ψ,Q),
f(x) =
{
φ(Q(x)), x ∈ [0, c),
ψ(Q(x)), x ∈ (c, 1],
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where φ and ψ are Ck orientation preserving diffeomorphisms of [0, 1] (this space
will be denoted by Dk).
Remark 1.4. Notice, two different Ck-Lorenz maps, that is two different triples
(φ, ψ,Q) and (φ˜, ψ˜, Q˜) define one and the same map on [0, 1] if c = c˜ and φ˜|[0,c) =
φ ◦ u/u˜|[0,c) and ψ˜|[0,c) = ψ ◦ (v(x− 1)/v˜ + 1)|[0,c). We will, however, think of two
triples (φ, ψ,Q) and (φ˜, ψ˜, Q˜) as distinct. The ambiguity disappears in the class
Cω, since, e.g., φ˜|[0,c) = φ ◦ u/u˜|[0,c) =⇒ φ˜|[0,1] = φ ◦ u/u˜|[0,1] =⇒ φ˜(1) 6= 1.
We will refer to the diffeomorphisms φ and ψ as coefficients or factors of the
Lorenz map.
The set of Ck-Lorenz maps will be denoted Lk. Since a Lorenz map (1.3)
can be identified with a quintuple (u, v, c, φ, ψ), the space Lk is isomorphic to
[0, 1]2 × (0, 1)×Dk ×Dk. LS ⊂ L3 will denote the subset of maps with negative
Schwarzian derivative Sf ,
Sf (x) =
f ′′′(x)
f ′(x)
− 3
2
(
f ′′(x)
f ′(x)
)2
(1.1)
The notation | · |k will be used for the Ck-norm. The subsets of D3 of diffeomor-
phisms with a negative Schwarzian will be denoted DS.
Guckenheimer and Williams have proved in [6] that there is an open set of three-
dimensional vector fields, that generate a geometric Lorenz flow with a smooth
Lorenz map of ρ < 1. However, one can use the arguments of [6] to construct
open sets of vector fields with Lorenz maps of ρ ≥ 1. Similarly to the unimodal
family, Lorenz maps with ρ > 1 have richer dynamics that combines contraction
with expansion.
Definition 1.5. A branch of fn is a maximal closed interval J on which fn is a
diffeomorphism in the interior of J .
An endpoint of J is either 0, 1 or a preimage of c.
For any x ∈ [0, 1] \ {c} such that fn(x) 6= c for all n ∈ N, define the itinerary
ω(x) ∈ {0, 1}N of x as the sequence {ω0(x), ω1(x), . . .}, such that
ωi =
{
0, f i(x) < c,
1, f i(x) > c.
(1.2)
If one imposes the usual order 0 < 1, then for any two ω and ω˜ in {0, 1}N, we
say that ω < ω˜ iff there exists r ≥ 0 such that ωi = ω˜i for all i < r and ωr < ω˜r.
The limits
ω(x+) ≡ lim
y↓x
ω(y), ω(x−) ≡ lim
y↑x
ω(y)
where y’s run through the points which are not the preimages of c, exists for all
x ∈ [0, 1].
The kneading invariant K(f) of f is the pair (K−(f), K+(f)) = (ω(c−), ω(c+)).
Hubbard and Sparrow have found in [7] a condition on the kneading invariant of
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Figure 1. a) A Lorenz map f of renormalization type (01, 1000) with
the critical exponent ρ = 2; b) R[f ]
topologically expansive Lorenz maps. Kneading invariants for a general Lorenz
map, not necessarily expansive, satisfy the following condition:
K−0 = 0, K
+
0 = 1, σ(K
+) ≤ σn(K±) ≤ σ(K−), n ∈ N,
here σ is the shift in {0, 1}N. Conversely, any sequence as above is a kneading
sequence for some Lorenz map.
A Lorenz map has two critical values
c−1 = lim
x↑c
f(x), c+1 = lim
x↓c
f(x).
We will use the notation c±1 (f) whenever we want to emphasize that that a critical
value corresponds to a function f .
A Lorenz map f with c+1 < c < c
−
1 is called nontrivial, otherwise f has a globally
attracting fixed point. In general, c±k will denote points in the orbit of the critical
values:
c±i = f
i−1(c±1 ), i ≥ 1.
Definition 1.6. A Lorenz map f is called renormalizable if there exist p and q,
0 < p < c < q < 1, such that the first return map (fn, fm), n > 1,m > 1,
of C = [p, q] is affinely conjugate to a nontrivial Lorenz map. Choose C such
that it is maximal. The rescaled first return map of such C \ {c} is called the
renormalization of f and denoted R[f ].
We will denote
L = [p, c), R = (c, q],
while the first return map will be denoted P [f ] and referred to as the prerenor-
malization. If f is renormalizable, then there exist minimal positive integers n
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and m such that
P [f ](x) =
{
fn+1(x), x ∈ L,
fm+1(x), x ∈ R,
Then, explicitly,
R[f ] = A−1 ◦ P [f ] ◦ A, (1.3)
where A is the affine orientation preserving rescaling of [0, 1] onto C. We will also
use the notation f˜ for the renormalization of f .
The intervals f i(L), 1 ≤ i ≤ n, are pairwise disjoint, and disjoint from C. So
are the intervals, f i(R), 1 ≤ i ≤ m. Since these intervals do not contain c, we can
associate a finite sequence of 0 and 1 to each of these two sequences of intervals:
ω−={K−0 , . . . , K−n }, ω+ ={K+0 , . . . , K+m}, ω = (ω−, ω+) ∈ {0, 1}n+1 × {0, 1}m+1,
which will be called the type of renormalization. The subset of Lorenz maps as
in the Definition (1.3) which are renormalizable of type (ω−, ω+) is referred to as
the domain of renormalization Dω (cf. [9]).
Let
ω¯ = (ω0, ω1, . . .) ∈
∏
i∈N
⊗({0, 1}ni+1 × {0, 1}mi+1) . (1.4)
If Ri[f ] is ωi-renormalizable for all i ∈ N, then f is called infinitely renormalizable
of combinatorial type ω¯. The set of ω-renormalizable maps will be denoted by
Lω, and the set of maps f such that Ri[f ] is ωi-renormalizable will be called
Lω¯, ω¯ = (ω0, ω1, ..., ωn), with n finite or infinite. If ω¯ is such that |ω±i | < B,
i = 0, 1, . . ., for some 0 < B <∞, we say that ω¯ is of bounded type.
We would like to draw the attention of the reader to the position of the indices
in our notation: ωi ∈ {0, 1}N×{0, 1}N is a pair of two words, while ωi is an integer
0 or 1 in a single word (cf. (1.2)).
The combinatorics
ω = (0
n︷ ︸︸ ︷
1 . . . 1, 1
m︷ ︸︸ ︷
0 . . . 0) (1.5)
will be called monotone. The set of all monotone combinatorial types will be
denoted M, while LM will denote all Lorenz maps which are ω-renormalizable
with ω ∈M.
Given an integer N > 1, the subset M given by all ω’s such that the length
of words in ω satisfies N ≤ |ω−| and N ≤ |ω+|, will be denoted MN . Given two
integers M > N > 1, MN,M will denote the subset of M of all ω’s such that the
length of words in ω satisfies N ≤ |ω−| ≤M and N ≤ |ω+| ≤M .
Given a subsetA ⊆M, LA will denote all Lorenz maps which are ω-renormalizable
with ω ∈ A. We will also use the notation LSA = LS ∩ LA.
1.2. Statement of results. The main results of our paper are the following
proposition and theorems.
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Figure 2. Monotone combinatorics (01, 1000) for a map with the crit-
ical exponent ρ = 2. The two halves of the central interval are given
in red and blue, their images under the map in semi-transparent red
and blue.
Main Proposition. (A priori bounds). There exists ρˆ > 2 such that for every
ρ > ρˆ there exists a subset K ⊂ L1, relatively compact in L0, and a pair of natural
numbers N and M , such that R[LSMN,M ∩ K] ⊂ K.
At this point we were able to prove a priori bounds only for large ρ. The reasons
for that will become clear in the proof of the invariance of bounds on the critical
point in Proposition 4.2. Main Proposition is used to obtain the existence of the
periodic points of renormalization:
Theorem A. (Renormalization periodic points). There exists ρˆ > 2 such that for
every ρ > ρˆ and every ω¯ = (ω0, . . . , ωk−1) ∈ MkN,M , where N and M are as in in
the Main Proposition, the renormalization operator (1.3) has a periodic point in
LSMN,M ∩ K of type ω¯.
The proof of the next Theorem follows verbatim the one of a similar result in
[10] (cf Theorem 5.5 in [10]), after one establishes a priori bounds. We, however,
chose to state it as a separate main result since the existence of a Cantor attractor
for the dynamics merits a special emphasis. For completeness, the proof will be
included in the Appendix.
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Theorem B. (Cantor attractors). Let ρ > ρˆ, where ρˆ is as in the Main Proposi-
tion, and suppose that ω¯ = (ω0, . . . , ωk−1 . . .) ∈ MNN,M , where N and M are also
as in in the Main Proportion.
Consider f ∈ LSω¯∩K, and let Λ be the closure of the orbits of the critical values.
Then,
1) Λ is a Cantor set of a Hausdorff dimension strictly inside (0, 1);
2) Λ is uniquely ergodic;
3) the complement of the basin of attraction of Λ in [0, 1] has zero Lebesgue
measure.
The study of renormalizable Lorenz maps was initiated by Tresser et al. (see
e.g. [1]). A more recent work of Martens and de Melo [9] produced a series
of important results, specifically about the domains of renormalization and the
structure of the parameter plane for two-dimensional Lorenz families.
The work [14] presented a computer assisted proof of existence of a renormal-
ization fixed point for the renormalization operator of type ({0, 1}, {1, 0, 0}). The
renormalization operator of this particular type has been later shown to have a
fixed point in the class of maps analytic on a neighbourhood of the unit interval
using only complex analytic techniques in [5].
In a more general setting, issues of existence of renormalization periodic points
and hyperbolicity have been addressed in [10], where it is proved that the limit
set of renormalization, restricted to monotone combinatorics with the return time
of one branch being large and much larger than the return time for the other
branch, is a Cantor set, and that each point in the limit set has a two-dimensional
unstable manifold (cf Theorem 12.3 and 12.5 in [10]). In particular, [10] proves
equivalents of our Main Proposition (cf Theorem 4.2 and Theorem 5.1 in [10]) and
Theorem A for monotone combinatorial types (cf Theorem 6.1 in [10]) with the
following return times:
[ρ] ≤ |ω−| − 1 ≤ [2ρ− 1], n− ≤ |ω+| − 1 ≤ n+, (1.6)
where n− is sufficiently large, and n+ depends on the choice of n−.
In comparison, we prove the a priori bounds for a different class of combinatorial
types. We are able to avoid the disparity of return times evident in (1.6), at the
price of considering the Lorenz maps with sufficiently flat critical points. In our
approach, the exponent ρ has to be not too small (however, we have not computed
an explicit lower bound on ρ); for each such ρ we demonstrate the existence of two
bounds, upper, M , and lower, N , such that renormalizable maps of the monotone
combinatorics whose length is bounded by M and N admit real a priori bounds.
The range of the allowed length of the combinatorics is close to
(ln 2/ ln ρ+ 1)ρ < |ω−|, |ω+| < 2ρ.
In comparison to (1.6), the length of combinatorics in our proofs is similar to the
one for the “shorter” branch in [10].
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Another difference between the class of maps considered in [10], and in our
paper, is the location of the critical point. The renormalization invariant set K
considered in [10] consists of maps whose critical point is located close to one of
the endpoints of the unit interval. In our case, the critical point is allowed to be in
an interval symmetric with respect to 1/2, and approaching [0, 1] as ρ increases:
specifically, c ∈ [ρ−β, 1− ρ−β] where β < 1 is close to 1.
Our proof uses ideas similar to those in [10], however, because of the differences
in the combinatorial types and the set K, many technical details of the proofs are
quite different. This is especially evident in the proof of the invariance of the set
K, Propositions 4.1, 4.2 and 4.3.
2. Preliminaries
2.1. The Koebe Principle. We start by quoting the Koebe Principle which is
of a fundamental importance in real dynamics (see, ex. [8]). We will say that an
interval V is a τ -scaled neighbourhood of U ⊂ V , if both components of V \ U
have length at least τ · U .
Theorem (Koebe Priniciple). Let J ⊂ T be intervals, and f : T 7→ f(T ) be
a C3-diffeomorphism with Sf < 0. If f(T ) contains a τ -scaled neighbourhood of
f(J), then (
τ
1 + τ
)2
≤ f
′(x)
f ′(y)
≤
(
1 + τ
τ
)2
, x, y ∈ J.
2.2. Distortion and nonlinearity. Let Ck(A;B) be the set of k-continuously
differentiable maps from A to B. We denote Dk(A;B) ⊂ Ck(A;B) the subset of
orientation preserving homeomorphisms whose inverse lies in Ck(A;B). We will
use the notation Dk and Ck whenever A = B = [0, 1].
Definition 2.1. The nonlinearity operator N : D2(A;B) 7→ C0(A;R) is defined
as
Nφ = (log φ
′)′ ,
while
Nφ(x) =
φ′′(x)
φ′(x)
is the nonlinearity of φ at point x.
Definition 2.2. Given φ ∈ D1(A;B), the quantity
dist[φ] = max
x,y∈A
ln
(
φ′(y)
φ′(x)
)
is called the distortion of φ.
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Notice, that ∫ y
x
Nφ(t)dt = ln
φ′(y)
φ′(x)
.
The following Lemma results from a straightforward computation.
Lemma 2.3. The nonlinearity operator N : D2(A;B) 7→ C0(A;R) is a bijection.
In the case A = B = [0, 1], the inverse is defined as
N−1φ (x) =
∫ x
0
exp
{∫ r
0
φ(t)dt
}
dr∫ 1
0
exp
{∫ r
0
φ(t)dt
}
dr
. (2.7)
One can turn D2(A;B) into a Banach space using the nonlinearity operator.
Specifically, for φ, ψ in D2(A;B) and a, b ∈ R, the linear structure and the norm
are defined via
aφ+ bψ = N−1aNφ+bNψ , (2.8)
‖φ‖ = sup
x∈A
|Nφ(x)| . (2.9)
Finally, we give a list of useful bounds on derivatives and distortion in D2(A;B)
in terms on the nonlinearity (see [10], Lemma B.10, Lemma B11, or [8] for the
proofs).
Lemma 2.4. If φ, ψ ∈ D2(A;B) then, for all x, y ∈ A,
e−|y−x|‖φ‖ ≤ φ
′(y)
φ′(x)
≤ e|y−x|‖φ‖, (2.10)
|B|
|A|e
−‖φ‖ ≤ φ′(x) ≤ |B||A|e
‖φ‖, (2.11)
e−‖φ−ψ‖ ≤ φ
′(x)
ψ′(x)
≤ e‖φ−ψ‖. (2.12)
We will introduce two subsets of Lorenz maps, defined via conditions on their
distortion and critical points.
Definition 2.5. Given a real constants pi > 0, we set
Kpi ≡ {f ∈ L1 : dist[ψ] ≤ pi, dist[φ] ≤ pi} . (2.13)
Given real constants pi > 0, ε > 0, set
Kpiε ≡
{
f ∈ Kpi ⊂ L1 : c(f) ∈ [ε, 1− ε]} . (2.14)
The reason for the introduction of these sets is the following compactness result.
Corollary 2.6. Given pi > 0 and ε > 0, the set Kpiε is relatively compact in L0.
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Proof. Recall that L1 is isomorphic to [0, 1]2×(0, 1)×D1×D1. Since c is bounded
away from 0 and 1 by a constant, it is, therefore, contained in a compact subset
of (0, 1). Consider the set
B = {(φ, ψ) ∈ D1 ×D1 : dist[φ] ≤ pi, dist[ψ] ≤ pi} .
Any sequence from B is equicontinous since |φ(y) − φ(x)| ≤ epi|y − x|, and,
clearly, uniformly bounded, therefore by the Arzela`-Ascoli theorem B is sequen-
tially compact in C0 topology. The claim follows. 
2.3. Monotone combinatorics. We will quote a lemma from [10] (Lemma 2.11)
which gives the formulae for the factors of the renormalization of a Lorenz map
in LM. Let I be an interval and gI be an orientation preserving diffeomorphism.
We denote the affine transformation that takes [0, 1] onto I as ξI . Define the zoom
operator:
Z(g; I) = ξ−1g(I) ◦ g ◦ ξI . (2.15)
Lemma 2.7. If f = (u, v, c, φ, ψ) is renormalizable of monotone combinatorics,
then
R[f ] = (u˜, v˜, c˜, φ˜, ψ˜)
is given by
u˜ =
|Q(L)|
|U | , v˜ =
|Q(L)|
|V | , c˜ =
|L|
|C| , (2.16)
φ˜ = Z(φ¯;U), ψ˜ = Z(ψ¯;V ), φ¯ = fn1 ◦ φ, ψ¯ = fm0 ◦ ψ, (2.17)
where U = φ−1 ◦ f−n1 (C), V = ψ−1 ◦ f−m0 (C).
3. Estimates for Lorenz maps with monotone combinatorics
In this Section we will obtain bounds on the critical points, critical values
and lengths of the central subintervals L and R for Lorenz maps with monotone
combinatorics whose diffeomorphic coefficients have bounded distortion.
The main result of this section is Lemma 3.5 which gives upper and lower
bounds on lengths of renormalization intervals L and R in terms of the exponent
ρ, the upper bound on the distortion pi, the critical point c, the critical values c±1
and the lengths of the combinatorics ω±. The rest of the lemmas in this section
are preparatory estimates needed for the proof of Lemma 3.5. We will explain the
ideas involved in proving Lemma 3.5 immediately before the Lemma.
Denote
f ◦n1 ◦ f0(L) ≡ I ≡ Ln+1 ≡ [p, c−n+1), f0(L) = L1, f ◦k1 ◦ f0(L) = Lk+1,
f ◦m0 ◦ f1(R) ≡ J ≡ Rm+1 ≡ (c+m+1, q], f1(R) = R1, f ◦k0 ◦ f1(R) = Rk+1.
We will mention the following simple lemma.
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Lemma 3.1. Suppose f ∈ L1, then (f−10 )◦n and (f−11 )◦m are diffeomorphisms on
(0, c−1 ) and (c
+
1 , 1).
Proof. The branches f−10 and f
−1
1 map the intervals (0, c
−
1 ) and (c
+
1 , 1), respec-
tively, diffeomorphically into themselves. 
We will continue with a sequence of lemmas which will prepare us for the con-
struction of a priori bounds — construction of a relatively compact set invariant
under renormalization.
First of all, we will need simple bounds on the difference of f0 and f1 at two
points of the domain.
Lemma 3.2. Suppose that dist[φ] ≤ pi, dist[ψ] ≤ pi, then
e−piρc−1
c
(x− y)
(
c− x
c
)ρ−1
≤ f0(x)− f0(y) ≤ e
piρc−1
c
(x− y)
(
c− y
c
)ρ−1
, (3.18)
for any x > y in [0, c), and
e−piρ(1− c+1 )
µ
(x−y)
(
y − c
µ
)ρ−1
≤ f1(x)−f1(y) ≤ e
piρ(1− c+1 )
µ
(x−y)
(
x− c
µ
)ρ−1
,
(3.19)
for any x > y in (c, 1].
Proof. Notice that the average derivative of φ on (0, u) is c+1 /u, therefore, the
derivative φ′(x) at any point in (0, u) is bounded as
c−1
u
e−pi ≤ φ′(x) ≤ c
−
1
u
epi. (3.20)
Similarly, for x ∈ (1− v, 1).
1− c+1
v
e−pi ≤ ψ′(x) ≤ 1− c
+
1
v
epi. (3.21)
Therefore, we get for x > y in [0, c)
f0(x)− f0(y) ≤ c
−
1
u
epiρ
u
c
(x− y)
(
c− y
c
)ρ−1
=
epiρc−1
c
(x− y)
(
c− y
c
)ρ−1
.
The lower bound is obtained as follows:
f0(x)− f0(y) ≥ c
−
1
u
e−piρ
u
c
(x− y)
(
c− x
c
)ρ−1
=
e−piρc−1
c
(x− y)
(
c− x
c
)ρ−1
.
Bounds on the difference of f1 can be obtained in a similar way. 
For the sake of brevity, let us introduce the following notation:
α ≡ e
−pi
ρ
, η ≡ e
−piµ
(1− c+1 )ρ
, κ ≡ e
−pic
c−1 ρ
, γ ≡ e
2pi
ρ
, ν ≡ µ
(1− c+1 )
1
ρ
, ξ ≡ c
(c−1 )
1
ρ
.
(3.22)
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Since R ⊂ fm+1(R), we have that f−10 (c) ∈ fm(R), and, therefore, for monotone
combinatorics f−10 (c) > c
+
1 . Similarly, f
−1
1 (c) < c
−
1 . The next lemma uses this
fact, and provides a lower bound on the length of the intervals [f−10 (c), p] and
[q, f−11 (c)], which is also a lower bound on the length of the intervals [c
+
1 , p] and
[q, c−1 ].
Lemma 3.3. Let f ∈ Kpi ∩ Lω for some pi > 0 and ω = (ω−, ω+) ∈ M with
|ω−| = n+ 1, |ω+| = m+ 1. Then
|p− f−10 (c)| ≥
(
κ
(
c
c− c+1
)ρ−1 (
ν
ρ
ρ−1 e
−pi
ρ−1
)) ρnρn−1
≡ ∆, (3.23)
|q − f−11 (c)| ≥
(
η
(
µ
c−1 − c
)ρ−1 (
ξ
ρ
ρ−1 e
−pi
ρ−1
)) ρmρm−1
≡ Θ. (3.24)
Proof. We will first demonstrate that
f−n1 (x) ≥ c+ ν
ρ
ρ−1 e−
pi
ρ−1
(
x− c+1
) 1
ρn (3.25)
for all x > c+1 . To prove (3.25) we use the following expressions for the inverse
branches of a Lorenz map:
f−10 (x) = c− c
( |φ−1([x, c−1 ])|
|φ−1([0, c−1 ])|
) 1
ρ
= c− c
(
u− φ−1(x)
u
) 1
ρ
, (3.26)
f−11 (x) = c+ µ
(
1− |ψ
−1([x, 1])|
|ψ−1([c+1 , 1])|
) 1
ρ
= c+ µ
(
1− 1− ψ
−1(x)
v
) 1
ρ
.(3.27)
Start with
f−11 (x) ≥ c+ µ
(
e−pi
x− c+1
1− c+1
) 1
ρ
= c+ µ
(
e−pi
1− c+1
) 1
ρ (
x− c+1
) 1
ρ ,
for x > c+1 , and use induction on this inequality to obtain
f−n1 (x) ≥ c+
(
µ
(
e−pi
1− c+1
) 1
ρ
)1+...ρ−(n−1) (
x− c+1
) 1
ρn ≥ c+ ν ρρ−1 e −piρ−1 (x− c+1 ) 1ρn .
According to Lemma 3.2:
|f0(p)− c| ≤ κ−1|p− f−10 (c)|
(
c− f−10 (c)
c
)ρ−1
.
On the other hand, f0(p) = f
−n
1 (p), and according to (3.25),
f−n1 (p) ≥ c+ ν
ρ
ρ−1 e
−pi
ρ−1
(
p− c+1
) 1
ρn . (3.28)
Therefore,
f0(p)− c = f−n1 (p)− c ≥ ν
ρ
ρ−1 e
−pi
ρ−1 |p− c+1 |
1
ρn ,
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and
κ−1|p− f−10 (c)|
(
c− f−10 (c)
c
)ρ−1
≥ ν ρρ−1 e −piρ−1 |p− c+1 |
1
ρn ≥ ν ρρ−1 e −piρ−1 |p− f−10 (c)|
1
ρn ,
(3.29)
which results in the required bound (3.23).
The bound on |q − f−11 (c)| is obtained in a similar way. 
Lower bounds on the differences |p − f−10 (c)| and |f−11 (c) − q| can be used to
bound c−1 and 1− c+1 from below.
Lemma 3.4. Let f ∈ Kpi ∩ Lω for some pi > 0 and ω = (ω−, ω+) ∈ M with
|ω−| = n+ 1, |ω+| = m+ 1. Then,
c+1 ≥
κm∆
1− κm , 1− c
−
1 ≥
ηnΘ
1− ηn . (3.30)
Proof. To get the lower bound on c+1 we notice that the derivatives of the inverse
branches of Q(x) (formulae (3.26) and (3.27) with φ = ψ = id) are increasing
functions, while the derivatives of φ and ψ are bounded as in (3.20) and (3.21).
This can be used to get a straightforward bound
(f−10 )
′(x) ≥ e
−pic
c−1 ρ
= κ,
for all 0 < x < c−1 . Therefore,
f−m(p) ≥ (Df−1(0))m p ≥ κmp,
so
p ≥ c+1 + ∆ ≥ κmp+ ∆ =⇒ p ≥
∆
1− κm ,
and
c+1 ≥
κm∆
1− κm .
The lower bound on 1− c−1 is obtained in a similar way. 
We will now turn our attention to the bounds on L and R.
The first key idea in obtaining an upper bound, for example, on the size of
the interval L, is that the orbit of this interval, f i(L), i = 1, ..n, is contained in
(f−11 (c), c
−
1 ), therefore, the length |(f−11 (c), c−1 )| = c−1 − f−11 (c) bounds the sum∑n
i=1 |f i(L)| from above. The second observation has to do with the form of the
map f1 along the orbit of L: to bound the lengths of intervals f
i(L) in terms of
|L|, one uses first that f |L is essentially a power map, while f |f i(L), i = 1, . . . , n,
is essentially linear whose derivative can be bounded in terms of ρ, c, c+1 , n and
pi. These two observations put together produce an upper bound on |L|.
To obtain lower bounds, say, again, on |L|, we first notice that L covers itself
under the return map fn+1, therefore |L| ≤ |fn+1(L)|. Next, one estimates the
change of the size of f(L) under fn, using bounds from Lemma 3.2, and, again, the
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fact that |f(L)| ∼ |L|ρ to obtain that |L| ≤ |fn+1(L)| ≤ C|L|ρ =⇒ |L| ≥ C− 1ρ−1 ,
where C is some constant that depends on c, c±1 , n and pi.
Lemma 3.5. Let f ∈ Kpi ∩ Lω where 0 < 2pi < ln ρ and ω = (ω−, ω+) ∈ M with
|ω−| = n+ 1, |ω+| = m+ 1. Then there exist a constant K, such that
|L| ≤
(
(c−1 − q)
cρepi
c−1
) 1
ρ+1
(
γ−1 − 1
γ−n − 1
) 1
ρ+1
, (3.31)
|L| ≤ µ
ρ
ρ+1 e2pi
2ρ−1
ρ(ρ+1) c
ρ−1
ρ+1
ρ
1
ρ+1
1
|R| ρ−1ρ
(
γ−1 − 1
γ−m − 1
) ρ−1
ρ(ρ+1)
(
1− γ
γ2−n − γ
) 1
ρ+1
 1
1 + e
−pi |L|
|R|ρ+1
(
γ−m−1
γ−1−1
)

ρ−1
ρ(ρ+1)
,(3.32)
|L| ≥
(
e−picρ
c−1
ηn
) 1
ρ−1
exp
(
K
ηnΘ
µ(1− ηn)
n∑
k=1
(
e−2pi
η
(Θ + |R|)ρ−1
µρ−1
)k−1)
, (3.33)
and
|R| ≤
(
(p− c+1 )
µρepi
(1− c+1 )
) 1
ρ+1
(
γ−1 − 1
γ−m − 1
) 1
ρ+1
, (3.34)
|R| ≤ c
ρ
ρ+1 e2pi
2ρ−1
ρ(ρ+1)µ
ρ−1
ρ+1
ρ
1
ρ+1
1
|L| ρ−1ρ
(
γ−1 − 1
γ−n − 1
) ρ−1
ρ(ρ+1)
(
1− γ
γ2−m − γ
) 1
ρ+1
 1
1 + e
−pi |R|
|L|ρ+1
(
γ−n−1
γ−1−1
)

ρ−1
ρ(ρ+1)
,(3.35)
|R| ≥
(
e−piµρ
1− c+1
κm
) 1
ρ−1
exp
(
K
κm∆
c(1− κm)
m∑
k=1
(
e−2pi
κ
(∆ + |L|)ρ−1
cρ−1
)k−1)
. (3.36)
Proof. 1) Upper bounds. Denote pi = f
i(p) and qi = f
i(q) (notice, pn+1 = p and
qm+1 = q), and, as before, c
±
i = f
i−1(c±1 ). Suppose, point x1 is in the interval L1,
and denote points in the orbit of x1 as xk: xk = f
k−1
1 (x1). Then, according to
(3.25),
xk ≡ f−(n−k)1 (xn) ≥ c+ ν
ρ
ρ−1 e−
pi
ρ−1
(
xn − c+1
) 1
ρn−k ≡ x˜k, (3.37)
and one gets for all n+ 1 > k > 0
(f−11 )
′(xk+1) ≤ µe
pi
ρ(1− c+1 )
(
e−pi
xk+1 − c+1
1− c+1
) 1−ρ
ρ
≤ µe
pi
ρ(1− c+1 )
(1− c+1 )
ρ−1
ρ
(
e−pi(xk+1 − c)
) 1−ρ
ρ
≤ µe
pi
ρ
(1− c+1 )−
1
ρ
e−pi( µ
(1− c+1 )
1
ρ
) ρ
ρ−1
e−
pi
ρ−1 (xn − c+1 )
1
ρn−k−1

1−ρ
ρ
≤ e
2pi
ρ
(
xn − c+1
) 1−ρ
ρn−k = γ
(
xn − c+1
) 1−ρ
ρn−k ,
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where we have used (3.37) going from the first line to the second. Therefore,
f ′1(xk) =
(
(f−11 )
′(xk+1)
)−1 ≥ γ−1 (xn − c+1 ) ρ−1ρn−k .
We can now see that
f ′1(xk) ≥ γ−1
(
pn − c+1
) ρ−1
ρn−k (3.38)
for all xk ∈ Lk. Therefore,
Lk = |c−k − pk| ≥ |p1 − c−1 |
k−1∏
i=1
min
x∈Li
f ′1(x) ≥ |p1 − c−1 |
k−1∏
i=1
γ−1
(
pn − c+1
) ρ−1
ρn−i
≥ |p1 − c−1 |γ1−k
(
pn − c+1
) 1
ρn−k .
Notice, that for monotone combinatorics all intervals Lk = f
k(L), 1 ≤ k ≤ n− 1,
are contained in the interval (f−11 (c), c
−
1 ), while the intervals Rk = f
k(R), 1 ≤ k ≤
m− 1, are all contained in (c+1 , f−10 (c)). Therefore,
c−1 −f−11 (c) >
n−1∑
k=1
|c−k−pk| ≥ |p1−c−1 |
n−1∑
k=1
γ1−k
(
pn − c+1
) 1
ρn−k ≥ c
−
1
epi
( |L|
c
)ρ n−1∑
k=1
γ1−k|L| 1ρn−k ,
(3.39)
where we have used that L ⊂ (c+1 , pn) in the last inequality. We can now use the
fact that γ−1 = ρ/e2pi > 1 for all pi as in the hypothesis of the Lemma, to simplify
the above expression.
c−1 − f−11 (c) ≥
c−1
epi
( |L|
c
)ρ
γ2−n|L|
n−2∑
k=0
γk =
c−1
epicρ
|L|ρ+1γ
2−n − γ
1− γ . (3.40)
Similarly, since all intervals Lk, 1 ≤ k ≤ n, are contained in the interval (q, c−1 ),
while the intervals Rk, 1 ≤ k ≤ m, are all contained in (c+1 , p), we also have
c−1 − q ≥
c−1
epi
( |L|
c
)ρ
γ1−n|L|
n−1∑
k=0
γk =
c−1
epicρ
|L|ρ+1γ
1−n − γ
1− γ ,
and the upper bound (3.31) from the claim follows. The bound (3.34) on R is
obtained in a similar way.
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To obtain bound (3.32), we will return to (3.39) and find an upper bound on
c1 − f−11 (c), using (3.31). Notice, that by Lemma 3.2 and by (3.34),
µ > |f1(c−1 )− c| = |f1(c−1 )− f1(f−11 (c))|
≥ e
−piρ(1− c+1 )
µ
(c−1 − f−11 (c))
(
f−11 (c)− c
µ
)ρ−1
≥ e
−piρ(1− c+1 )
µ
(c−1 − f−11 (c))
(
e−pi
c− c+1
1− c+1
) ρ−1
ρ
≥ e
−piρ(1− c+1 )
µ
(c−1 − f−11 (c))
e−pi |R|ρ+1
(
γ−m−1
γ−1−1
)
µρepi
+ e−pi
|L|
1− c+1

ρ−1
ρ
=⇒
c−1 − f−11 (c) ≤
µepi
ρ
 µρe2pi
|R|ρ+1
(
γ−m−1
γ−1−1
)
+ µ
ρepi |L|
1−c+1

ρ−1
ρ
.
We use the above inequality together with (3.40),
µepi
ρ
 µρe2pi
|R|ρ+1
(
γ−m−1
γ−1−1
)
+ µρepi|L|

ρ−1
ρ
≥ c
−
1
epicρ
|L|ρ+1γ
2−n − γ
1− γ (3.41)
which results in bound (3.32). The bound (3.35) is obtained in a similar way.
2) Lower bounds. We will use the fact that L ⊂ Ln+1 = fn+1(L), or
|L| ≤ |fn1 (p1)− fn1 (c−1 )|.
Then, according to Lemma 3.2,
|L| ≤ |f1(pn)− f1(c−n )| ≤
epi(1− c+1 )ρ
µ
∣∣pn − c−n ∣∣ ∣∣∣∣c−n − cµ
∣∣∣∣ρ−1
≤ η−1 ∣∣pn − c−n ∣∣ ∣∣∣∣c−n − cµ
∣∣∣∣ρ−1
≤ η−2 ∣∣pn−1 − c−n−1∣∣ ∣∣∣∣c−n − cµ
∣∣∣∣ρ−1 ∣∣∣∣c−n−1 − cµ
∣∣∣∣ρ−1
≤ η−n ∣∣p1 − c−1 ∣∣ n∏
k=1
∣∣∣∣c−k − cµ
∣∣∣∣ρ−1 ≤ η−nepic−1 |L|ρcρ
n∏
k=1
∣∣∣∣c−k − cµ
∣∣∣∣ρ−1 . (3.42)
We will now obtain an estimate on (c−k − c)/µ. To that end, first notice, that
f ′1(x) ≥
e−pi(1− c+1 )ρ
µ
(
x− c
µ
)ρ−1
≥ e
−pi(1− c+1 )ρ
µ
(
Θ + |R|
µ
)ρ−1
,
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for all x ≥ f−11 (c), therefore, using the lower bound on 1− c−1 from Lemma 3.4,
c−k − c ≤ 1−
(
min
x≥f−11 (c)
{f ′1(x)}
)k−1
(1− c−1 )− c
≤ 1− c−
(
e−pi(1− c+1 )ρ
µ
(
Θ + |R|
µ
)ρ−1)k−1
(1− c−1 )
≤ µ−
(
e−2pi
η
(
Θ + |R|
µ
)ρ−1)k−1
ηnΘ
1− ηn =⇒
c−k − c
µ
≤ 1−
(
e−2pi
η
(
Θ + |R|
µ
)ρ−1)k−1
ηnΘ
µ(1− ηn) =⇒
n∏
k=1
∣∣∣∣c−k − cµ
∣∣∣∣ρ−1 ≤ n∏
k=1
1−(e−2pi
η
(
Θ + |R|
µ
)ρ−1)k−1
ηnΘ
µ(1− ηn)
ρ−1
≤ exp
ln
 n∏
k=1
1−(e−2pi
η
(
Θ + |R|
µ
)ρ−1)k−1
ηnΘ
µ(1− ηn)
ρ−1
≤ exp
(
−K(ρ− 1) η
nΘ
µ(1− ηn)
n∑
k=1
(
e−2pi
η
(Θ + |R|)ρ−1
µρ−1
)k−1)
,
where K is some immaterial constant of order 1. Finally, (3.42) becomes
L ≤ η−nepic−1
|L|ρ
cρ
exp
(
−K(ρ− 1) η
nΘ
µ(1− ηn)
n∑
k=1
(
e−2pi
η
(Θ + |R|)ρ−1
µρ−1
)k−1)
.
which results in the required lower bound for L.
The lower bound for R is obtained in a similar way. 
4. A priori bounds
In this Section we will demonstrate the existence of a relatively compact (in L0)
set of Lorenz maps which is invariant under the renormalization. This set, Kpi is
defined as in (2.14), i.e. by imposing bounds on the distortion of the diffeomorphic
factors of the Lorenz maps, and by restricting the location of the critical point.
The invariance of this set will be demonstrated in two steps.
First we prove renormalization invariance of the distortion bounds in Proposi-
tion 4.1. Our proof uses the fact that the diffeomorphic factors of the renormal-
ization extend as diffeomorphisms to much larger intervals than those on which
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their distortion has to be estimated. This allows us to estimate the distortion for
the renormalized maps via the Koebe principle.
At the second step, we prove invariance of the bounds on the critical point in
Proposition 4.2. This is done with the help of the crucial bounds on the length of
the renormalization intervals L and R from Lemma 3.5.
Both Propositions are quite technical and require a simultaneous adjustment
of several quantities. Specifically, we are forced to choose ρ not too small in both
Proposition, and M > N > (ln 2/ ln ρ + 1 + k)ρ in the first Proposition; in the
proof of the second Proposition N < M < 2ρ/(1 + 3k ln ρ/ ln 2), in both bounds
k ≤ 1/2 is a free parameter.
In the last Proposition 4.3 we show that the range of of the length of combina-
torics allowed in Propositions 4.1 and 4.2 is non-empty.
In conclusion, we obtain a priori bounds for ρ which are not too small, and
for the length of combinatorics which, essentially, lie in the interval ((ln 2/ ln ρ +
1)ρ, 2ρ).
Recall that by Lemma 2.7, the diffeomorphic coefficients of the renormalized
map are
φ˜ = ξ−1C ◦ fn1 ◦ φ ◦ ξφ−1◦f−n1 (C), ψ˜ = ξ
−1
C ◦ fm0 ◦ ψ ◦ ξψ−1◦f−m0 (C).
Also, recall the definition of the subset MN,M from the Introduction: this is
the subset of M (monotone types) of all ω’s such that the length of words in ω
satisfies N ≤ |ω−| ≤M and N ≤ |ω+| ≤M .
The next Proposition establishes the conditions for the invariance of the distor-
tion of the coefficients under renormalization.
Proposition 4.1. (Invariance of distortion). There exist ρˆ > 2, such that for
every ρ > ρˆ, β > ln 2/ ln ρ, 0 < pi < k ln(ρ), k ≤ 1/2, and M,N ∈ N, M >
N > (β + 1 + k)ρ, if f ∈ Kpi
ρ−β ∩ LMN,M then the diffeomorphic factors of the
renormalization satisfy
dist[φ˜] < pi, dist[ψ˜] < pi.
Proof. We consider the exponential of the distortion of φ˜ on [0, 1]. For any x, y ∈
[0, 1],
φ˜′(x)
φ˜′(y)
=
(fn1 ◦ φ)′(ξφ−1◦f−n1 (C)(x)))
(fn1 ◦ φ)′(ξφ−1◦f−n1 (C)(y)))
. (4.43)
Recall, that C = [p, q], and that, by Lemma 3.1, f−n1 and f
−m
0 are well-defined
diffeomorphisms at least on (c+1 , 1) and (0, c
−
1 ), respectively. By the Koebe Prin-
ciple
(fn1 ◦ φ)′ (z)
(fn1 ◦ φ)′ (w)
≤
(
1 + τ
τ
)2
,
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where z, w ∈ φ−1(f−n1 (C)), and
τ = max{τ1, τ2}, τ1 = 1− q
q − p, τ2 =
p− c+1
q − p .
Similarly, for z, w ∈ ψ−1(f−m0 (C)),
(fm0 ◦ ψ)′ (z)
(fm0 ◦ ψ)′ (w)
≤
(
1 + ζ
ζ
)2
,
where
ζ = max{ζ1, ζ2}, ζ1 = p
q − p, ζ2 =
c−1 − q
q − p .
Notice, that (x−p)/(x−q) is a decreasing function of x, therefore, (1+ζ2)/ζ2 =
(c−1 −p)/(c−1 −q) ≥ (1+τ1)/τ1 = (1−p)/(1−q). Similarly, (1+τ2)/τ2 ≥ (1+ζ1)/ζ1.
Therefore,
max{dist[φ˜], dist[ψ˜]} ≤ max
{(
1 + τ2
τ2
)2
,
(
1 + ζ2
ζ2
)2}
= max
{(
q − c+1
p− c+1
)2
,
(
c−1 − p
c−1 − q
)2}
. (4.44)
Below we will demonstrate that (4.44) is less than epi for sufficiently large n and
m.
Recall, that ∆ from Lemma 3.3 serves as a lower bound on p− f−10 (c), while Θ
is a lower bound on q − f−11 (c). Then, using that p − f−10 (c) < p − c+1 , together
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with the upper bounds on L and R from Lemma 3.5, we get
q − c+1
p− c+1
≤ 1 + q − p
p− c+1
≤ 1 + |C|
∆
= 1 +
|L|+ |R|
∆
≤ 1 +
(e2piµcρ−1
ρ
) 1
ρ+1
 µρe2pi
|R|ρ+1
(
γ−m−1
γ−1−1
)
+ µρepi|L|

ρ−1
ρ(ρ+1) (
1− γ
γ2−n − γ
) 1
ρ+1
+
+
(
e2picµρ−1
ρ
) 1
ρ+1
 cρe2pi
|L|ρ+1
(
γ−n−1
γ−1−1
)
+ cρepi|R|

ρ−1
ρ(ρ+1) (
1− γ
γ2−m − γ
) 1
ρ+1
×
×
c−1 ρ
c
(
1− c+1
c
)ρ−1
ν
ρ
ρ−1 e−pi
ρ
ρ−1

ρn
ρn−1
≤ 1 +
((
e2piµcρ−1
ρ
) 1
ρ+1
(
epi
|L|
) ρ−1
ρ(ρ+1)
(
1− γ
γ2−n − γ
) 1
ρ+1
+
+
(
e2picµρ−1
ρ
) 1
ρ+1
(
epi
|R|
) ρ−1
ρ(ρ+1)
(
1− γ
γ2−m − γ
) 1
ρ+1
)c−1 ρ
c
(
1− c+1
c
)ρ−1
ν
ρ
ρ−1 e−pi
ρ
ρ−1

ρn
ρn−1
.
Now, let N = min{n,m}, and M = KN = max{n,m}, and suppose that N is
large, then
q − c+1
p− c+1
≤ 1 + 2epip1(1− ε)p2εp3ρp4 , (4.45)
where
p1 =
KN + 1
ρ(ρ+ 1)
+
ρ− 1
ρ(ρ+ 1)
+
2
ρ+ 1
+ 2
KN − 2
ρ+ 1
+
ρN+1
(ρ− 1)(ρN − 1) ,
p2 =
ρ− 1
ρ+ 1
− 1
ρ+ 1
− ρ
N
ρN − 1 ,
p3 = − KN
ρ(ρ+ 1)
+
1
ρ+ 1
− ρ
N+1
(ρ− 1)(ρN − 1) ,
p4 = − 1
ρ+ 1
− N − 2
ρ+ 1
+
KN
ρ(ρ+ 1)
+
ρN
ρN − 1 .
In particular, a sufficient condition for (q− c+1 )/(p− c+1 ) to be smaller than epi/2 is
1 + 2epip1(1− ε)p2εp3ρp4 < epi2 . (4.46)
RENORMALIZATION FOR LORENZ MAPS OF MONOTONE COMBINATORIAL TYPES 21
Set ε = ρ−β for some ln 2/ ln ρ < β (this ensures that ε < 1/2). Then equation
(4.46) becomes
1 + const epip1ρq2 < e
pi
2 . (4.47)
where the constant, which is an upper bound on 2(1−ρ−β)p2 , ρ > 2, can be chosen
to be independent of N , ρ and K.
q2 = p4 − βp3
=
(((β + 1)ρ− β − 1)K − (ρ2 − ρ))N + ((β + 1)ρ3 + (β − 2)ρ+ ρ2)
(ρ3 − ρ)ρN − ρ2 + ρ ρ
N −
−(β − 1)ρ
2 + ((−(β + 1)ρ+ β + 1)K + ρ2 − ρ)N − (β − 1)ρ
ρ3 − (ρ3 − ρ)ρN − ρ .
Let N = tρ and K = 1. Consider the product of the two factors epip1ρq2 with the
upper bound on the distortion k ln ρ in place of pi: ρkp1ρq2 . The power of ρ in this
expression has the following limit:
lim
ρ→∞
kp1 + q2 = −t+ β + k + 1.
For this choice of pi, K and N , the condition (4.47) for large ρ takes the form
1 + constρ−t+β+k+1 < ρk/2,
and can be satisfied if t > β + k + 1.
In a similar way (c−1 − p)/(c+1 − q) is less than epi/2 for the choice of pi, N , M
and ρ as in the hypothesis. 
Recall that according to Lemma 2.7, the critical point of a renormalized Lorenz
map is given by
c˜ =
|L|
|C| . (4.48)
Proposition 4.2. (Invariance of the bounds on the critical point). There exist
ρˆ > 2, such that for every ρ > ρˆ, β > ln 2/ ln ρ, 0 < pi < k ln(ρ), k ≤ 1/2, and
M,N ∈ N, N < M < 2βρ/(β + 3k), if f ∈ Kpi
ρ−β ∩ LMN,M then the critical point
c˜ of the renormalization satisfies
c˜ ∈ (ρ−β, 1− ρ−β).
Proof. We will start with the lower bound on c˜.
According to (4.48), for c˜ to be larger or equal to some ε > 0 it is sufficient that
1
1 + max |R||L|
≥ ε⇔ 1 ≥ ε
(
1 + max
|R|
|L|
)
. (4.49)
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The maximum of the ratio of the lengths of R and L can be estimated using
bounds from Lemma 3.5:
|R|
|L| ≤
(
ce2piµρ−1
ρ
) 1
ρ+1
(
cρe2pi
(
γ−1−1
γ−n−1
)) ρ−1
ρ(ρ+1) 1
|L|
ρ−1
ρ
(
1−γ
γ2−m−γ
) 1
ρ+1
 1
1+
e−pi |R|
|L|ρ+1
(
γ−n−1
γ−1−1
)

ρ−1
ρ(ρ+1)
|L|
=
(
ce2piµρ−1
ρ
) 1
ρ+1
(
cρe2pi
(
γ−1−1
γ−n−1
)) ρ−1
ρ(ρ+1)
(
1−γ
γ2−m−γ
) 1
ρ+1
 1
1+
e−pi |R|
|L|ρ+1
(
γ−n−1
γ−1−1
)

ρ−1
ρ(ρ+1)
|L| 2ρ−1ρ
.
We use the bounds from Lemma 3.5 again:
|R|
|L|
1 + e−pi|R|
|L|ρ+1
(
γ−n−1
γ−1−1
)

ρ−1
ρ(ρ+1)
≤
(
ce2piµρ−1
ρ
) 1
ρ+1
(
cρe2pi
(
γ−1−1
γ−n−1
)) ρ−1
ρ(ρ+1)
(
1−γ
γ2−m−γ
) 1
ρ+1
(
e−picρ
c−1
(
e−piµ
(1−c+1 )ρ
)n) 2ρ−1ρ(ρ−1) =⇒
( |R|
|L|
) ρ(ρ+1)
ρ−1
1 + e−pi|R|
|L|ρ+1
(
γ−n−1
γ−1−1
)
 ≤
(
ce2piµρ−1
ρ
) ρ
ρ−1
(
cρe2pi
(
γ−1−1
γ−n−1
))(
1−γ
γ2−m−γ
) ρ
ρ−1
(
e−picρ
c−1
(
e−piµ
(1−c+1 )ρ
)n) (2ρ−1)(ρ+1)
(ρ−1)2
=⇒
( |R|
|L|
) 2ρ2+ρ−1
ρ−1 e−pi
|R|ρ
(
γ−n−1
γ−1−1
) ≤
(
ce2piµρ−1
ρ
) ρ
ρ−1
(
cρe2pi
(
γ−1−1
γ−n−1
))(
1−γ
γ2−m−γ
) ρ
ρ−1
(
e−picρ
c−1
(
e−piµ
(1−c+1 )ρ
)n) (2ρ−1)(ρ+1)
(ρ−1)2
=⇒
( |R|
|L|
) 2ρ2+ρ−1
ρ−1 e−pi
(cµρ−1epi)
ρ
ρ+1 γ(m−1)
ρ
ρ+1
−(n−1) ≤
(
ce2piµρ−1
ρ
) ρ
ρ−1
(
cρe2pi
(
γ−1−1
γ−n−1
))(
1−γ
γ2−m−γ
) ρ
ρ−1
(
e−picρ
c−1
(
e−piµ
(1−c+1 )ρ
)n) (2ρ−1)(ρ+1)
(ρ−1)2
=⇒
|R|
|L| ≤ e
piq1cq2µq3ρq4 , (4.50)
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where
q1 =
2ρ3 + (2ρ3 + (4ρ3 + 3ρ2 − 2ρ− 1)K − 4ρ2 + 2ρ)N + 2ρ2 − 2ρ+ 2
2ρ4 + ρ3 − 3ρ2 − ρ+ 1 ,
q2 = − ρ
4 + 2ρ3 + 3ρ2 − 2ρ
2ρ4 + ρ3 − 3ρ2 − ρ+ 1 ,
q3 =
2ρ4 − (2ρ3 + 3ρ2 − 1)KN − 4ρ3 + 2ρ2
2ρ4 + ρ3 − 3ρ2 − ρ+ 1 ,
q4 =
2ρ3 − (ρ3 − (ρ3 + 5ρ2 − ρ− 1)K − ρ)N − 2ρ2
2ρ4 + ρ3 − 3ρ2 − ρ+ 1
Next, set ε = ρ−β for some β > ln(2)/ ln(ρ) (this guarantees that ε < 1/2).
Consider the product of the three factors epiq1ρ−β(q3+1)ρq4 with the upper bound
on the distortion k ln ρ in place of pi: ρkq1ρ−β(q3+1)ρq4 . The power of ρ in this
expression is as follows
kq1 + q4 − β(q3 + 1) = 2(1 + 2K)ρ
3N
2ρ4 + ρ3 − 3ρ2 − ρ+ 1 −
4bρ4 + (1−K(2b+ 1))ρ3N
2ρ4 + ρ3 − 3ρ2 − ρ+ 1 +
+
(3b+ 2)ρ3 + (b− 2)ρ2 + (((3b+ 5)ρ2 − b− ρ− 1)K + ρ)N + bρ− b
2ρ4 + ρ3 − 3ρ2 − ρ+ 1
+
2ρ3 + ((3ρ2 − 2ρ− 1)K − 4ρ2 + 2ρ)N + 2ρ2 − 2ρ+ 2
2ρ4 + ρ3 − 3ρ2 − ρ+ 1 , (4.51)
and has the following limit in the case N = tρ, K = 1 (the leading terms are
written in the first line of (4.51)):
lim
ρ→∞
q1
2
+ q4 − β(q3 + 1) = (t− 2)β + 3kt.
Therefore, for sufficiently large ρ, there exists K > 1 and N < 2βρ/(β + 3k)
such that (4.51) is negative, and the inequality
epiq1(1− ρ−β)q2ρ−βq3ρq4 < (1− ρ−β)ρβ
is satisfied for all 0 < pi < k ln ρ.
Similarly, |L||R| < (1− ε)/ε for ρ and pi as in the hypothesis. 
The following results is an almost immediate corollary of Propositions 4.1 and
4.2. The only thing remaining to be verified, is that the bounds on M and N from
Propositions 4.1 and 4.2 indeed specify a non-empty range of combinatorics. For
that, it is sufficient that
(β + k + 1)ρ <
2βρ
β + 3k
=⇒ k ∈
(
0,
√
(4β + 3)− 12(β2 − β)− 4β − 3
6
)
,
the last interval being indeed non-empty.
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Proposition 4.3. (A priori bounds). There exist ρˆ > 2, such that for every
ρ > ρˆ, ln 2/ ln ρ < β < 1, 0 < pi < k ln ρ,
k <
√
4β2 + 36β + 9− 4β − 3
6
,
and M,N ∈ N,
(β + k + 1)ρ < N ≤M < 2βρ
β + 3k
,
one has
R[Kpiρ−β ∩ LSMN,M ] ⊂ Kpiρ−β .
5. Periodic points of renormalization
We consider a restriction Rω of the renormalization operator to some
ω = (0
n︷ ︸︸ ︷
1 . . . 1, 1
m︷ ︸︸ ︷
0 . . . 0) ∈M, N < n < M, N < m < M,
where N and M are as in Proposition 4.3.
In this Section we will demonstrate that Rω has a fixed point. We will generally
follow the approach of [10] (and we will make a conscientious attempt to keep
the notation in line with that work). One important difference with the case
considered in [10], however, is that we are looking at a different class of return
times. This will introduce some extra difficulties, especially evident in the proof
of Lemma 5.6, somewhat more involved than its analogue Lemma 6.8 from [10].
We will start by quoting several previously established results.
Definition 5.1. A branch I of fn is full if fn maps I onto the domain of f . I is
trivial if fn fixes both endpoints of I.
We will now quote several facts about Lorenz maps, established in [9].
Definition 5.2. A slice in the parameter plane is any set of the form
S = [0, 1]2 × {c} × {φ} × {ψ},
where c, φ and ψ are fixed. We will use the simplified notation (u, v) ∈ S.
A slice S induces a family of Lorenz maps
S 3 (u, v) 7→ (u, v, c, φ, ψ) ⊂ L0.
any family induced by a slice is full, that is it contains maps of all possible com-
binatorics. Specifically (see [9] for details),
Proposition 5.3. (Theorem A from [9]). Let (u, v) 7→ (u, v, c, φ, ψ) be a family
induced by a slice. Then this family intersects L0ω¯ for every ω¯ (finite or infinite)
such that L0ω¯ 6= ∅.
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Lemma 5.4. (Lemma 4.1 from [9]). Assume that f is renormalizable. Let (l, c) ⊃
L be the branch of fn+1 and (c, r) ⊃ R be that of fm+1. Then
fn+1(l) ≤ l, fm+1(r) ≥ r.
Let pi, ε and Kpiε be as in the previous Section. Consider the set
Y = LSω ∩ Kpiε . (5.52)
Proposition 5.5. The boundary of Y consists of three parts: f ∈ ∂Y iff at least
one of the following holds:
C1. the left and the right branches of R[f ] are full or trivial;
C2. dist[φ] = pi or dist[ψ] = pi;
C3. c(f) = ε, or c(f) = 1− ε.
Proof. Consider the boundary of L0ω. If either branch of Rω[f ] is full or trivial,
then there exists an perturbation of f , however small, such that f is no longer
renormalizable. Hence C1 holds on ∂L0ω. If f ∈ L0ω does not satisfy C1 then,
according to Lemma 5.4, all small perturbations of it will be still renormalizable.
Conditions C2 and C3 are part of the boundary of Kpiε . By Proposition 5.3 these
boundaries intersect LSω, and hence C2 and C3 are also the boundary conditions
for Y . 
Fix c0 ∈ (ε, 1 − ε), and let S = [0, 1]2 × {c0} × {id} × {id}. Recall, that the
linear structure on the space D2 is defined via the nonlinearity operator:
αφ+ βψ = N−1
(αNφ+βNψ)
.
Introduce the deformation retract onto S as
pit(u, v, c, φ, ψ) ≡ (u, v, c+ t(c0 − c), φt, ψt)
= (u, v, c+ t(c0 − c), (1− t)φ+ t id, (1− t)ψ + t id).(5.53)
Let
Rt = pit ◦ R.
We will strengthen the conditions on the set Y and consider a smaller set
Yδ = Y ∩ {f ∈ LSω : c(R[f ]) ≥ δ}. (5.54)
The boundary of Yδ is given by conditions C1-C3 together with
C4. {f ∈ Y : c(R[f ]) = δ}.
Lemma 5.6. There exists a choice of c0 in (5.53) and δ ∈ (ε, 1− ε), such that R
has a fixed point in ∂Yδ iff Rt has a fixed point in ∂Yδ for some t ∈ [0, 1].
Proof. The direct statement is obvious since R ≡ R0.
The converse is also obvious when t = 0, and we, therefore, consider t > 0.
Assume that f ∈ ∂Yδ with the coefficients (φ, ψ) is such that Rtf = f for some
t ∈ (0, 1], and assume that R has no fixed point on ∂Yδ. We will demonstrate
that this is impossible.
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Choose c0 close to 1− ε: c0 = 1− ε− ν for some small ν. By Proposition 4.2,
c(R[f ]) ∈ [ε, 1 − ε] whenever c(f) is. Together with the condition c(R[f ]) ≥ δ
this implies that
c(R[f ]) ∈ [δ, 1− ε].
Since t > 0, by formula (5.53) c(Rt[f ]) is strictly in the interior of [δ, 1− ε] for
all t ∈ (0, 1]. Therefore, neither C3 nor C4 can hold for f = Rt[f ] for t ∈ (0, 1].
The distortion of the coefficients of R[f ] is not greater than pi by Proposition
4.1. For t ∈ (0, 1] distortion of the diffeomorphic parts (φ˜t, ψ˜t) of Rt[f ] is strictly
smaller than that of (φ˜, ψ˜) (diffeomorphic coefficients for R[f ]). This can be seen
from the following computation:
φ˜′t(x)
φ˜′t(y)
=
exp [
∫ y
0 (1−t)Nφ˜(s)+tNid(s)ds]∫ 1
0 exp [
∫ r
0 (1−t)Nφ˜(s)+tNid(s)ds]dr
exp [
∫ x
0 (1−t)Nφ˜(s)+tNid(s)ds]∫ 1
0 exp [
∫ r
0 (1−t)Nφ˜(s)+tNid(s)ds]dr
=
exp [
∫ y
0
(1− t)Nφ˜(s)ds]
exp [
∫ x
0
(1− t)Nφ˜(s)ds]
=
(
φ˜′(y)
φ˜′(x)
)1−t
< epi.
Similarly for ψ˜t. Therefore, we have that C2 does not hold for f = Rt[f ] for
t ∈ (0, 1].
The only possibility is that, if f = Rt[f ] ∈ ∂Yδ then it belongs to the part of
the boundary described by C1.
Suppose that either branch ofR[f ] is full; for definitiveness, suppose c−1 (R[f ]) =
1. Since φ fixes both end points of the unit interval, this implies that u(R[f ]) = 1,
and since the deformation retract does not change the value of u, u(Rt[f ]) = 1.
Since φt fixes 1 as well, we get that c
−
1 (Rt[f ]) = 1, and therefore, the corresponding
branch of Rt[f ] is full as well. This shows that f can not be fixed by Rt since a
renormalizable map can not have a full branch. Therefore, one of the branches of
R[f ] must be trivial.
Before we proceed with the last case of trivial branches, we will derive an upper
bound on φt(u) and a lower bound on ψt(1− v). Recall, that φt = (1− t)φ+ t id
where the linear structure is given by (2.8). Then, on one hand,
φt(x) =
∫ x
0
(φ′(r))1−t dr∫ 1
0
(φ′(r))1−t dr
= 1−
∫ 1
x
(φ′(r))1−t dr∫ 1
0
(φ′(r))1−t dr
≤ 1−
∫ 1
x
(φ′(r))1−t dr(∫ 1
0
φ′(r)dr
)1−t
= 1−
∫ 1
x
(φ′(r))1−t dr =
∫ x
0
(φ′(r))1−t dr ≤
∫ x
0
(
c−1
u
epi
)1−t
dr ≤
(
c−1
u
epi
)1−t
x,
and
φt(u) ≤ (c−1 )1−tutepi(1−t). (5.55)
On the other hand,
φt(x) ≤
∫ x
0
(φ′(r))1−t dr ≤
∫ x
0
φ′(r)dr sup
r∈(0,x)
(φ′(r))−t ≤ φ(x)
(
epi
x
φ(x)
)t
,
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and
φt(u) ≤ (c−1 )1−tutepit. (5.56)
We can now take a linear combination of (5.55) and (5.56) as an upper bound on
φt(u). A particularly convenient choice is
φt(u) ≤ (c−1 )1−tut
(
tepi(1−t) + (1− t)epit) , (5.57)
Notice, that the maximum of the function
(
tepi(1−t) + (1− t)epit) is achieved at
t = 1/2.
In a similar way,
ψt(1− v) ≥ (c+1 )1−t(1− v)t
(
te−pi(1−t) + (1− t)e−pit) . (5.58)
Suppose, the left branch is trivial: c(R[f ]) ≥ c−1 (R[f ]). Recall, that for a
map renormalizable with monotone combinatorics, c−1 > f
−1
1 (c), and according to
Lemmas 3.5 and 3.3 the differences c−1 −c > |R|+Θ ≥ K and c−c+1 > |L|+∆ ≥ J ,
where K and J depend on ρ, pi, ε, n and m, but do not depend on the particular
form of the map. Also, for large n and m, K and J become independent of n and
m:
J = O
(
κ
(
c
c− c+1
)ρ−1 (
ν
ρ
ρ−1 e
−pi
ρ−1
))
, K = O
(
η
(
µ
c−1 − c
)ρ−1 (
ξ
ρ
ρ−1 e
−pi
ρ−1
))
,
which follows from the expressions (3.23) for ∆ and (3.24) for Θ.
Next, suppose ν is small: ν << K. Then, on one hand,
c−1 (Rt[f ])−c(Rt[f ]) ≤ (c−1 (R[f ]))1−tu(R[f ])t
(
tepi(1−t) + (1− t)epit)−c(R[f ])−t(c0−c(R[f ])).
Recall, that by Proposition 4.1, pi can be chosen small if one considers large n and
m. Since c−1 (R[f ])− c(R[f ]) < 0, the expression
(c−1 (R[f ]))1−tu(R[f ])t
(
tepi(1−t) + (1− t)epit)− c(R[f ]) < K − ν
if pi is small. Then since c0 − c(R[f ]) is larger than −ν, we have that
(c−1 (R[f ]))1−tu(R[f ])t
(
tepi(1−t) + (1− t)epit)− c(R[f ])− t(c0 − c(R[f ])) < K,
and hence f = Rt[f ] is not renormalizable with the monotone combinatorics ω.
Now, suppose that the right branch is trivial. Then
c(Rt[f ])− c+1 (Rt[f ]) ≤ c(R[f ]) + t(c0 − c(R[f ]))
− (c+1 (R[f ]))1−t(1− v(R[f ]))t
(
te−pi(1−t) + (1− t)e−pit) .
Since c(R[f ])− c+1 (R[f ]) < 0, we have that for a sufficiently small pi,
c(R[f ])− (c+1 (R[f ]))1−t(1− v(R[f ]))t
(
te−pi(1−t) + (1− t)e−pit) < J
2
,
while
c(R[f ])−(c+1 (R[f ]))1−t(1−v(R[f ]))t
(
te−pi(1−t)+(1−t)e−pit)+t(c0−c(R[f ])) ≤ J
2
+(1−ε−ν−δ).
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Therefore, the map Rt[f ] is not renormalizable with the monotone combinatorics
ω for t ∈ [0, 1], if we chose δ so that
1− ε− ν − δ < J/2. (5.59)
We now notice, that according to Lemmas 3.5 and 3.3
J = O
((
δ(1− δ) ρρ−1
) ρn
ρn−1
)
+O
(
δ
ρ
ρ−1 (1− δ) nρ−1
)
exp
(
O
(
(1− δ) ρ
m
ρm−1− ρ−1ρ+1 (n−1)
))
.
(5.60)
If δ is small, then the above expression demonstrates that J = O
(
δ
ρn
ρ−1
)
, and
the inequality (5.59) is not satisfied. On the other hand, if δ is close to 1− ε− ν,
then the exponential in (5.60) becomes large and dominates others terms, and
(5.59) is easily satisfied. Therefore, there exists δ ∈ (0, 1− ε− ν), not necessarily
very close to 1− ε− ν, such that (5.59) holds for all c > δ.
We conclude that f = Rt[f ] /∈ ∂Yδ which is a contradiction with the assumption
in the beginning of the proof. 
According to Theorem B in [9] the intersection of S with LSω contains a con-
nected component I of the interior, called a full island, such that the family
I 3 (u, v) 7→ R[f ] is full.
Lemma 5.7. Any extension of R1|∂Yδ to Yδ has a fixed point.
Proof. Assume thatR1 has no fixed point in ∂Yδ (otherwise the theorem is trivial).
Let S = [0, 1]2×{c0}×{id}×{id}, where c0 is as in the previous Lemma. This
set contains a full island I with ∂I ⊂ ∂Yδ.
Pick any R : I 7→ S such that R|∂I = R1|∂I . Define the displacement map
d : ∂I 7→ T1 by
d(x) =
x−R(x)
|x−R(x)| ,
which is well-defined since R does not have fixed points on ∂I ⊂ ∂Yδ. The degree
of d is non-zero since I is full. Therefore, R has a fixed point in I (otherwise d
would extend to all of I, and would have a degree zero). 
To finish the proof of the existence of the fixed points we will require the fol-
lowing theorem from [4]:
Theorem 5.8. Let X ⊂ Y where X is closed and Y is a normal topological space.
If f : X 7→ Y is homotopic to a map g : X 7→ Y with the property that every
extension of g|∂X to X has a fixed point in X, and if the homotopy ht has no fixed
point on ∂X for every t ∈ [0, 1], then f has a fixed point in X.
Proposition 5.9. Rω has a fixed point.
Proof. R1 either has a fixed point in ∂Yδ, or otherwise by Lemma 5.7 any of
extensions of R1|∂Yδ to Yδ has a fixed point. In the second case we can apply
Theorem 5.8 and Lemma 5.6, to immediately obtain the required result. 
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Now we can finish the proof of Theorem A.
Proof of Theorem A. Suppose that ρ is sufficiently large and N and M are as in
Propositions 4.1 and 4.2. Pick a sequence ω¯ = (ω0, ω1, . . . , ωk−1), ωj ∈ MN,M .
One can use Rωk−1 ◦ . . . ◦ Rω0 in place of Rω in the previous Proposition to
demonstrate that Rωk−1 ◦ . . . ◦ Rω0 has a fixed point, which, hence, is a periodic
point of R of combinatorial type ω¯. 
6. Appendix
To present a proof of Theorem B we will need to introduce the concept of
transfer maps.
Definition 6.1. An interval C is called a nice interval of f , if C is open, the
critical point of f is in C, and the orbit of the boundary of C is disjoint from C.
Definition 6.2. Fix f and a nice interval C. The transfer map to C induced by
f ,
T :
⋃
n≥0
f−n(C) 7→ C,
is defined as T (x) = f τ(x)(x), where τ :
⋃
n≥0 f
−n(C) 7→ N, is the transfer time to
C, that is the smallest non-negative integer n such that fn(x) ∈ C.
Proposition 6.3. (Proposition 3.7 in [10]) Assume that f has no periodic attrac-
tors and that Sf < 0. Let T be the transfer map of f to a nice interval C. Then
the complement if the domain of T is a compact, f -invariant and hyperbolic set.
Proof. Let U = dom T and Γ = [0, 1] \U . Since U is open, Γ is closed, and, being
bounded, is compact. By definition f−1(U) ⊂ U =⇒ f(Γ) ⊂ Γ.
Γ is the set of points x such that fn(x) /∈ C for all n ≥ 0. Since Sf < 0,
f does not have non-hyperbolic periodic points (cf [11], Theorem 1.3), and, by
assumption, f has no periodic attracting orbits, so Γ is hyperbolic (cf [8], Lemma
III.2.1). 
Since a compact, invariant, hyperbolic set for a C1+α function has zero Lebesgue
measure (cf. [8], Theorem III.2.6), we have
Corollary 6.4. [0, 1] \ dom T has zero Lebesgue measure.
The last result that we will require for the proof of unique ergodicity is the
following Theorem due Gambaudo and Martens (cf [2]).
Theorem 6.5. If f is infinitely renormalizable (of any combinatorial type) with
a Cantor attractor Λ, then Λ supports one or two ergodic invariant probability
measures.
If the combinatorial type of f is bounded, then Λ is uniquely ergodic.
30 DENIS GAIDASHEV
We can now present a proof of Theorem B, which is identical to Theorem 5.3
from [10].
Proof of Theorem B. Let Ln and Rn denote the left and right half intervals for
the n-th first return map, and let in and jn be the return times for the corre-
sponding intervals. Set Λ0 = [0, 1], and
Λn =
in−1⋃
i=0
f i(Ln) ∪
jn−1⋃
i=0
f j(Rn),
where · stands for the closure of a set. Components of Λn are called intervals of
generation n and components of Λn−1 \ Λn are called gaps of generation n. Let
J ⊂ I be intervals of generations n + 1 and n, respectively, and let G ⊂ I be a
gap of generation n + 1. Take the L0 closure of the set {Rn[f ]}. Since {Rn[f ]}
is compact in L0, the infimum and supremum of |J |/|I| and |G|/|I| over I, J and
G of the corresponding generation are bounded away from 0 and 1. Otherwise,
there would be an infinitely renormalizable map in L0 with |J | = 0 or |J | = |I| (
|G| = 0 or |G| = |I|). This is impossible, since this would imply that, for that map,
one (or both) of Ln or Rn is of zero length, which contradicts renormalizability.
Therefore, there exist constants µ > 0 and λ < 1, such that
µ <
|J |
|I| < λ, µ <
|G|
|I| < λ. (6.61)
Next, Λ ⊂ ∩Λn, since the critical values are contained in the closure of f(Ln)∩
f(Rn) for each n. From (6.61), |Λn+1| ≤ λ|Λn|, therefore, the lengths of intervals
of generation n tend to zero, and Λ = ∩Λn.
A standard argument demonstrates that Λ is a Cantor set of measure zero (since
λ < 1), of Hausdorff dimension in (0, 1).
Next, we prove that almost all points are attracted to Λ. Let Tn denote the
transfer map to the n-th interval Cn = Ln ∪ Rn ∪ {0}. By Proposition 6.3 the
domain of Tn has full Lebesgue measure for every n, and, therefore, a.e. point
enters Cn for every n.
Finally, the unique ergodicity follows from Theorem 6.5. 
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