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1.  Introduction
The Earth's radiation belts are complex and dynamic, driven by ever-changing particle acceleration, loss, 
and transport processes. In recent years, there has been a heightened interest in radiation belt loss processes 
and the impact these losses have on the belts and the Earth's atmosphere (e.g., Friedel et al., 2002; Millan & 
Thorne, 2007; Newnham et al., 2018; van de Kamp et al., 2018). Energetic electron loss to the atmosphere in 
particular has been recognized as a potential driver of regional scale variability in surface air temperatures 
(Seppälä et al., 2009), and has been highlighted as a necessary component of comprehensive climate mod-
els (Matthes et al., 2017). Clearly, understanding the effects of different electron loss drivers is essential to 
quantifying the role that electron precipitation plays in affecting the broader climate.
One of the primary drivers of particle loss from the radiation belts is the interaction between these particles 
and magnetospheric plasma waves (e.g., Thorne, 2010). One such wave-particle interaction that has been 
the subject of considerable academic debate in recent years occurs between radiation belt electrons and 
electromagnetic ion cyclotron (EMIC) waves. EMIC waves are coherent, typically circularly polarized Pc1-2 
(0.1–5 Hz) waves generated near the geomagnetic equator, often during periods of heightened geomagnetic 
activity (e.g., Clausen et al., 2011). Despite over half a century of study, however, there are still many key 
questions regarding EMIC waves and their interactions with the radiation belt that remain unanswered, 
including the energy limits of the EMIC-electron interaction, the effects of this interaction on radiation 
belt electron populations, and the impacts of the resulting electron precipitation on the upper atmosphere.
There has been significant debate regarding the first of these questions. Despite early experimental work 
hinting that the minimum energy of EMIC-electron interactions could be as low as hundreds of keV (e.g., 
Gendrin et al., 1967; Jacobs, 1970), later theoretical results using in situ satellite wave observations sug-
gested that in all but the most extreme cases, electron precipitation could be expected only at energies 
>1–2 MeV (e.g., Meredith et al., 2003). In recent years, however, there has been a growing body of experi-
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mental evidence from many different instruments to suggest that EMIC-driven energetic electron precipita-
tion (EEP) might occur readily at energies below 1 MeV (e.g., Clilverd et al., 2015; Hendry et al., 2017, 2019; 
Millan et al., 2007; Rodger et al., 2015; Woodger et al., 2015). One of the most important of these results 
was the broad statistical survey of POES MEPED data carried out by Hendry et al. (2017), who showed that 
not only were these sub-MeV EMIC-driven EEP events possible, but that they appeared to be the dominant 
form of EMIC-driven EEP seen in the POES data. The reason for the disjunction between the experimen-
tal data and the theoretical predictions is still unclear; suggested solutions have included nonlinear (e.g., 
Hendry et al., 2019; Kubota & Omura, 2017; Omura & Zhao, 2013) and nonresonant (Chen et al., 2016) 
interactions, as well as interactions between simultaneous He+ and H+ band waves (Denton et al., 2019), 
although to date a consensus has yet to be reached.
Theoretical considerations aside, the existence of EMIC-driven EEP at these relatively low energies raises 
some important questions: Why have other statistical investigations of EMIC waves not seen similar sub-
MeV EEP (e.g., Usanova et al., 2014)? Given that these events are occurring, what is the impact of this EEP 
on trapped electron fluxes? What is the effect on the upper atmosphere? The latter two of these questions 
are of particular interest; if EMIC waves are able to access the subrelativistic (i.e., hundreds of keV) popula-
tion of the radiation belt electron population and drive meaningful levels of precipitation at these energies, 
they may not only be able to deplete the radiation belts but are also likely cause significant changes to the 
Earth's atmospheric chemistry.
Particle precipitation is a well-known source of Odd nitrogen (NOx  =  NO  +  NO2) and Odd hydrogen 
(HOx = OH + HO2) gases in the polar mesosphere and stratosphere (between altitudes of ∼30–90 km) (Sep-
pälä et al., 2014). These gases act as catalysts in ozone loss reaction cycles, resulting in rapid in situ ozone 
loss immediately following EEP events (Andersson, Verronen, Rodger, Clilverd, & Wang, 2014). Modeling 
of different precipitation events and drivers has suggested that EEP is the cause of significant impacts to 
atmospheric chemistry (e.g., Rodger et al., 2007; Seppälä et al., 2018). EEP is also known to drive a delayed 
loss process—the so-called EEP-indirect effect (Randall et al., 2006). This process occurs months after the 
initial precipitation, following transport of the EEP-NOx down (from the typical EEP altitudes near 70–
80 km) to the stratosphere below 50 km (Gordon, Seppälä, & Tamminen, 2020).
Once in the stratosphere this EEP-NOx can contribute to long-term ozone variability in complex ways: re-
cent observational evidence has shown that in addition to directly causing ozone loss, EEP-NOx can also 
cause indirect increases in ozone at the main ozone layer altitudes by binding harmful, ozone hole causing 
halogen compounds, thus preventing them from contributing to springtime polar ozone loss (Gordon, Sep-
pälä, Funke, et al., 2020). The ability to correctly estimate and model atmospheric ozone levels is critical 
for climate simulations as, for example, ozone provides a critical source for heating and cooling in the at-
mosphere linking it to dynamical patterns and regional climate variability (Matthes et al., 2017). Due to the 
many unknowns surrounding EMIC-driven EEP, it is unclear how well EMIC precipitation is accounted for 
by the current EEP proxies used in atmospheric and climate modeling (Matthes et al., 2017; van de Kamp 
et al., 2018).
In the next section, we discuss the instrumentation used in this study, including a detailed discussion of the 
database of EMIC-driven EEP events in Section 2.1. Following this, we investigate the impact of EMIC-driv-
en EEP on the radiation belts by simulating the response of a model trapped flux population to EMIC-driv-
en scattering, using experimental observations of EMIC-driven EEP to calculate the expected flux drop-
out (Section 3). We then use additional observations of EMIC-driven EEP to drive an atmospheric neutral 
and ion-chemistry model, allowing us to investigate the impact of EMIC-driven electron scattering on the 
Earth's atmosphere (Section 4). We study the seasonal responses to the precipitation forcing (Section 4.2) 
and investigate whether the precipitation energy or flux is more significant for ozone loss (Section 5). In 
Section 5, we also test the ability of geomagnetic activity proxies to predict EMIC-EEP fluxes. Discussions 






The primary instrument used in this study is the Medium-Energy Proton and Electron Detector (MEPED) 
suite of particle detectors carried by each satellite in the Polar-orbiting Operational Environmental Satel-
lite (POES) constellation. Although the POES MEPED instruments are known to suffer from data quality 
issues, primarily detector cross contamination (e.g., Yando et al., 2011), the POES constellation remains 
one of the best in situ sources of medium-energy electron and proton precipitation data presently available.
The modern POES constellation consists of eight satellites (NOAA15–19 and METOP A–C) launched into 
low-Earth Sun-synchronous polar orbits between 1998 and 2018, the most recent of which, METOP-C, 
was launched in late 2018. Two of the POES satellites have since been decommissioned (NOAA-17 in 2013 
and NOAA-16 in 2014). The MEPED instrument is comprised of eight particle detectors: four high-energy 
(>16 MeV) omnidirectional proton detectors, two-directional proton telescopes, and two-directional elec-
tron telescopes. For this study, we only consider data from the directional detectors, i.e., the telescope pairs. 
For each of the MEPED directional detector pairs, one detector is aligned antiparallel to the satellite's direc-
tion of motion, while the other points perpendicular to the first, radially outwards from the Earth—the 0° 
and 90° telescopes, respectively. Depending on the location of a satellite in its orbit, each of these detectors 
will typically be dominated by trapped particles, bounce loss-cone (BLC) particles, drift loss-cone (DLC) 
particles, or some combination of the three (Rodger et al., 2010). For the L-shells considered in this study 
(2 < L < 10), the 0° telescopes will typically be measuring BLC/DLC particles, while the 90° telescopes will 
measure trapped fluxes.
Particle flux measured by the POES MEPED directional telescopes is accumulated over a 1 s period and 
binned by energy into three electron channels (E1–E3) in the nominal energy ranges  >30, >100, and 
>300 keV and proton fluxes in six energy bands from 30 to >6,900 keV (P1–P6). The MEPED instrument 
suffers significantly from cross-contamination (Yando et al., 2011), with the electron telescopes responding 
to proton flux and vice versa. In particular, the proton P6 channel responds strongly to relativistic (rough-
ly >800 keV) electrons. In the absence of high-energy protons, we are able to use the P6 proton channel as 
an ersatz electron detector; when using it in this way, it is sometimes referred to as the “E4” channel.
A detailed description of the POES satellite instruments can be found in Evans and Greer (2000).
2.1.  Hendry et al. (2017) EMIC-EEP Database
In this study, we investigate the impact that EMIC-driven EEP has on atmospheric chemistry using a da-
tabase of 3777 EEP events extracted from the POES MEPED data by Hendry et al. (2016). This database 
was constructed using an algorithm derived by Carson et al. (2013) based on a previously identified EMIC 
precipitation signature (e.g., Miyoshi et al., 2008; Sandanger et al., 2009). This database has been shown by 
Hendry et al. (2016) to be strongly correlated with ground-based EMIC-wave observations, confirming the 
link between these EEP events and EMIC-wave activity. A follow-up study by Hendry et al. (2017) demon-
strated that a significant proportion of these events showed significant EEP flux occurring at energies below 
1 MeV. This was also confirmed by investigating RBSP observations at the time of these events, constraining 
the location, size, and energy range of EMIC-induced electron precipitation inferred from coincident pre-
cipitation data and relating them to the EMIC-wave frequency, wave power, and ion band of the wave as 
measured in situ by the Van Allen Probes (Rodger et al., 2015).
Hendry et al. (2017) carried out an in-depth analysis of their precipitation trigger database, investigating 
the characteristics of the EMIC-driven EEP. Part of this analysis involved fitting a subset of the events in the 
database with an idealized flux energy distribution, which they called a “peaked” flux distribution:
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This distribution was derived from in situ particle measurements from the Demeter satellite and theoretical 
analyses of EMIC-driven electron precipitation by Li et al. (2014). It is characterized by power law growth 
and decay terms, controlled by the spectral indices β1,2 and scaling factors α1,2. Combined, these produce a 
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We note that an oversight in the analysis by Hendry et al. (2017) meant that some events were erroneously 
excluded from the fitting process due to an incorrectly implemented filter; we have corrected this analysis 
to include these events, giving 649 events analyzed in total (in comparison to the 610 events reported in 
Hendry et al. (2017)). The inclusion of these extra events has not changed the results of Hendry et al. (2017) 
significantly.
2.1.1.  Peak Energy and Total Flux
The effect that electron precipitation has on atmospheric chemistry is strongly regulated by the energy of 
the precipitating electrons, as well as the flux magnitude. Electrons with higher energies are able to pen-
etrate deeper into the atmosphere, driving the ionization of atmospheric neutrals at lower altitudes than 
electrons with lower energies (Turunen et al., 2009). Clearly the number of precipitating electrons is also 
important, with a larger electron flux causing higher ionization rates. For the fitted database events from 
Hendry et al. (2017), these two quantities are approximately characterized by the peak energy Ep, defined in 
Equation 2 above, and the total electron flux J, defined as:
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where we have approximated the infinite sum in Equation 3 as a finite sum over discrete energies from 0 to 
10 MeV at 1 keV spacing.
Figure 1a shows the distribution of Ep for the 649 fitted electron precipitation events, binned according 




Figure 1.  (a) Histogram of Ep values for the fitted database events, with the Type I distribution overlaid in red and 
the Type II distribution overlaid in dashed black. (b and c) Histogram of J values for the Type I and Type II events, 
respectively.
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et al. (2017). The dominant population, which we will call Type I events, has Ep values which occur between 
100 and 600 keV and comprises around 71% of the fitted events; this group is roughly normally distributed 
(red line; median 292 keV). A smaller secondary population, which we will call Type II events, has Ep values 
in the 0.6–2 MeV range and makes up around 23% of the fitted events; this group is roughly log-normally 
distributed (black dashed line; median 1,346 keV). Very few events (<3%) have Ep > 2 MeV. In J, the events 
as a whole are fairly evenly distributed between around 103 and 106 electrons cm−2 sr−1 s−1, with an average 
of around 1.24 × 104 electrons cm−2 sr−1 s−1. Figures 1b and 1c show the distributions of J split between the 
Type I and Type II events, respectively.
It is evident that Type II events on average have much lower J (median 103.7 versus 104.3 electrons 
cm−2  sr−1  s−1). This is due to the much smaller trapped flux populations at these energies, limiting the 
amount of flux that can possibly be lost. In contrast, the Type I events can access the much more populous 
<1 MeV trapped fluxes, allowing a much greater possible J.
We note that in Figure 1c, there is a sharp drop off in event occurrence at J values around 103 electrons 
cm−2 sr−1 s−1, compared to the roughly normally distributed Type I events. This drop off is not natural, but 
is instead an artifact of the filtering of events with very small fluxes due to POES limitations (as described 
by Hendry et al. (2017)). If we assume that the “true” J distribution for Type II events has a similar shape 
to the Type I events, we might assume that the true Type II J distribution for an unfiltered database would 
extend down to ∼102 electrons cm−2 sr−1 s−1.
It is worth reiterating the point raised by Hendry et al. (2017), that these fits are not necessarily unique. 
Due to the relatively small number of data points from POES, there may be multiple spectra that are able to 
reproduce the POES measured fluxes. In particular, the β2 parameter, which controls the decay rate of the 
peaked spectrum at relativistic energies, is relatively poorly constrained at higher energies due to the lack of 
measurements from POES at these energies. This is unlikely to affect either Ep, which is tightly constrained 
by the relative flux of each electron channel, or J, due to the fact that the ultrarelativistic fluxes contribute 
only a small fraction of the total precipitated flux. However, it may impact our ability to look at energy-de-
pendent effects; we will discuss this further in the next section.
In the current study, we will consider a small number of representative precipitation spectra from the Hend-
ry et al. (2017) database of fitted events and investigate the potential impact of the observed precipitation on 
radiation belt trapped fluxes and the Earth's atmospheric chemistry.
3.  Impact on the Radiation Belts
One of the most of important questions that arose from the Hendry et al. (2017) study was why this sub-
MeV precipitation had not been reported in satellite data before, despite many years of study. One possible 
answer to this is that previous studies had been considering the data in the wrong order—starting with 
EMIC waves and then searching for EEP, as opposed to starting with EEP and looking for associated waves. 
Indeed, Qin et al. (2018) found that, when starting with EMIC waves and looking for EEP, only ∼25% of 
events were positively associated with EEP, a rate just 10% higher than random coincidence. In comparison, 
Hendry et al. (2016) started with a specific type of EEP signature and found correlation with ground-based 
EMIC up to 90% of the time.
Another possible reason for the lack of sub-MeV EEP reports in the literature may lie with how these 
past studies were carried out. Electron precipitation is relatively difficult to study in situ—at the magnetic 
equator, the bounce loss-cone (BLC) is very narrow, making it very difficult for equatorial satellites such 
as RBSP to resolve. Polar-orbiting satellites, such as POES and DEMETER, are better able to resolve pitch 
angles closer to the BLC—their orbits allow them to sample radiation belt fluxes much further down the 
field line, where the BLC is relatively large. The trade-off, however, is that the nature of these orbits mean 
that in any given orbit the satellites spend very limited time at the L-shells associated with EMIC-driven 
EEP. Experimental studies typically suggest EMIC L-shell extents of 0.1–1 ΔL (e.g., Hendry et al., 2020; 
Mann et al., 2014). For polar-orbiting satellites, this typically corresponds to a potential observation period 
of 10–20 s at best for any given event—depending on the temporal resolution of the instrument, this may 





To get around the limitation of equatorial satellites for studying EEP, some studies have looked instead at 
the trapped flux populations, with the intent of detecting EMIC-driven changes in these fluxes, as opposed 
to the EEP itself. A seminal and oft-quoted example is the study by Usanova et al. (2014), who investigated 
the impact of EMIC-driven scattering on POES and RBSP-detected trapped fluxes. Usanova et al. reported 
that EMIC waves could cause the scattering of ultrarelativistic (>2 MeV) electrons, but did not cause ap-
preciable changes to <1 MeV electron populations. This appears at first glance to be in direct conflict to the 
results of Hendry et al. (2017), who almost exclusively found events with EMIC-driven electron precipita-
tion occurring at energies <1 MeV. However, as we will show below, these two results are not necessarily 
contradictory.
3.1.  Impact of EMIC-Driven EEP on Trapped Flux Populations
From the results of Hendry et al. (2017), we have a set of EMIC-driven EEP events from which we have de-
rived peaked flux distributions (Equation 1). These precipitating flux distributions paint a picture in which 
the vast majority of events drive significant electron population at relatively low energies (<1 MeV). The 
question, then, is why do we typically see very little evidence of such low-energy precipitation through their 
impact on the trapped flux data? To answer this, we consider a simple test: given an idealized trapped flux 
distribution and given the precipitation spectra from Hendry et al.  (2017), what changes in the trapped 
electron population might we expect to see when we subtract this precipitation from the trapped fluxes?
Although we could in theory generate a “true” flux distribution by using data from the Van Allen probes, 
Arase, or similar satellites, for this thought-experiment we only need an idealized flux distribution. To ob-
tain such a distribution, we use the AE9 radiation belt model (Johnston et al., 2017) to generate a sample 
realistic trapped electron flux distribution with energies from 40 keV to 10 MeV and pitch angles from 0° to 
90°. We integrate over the entire pitch angle space to give us the total electron content in a flux-tube with 
1 cm2 area at 100 km for L = 4.7. From this generated trapped electron population, we can simply sub-
tract the EMIC-driven energy-dependent EEP to estimate the impact on the trapped fluxes. By integrating 
Equation 1 with respect to time, we can model the impact of this precipitation over an arbitrary length of 
time. We note that Equation 1 is time-invariant—a more realistic approach would be to introduce some 
time-dependence to better model the decaying trapped flux. For this thought-experiment, however, a con-
stant loss-rate is sufficient to determine the relative impact of the precipitation at different energies; a very 
similar approach was undertaken to investigate the long-term impact of electron microburst precipitation 
on trapped electron fluxes by Douma et al. (2019).
Figure 2 represents the results of such an experiment, using flux distributions from three of the Hendry 
et al. (2017) events: two Type I events (a) and (b), and one Type II (c). These events, each with different α and 
β parameters, were chosen such that (a) has low flux (J ∼ 103.8, Ep = 248 keV), (b) has high flux (J ∼ 104.1, 
Ep = 224 keV), and (c) has average (for Type II) flux (J ∼ 103.6, Ep = 1012 keV); in each case J has units of 
electrons cm−2 sr−1 s−1. These events correspond to events defined in the next section, with (a), (b), and (c) 
corresponding to events #1, #5, and #8 in Table 1, respectively. On each plot we show the unaffected trapped 




Figure 2.  Evolution in time of the model flux distribution after EMIC-driven EEP for three different event categories: 
(a) Type I, low J; (b) Type I, high J; (c) Type II. The blue line indicates the baseline flux distribution (no precipitation), 
with the rest of the lines indicating progressively longer periods of EEP. The time periods are shown by differing colors 
at times givens in the legend. EMIC, electromagnetic ion cyclotron; EEP, energetic electron precipitation.
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interaction time between electrons and EMIC waves is not exactly clear, 
as it depends not only on the energy of the electrons in question, but also 
strongly on the longitudinal extent of the EMIC-wave region, which is 
in general fairly difficult to determine, and has to date largely only been 
examined on a case-by-case basis (e.g., Hendry et al., 2020).
The results shown in Figure 2 are rather striking. For all of the events 
shown, at ultrarelativistic energies we see almost complete depletion of 
the flux-tube. Although the scattered fluxes at these energies are rela-
tively tiny compared to the lower energy scattered fluxes (at least 3–4 or-
ders-of-magnitude lower), they constitute a large percentage of the total 
trapped flux at these energies, indicating that very strong scattering is oc-
curring. Comparatively, at lower energies (i.e., <1 MeV), we typically see 
almost no evidence of scattering at all, suggesting very inefficient scatter-
ing, with depletion rates of only 2% at 200 keV and ∼10% at 300–400 keV. 
It is simply due to the several order-of-magnitude difference in the fluxes 
between the subrelativistic and ultrarelativistic fluxes that the the precip-
itating fluxes peak at subrelativistic energies, despite the primary elec-
tron dropouts occurring at relativistic energies.
As we mentioned in Section 2.1.1, the expected ultrarelativistic precipitating flux is strongly dependent on 
the spectral decay parameter β2. The power law nature of the peaked fit we have used means that relatively 
small changes in β2 can result is significant changes in the loss-rate at ultrarelativistic energies. Thus, when 
interpreting these results one must keep in mind the possibility that the observed ultrarelativistic loss-rate 
could be faster or slower than reality, depending on whether we have underestimated or overestimated the 
decay parameter β2 in our fitting. With that said, the ability for EMIC waves to rapidly scatter the ultrarel-
ativistic portion of the radiation belts is well-established in the literature, both theoretically (e.g., Hendry 
et al., 2019; Kubota & Omura, 2017) and experimentally (e.g., Shprits et al., 2016; Usanova et al., 2014). As 
a result, our conclusion—that ultrarelativistic fluxes are depleted at a much more rapid rate than sub-MeV 
fluxes—is likely not significantly affected by this uncertainty.
This result largely explains the apparent contradiction between EMIC studies looking at trapped and pre-
cipitating electrons. In studies such as Usanova et al.  (2014), it is likely that the subrelativistic electron 
precipitation seen by Hendry et al. (2017) is in fact present, however the relatively small decrease in total 
flux due at these energies combined with the relatively long timescales investigated (i.e., weeks) means that 
there simply is not the resolution required to observe these changes. We suggest that the conclusion to be 
drawn from this will depend on ones primary focus; if the goal is to understand the scattering process or 
precipitation levels into the atmosphere, the subrelativistic precipitating fluxes are important. However, 
if the goal is to predict the variation of trapped fluxes, those subrelativistic energies are considerably less 
significant, while the ultrarelativistic changes are dramatic.
4.  Atmospheric Impact
We now turn our attention to the Earth's atmosphere; given that the events studied by Hendry et al. (2016, 
2017) events are occurring, and that these events include precipitation spanning a very wide range of en-
ergies, how important are they to the Earth's atmospheric chemistry? To examine this, we consider the 
atmospheric ionization rates expected from these events and the resulting changes to neutral atmospheric 
chemistry driven by this ionization.
An analysis of all 649 fitted events from the Hendry et  al.  (2017) database is outside the scope of this 
study—instead, we consider nine representative events from the database such that the range of parameters 
observed across the database are included. We use the same categorization as earlier, that is, Type I or Type 
II events. We roughly divide the Type I these events into two groups based on their total flux J: small events 
(J ∼ 103.5−104.5) and large events J ∼ 104.5–105.5, both in electrons cm−2 sr−1 s−1. For Type II events there is 
not as much spread in J, so we do not subdivide these further. For each of these three subsets, we selected 




# α1 β1 α2 β2 Ep J
Type I 1 34 6.9 10.8 1.5 248 5.9 × 103
2 31 6.4 17.5 2.4 276 1.3 × 104
3 35 7.1 13.8 1.8 281 1.5 × 104
4 31 6.4 9.9 1.2 271 1.8 × 104
5 32.9 7.2 14.4 1.8 224 3.3 × 104
6 23.8 5.1 24.4 3.3 327 3.6 × 104
Type II 7 43.5 6.7 9.7 1.3 949 4.0 × 103
8 46.9 7.1 14.8 2.0 1012 4.0 × 103
9 50.3 7.2 25.8 3.4 1408 2.4 × 103
Table 1 
Spectral Parameters of Equation 1, Ep (keV) and J (electrons cm−2 sr−1 s−1), 
for the Representative Event Spectra
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total of nine events to consider. These events are summarized in Table 1—for ease of reference, we assign 
each event a numerical index.
4.1.  Ionization Rate Calculations
We calculate the ionization rates for each of our spectra using the method described in Section 2.4 of Rodger 
et al. (2012), using Halley, Antarctica (75° S, 26° W, L ≈ 4.5) as our modeling point. We investigate both the 
summer and winter atmospheres, modeled on December 22, 2004 and June 22, 2004, respectively. Each 
energy spectra are modeled as a discretized collection of monoenergetic electron beams; for each of these 
beams, an altitude specific energy deposition is found. The total energy deposition for the event is found by 
integrating across the entire energy range of the spectrum (10–10,000 keV). The resulting altitude specific 
energy deposition for the entire spectrum is then divided by the ionization energy of a single molecule, 
which is taken to be ∼35 eV (Rees & Rees, 1989), to give an altitude-dependent ionization rate.
For each of the ionization rate profiles calculated using the above technique, both day-time (18:00 UT, 12:00 
LT) and night-time (06:00 UT, 00:00 LT) atmospheres were considered. In all cases, the day and night ioni-
zation rates were indistinguishable by eye, and so we have taken them to be essentially identical. For all of 
the following considerations, we will be using the night-time ionization rates.
4.2.  Modeling the Atmospheric Impact
To simulate the EMIC precipitation impact on the atmosphere, we use the 1-D Sodankylä Ion and neutral 
Chemistry model (SIC). This model has been described in detail by Verronen et al. (2005, 2016), Turunen 
et al. (2009) and was recently used by Seppälä et al. (2018) to carry out an analogous study of the atmos-
pheric impact of relativistic electron microbursts. Here we will summarize some of the main features of the 
model. The model solves the impact of EEP ionization on 34 atmospheric neutrals, including HOx, NOx, 
and ozone, and several ionized species in the altitude range from 20  to 150 km by solving several hundred 
ion-chemistry reactions. The model accounts for external forcing due to solar UV and soft X-ray radiation, as 
well as ionization from electron and proton precipitation, and galactic cosmic rays. The model simulations 
for this study were run with 5 min time step for the same location as the ionization calculations described 
above, for both a summer and winter atmosphere. We first perform simulations without any EMIC precipi-
tation, which provide a “background” level for us to contrast our EMIC simulations against. Times from the 
model outputs corresponds to UT, with the EMIC precipitation starting at UT midnight.
Statistical information on the duration of EMIC-related EEP events is fairly sparse in the literature; the 
events as observed in POES last only seconds, but these represent just brief snapshots of the events as the 
satellites fly through the precipitation region. Ground-based case-study observations of EMIC-driven EEP 
show durations ranging from tens of minutes (e.g., Hendry et  al.,  2016) to several hours (e.g., Clilverd 
et al., 2015), typically with a fairly smooth ramp up and down in intensity as the precipitation footprint 
passes over the region of interest. We allow the EEP to drive our model for an hour, applying a Gaussian 
window to the ionization to simulate the smooth variation seen in observational studies. In other words, 
the precipitation increases from zero at 00:00 UT to a peak at 00:30 UT, returning to zero again at 01:00 UT.
Although the ionization of the atmosphere sets off a raft of chemical changes, the most important changes 
for our purposes are the relative increases in HOx and NOx, both of which can lead to the catalytic destruc-
tion of ozone (Andersson, Verronen, Rodger, Clilverd, & Wang, 2014). HOx has a very short chemical life-
time under all conditions, due to rapid self-annihilation, however NOx is mainly lost from the atmosphere 
by photolysis in the presence of sunlight. Thus, during the polar winter EEP can result in accumulation of 
NOx, which can subsequently be transported to lower altitudes where it can have a delayed effect on strat-
ospheric ozone balance (the so-called EPP-indirect effect). The importance of sunlight in regulating the 
atmospheric chemical balance via photolysis means that we expect significant differences in the chemical 
response of the atmosphere in summer and winter; we will thus consider these periods separately.
4.2.1.  Summer Response
Figure 3 shows three of the Summer modeling runs, representing small, medium, and strong atmospheric 





in the Supporting Information). As can be seen in this figure, EMIC-driven EEP into the summer polar 
atmosphere can, for the largest events, drive significant increases in relative HOx and NOx concentrations. 
Due to rapid dissociation, however, these increases are short-lived. In the case of NOx, the changes lasted 
little more than a day, while for HOx levels returned to baseline within ∼30 min. Nonetheless, we see signif-
icant decreases in relative ozone concentrations, with ∼10% decreases seen for the larger events. As with the 
catalysts, however, these losses are short-lived, returning to baseline within roughly 2 h.
4.2.2.  Winter Response
Figure 4 shows the impact of the same events in Figure 3 on a Winter atmosphere (see the supporting in-
formation for the full results). The changes to HOx are the most dramatic, with relative increases of several 
thousand percent over the reference atmosphere (this is expected as during winter the background levels 
of HOx are generally lower than during summer). Even in the absence of sunlight these increases are short-
lived, however, due to rapid self-annihilation—typically, these HOx increases return to baseline by the end 
of the simulation period. The relative increases in NOx are smaller, peaking at only 100%–200% increases 
over baseline, but are much more resilient. As NOx is primarily destroyed by photodissociation, the lack of 
significant levels of sunlight in the polar winter means that for most of the events modeled, there remains 
significantly increased levels of NOx even 5 days after the event.
As is to be expected, these significant increase in HOx and NOx result in destruction of mesospheric ozone, 
with relative decreases of ∼10% seen in the larger events. Although these generally appear to be smaller 
than the decreases during summer, during winter the ozone loss persists for much longer, with significant 
decreases present even several days after the event. With repeated EMIC-driven EEP events, this could lead 
to significant impact on ozone balance over the duration of an entire winter.
5.  Ozone Loss: Correlations With Ep and J
In this study, we have considered only a small sample of EMIC-driven EEP events. The question remains, 
then, as to how we extend these results to, for instance, the entirety of the Hendry et al. (2017) database of fit 




Figure 3.  Relative change in HOx (top), NOx (middle), and O3 (bottom) relative to the reference run in response to 
EMIC-driven EEP during the Summer months for events #9, #2, and #5 from Table 1. Note that the NOx plots are 
plotted on a longer time scale to show the slower dissociation compared to HOx. EMIC, electromagnetic ion cyclotron.
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atmosphere varies with the key parameters of the Hendry et al. (2017) fit events, the peak energy Ep and the 
total flux J. Due to the relatively small response that, we observed from the summer atmosphere, and due to 
the potential for winter accumulation of NOx, we focus primarily on the response of the winter atmosphere.
From Figure 4, we can see that the majority of the ozone loss, at least initially, occurs at altitudes of around 
80 km, later dropping down closer to 75 km. We know from analysis of electron penetration depth (see, for 
instance, Figure 3 of Turunen et al. (2009)) that ionization at this altitude is driven primarily by electrons 
with energies >100 keV. Given that all of our events have Ep well above this, it is thus unsurprising that, 
based on a simple linear regression calculation, there is no dependence of the maximum decrease in ozone 
on Ep (p = 0.093, R2 = 0.35, where R is the Pearson correlation coefficient). The same also applies to the 
increases in NOx (p = 0.097, R2 = 0.343) and HOx (p = 0.332, R2 = 0.134).
As a result of this, we can assume that almost every precipitating electron in these EMIC events must pass 
through the altitude region where peak ozone loss occurs. It is perhaps unsurprising, then, that we find a 
very strong linear relationship between the calculated relative ozone loss and the total flux J (p = 4.1 × 10−7, 
R2 = 0.979). We see a similarly strong relation between J and the relative increase in NOx (p = 1.6 × 10−6, 
R2 = 0.969); the relationship with HOx is weaker (p = 0.038, R2 = 0.482), but still statistically significant. 
This suggests that all of the variations in ozone and NOx, and at least some of variations in HOx, are driven 
by variations in J.
It is important to note that this result—a strong dependence on J—means that the analysis presented in this 
section is likely unaffected by the uncertainty in the ultrarelativistic loss-rate mentioned in Section 2.1.1. 
Any changes to the total flux J due to increases or decreases in the ultrarelativistic loss-rate will be largely 
negligible, due to the several orders-of-magnitude greater fluxes seen at the lower energies.
Given the clear dependence on J, it is instructive to consider whether this dependence is necessarily re-
flected by coarser measures of geomagnetic activity, for instance the geomagnetic index Kp. It has been 
previously established (Carson et al., 2013) that there is a strong, roughly linear relationship between Kp 
and the occurrence of precipitation events such as those in the Hendry et al. (2017) database, with a higher 
frequency of events occurring at higher Kp. However, we find no such dependence between the total flux J 
and Kp—comparing the calculated J for the entire Hendry et al. (2017) database with the instantaneous Kp 




Figure 4.  As with Figure 3, but for the Winter months and extended out to show the full 5 days simulation period.
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We see a similar result for the derived index Ap (p = 1.3 × 10−13, R2 = 0.08). This is of particular interest due 
to the Ap index's use as a proxy for EEP in climate modeling (e.g., Matthes et al., 2017). The fact that there 
is no clear relation between J and Ap suggests that EMIC-driven EEP is not being accounted for in these 
models.
6.  Discussion and Conclusions
By studying the impact of the Hendry et al. (2017), EEP spectra on simulated trapped flux distributions, we 
have shown that not only can these spectra cause significant depletion at ultrarelativistic energies, consist-
ent with experimental and theoretical analyses, but also that these events do not cause significant radiation 
belt depletion at sub-MeV energies. This has interesting implications. Importantly, it explains the apparent 
contradiction between studies looking solely at the depletion of trapped electron fluxes and those looking 
at loss-cone fluxes directly—it is not that the sub-MeV precipitation is not occurring, but rather that the 
lost electrons represent only a tiny fraction of the total electron population at these energies. As a result, 
at the typical flux resolution of equatorial satellites and temporal resolution of trapped flux studies (e.g., 
Usanova et al., 2014), it is all but impossible to resolve the changes in sub-MeV flux caused by EMIC-driven 
scattering.
In addition to resolving this apparent contradiction, our results also provide an indication of the relative 
electron scattering efficiency by EMIC waves at ultrarelativistic and sub-MeV energies. Figure 2 shows the 
incredibly efficient removal of ultrarelativistic electrons, with significant depletion of the population after 
only ∼1 min. In comparison, the 300–400 keV electron population is barely affected, even after 10 min of 
scattering. This may mean that whatever interaction process is driving the sub-MeV electron precipitation 
for these events is a remarkably inefficient, unable to effectively interact with the majority of the electron 
population at these energies. For instance, it may be that the sub-MeV electrons are below the resonance 
energy of a particular EMIC wave, but are able to be weakly scattered by off-resonant or nonresonant inter-
actions with the wave. It would be instructive to compare the Hendry et al. (2017) EEP spectra with calcula-
tions of minimum resonant energies to determine if these sub-MeV spectra are indeed due to off-resonant or 
nonresonant interactions. Such calculations have been calculated for individual case studies; for instance, 
evidence of weak, off-resonant interactions were apparent in the case study of Hendry et al.  (2019), but 
these were not investigated in detail. Unfortunately, the calculation of the minimum resonance energy for 
these events requires in situ wave measurements, which are typically not available. This makes large-scale 
investigations in this manner all but impossible. Further investigation is still required to properly under-
stand the complex interactions between EMIC waves and electrons at all energies.
It should be noted that there are examples in the literature of significant trapped electron depletions occur-
ring at sub-MeV energies. For instance, the studies by Rodger et al. (2015) and Hendry et al. (2019) both 
observed significant electron depletion down to hundreds of keV in RBSP MagEIS data. In these instanc-
es, this was due to plasma conditions driving the minimum resonance energy down to sub-MeV energies 
(500 keV in the case of Hendry et al. [2019]), allowing for efficient scattering at much lower energies than 
is typical for EMIC. It is unclear if depletions such as these would be visible in studies such as Usanova 
et al. (2014), due broad time range considered in these studies. If the radiation belts are rapidly refilled by 
sub-MeV electrons after their depletion by EMIC waves, then the dropouts would not be visible on longer 
time scales. Indeed, in their case study Hendry et al. (2019) observed at least a partial refilling of the radia-
tion belts only 6 h after an EMIC-driven depletion. A possible explanation is related to the fact that EMIC 
waves often occur during periods of significant substorm activity (Remya et al., 2018). The resulting sub-
storm particle injections from the magnetospheric tail region can then set off a chain-reaction of processes 
that lead to the rapid replenishment of the lost electron populations, refilling the radiation belts at sub-MeV 
energies.
We have shown that, based on the EMIC-EEP spectra produced by Hendry et  al.  (2017), EMIC-driven 
electron precipitation can have a significant effect on the chemical balance of the Earth's atmosphere. 
The levels of ozone depletion that we see are not particularly large when compared to other similar EEP 
sources such as microbursts, which were shown through similar analysis to cause up to 20% ozone loss 





precipitation triggers from Hendry et al. (2017), we expect to see an EMIC-driven EEP event on average 
every 10 h, with events less frequent during solar minimum (e.g., most of 2009), and more frequent during 
solar maximum.
Although this is by no means a perfect measure of EMIC-driven EEP occurrence, even if an EEP-driving 
EMIC event only occurred on average every day, or even every second day, this constant ionization of the 
atmosphere combined with the slow dissociation of NOx during polar winter could lead to significant accu-
mulation of this catalyst during the winter months. Thus, EMIC-driven EEP is potentially an important, but 
thus far unaccounted for, factor in polar atmospheric ozone balance.
Our results suggest that EMIC-driven EEP is significant enough that it should be considered as a source of 
EEP in atmospheric chemical models. However, it would appear that this precipitation is not being properly 
accounted for by existing EEP proxy methods. Further work is needed in this area to derive an appropriate 
proxy not only for EMIC-driven EEP occurrence, but also the intensity of these events.
Clearly there is much we still do not understand about EMIC waves, and in particular their interaction 
with radiation belt electrons. In this paper, however, we have answered one of the major contradictions that 
appeared in the literature regarding the influence that EMIC waves have on sub-MeV and ultrarelativistic 
electrons. We have also shown that, while an individual EMIC event does not have a large impact on the 
radiation, the cumulative effect is likely to cause significant, and potentially experimentally detectable, 
effects on the polar atmosphere.
Data Availability Statement
The POES data used in this paper are available at NOAA's National Geophysical Data Center (https://satdat.
ngdc.noaa.gov/sem/poes/).
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