In this paper we elaborate over the use of sequential supervised learning methods on the task of hedge cue scope detection. We address the task using a learning methodology that proposes the use of an iterative, error-based approach to improve classification performance. We analyze how the incorporation of syntactic constituent information to the learning and post-processing steps produces a performance improvement of almost twelve points in terms of F-score over previously unseen data.
Introduction
The use of speculative language poses an interesting problem for Natural Language Processing (NLP), since it potentially reflects the subjective position of the writer towards the truth value of certain facts; when the fact is extracted or used for inference, this certainty information should not be lost. Hedging, a term first introduced by Lakoff (1973) to describe the use of 'words whose job is to make things fuzzier or less fuzzy' is 'the expression of tentativeness and possibility in language use' (Hyland, 1995) , and is extensively used in scientific writing. Several authors have studied the phenomenon of speculation from philosophical, logical and linguistic points of view, generating a rich and heterogeneous theory about speculative language. All this body of work should aid in the construction of an NLP system for speculative sentence detection.
The most common approach in the NLP literature (see, for example, Farkas et al. (2010)) to speculative language detection within scientific writing is through hedge detection: the presence of lexical tentativeness or possibility marks ('hedge cues') within a sentence is considered an indicator of speculation. The linguistic devices used to express hedging are diverse: besides modal verbs, epistemic lexical verbs (such as 'suggest' or 'indicate that'), adjectives ('likely'), adverbs ('probably'), and even nouns ('possibility') are frequently used to express uncertainty. For example, in the following sentence, the modal verb 'may' is epistemically used to avoid bald assertion:
Example 1. Since clinical remission has been observed in a significant fraction of DLCL cases, these markers may serve as critical tools for sensitive monitoring of minimal residual disease and early diagnosis of relapse. The sentence expresses speculation, and the hedge 'may' serves to show the possibility of a certain procedure. But there is another fact within the sentence (that clinical remission have been observed in many cases) which is not hedged, so marking the whole sentence as speculative could lead to the wrong assumption that this fact is merely a possibility. The notion of hedge scope (Morante et al., 2009; Vincze et al., 2008) captures the idea that it is possible that only a fragment of a sentence is hedged. In the previous example, we could consider that the scope of the 'may' hedge cue could be the verb phrase that starts with the very word 1 :
Example 2. Since clinical remission has been observed in a significant fraction of DLCL cases, these markers {may serve as critical tools for sensitive monitoring of minimal residual disease and early diagnosis of relapse}.
Hedges, when lexically marked, can be considered linguistic operators, therefore inducing a scope. However, the very notion of hedge scope is introduced for the Bioscope corpus annotation (Vincze, 2008) , and is never formally defined, presenting instead a series of criteria to identify them, based mainly on syntax. We have previously suggested (Moncecchi et al., 2013) defining hedge scope as the part of meaning in the sentences that is hedged, i.e. where the tentativeness or possibility holds. From this perspective, scope is a semantic notion, that can be, however, strongly related with syntax.
In this paper we show how we applied supervised sequential learning methods to the task of scope detection. In particular, we want to analyze how the incorporation of different linguistic information (including lexical and syntactic information) to the learning and post-processing steps allowed to improve prediction performance 2 . To achieve this improvement we propose an iterative methodology, where errors committed on a held out corpus are inspected and general rules (mostly based on expert knowledge on syntax) are proposed to solve them. These rules are incorporated as features for the learning process.
In the next section we review previous work on hedge cue identification and scope detection, with special emphasis on this second task. Section 3 presents the learning methodology. In section 4 we analyze performance improvement after incorporating diverse learning attributes, mainly from syntactic scope information, and discuss when these improvements hold on previously unseen data. Finally, we analyze the presented approach, suggesting future lines of research.
Related Work
The first approaches to speculation detection aimed to classify each sentence as speculative or not speculative. Medlock and Briscoe (2007) , for example,
