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Abstract
Structural computational biology is a broad ﬁeld ranging from quantum mechanical
simulation to coarse grained models of cells. In many cases, an atomistic analysis of
a problem is necessary to understand the biological observation.
Here, diﬀerent simulation techniques ranging from quantum mechanical simulation
over molecular dynamics simulation to Monte Carlo will be applied depending on
the problems to be solved. In this thesis, I focus on the simulations of peptides and
metalloenzymes exploring the possibilities with computer simulation.
Thesis Supervisor: Henrik Bohr
Title: Associate Professor
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Preface
This thesis is submitted as part of the requirements for the Ph.D. degree from the
Technical University of Denmark(DTU). The project was supported by a Ph.D. grant
from DTU. The work included in the thesis has been carried out from September 2007
to June 2011 at Department of Physics under the supervision of Associate Professor
Henrik Bohr. In between 9 great months of parental leave were squeezed in.
Part of the work present was carried out at the Department of Chemistry, DTU under
the supervision of Professor Jens Ulstrup.
For the external stay of the my Ph.D. program( 1. August 2009 to 1 May 2010), I was
in the Bakerlab at the University of Washington under the supervision of Professor
David Baker. The stay was extended by 2 months due to some of the results in
Chapter 5.
Outline of Thesis
Chapter 1 is a general introduction to peptides, proteins and metalloenzymes. Fur-
thermore, a short introduction to the ﬁeld of computational design is given. Chapter
2 reviews the theory behind the methods applied and is mainly meant to give an
overview. Chapter 3 describes the computational investigations of the peptide der-
morphin and compares it with an isomer of it. Chapter 4 shows the results from
simulations of a redox protein in diﬀerent redox states. Chapter 5 shows repurposing
of a metalloenzyme and outlines a general strategy for repurposing of metalloenzymes.
Chapter 6 shows computational design of binuclear metalloproteins which have been
generated but not yet tested.
Chapters 3 to 6 contain results obtained during my Ph.D studies thesis and in the
acknowledgement section my contribution along with each persons contribution to the
research. Each chapter contains a method section where all information necessary to
continue and ﬁnish the projects is available.
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Not in the Thesis
During my stay at the Department of Physics and Chemistry at DTU, I have been
around many interesting people(Dr. Jens August Lundbæk, Dr. Jesper Søndergaard
Hansen, Dr. Claus H. Nielsen and Dr. Kasper P. Kepp) and smaller projects have
been done in collaboration with them. The subject of these projects range from
membrane physics to copper clusters and I have chosen not to write them into the
thesis. Even though, results from these projects led to 1 accepted, 1 submitted, and
one manuscript in preparation. The submitted and the manuscript in preparation are
included in the thesis and the submitted articles are attached in the Appendix, but
will be removed upon publication and the status list will be updated.
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Summary
To understand the relationship between the structure and the activity of peptides or
how enzymes catalyze chemical reactions is of utmost importance in life sciences.
One study is about peptides that are smaller entities compared to proteins. They
have many diﬀerent functions, ranging from antimicrobacterial to neurotransmitters.
Peptides have been isolated as signal transmitters in the brain binding to the opiate
receptor. From South American amphibians, a peptide has been isolated, dermorphin,
which binds speciﬁcally to a subtype of the opiate receptor. The peptide contains a
modiﬁcation at the second position where it contains a D-isomer of the amino acid
alanine. By reverting the D-isomer back to the L-isomer binding of the peptide to
the opiate receptor is weak. The two isomers are simulated to investigate their dif-
ference in structural ﬂexibility. It is observed that there is a decreased ﬂexibility in
the N-terminal part of the peptide with the D-alanine.
Another study is on the enzyme, nitrite reductase, in the nitrogen cycle, which is
vital for life as we know it. Nitrite is part of the denitroﬁxation process and can be
either oxidized or reduced by the copper containing enzyme, nitrite reductase. To
reduce nitrite, it is necessary to transfer an electron from one part of the protein to
the active site of the enzyme where nitrite is reduced to nitrogen monoxide. Here,
the electronic pathways in diﬀerent redox states are investigated and by monitoring
thermal ﬂuctuations two pathways have been identiﬁed.
The third study is on enzyme catalysis and designing new enzymes. The potential
of using enzymes in diﬀerent processes is enormous, although, not many enzymes
are available for synthetic purposes. Lately, computational enzyme design has shown
great results, nevertheless, there is room for improvements. Here, mononuclear zinc
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enzymes are redesigned to catalyse the hydrolysis of a phosphotriester reaction. Po-
tential candidates are computationally created and later tested in the laboratory
where one has shown activity. After the success with a mononuclear metal site - why
not try a binuclear metal site. Computational designs are generated to hydrolyse a
phosphotriester and promising candidates are created, but have not yet been tested
experimentally.
The thesis shows that by using computer simulations to supplement experimental
data, it is possible to access states which can be hard or impossible to determine ex-
perimentally. Furthermore, reversing the knowledge obtained, one can predict changes
and make new enzymes for new reactions. Still, much more understanding is needed
in the ﬁeld of computational biology and many problems still have to be solved to
get catalytic rates similar to native enzymes.
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Resume
At forstå de strukturelle ændringer som afgør om et peptid binder til en receptor eller
hvordan et enzyme katalyserer en reaktion har stor betydningen for vores forståelse
af biologiske processer. Denne viden kan omsættes til at designe biologiske systemer,
som kan erstatte ikke-vedvarende teknologier.
Proteiner og peptider er de redskaber, som en celle benytter sig af, når den skal
udføre arbejde. De er opbygget af aminosyrer, hvor peptider er deﬁneret som kortere
polymere samlignet med proteiner. Sammensætningen af aminosyrer giver dem deres
speciﬁkke struktur og funktion. Peptider har mange funktioner og kan fungere lige
fra antimikrobakterielle til neurotransmitter. Peptider er blevet isoleret i hjernen,
hvor de binder til opiatreceptoren. Fra sydamerikanske frøer er isoleret peptidet,
dermorphin, som binder speciﬁkt til en bestemt undertype af opiatreceptoren.
Peptidet har en isomer substitution på dens anden position og indsættes den mere
almindelige L-isomer af aminosyren på denne position, er peptidet ikke længere i
stand til at binde til receptoren med samme speciﬁcitet. Via molekylær dynamiske
beregninger af de to isomere ses en nedsat ﬂeksibilitet af det bindende peptide, som
indeholder isomer substitutionen.
Nitrogen ﬁkseringen er grundlaget for liv og bruges i proteiner samt DNA. Nitrite
er en del af denne process og kan enten oxideres eller reduceres videre i denne cyklus.
Nitrite reduceres er et enzym, som indeholder to kobber ioner. For at reducere nitrite
er det nødvendigt at overføre en elektron fra denne ene kobber ion til den anden,
som er i det aktive site. Forskellige elektroniske veje er blevet undersøgt og det viser
sig, det er muligt at overføre elektronen ad forskellige veje afhængigt af termiske
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ﬂuktuationer.
Enzymer katalyserer kemiske reaktioner ved at nedsætte aktiveringsenergien,
således at reaktioner kan forløbe. Potentialet for at benytte enzymer til forskellige
processer er uanede, men desværre ﬁndes ikke enzymer til alle syntetiske reaktioner.
At kunne ændre enzymer til speciﬁkke reaktioner har et stort potentiale. Det er
blevet vist, at det er muligt at lave nye enzymer via computer simuleringer, men
deres ratekonstanter er langt fra naturligt forekommende enzymer. En måde at
forøge ratekonstanterne på kunne være at bruge metalioner, som er til stede i mange
naturlige enzymer, hvor specielt zink er brugt. I dette studie har det været muligt
at omdanne et zink enzym til at hydrolysere en fosfotrister ved hjælp af computer
simuleringer.
Da successen med en metal ion i et enzym lykkedes, hvorfor så ikke forsøge med to
metalioner. Computerdesign af enzymer med to metal ioner er blevet lavet til at
hydrolysere en fosfotriester. De nye sekvenser er lavet, men er endnu ikke blevet
testet eksperimentielt.
Afhandlingen viser at computere kan bruges til at supplere eksperimentielle data
og give en bedre forståelse for de mekanismer, som bruges i naturen. Ved at opnå et
højere kendskab til disse processer, er det muligt at bruge dennne viden til at lave
biologiske redskaber såsom nye enzymer.
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Chapter 1
Introduction
1.1 Peptides
Peptides are small entities built by amino acids and can consist of as many residues as
50. They have a wide range of diﬀerent functions ranging from neurotransmitters[75]
to antimicrobial eﬀectors[45]. The design of proteins and peptides is one of the most
challenging research topics in the life sciences today. Peptides are also the focus here
since they are more realistic targets for design than proteins. Previously, the devel-
opment of compounds has mainly been focusing on chemical synthesis, but peptide-
based therapeutics is a growing ﬁeld of great interest[142]. The conformational space
for peptides is large e.g. for heptapeptides, which are considered small entities, the
combinatorial just in sequence space is 207 which is around one billion possibilities.
The complexity of the problem requires or necessitates approximations and many ﬁrst
principle physics based methods cannot be used in the ﬁrst round to narrow down
the phase space. The methods have been extended by including machine learning ap-
proaches such as neural networks. Here, not only structural data is included, but also
physico-chemical parameters such as hydrophobicity, size, polarity, etc[119]. The com-
putational methods have demonstrated some success in the design of oseltamivir[135]
or in the prediction of anti-microbial peptides[88].
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1.1.1 Stabilization of Peptides
A practical problem is that the stability of the peptides is very low and they can
easily be hydrolysed by proteases[77]. To enhance their stability, posttranslational
modiﬁcations are added to the peptides which increase their lifetimes.
Many peptides are protected by capping their N- or C-terminal with either an ami-
dation of the C-terminal or an amino-acetylation at the N-terminal. This prevents
the enzymatic degradation of the peptides and increases their lifetimes.
Another modiﬁcation is a substitution of the natural L-isomer of the amino acids
with its D-enantiomeric form. This modiﬁcation has implications for the dynamics of
the peptide and can change the properties of the polymer[1]. The modiﬁcations are
observed in vivo and prolong duration of speciﬁc peptides.
1.2 Proteins
Proteins are bigger entities compared to peptides and function as machines in living
cell. To function, most proteins have to fold into well deﬁned three dimensional
structures which are determined by their sequence and the environment in which
they are formed. The fold of the protein is predetermined which has been established
by Levinthal[118]. A random exploration of the conﬁgurational space would require
more time than the age of the universe.
The three dimensional structure is composed of regular secondary structural elements
which are periodically repeated such as an α-helix or a β-sheet. In structural biology,
the aim is to correlate the three dimensional structure of the protein with its function
to gain an understanding of its purpose.
1.2.1 Metalloproteins
The signiﬁcance of metal ions in biology is enormous where their uses range from
signaling[19] to enzymes[193].
Metals are widely used in proteins, and metalloproteins account for nearly half of all
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proteins. The metal ion can be incorporated into the protein either during folding[124]
or inserted into the protein after folding[153].
The metals used consist of a large and diverse set ranging from Group I alkali metals
e.g., Na+, to transition metal such as copper(Cu). The interaction between the metal
ion and the protein increases the structural complexity, where diﬀerent coordination
groups have to be combined with the protein scaﬀold.
The metal ions are coordinated in the protein by donating ligand atoms where the
most common are sulfur(S), nitrogen(N), or oxygen(O). The ligands have diﬀerent
softness/hardness characteristics, where N is borderline, O is hard, and S is soft.
These combinations determine the type of metal binding[145] and the stability of the
complex which are empirically deﬁned by the Irving-Williams series[79].
1.2.2 Metalloenzymes
Enzymes accelerate the rates of a chemical reactions by many orders of magnitude
lowering the activation energy by a strong binding of the transition state[144, 83].
The major contribution to the catalytic eﬃciency is due to a preorganized electro-
static active site[199, 200]. Metal ions are often encountered in enzymes due to their
catalytic properties.
The diversity of metal ions is large and range from Group II elements like magne-
sium(Mg) to transition metals like iron(Fe). The use of metal ions can roughly be
divided into two:
• Redox processes
• Catalysis
where a rough division estimates that 30 % are redox enzymes while 70 % function
in regular catalysis[8].
In redox proteins, the metals are either directly involved in the process of the reaction
mechanism like in superoxide dismutase(SOD) or in the transfer of an electron like
the Type 1 site in Nitrite Reductase(Nir). In non-redox active complexes, the metal
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ion functions by polarizing bonds, providing electrostatics stabilization of negative
charges, or activating compounds for nucleophilic attack.
1.2.3 The Zinc Ion in Metalloenzymes
Zinc ions, Zn, are often used by eukaryotic enzymes as they were introduced relatively
late in evolution[44]. Zn is considered a borderline ion on the Pearson softness/hard-
ness scale. The electronic conﬁguration of Zn is d10 which is a closed shell making
it redox inactive and stable. The ion resemble the metals found in Alkaline Group
II with a radius similar to Mg. It is considered a strong Lewis acid and has very
ﬂexible geometry which can be changed during reactions. With four ligands, the
coordination of Zn in enzymes is tetrahedral(Td) as seen in carbonic anhydrase. In
case of 5 ligands, it is trigonal bipyramidal(D3h) as in adenine deaminase or square
pyramidal(C4v) as in carboxypeptidase.
1.2.4 The Copper Ion in Metalloenzymes
Copper, Cu, is a transition metal and can have two diﬀerent oxidation states, +1 or
+2.
The Cu2+ is a borderline between the soft and hard Lewis acid classiﬁcation, while
Cu+ is soft. The Cu+ has coordinations ranging from 2 to 6, while Cu2+ has coordina-
tion ranging from 4 to 6[8]. In the Cu2+ state, the ion has a d9 electron conﬁguration
which gives it an unpaired electron giving a spin. Due to the degeneracy of the energy
levels in Cu2+, it is possible to have symmetry breaking known as the Jahn-Teller ef-
fect giving distorted copper sites. Cu2+ is mainly Td coordinated as in Pseudoazurin,
or square planar(D4h) like in Cu-Zn SOD. With 5 coordinating entities the D3h is
observed as in azurin II[160].
In the reduced state, Cu+ has a d10 electron conﬁguration with no unpaired electrons.
Both redox states are found in nature and copper is involved in redox processes either
in connection with electron transfer or as a radical scavenger. For Cu+, the main
coordination numbers are 4,5, or 6, but 2 and 3 have also been observed[71].
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1.3 Computational Enzyme Design
Enzymes are used in many applications due to their large acceleration of reaction
rates. There are still many synthetic reactions that do not have enzymes that are able
to catalyze their reactions. The naturally occurring enzymes are perfectly designed
for cellular processes reﬁned through evolution, while artiﬁcially designed enzymes are
optimal for the conditions of industrial processes. Furthermore, the kcat of natural
enzymes is not necessarily optimized for a maximal turn-over rate[14] and rational
design can be used to improve these values in many cases.
Directed evolution(DE) is a method based on randomness where evolutionary pressure
is applied to enzymes in vitro. It has generated enzymes with new functions[20].
Computational design of enzymes is a way to rationalize the development of enzymes
with new functions. Many diﬀerent algorithms have been developed to solve the
problem. Recently, the method has shown some success where designed enzymes
have been able catalyse the three classical chemical reaction types:
• Kemp elimination[159]
• Retro-aldol[89]
• Diels-Alder[176]
The initial chemical rates have been low but in combination with DE, the catalytic
rates of the designed enzymes have started to approach those of catalytic antibodies.
The catalytic rates are still far from the reaction rates observed for naturally occuring
enzymes[13].
Other approaches have been applied in the design of enzymes with new functions.
Here, metal ions have been incorporated into the protein to take advantage of their
reactivity[65]. For redox reactions, the use of metal ions is necessary to donate or
accept electrons during the chemical reaction.
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1.3.1 Design of Metalloenzymes
The de novo design of metalloproteins is very challenging, but some success has been
achieved. In fact, α-helical proteins have been designed which bind haem-groups and
are able to carry oxygen[99, 156]. Protein-protein complexes have also been designed
through the coordination of metal ions at the interface[165].
In the design of metalloproteins, computer algorithms have been used to rationalize
the process such as METAL SEARCH[36] and DEZYMER[66] where a binding site
for iron has been made[150].
1.4 Questions Asked in the Study
An overall aim in the following study is to use computers to gain a deeper insight
and understanding into the important processes at an atomistic level. Computers are
able to decompose the energy function into the diﬀerent contributions and determine
their relative contributions.
It is diﬃcult to determine the binding conformation of peptides to either a receptor
or a membrane. In chapter 3, the conformational space of a peptide along with its
modiﬁcation will be investigated in a case where it is known that the L-isomer of
alanine binds much weaker compared with its D-isomer.
Electron transfer is used in many redox processes and in photosynthesis. To determine
the electronic pathways and how much diﬀerent parts of a protein contribute to the
electron transfer process is hard to determine experimentally. In chapter 4, electron
transfer in Nitrite Reductase is studied computationally to investigate the pathways
involved in the transfer. Furthermore, the diﬀerent redox states of the enzymes are
investigated.
The ability to manipulate and change enzyme function is of vital importance. In chap-
ter 5, the repurposing of metalloenzymes is performed using computational techniques
and in chapter 6, computational design of binuclear metalloproteins is performed.
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Chapter 2
Theory
2.1 Density Functional Theory
For a more comprehensive description of density functional theory see Martin[129] or
Koch and Holthausen[98].
2.1.1 Kohn-Sham Orbitals and Equations
The basic idea of density functional theory(DFT) is that the ground state energy of
an electronic system can be written in terms of the electron density,ρ. The electronic
energy is a functional of the electron density and is denoted E[ρ] in the sense that for
a given function, ρ(R), there is a single corresponding energy.
Hohenberg and Kohn[69] proved that the ground state energy is uniquely determined
by the electron density. From the theorem, it is not possible to deduce how the energy
functional depends on the electron density of the system. The theorem and its proof
only states there is one such functional.
Kohn and Sham[100] showed that the exact ground state energy of an n-electron
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system can be written as
E[ρ] = − ~
2me
n∑
i=1
∫
ψ∗i (r1)∇21ψi(r1)dr1 −
N∑
i=1
∫
ZI
rI1
ρ(r1)dr1+
1
2
∫ ∫
ρ(r1)ρ(r2
r12
dr1dr2 + EEX [ρ]
(2.1)
where the one-electron spatial orbital,ψi are the the Kohn-Sham(KS) orbitals. The
ﬁrst term is the kinetic energy of the electron and the second term is the electron-
nuclear attraction which is summed over all nuclei, NI , and their charge, ZI . The
third term is the Coulomb interaction between the total electron charge distribution
at r1 and r2. The last term is the exchange-correlation(XC) energy of the system
where all non-classical interactions are computed and is a functional of the density.
The exact electronic ground state density is given by
ρ(r) =
n∑
i=1
|ψi(r)|2 (2.2)
where the sum is over all occupied KS orbitals and hence ρ is known once all the
orbitals have been determined.
The KS orbitals are found by solving the KS equations which are derived by applying
the variational principle to the electronic energy E[ρ]. The KS equations for one-
electron orbitals ψi(r1) have the following form
− ~
2
2me
∇21 − j0
N∑
i=1
ZI
rI1
+ j0
∫
ρ(r2)
r12
dr2 + VXC(r1)ψi(r1) = ǫiψi(r1) (2.3)
where ǫi is the KS orbital energy, VXC is the functional derivative of the XC energy
with respect to the density
VXC [ρ] =
δExc[ρ]
δρ
(2.4)
and if Excis known VXC can be obtained. The equations are solved in an iterative
and self-consistent manner.
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2.1.2 Exchange-Correlation Functionals
The main problem in DFT is that the functional for VXC and EXC are not known.
As no exact functional exists to describe the electron-electron interaction, diﬀerent
functionals have been developed. They all contain approximations and it is necessary
to known the limitations of the functionals.
In general, functionals can be divided into three main groups which use diﬀerent
approximations for the XC: local density approximation(LDA), generalized gradient
approximation(GGA), and meta hybrid functionals which also depend on the kinetic
energy as well as the incorporation of exact exchange, hybrid functionals.
Here, three functionals have been used for geometry optimization and hessian calcu-
lations: BP86[15, 146], B3-LYP[185, 16, 115, 114], and TPSSH[148, 183]. The BP86
functional is GGA and approximates both the exchange as well as the correlation.
It does not include any exact exchange(0 % exact exchange). B3LYP Functional is
a hybrid functional and uses 20 % of exact exchange. TPSSH Functional is a meta
hybrid functional and uses 10 % of exact exchange[147, 148].
2.2 Electron Transfer Theory
The ﬁeld of charge transfer in biological systems is large and much research has been
performed. For a more in depth description of electron transfer in biological system
is referred to the seminal book on the subject by Kuznetsov and Ulstrup[106] or one
of the following reviews by Marcus[126], Harry Gray[61], or Marcus and Sutin[127].
2.2.1 Long-Range Electron Transfer
In proteins, electrons often are transferred over relatively long distances, > 10 Å,
which is considered long-range electron transfer(ET)[60]. In long-range ET, the cou-
pling between the two redox centers is generally weak for intra- and intermolecular
transfer.
The process is fast and the Born-Oppenheimer approximation is applied to much of
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the theory describing ET where the motions of the electrons and the nuclei are sepa-
rated. This is in some cases extended to the Franck-Condon principle which further
states that during the fast motion of the electrons, the nuclei do not have time to
change their position or momenta.
In the weak coupling regime, the donor(D) and acceptor(A) have little or no electronic
overlap, HAB, which is much smaller than thermal energy at room temperature
HAB ≪ kBT
where kB is the Boltzmann constant and HAB is the electronic coupling strength. This
makes long-range ET a non-adiabatic process, where many attempts are necessary
for the transfer of the electron to occur.
The exchange mechanism can in general proceed either through a superexchange or
a hole mechanism.
In biological systems, superexchange has been observed in redox proteins[29] where
the conducting orbitals are higher in energy compared to the donor or acceptor or-
bitals. In the hole mechanism, the energy levels are reversed as is seen in DNA[191].
It has been shown by Marcus[125] that ET not only is dependent on the free energy,
but also on the outer sphere response to the process as well as the inner shell vibra-
tions which are described by the reorganization energy of the process. This leads to
a semiclassical expression for the rate constant which can be written as
kET =
2π
~
∗H2AB ∗
1√
4πλRT
exp(−(∆G0 + λ)2/(4 ∗ λRT ))
where ∆ G0 is the driving force, λ is the reorganization energy, and H2AB is the
square of the electronic coupling as mentioned before. This expression reduces the
complex problem of all the nuclear conﬁgurations into an expression in terms of H2AB
and λ.
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2.3 Molecular Dynamics Simulation
All the dynamical properties could in principle be deduced by solving the time de-
pendent Schrödinger equation which contains all the information of the system. The
time-dependent Schrödinger equation can be solved for around 100 atoms depending
on the level of accuracy required.
Applying the BO approximation the motions of the electrons and nuclei are separated
which reduces the complexity. The motion of the nuclei can be described using New-
ton’s equations of motion and it is possible to simulate millions of atoms and reach
millisecond time scale[172, 39].
2.3.1 Hamilton’s Equations of Motion
Starting in the microcanonical ensemble with a ﬁxed number of particles, N, a conﬁned
volume, V, and the total conserved energy, E, the Hamiltonian(H) of the system is
written as
H = T + V (2.5)
where T is the kinetic energy and V is the potential energy of the system. The time
evolution of the Hamiltonian is known as Hamilton equations of motion
p˙ = −∂H
∂q
q˙ =
∂H
∂p
(2.6)
where p˙ is the time derivative of the momenta and q˙ is the time derivative of the
generalized coordinates. The Hamilton’s equations of motion can be transformed into
Cartesian coordinates and related to the force using Newton’s second law written as
Fi = mi ∗ dvi
dt
= mi ∗ d
2ri
dt2
(2.7)
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where F is the force acting, vi is the velocity, mi is the mass of the particle, and ri is
the position vector. The same can be written for the potential energy
Fi = ∇Vi (2.8)
where the force is expressed as the gradient of the potential energy. The equations
are combined and velocities are assigned using a Maxwell-Boltzmann distribution.
The equations were derived in the microcanonical ensemble and can be transformed
into other ensembles by Legendre transformations.
2.3.2 Verlet Algorithm for Integration of Newton’s Equations
of Motion
Two things have to be fulﬁlled by the numerical algorithms used to integrate the
equations: conservation of energy as well as time reversal. A Taylor expansion for a
particle in Cartesian coordinates is performed by its position vector r
r(t+∆t) = r(t) + v(t)∆t+
f(t)
2m
∆t2 +
∆t3
3!
...
r (t) +O(∆t4) (2.9)
and the same expansion is performed for the particle’s old position
r(t−∆t) = r(t)− v(t)∆t+ f(t)
2m
∆t2 − ∆t
3
3!
...
r (t) +O(∆t4) (2.10)
the two equations are added together
r(t+∆t) + r(t−∆t) = 2r(t)f(t)
m
∆t2 +O(∆t4) (2.11)
which gives the Verlet algorithm which preserves the phase space volume and is
time reversible.
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2.3.3 The Potential Energy Function of Force Field
To simulate biological systems, it is necessary to have a potential energy function that
can describe various biomolecules such as proteins, DNA, or RNA. Here, the Amber
force ﬁeld is used where the energy function can be decomposed into two contribution,
the bonded and nonbonded interactions
Vpot =
bonded︷ ︸︸ ︷
Vbond + Vangle + Vdihedral+
nonbonded︷ ︸︸ ︷
Vvdw + Velectrostatic
=
∑
bonds
Kr ∗ (r − req)2 +
∑
angles
Kθ ∗ (θ − θeq)2 +
∑
dihedrals
Vn
2
(1 + cos(nη − γ))
+
∑
i
∑
<j
(
Aij
r12ij
− Bij
r6ij
+
qiqj
ǫrij
)
where the bonded terms are composed of a bond which is described by the strength
of the bond as a harmonic spring with the force constant Kr, the angle term is
harmonic with a force constant Kθ. The dihedral term is a potential function which
is dependent on the dihedral angle and phase. This term can have multiple minima
and maxima depending on the periodicity of the angle.
The nonbonded terms include van der Waals forces which describes the repulsion and
dispersion between atoms. In the Amber force ﬁeld, they are described using the
Lennard-Jones(LJ) potential with r−12 as the repulsive part and r−6 as the dispersive
part. The electrostatics is described by the Coulomb equation where each atom is
given a so-called ﬁxed partial charge.
2.4 Rosetta
The Rosetta package is huge and its functionality ranges from NMR[154] to protein
design[103]. Here, the most important parts of the full atom energy function is
described which are summarized by Rohl el al.[157].
The motivation for a short description of the energy function is that it is based on a
45
knowledge based potential in contrast to molecular dynamics.
2.4.1 Energy Function in Rosetta
The knowledge-based potential of the energy function consists of the following ter-
minology: torsion potential, van der Waals interaction, hydrogen bonding potential,
solvation, residue pair interaction, rotamer energy, reference state, and electrostatics.
The rama-term is used to describe the torsion potential of an amino acid given its
position in a secondary structure element
∑
i
− ln[P (ψi, φi|aai, ssi)] (2.12)
where ψi,φi are the well-known dihedral angles, aai is the type of amino acid, and ssi
is the secondary structure element in which the residue is positioned. The van der
Waals is described more or less like in a standard force ﬁeld
∑
i
∑
j<i
((
rij
dij
)12
− 2
(
rij
dij
)6)
∗ eij if dijrij > 0.6
(−8759.2dij
rij
+ 5672.0) ∗ eij else
(2.13)
the ﬁrst part is LJ where eij is the geometric mean of the atom well depth which is
taken from the CHARMM19 force ﬁeld[22], r is the well depth of the potential.
The hydrogen bond potential is probabilistic
∑
i
∑
j
(− ln[P (dij|hjssij)]− ln[P (cos θij |dijhjssij)]− ln[P (ψθij|dijhjssij)] (2.14)
where d is the acceptor-proton distance, h is a hybridization of the atom(sp2,sp3).
The potential is also dependent on the secondary structure element, and lastly it is
dependent on the angles between the donors and acceptors where θ is the proton-
acceptor-acceptor base bond angle(e.g., H–O=C), and the last angle, ψ, is the donor-
proton-acceptor bond angle(fx. O-H –N).
The solvation term in Rosetta is based on the Lazardis and Karplus theory[112] and
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is given as
∑
i
[
∆Grefi −
∑
i
(
2∆Gfreei
4 ∗ π3/2λir2ij
exp[−d2ij ]Vj +
2∆Gfreej
4 ∗ π3/2λjr2ij
exp[−d2ij]Vi
)]
(2.15)
where λ is the correlation length, V is the atomic volume of the atoms. ∆Gref and
∆Gfree are the reference and solvated free energy of the atom, respectively, and the
solvation energy of atomi can be written as
∆Gsolvatedi = ∆G
ref
i −
∑
i 6=j
fi(rij)Vj (2.16)
where the reference solvation energy, ∆ Grefi , is the solvation free energy in which the
molecule is solvent exposed and the second term is the reduction in solvation in the
presence of surrounding groups where the relationship is
fi(rij) =
2∆Gfreei
4 ∗ π3/2λir2ij
exp[−d2ij ] (2.17)
The interaction term for polarizable atoms also has knowledge based potential
∑
i
∑
j>i
− ln
(
P (aai, aaj|dij)
P (aai|dij)P (aai|dij)
)
(2.18)
which is a distance dependent way to determine strength of the polar interaction
between polar residues besides the hydrogen bond potential.
The rotamers are based on their probability in the Dunbrack library
∑
j>i
− ln
(
P (rot|ψiφi) ∗ P (aai|ψiφi)
P (aai)
)
(2.19)
where rot is a backbone dependent rotamer from Dunbrack.
In enzyme design, it is possible to include the Coulomb term
∑
i<j
qi ∗ qj
ǫ ∗ rij (2.20)
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where ǫ is the dielectric constant and q is the partial charge.
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Chapter 3
Neuropeptides
3.1 Introduction
The rational design of drugs is a promising ﬁeld in research where physicochemical
properties or structural information are used to design new lead compounds.
Today, development of new drugs is performed by randomly screening many chemical
compounds and to observe if any have the desired function. This is a tedious and
very time consuming task and can end without any positive results[40].
Despite the intuitive judgement that the rational drug design would be very produc-
tive, the success stories are very limited and only few drugs have been developed
through this strategy, e.g. gleevec[41].
The low success rate indicates that it is necessary to have a better understanding of
the ligands and the interacting complex. Hence, there is a big need to systematize and
improve the process of developing new lead compounds. In the following, the focus
is on peptides known to bind to the opiate receptor and their structural relationship.
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3.2 Amphibian Peptides bind specifically to Opiate
Receptor.
The system of opiate receptors is part of the pain sensing system. It is reasonably
characterized and a very studied system. Dermorphin(DM) has been isolated from
the skin of the frog, Phyllomedusa Sauvagei, and shows high speciﬁcity and aﬃnity
towards to µ-receptor[132, 133]
To determine speciﬁcity and aﬃnity of peptides to the opiate receptors, their binding
is tested using the mouse vas deferens(MVD) assay to test for δ-receptor[195] and the
guinea-pig ileum(GPI) for µ-receptors[143] aﬃnity and speciﬁcity(see Table 3.1 for
binding values).
Both peptides contain a chiral inversion at the second position of the amino acid,
alanine(Ala), rather than the normal L-alanine. The gene for the amphibian peptides
is encoded with the usual codon for the L-isomeric residue Ala. The inversion of
the L-DM to the D-isomer is a posttranslation modiﬁcation of the peptide. It has
been shown that the inversion is necessary for both peptides to bind strongly to their
receptor[113].
3.2.1 Dermorphin
Besides the chiral substitution at the second position, the peptide contains two aro-
matic residues in the N-terminal part of the chain which are believed to deliver the
"message" of the peptide to the receptor. The C-terminal part of the receptor contain
a Tyr, Pro, and Ser at the end of the chain. This part is described as the address of
the peptide. Connecting the two parts is a Gly residue which acts as a hinge between
the two "domains".
The peptide has been investigated by mutagenesis to see which parts are vital for
binding. It has been shown that the Tyr1 and Phe3 are necessary for activity while
Tyr5 is less essential[189]. The three last residues in the sequence can be substituted
as they only partly inﬂuence the binding constant.
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Table 3.1: Aﬃnity and Speciﬁcity for Ligand Binding to the µ–receptor(Values are IC50 (nM))
Sequence MVD GPI Ratio(MVD/GPI)
Morphine[21] 150 1215 0.12
Leu5enkephalin[169] Tyr-Gly-Gly-Phe-Leu 246 11.4 21.6
Met5Enkephalin[102] Tyr-Gly-Gly-Phe-Met 14.7 157 0.09
Dermorphin[46] Tyr-D-Ala-Phe-Gly-Tyr-Pro-Ser-NH2 16.5 1.27 12.99
Dermorphin-OH[46] Tyr-D-Ala-Phe-Gly-Tyr-Pro-Ser-OH 28.1 4.5 6.26
Dermorphin(1-4)[46] Tyr-D-Ala-Phe-Gly-NH2 263.0 27.4 9.60
L-Ala2-Dermorphin[131] Tyr-Ala-Phe-Gly-Tyr-Pro-Ser-NH2 > 15000 > 4000
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3.2.2 Aim of Research
The aim of the following research is to determine if it is possible to detect and quantify
a structural diﬀerence between the two isomers, [L-Ala2]-DM(L-DM) and DM, using
computational methods.
From generated ensembles of structures, the vibrational spectra are computed using
quantum mechanics to supplement Raman and infrared experiments.
3.3 Methods
3.3.1 Molecular Dynamics Simulation of Peptides
The two peptides were generated using xleap of AmberTool10 package[26]. The D-
alanine was generated from the more abundant L-alanine by changing its internal
coordinates. The peptides were minimized for 1000 steps using 500 steps of steepest
descent(SD) and 500 of conjugated gradient(CG) in vacuum. The peptides were
solvated using the TIP3P[90] model for water with 4738 molecules for the L-DM and
4740 for the DM. After solvation of the system, they were minimized for 2500 steps
with 1000 of SD and 1500 of CG. The systems were heated up to 300 K applying
a weak restraint on the peptides of 10 kcal/mol for 50 ps. The volumes were ﬁxed
to equilibrate the pressure. After equilibration, the pressure was set to 1 bar using
isotropic scaling with a relaxation time of 1 ps and the temperature was ﬁxed to 300
K using the Langevin thermostat with a collision frequency of 1 ps−1. Hydrogens
were restrained using SHAKE[161] and all non-bonded interactions were cut-oﬀ at
10 Å. Full electrostatics was applied using the Particle Mesh Ewald[35] approach
with periodic boundary conditions. The MD simulations were performed in the NPT
ensemble and the time step was set to 2 fs with the ﬀ99SB force ﬁeld[76]. The
simulations were run for 31 ns where the 1 ns was considered equilibration of the
system. From the ﬁrst runs, 9 new initial conﬁgurations were chosen to run giving a
total of 300 ns sampling.
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3.3.2 Replica Exchange Molecular Dynamics
The sampling of the peptides was enhanced using replica exchange molecular
dynamics(REMD)[187, 123]. The peptides were generated with xleap of AmberTool10
package[26] with a PBradii of 2. To prevent formation of isomers at high temperature,
a chirality restraint was applied on the backbone and gave a total of 272 degrees of
freedom for the peptides. The peptides were minimized with the ﬀ99SB force ﬁeld[76]
for 10.000 steps using 5.000 of SD and the rest with CG.
Next, the temperature range was chosen as 2 times the minimum temperature(Tmin),
which was set to 300 K. The number of replicas was chosen in accordance with Fuku-
nishi et al.[54]
M ≈
√
dof ∗ ln
(
Tmax
Tmin
)
(3.1)
which gave 12 replicas. The temperature range was chosen as
Ti ≈ Tmin ∗ exp
(
i√
dof
)
(3.2)
which gave the following temperatures: 300.0, 318.8, 338.7, 359.8, 382.3, 406.2, 431.6,
458.6, 487.3, 517.7, 550.1, and 584.5 K.
All starting trajectories were equilibrated for 1 ns using the Langevin thermostat with
a collision frequency of 1 ps−1. Hydrogens were restrained using SHAKE[161] and the
equation of motions were integrated with a step size of 1 fs. The implicit solvation
model developed by Onufriev was used[141] and an exchange frequency of 0.5 ps was
applied which has been shown to give good convergence[177]. The simulations were
run for 150 ns with coordinates being recorded every 4 ps. The exchange frequencies
were ≈ 31 % which indicated nice overlap between the potential energies.
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Table 3.2: Propensity of Turn Structure
Residue L-DM1 DM1 L-DM2 DM2
Phe3 0.17 0.23 0.11 0.16
Gly4 0.17 0.22 0.14 0.20
Tyr5 0.05 0.15 0.06 0.17
1
Explicit Molecular Dynamics
2 Replica Exchange Molecular Dynamics
3.4 Results
3.4.1 Configurational Dynamics of Peptides
To investigate the conﬁgurational distributions for the peptides, molecular dynam-
ics(MD) simulations are performed. Three parameters have been used to measure
variability between the distribution for the isomers [58]
• Secondary structure element
• End-to-end distance between Cα atoms of Tyr1 and Ser7
• Radius of gyration
Secondary Structure Analysis of Isomers
Table 3.2 shows the secondary structure(SS) propensities for the three residues pheny-
lalanine 3, Phe3, glycine 4, Gly4, tyrosine 5, Tyr5. The secondary structural elements
are obtained using the algorithm developed by Kabsch and Sander[91] which calcu-
lates hydrogen bond potentials and correlates them with φ- and ψ-angles to match
SS elements.
The main diﬀerence between the peptides is observed for Tyr5 which has a higher
propensity for turns in the DM compared with the L-DM. The turn is correlated with
a higher stability in proteins and could indicate that DM is more stable compared
with the L-DM[173, 151]. Table 3.3 shows the end-to-end distance and the radius
of gyration(Rg) for all the simulations. The L-DM has a higher probability of being
in an extended form compared with the DM. The conﬁgurational ﬂuctuations in the
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Table 3.3: End-to-End Distance and Radius
of Gyration
Residue L-DM1 DM1 L-DM2 DM2
dmin 3.68 3.50 3.95 3.83
dmedian 14.29 12.32 15.59 15.17
dmax 21.43 21.24 21.46 21.01
Rg(min) 4.77 4.84 4.88 5.03
Rg(median) 6.58 6.53 6.75 6.99
Rg(max) 8.54 8.62 8.65 8.63
1
Explicit Molecular Dynamics
2 Replica Exchange Molecular Dynamics
explicit simulation are higher compared with REMD, indicating a non converged sim-
ulation for the same isomers. The Rg varies more between the diﬀerent simulations
and illustrates a discrepancy between the simulations where there is a large variation
between the two simulation techniques. In the explicit simulation Rg has smaller
values compared with the implicit simulation.
3.4.2 Dynamics of Aromatic Residues in the N-terminal
Table 3.4 shows the side chain torsional χ1-angles for Tyr1 and Phe3. The χ1-angle,
N-Cα-Cβ-Cγ, is analyzed for the two aromatic residues in the N-terminal of the pep-
tides and has three conformations: trans(-180◦) or 180◦)(t), gauche(-)(-60 ◦)(g-), or
gauche(+)(60 ◦)(g+). For Tyr1 there is a trend in the diﬀerence between the L-DM
and DM where t is most favoured. The g(-) is the statistically most preferred χ1-angle
for Tyr in the Dunbrack library[43]. For Phe3 the conformations are more distributed
between t and g(-). The t-angle is decreased, while g(-) is increased. The g(+) seems
to be sampled with the same relative frequency in the four simulations. The g(-)
is the statistically prefer-ed χ1 for Phe in the Dunbrack library, but this could be
diﬀerent for small peptides.
Figure 3-1 shows the distance between the two aromatic rings, Tyr1-Phe3, which
is measured as the distance between the center of the two aromatic rings. In L-DM,
it is possible to get a shorter distance between the two rings while the D-isomer has a
larger distance. This is due to the steric repulsion of the D-ala in the second position.
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Figure 3-1: The distance between the aromatic side chains of Tyr1 and Phe3. The
distributions are diﬀerent between the two peptides where the L-DM has its main
density between 4 and 6 while the DM has its main density between 8 and 12 .
Figure 3-2: The Deﬁnition of Angle A. The angle deﬁned by the midpoint of the
aromatic residues and the N-terminal nitrogen.
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(a) MD (b) REMD
Figure 3-3: Distribution of Angle A. The density of the angle A is conﬁned for DM
compared with the L-DM.
Table 3.4: χ1-angles for Tyr1 and Phe3
χ1-Tyr1 L-DM1 DM1 L-DM2 DM2
trans 0.60 0.71 0.61 0.69
gauche(-) 0.21 0.15 0.20 0.13
gauche(+) 0.06 0.04 0.05 0.04
χ1-Phe3
trans 0.37 0.29 0.43 0.37
gauche(-) 0.37 0.43 0.27 0.35
gauche(+) 0.13 0.16 0.16 0.15
1
Explicit Molecular Dynamics
2 Replica Exchange Molecular Dynamics
Figure 3-3 shows the frequency distributions of the angle, A for both the MD and
REMD which measure the variability between the two ring systems(see Figure 3-2
for an explanation of angle A). The conformational ﬂexibility is smaller for DM while
L-DM has a larger variance for the angle.
Frequency Calculation of Two End-to-End Configurations
Vibrational experiments are being conducted with the two peptides. To complement
and assess the experimental work the Hessians are calculated for two diﬀerent
subpopulations of DM from the MD simulations. Table 3.5 contains structural data
for the two peptides simulated and Figure 3-4 shows the calculated spectra. The
main analysis is on the most intense peaks from the computations as well as the
amide I, II, and III bands which indicates SS elements. To assign the frequencies,
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Table 3.5: Frequency Assignment for Amide I, II, and III
End-to-End() Amide I1 Amide II Amide III
Short 1730,1696 cm−1(1666) 1574 cm−1(1516) 1316 cm−1(1267))
Long 1788,1759,1735 cm−1(1671) 1547 cm−1(1490) 1342 cm−1(1292)
1
Values in Parenthesis are scaled by 0.961
they are scaled by 0.961 cm−1 which is an empirical factor for the B3LYP functional
for gas phase calculations[206].
Figure 3-4(b) shows the vibrational frequencies for an extended form of DM with an
end-to-end distance of 20.15 Å. 1796 cm−1 is composed of contributions made form
the N- and C-terminal. The amide I vibration is assigned to 1735 cm−1 and is a
C=O stretch of the backbone amide carbonyls. 1309 cm−1 is a composition of C-H
bend from Tyr1 and Phe3. 1191 cm−1 is a composition of O-H from the Tyr5 and
NH+3 . The vibrational modes for the short end-to-end(5.95 Å) are shown in Figure
3-4(a) and from the amide I vibration, two main components are identiﬁed on the
backbone, 1730 and 1696 cm−1 which can be ascribed to a β-sheet like structure.
3.5 Discussion
3.5.1 Configurational Difference between L- and D-isomer
The simulations show a diﬀerence between DM and L-DM and especially in the N-
terminal region it is possible to distinguish between them. Experimentally, it has
been shown that the peptide is an ensemble of substructures which are able to move
between diﬀerent conformations[50]. Even though DM has been considered relatively
rigid compared with other heptapeptides, e.g. deltorphin, it has many subpopu-
lations. Thus, it has been hard to determine the most probable structure using
NMR[33]. The problem in the NMR experiments have not only been the many sub-
populations, but also that many of them are linear and hence do not give enough
information.
The diﬀerences observed are not as signiﬁcant as would have expected. The vari-
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(a)
(b)
Figure 3-4: Frequency Calculations. The amide I, II, and III bands are investigated
for three diﬀerent conformation of the D-isomer. (a) The short is assigned a turn
1736 cm−1(1666) from the amide I vibration. (b) The extended structure is assigned
to a sheet with its amide I vibration of 1735 cm−1(1671). The vibrational spectra are
plotted using gaussian function with a line width of 50 cm−1 in TmoleX[184]
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ations have been mostly observed in the N-terminal part where the orientation of
the aromatic side chains and their interaction with the charged ammonium group of
the N-terminal part show diﬀerences. The overall diﬀerences in the peptide struc-
ture have not been as signiﬁcant as expected, i.e. the diﬀerences in populations of the
turn elements are relatively small. The analysis of the secondary elements, end-to-end
distance, and the radius of gyration have not shown a signiﬁcant diﬀerence between
the two isomers. The perturbation of the polymer seems to be largest around the
insertion of the D-enantiomer Ala as seen in the data analysing its inﬂuence on Tyr1
and Phe3. Here, it is possible to observe a diﬀerence between the two peptides where
the L-DM is more ﬂexible than DM.
3.5.2 Improvements of Classical Results
The overall volume of phase space has been sampled by both methods, but the prob-
ability density has not in all cases converged to the same distribution. The data
analysis of the explicit simulations indicate that the simulation has not converged
and that the energy landscape is rough with many minima due to the increased de-
grees of freedom. The measured values from the REMD simulations seem to have
converged from block averages made from the trajectories.
The implicit solvation model did not seem to bias the simulation, but it might have
underestimated the hydrophobic interactions which have been observed in some sim-
ulation with implicit solvent[209]. The short end-to-end distance is not sampled as
much as in the explicit simulation and the radius of gyration is also bigger. Experi-
ments indicate that dermorphin is mostly a linear polymer and show with conﬁdence
that the extended conformations is the most sampled.
In the explicit model, there is a high frequency of the short polymer and this could
be due to kinetic traps imposed by the solvent. This is seen in other simulations with
explicit solvent[116].
The parameters of the dihedral angles have been shown to often bias the simulations
towards diﬀerent structures. Here the ﬀ99SB is used which has shown good correla-
tion with experiment, and its parameters are stable for long simulations[171, 120].
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Small perturbations can change the structural properties of peptides as shown. Here,
MD simulation is a good supplement to both vibrational[105] as well as NMR[109]
experiments where it can be hard to determine the relative concentrations of the
various species and conformers in the ensembles.
3.5.3 Vibrational Spectroscopy Calculations of D-isomer
From the simulated data, it has been seen that the extended structure is observed
for the L-DM and should give rise to vibrational modes in the Amide I band which
should be diﬀerent from those of the DM. Preliminary experimental data indicates
that the observations from the MD simulations are in agreement with vibrational
experiments.
The calculated vibrational spectra of the three conformations(short, medium, and
long end-to-end) of the DM have diﬀerent vibrational properties. In the case of
vibrational spectroscopy, the dipole strength in IR is overestimated as no screening
of any of the charges is done in the gas phase calculations.
In the extended polymer, intense vibrations are observed due to strong polarization
near the charges at the N-terminal of the peptide. Here, the program Turbomole has
been used to compute the spectra which includes the solvation model COSMO for
geometry optimizations but is not implemented for Hessian calculations. Including a
solvation model might improve intensities.
To interpret the vibrational spectra it is necessary to have an idea of the composition
of the observed modes and their relative intensity. Proteins and peptides are big
systems and the conﬁgurational space is large with many conformations which will
give diﬀerent vibrational spectra.
The techniques are great for small molecules where it is possible to determine all
vibrations since there are a limited number of conformations for the substance to
populate. For peptides, the size of conﬁgurational space gives inherent problems to
vibrational spectroscopy. Furthermore, the peptides are in an equilibrium among
diﬀerent conformations and the observed vibrations are a superposition of modes of
diﬀerent structures. The calculations of the Hessian for vibrational spectra along with
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the polarization tensor are computationally intensive and puts a limit to how many
structures can be calculated.
3.6 Conclusions and Outlook
A diﬀerence between the two isomers has been observed and was most pronounced in
the N-terminal part of the peptide.
The folding of peptides in diﬀerent isomeric states has been tried without full conver-
gence. The implicit calculation is close to being converged, while the energy surface
for the explicit calculation is more rough and has not converged. The calculations
should be extended to reach convergence.
QM calculations have been performed to determine diﬀerent vibrations and have been
assigned accordingly. The calculated spectra will be compared with experimental data
from infrared and Raman spectroscopy.
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Chapter 4
Nitrite Reductase
4.1 Introduction
Nitrogen is vital for life processes and is present in both DNA and proteins. One way
to reduce the atmospheric nitrogen, N2, is through lightning or bacterias which can
ﬁxate the nitrogen.
The ﬁxation of nitrogen is part of the nitrogen cycle where the N2 molecule is reduced
to ammonia, NH3. The cycle can be divided into two parts: nitrogen ﬁxation and
denitriﬁcation.
Artiﬁcial nitrogen ﬁxation is used to generate fertilizer for agriculture and the in-
dustrial ﬁxation process is conducted under high pressure and temperature whereas
enzymes lower the activation energy for the reduction at 300 K and 1 bar.
One molecule in the nitrogen cycle is nitrite, NO−2 , which can either be oxidized to
nitrate, NO−3 , or reduced to nitrogen monoxide, NO. Nitrite is shown to be lethal
to humans in large amounts and there is a fundamental interest to understand the
enzymes involved in the process of reducing or oxidizing the molecule[4]. Two kinds
of enzymes are known to reduce nitrite to nitrogen monoxide(NO), cytochrome cd1
which uses heme for the reduction and the blue-green copper enzymes which use Cu
for the reduction. The copper enzymes are the focus of the following study.
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4.2 Blue Copper Proteins
The family of blue copper proteins(BCP) is large and a wide range of diﬀerent func-
tions is performed. Their name is due to the optical color properties which are related
to members of the family having a characteristic blue color though some are green[80].
Their general function is long-range electron transfer(ET) in biological systems. They
can be divided into the two groups: mono- and divalent copper-proteins but they have
properties in common such as the Type I site[163]. Among the copper BPCs with one
Cu are azurin or plastocyanin whereas Nitrite Reductase contains two copper ions.
The blue copper proteins have high redox potentials ranging from 184-800 mV which
is higher compared with the aqueous Cu(I)/Cu(II) couple having a redox potential
of 160 mV[155, 149].
4.3 Nitrite Reductase
The copper containing nitrite reductase is part of the respiratory chain and accepts
an electron from cytochrome c or azurin[63, 104]. The enzymes have diﬀerent colors
depending on the bonding characters for one of the copper ions.
The enzyme from Achromobacter cycloclastes is a green colored protein and is a
110 kDa homotrimeric protein. Each monomer consists of an eight-stranded beta-
barrel topology which generates a hydrophobic surface for the interaction of the
monomers. The trimer is held together by strands pairing up with strands from
the other monomer. Furthermore, one of the copper ions is coordinated by a histi-
dine 306(His306) from the other monomer. Each monomer contains two copper sites,
type I(T1) and type II(T2), which are located ≈ 13 Å from each other.
4.3.1 Type I Center
The T1 center is found in all blue copper proteins and is involved in either intra- or
intermolecular ET. The Cu is coordinated by four residues, methionine 150(Met150),
2 histidines 95 and 145(His96 and His145) and one cysteine 136(Cys136)(see Figure
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(a) (b)
Figure 4-1: The Type I and Type II Center in Nitrite Reductase. In Nitrite Reductase
from Achromobacter cycloclastes both metal centers are tetrahedral but the Type I
site is distorted. (a) The Met150 comes from a β-sheet which could decrease its
conﬁgurational entropy. In other BCP, the methionine is located on a loop which
would make it more ﬂexible. (b) The tetrahedral geometry of the T2 site where the
water is replaced by nitrite during the reaction.(PDB ID: 1NIC).
4-1(a) ). In other BCP, a glutamine or a carbonyl from the backbone have been
observed in the coordination of the Cu-ion.
The site is screened by the protein matrix which protects it from the surrounding
water and tunes its redox potential. In NiR, the T1 site is a distorted tetrahedron
where the molecular bonding between Met150 and Cu has more σ-character compared
with the π-bonding character found in plastocyanin[181, 2]. The geometry of the site
is a ﬂattened tetrahedral distorted to a square planar the so-called Jahn-Teller eﬀect.
The copper sulfur distance from the coordinating methionine displays a short bond of
2.65 Å compared with the 2.82 Å bond in plastocyanin(PDB ID: 1PLC). This bond
is correlated with the bond between Cys136 and Cu which are 2.18 Å in NiR and
2.07 Å in plastocyanin[107, 62]. This bond length diﬀerence is able to tune the redox
potentials with approximately 70 mV for the diﬀerent T1 sites[56, 139].
4.3.2 Type II Center
In the T2 site, the Cu is coordinated by 3 histidines 100, 135, and 306 where one
of the histidines comes from a diﬀerent monomer. The fourth ligand is either water
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Table 4.1: Atoms Included in Pathways I and II
Path I1 N135ǫ C
135
δ C
135
γ C
135
β C
135
α C
135 N136 C136α C
136
β S
136
Path II N135ǫ C
135
ǫ N
135
δ O
136 C136 C136α C
136
β S
136
1
135: Histidine 135, 136: Cysteine 136
or nitrite. The site is located between the two monomers in a cleft which is located
at the end of a 12 Å deep channel[59]. It has been speculated that residues in the
channel are involved in the binding and release of the substrate and product. The
type II center is the catalytic site for the reduction of nitrite.
In the T2 site two residues are conserved, aspartic acid 98(Asp98) and His255, which
participate in the catalytic cycle by donating protons during the reaction cycle.
4.3.3 Tunneling Pathway
A vital understanding of the reaction mechanism in Nir, is how the electron is trans-
ferred from T1 to T2. The electron pathway is believed to go through the backbone
of the protein from the T1 to the T2 but other pathways are possible.
Figure 4-2 shows the two most probable pathways for the ET and the atom names and
types are given in Table 4.1. Pathway I(P1) is deﬁned as going through the covalent
bonds between the two Cu ions whereas Pathway II(P2) goes through a hydrogen
bond between the Nδ on His135 and a carbonyl oxygen on Cys136.
It has theoretically been shown that there is a penalty going through a hydrogen
bond compared to a covalent bond[18] but depending on ﬂuctuations in the system
this penalty can be cancelled out.
4.4 The Reaction Mechanism of Nitrite Reductase
Figure 5-2 illustrates the reaction mechanism and the most important steps. The
reaction is simple and consists of one electron and two protons
NO−2 + 2H
+ + e− → NO +H2O
where the chemical reaction is performed at the T2 of NiR. (Step 1) In the resting
state of the enzyme a water molecule is coordinating as the fourth ligand at T2. The
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(a) (b)
Figure 4-2: Pathways for Electron Transfer. (a) In pathway I the electron is trans-
ferred only through covalent bonds. (b) In pathway II the electron is also transferred
through a hydrogen bond between the carbonyl of Cys136 and the Nδ of His135.
water is ﬁxated by a nearby acid, Asp98, which makes a strong hydrogen bond with
the water molecule. (Step 2) A nitrite molecule replaces the water molecule and
the copper ions remains in the oxidized state. The binding mode of nitrite has been
discussed but consensus is that it binds in a bidentate fashion to the Cu2+[186].
Infrared spectroscopy studies indicate that Asp98 is deprotonated in the oxidized
form[208] and the pKa value of the Asp98 has to be raised. For this to happen, the
substrate needs to be protonated or the pKa-value of the Asp98 has to be raised.
It has been proposed that nitrite enters the channel, which changes the local charge
from +1 to 0. This lowers the redox potential of the T2 and increases the pKa value of
Asp98 and it gets protonated[128]. The protonation is conﬁrmed by the experimental
substitution of Asp98 with asparagine, which still has activity but is lowered[152].
(Step 3) The T2 is reduced where an electron is transferred from the T1. The ET is
a spontaneous process as the redox potential of the T2 is higher than T1. The rate
of the ET is in general very fast and for Cys-His bridge in laccase it is > 103s−1[31],
which is similar to the ET in NiR.
(Step 4) Two protons have been introduced, protonation of Asp98 and the substrate.
The protonation of the substrate is believed to be through a water molecule. The
last proton could be coming histidine 255 which is located nearby[128]. (Step 5)
67
Nitrite is reduced to "nitrous" and there is a rearrangement of electrons. A proton is
donated to the hydroxyl, OH− giving water. As the overall charge is at the T2, the
pKa of Asp98 decreases and the proton is released.
(a) Step 1 (b) Step 2
(c) Step 3 (d) Step 4
(e) Step 5 (f) Step 1
Figure 4-3: Reaction Mechanism of Nitrite Reductase(Figure is based on Marothy et
al.[128])
4.5 Aim of Research
The aim of the following research is to investigate the changes induced on the trimeric
protein by reducing the T1 or the T2. Quantum mechanical calculations are used
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to estimate the charge distribution of a model of the bridge system. The distance
between the two Cu ions is analysed and the relative probability for the two ET
pathways to occur is estimated.
4.6 Methods
4.6.1 QM Optimization of Bridge Model
A model of the bridge was constructed from the crystal structure(PDB ID: 1NIC) and
optimized. The model contained the following side chains: His95, His100, His145,
Met150, and His306, which were methylated at the Cβ to decrease the number of
atoms. A proton was added to the Cys136 residue at the backbone carbonyl while a
formyl-group was added to the N-amide of residue His135 to model the strain on the
N-H bond. The model consisted of 105 atoms including the two Cu ions and either a
water or nitrite molecule.
Two diﬀerent functionals, BP86[15, 146] and TPSSH[148, 183], were used to optimize
the model. In the BP86 calculation, the def-SVP[167] basis set was used, while for
TPSSH, the def-TZVP[201] was used which include diﬀuse functions. To model the
electrostatic screening from the protein, the COSMO solvation model[97, 168] was
used with a dielectric constant of 10 which has been shown to be reasonable for ge-
ometry optimizations[87]. The radius of the Cu atoms was set to 2.0 for screening
eﬀects[87].
The overall charge of the model depended on the ligand as well as the redox state
of the copper ions. With both coppers in the oxidized state the overall charge of
the model was +3 with water and +2 with nitrite. Adding an extra electron to the
system decreased it with 1.
The structure was ﬁrst optimized in the highest possible spin state where both copper
atoms were in the d9-state giving a spin of 1(MS=1). After convergence the struc-
ture was optimized pairing the two electron(MS=0). In the low spin state model,
an extra electron was added and reoptimzed to monitor charge distribution of the
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model(MS=12). The simulations were performed with Turbomole 5.9[3] and all charges
were ﬁtted using the electrostatic potential(esp) Kollman-Merz in Turbomole.
4.6.2 Parameters for Reduced Type II Center
The force constants and electrostatics for the reduced T2 were not available and were
calculated for the later MD simulation. The T2 center was isolated from Achromobac-
ter cycloclastes(PDB ID: 1NIC) and the histidine residues were truncated at the Cβ
atom and hydrogens were added. The overall charge was +1 and the Cu was in the
d10(MS=0).
The geometry was optimized using the B3-LYP functional[185, 16, 115, 114] with the
double-ζ basis set[166] for Cu which was enhanced with diﬀuse p, d, and f functions
with the exponents 0.174, 0.132, and 0.390. The rest of the atoms were optimized
with 6-31G*.
From the geometrized structures, the hessian matrix was computed and the force con-
stants were obtained using the algorithm by Seminario[170] implemented in Hess2FF
developed by Nilsson[136]. The electrostatics was obtained from the esp Kollman in
Turbomole and the charge of the Cβ atoms was adapted so the overall model had the
same charge as in the QM calculation(All parameters are collected in Supplementary
Material 4.10.2).
4.6.3 Molecular Dynamics Simulation of Nitrite Reductase
The crystal structure of nitrite reductase from Achromobacter cycloclastes(PDB ID:
1NIC) was used with a resolution of 1.9 Å. To generate the trimer, the coordinates
were transformed according to the symmetry operations available from the pdb-ﬁle.
To assign protonation states of the histidine residues, the hydrogen bond network was
manually optimized. The following residues were protonated on the Nδ: 26, 100, 135,
231, 255, 306, and 319 where 100, 135, and 306 are metal coordinating residues. The
other histidines were protonated on the Nǫ: 53, 76, 95, 145, 217, 245, and 260 where
95 and 145 are the metal coordinating residues. For four of the residues, diﬀerent
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protonation states were chosen: 28, 217, 245, and 260, compared with Kerpel and
Ryde[92](see Supplementary Material 4.10.1).
The parameters developed by Kerpel and Ryde[92] for the reduced and oxidized T1
site were used where the parameters for the reduced site was develop for plastocyanin.
For the reduced T2 site the parameters were developed as described earlier.
Three diﬀerent simulations were set up. In simulation 1(sim 1), all the copper ions
were in their oxidized state. In simulation 2(sim 2), the T1 site is reduced in one
of the monomers while the rest of the copper ions were in their oxidized state. In
simulation 3(sim 3), the T2 site is reduced in one of the monomers keeping the rest
oxidized.
Crystal waters overlapping with the protein were removed giving 174 water molecules.
The remaining crystal waters were minimized for 10.000 steps with 5.000 SD and CG
where the protein was ﬁxed adding a constraint of 500 kcal/mol. Next, the whole
complex was minimized 10.000 step with 5.000 of SD and CG. The complex was
solvated in a square box adding 15 Å giving a box size of approximately 120x120x120
Å for the three complexes. All water molecules were treated as TIP3P[90]. In sim
1, the complex was neutralized by adding 27 Na+ ions. In sim 2 and sim 3, 28 ions
were added. This gave a total of 148.662 atoms in sim 1, 162.985 atoms in sim 2, and
164.149 in sim 3. All water molecules were minimized for 10.000 steps with 5.000 SD
and CG where the protein was ﬁxed adding a constraint of 500 kcal/mol. Next, the
whole complex was minimized 10.000 steps with 5.000 of SD and CG. To minimize
solvent ﬂuctuations, the system was heated up from 0 to 300 K for 100 ps using an
integration step of 1 fs keeping a weak constraint of 10 kcal/mol on the protein. The
volume was kept constant to equilibrate the pressure. The system was equilibrated
for 1 ns in the NPT ensemble keeping the pressure at 1 atm and the temperature
constant at 300 K using the Langevin thermostat with a collision frequency of 1 ps−1
and an integration step of 2 fs. All hydrogens were kept ﬁxed using SHAKE[161]
and a cut-oﬀ of 10 Å was used for all non-bonded interactions. Full electrostatics
were applied using the Particle Mesh Ewald and periodic boundary conditions[35]. 1
ns was used as equilibration and the MD simulation was continued for 10 ns using
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Amber 10[26] and the ﬀ99SB force ﬁeld[76].
4.6.4 Electron Pathways
To estimate the probability distribution for the tunneling pathways as well as coupling
between T1 and T2, the Pathways plugin for VMD was used. The algorithm was an
implementation of the model developed by Beratan et al.[17].
Brieﬂy, the algorithm approximated the protein as a graph which was connected
either by covalent bonds(CB), hydrogen bond(HB), or a through space(S) term with
a penalty assigned to each step.
The penalty was ranked in the following order
CB < HB < S (4.1)
and the graph was optimized ﬁnding the shortest distance between T1 and T2. An
estimate of the donor-to-acceptor coupling was computed
TDA = Πiǫ
CB
i Πjǫ
HB
j Πkǫ
S
k (4.2)
where ǫ was the penalty for the propagation.
The default parameters were used in the computation with ǫCBi = 0.6 and the HB
having a penalty of
ǫHBj = ǫ
CB
i ∗ exp[−1.7(Rj − 2.8)] (4.3)
where Rj was the distance in Å. The through space was deﬁned as
ǫSj = ǫ
CB
i ∗ exp[−1.7(Rj − 1.4)] (4.4)
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Table 4.2: Charge Distribution of Cu and Ligand Atoms in the QM Model
Atoms Cu(I) Cu(II) O(H2O) N(NO−2 ) Energy(a.u)
WaterA(MS=1) 0.396714 0.506642 -0.707190 -6519.132306
WaterA(MS=0) 0.354917 0.424063 -0.703746 -6519.121300
WaterB(MS=12) 0.469469 0.255996 -0.710087 -6519.335476
WaterA(MS=1)TPSSH 0.490784 0.633089 -0.813939 -6522.000698
WaterA(MS=0) TPSSH 0.481106 0.632562 -0.814591 -6522.000734
WaterB(MS=12) TPSSH 0.532681 0.199869 -0.861828 -6522.190839
NitriteA(MS=1) 0.393039 0.042123 0.615453 -6648.018709
NitriteA(MS=0) 0.399774 0.067867 0.611759 -6648.005266
NitriteB(MS=12) 0.445446 -0.163052 0.628724 -6648.190270
NitriteA(MS=1)TPSSH 0.476664 0.158399 0.650948 -6651.002079
NitriteA(MS=0) TPSSH 0.444394 0.117460 0.647916 -6650.964736
NitriteB(MS=12) TPSSH 0.482854 -0.040774 0.685713 -6651.168032
4.7 Results
4.7.1 Charge Distribution of the Type I and Type II Centers
Table 4.2 shows the charge distribution from the QM calculations on the bridge model
atoms. Both models have lower electronic charge on the Cu at the T2. Adding an
electron to the system, the electronic density is localized on the Cu ion at the T2
state.
The coordinating water molecule is relatively unaﬀected by the extra electron in the
model with 0.03 in the high spin state model compared with 0.07 e in the low spin
state model using the BP86 functional. There is a qualitative agreement between the
BP86 and the TPSSH functional although the values diﬀer. Replacing water with
nitrite lowers charge of the Cu at the T2 center and the charge of the Cu becomes
negative as an extra electron is added to the model. The charge distribution of the
atoms connecting the two Cu-ions is investigated and the charge of the S136(Cys136)
becomes negative.
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Table 4.3: Distances in Redox States
Atoms Cu-Cu (Å) SM141-NǫH145(Å)
1NIC Cu(I)2+-Cu(II)2+ 12.72 3.46
Sim 1 Cu(I)2+-Cu(II)2+ 12.71 3.83
Sim 2 Cu(I)2+-Cu(II)2+ 12.74 4.05
Sim 2 Cu(I)+-Cu(II)2+ 12.65 3.60
Sim 3 Cu(I)2+-Cu(II)2+ 12.71 4.28
Sim 3 Cu(I)2+-Cu(II)+ 12.73 4.78
4.7.2 Molecular Dynamics Simulation of Trimeric Nitrite Re-
ductase
The ET rate between the metal centers is exponential proportional to the Cu-Cu
edge-to-edge distance[174].
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Figure 4-4: The Cu-Cu distance. The distance is illustrated by a boxplot. In sim
2 with the reduced T1 site and the oxidized T2 site, Cu(I)+-Cu(I)2+, the median is
shorter compared with the other redox states.
Figure 4-4 shows a boxplot of the distance distributions and Table 4.3 summa-
rizes the median of the Cu-Cu distance. In sim 1, the equilibrium value of the Cu-Cu
distance is 12.71 Å which is close to the value measured in the crystal structure 12.72
Å. As the T1 center is reduced, the distance between the Cu ions start to diﬀer in the
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trimeric complex. In the reduced monomer the distance becomes smaller, 12.65 Å,
whereas it increases for the other Cu-Cu distances in the trimer, 12.74 Å. In Sim 3,
the distance between the two Cu ions is longer in the monomer where T2 is reduced
while the distance for the oxidized sites is similar to Sim 1.
To investigate the inﬂuence of the ﬂuctuations on the electron tunneling, the path-
ways between Cu are determined. Table 4.4 shows the probabilities for the diﬀerent
pathways in the trimeric protein complex. The preference between the two path-
ways is approximately 0.5 with ﬂuctuations in the diﬀerent simulations. Reducing
the T1 site changes the preference between the pathways where P2 is more favoured
compared with P1. Having the T2 site reduced switches the preference between the
pathways and the probabilities are similar to the oxidized monomers.
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Figure 4-5: The Coupling Strength, TDA, between Donor and Acceptor. Pathway I
has the largest electronic coupling. For pathway II the coupling ﬂuctuates more and
diﬀers among the diﬀerent redox states of the protein.
Figure 4-5 shows the distribution of the coupling between the diﬀerent sites and
their redox state. The coupling strength between donor and acceptor is largest for
the ET through covalent bonds which corresponds to P1. Interestingly, there is a
large coupling in PT2 for the reduced T2 which would suggest that reverse ET could
take place which has been observed[49].
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Table 4.4: The Probabilities for the two Pathways in Nitrite Reductase
Redox States Pathway I Pathway II
Sim 1 Cu(I)2+-Cu(II)2+ 0.57 0.43
Sim 2 Cu(I)2+-Cu(II)2+ 0.45 0.55
Sim 2 Cu(I)+-Cu(II)2+ 0.20 0.80
Sim 3 Cu(I)2+-Cu(II)2+ 0.45 0.55
Sim 3 Cu(I)2+-Cu(II)+ 0.64 0.36
4.7.3 Radial Distribution Function of the Type I Center
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Figure 4-6: The radial distribution of Cu-ion in T1 and Water. In the reduced state
of T1, it is possible for water to approach the copper ion. In the oxidized state of T1,
all simulations have the same features for the rdf screening the metal.
Figure 4-6 shows the radial distribution function(rdf) for the 3 simulations. For
the oxidized T1, the rdf has the same feature in all of the simulations and starts to
increase after 4 Å. By reduction of the T1 site, the rdf has small ﬂuctuations around
3 Å. The space for water molecules is due to ﬂuctuation of the turn, residues 136-138,
coming oﬀ a β-sheet.
The ﬁxation of the His145 is investigated as its dipole strength has been correlated
with the redox potential[25]. Its Nδ is coordinating the metal ion while the Nǫ is
stabilized by either a water molecule or a sulfur atom from Met141. The ﬂuctuation
of the SM141-NǫH145 is aﬀected by the oxidation step of the copper ion.
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Figure 4-7: The SM141-NǫH145 Distance. The distances are plotted as a boxplot. In
the sim 2 with the reduced T1 site and the oxidized T2 site the distance is lower
than observed in any of the other simulations. The ﬁrst and third quartile are more
conﬁned compared with the rest of the simulations.
Figure 4-7 shows ﬂuctuations of the SM141-NǫH145 distance and the median values
are displayed in Table 4.3. The distance ﬂuctuates more compared with the Cu-Cu
distance which is more stable. Reduction of the T1 site decreases the SM141-NǫH145
distance while it is increased by reduction in the T2 site. Waters are observed in-
teracting with the dipole from His145 when T1 is oxidized. The distance between
Met150 and the Cu in the T1 site has been investigated experimentally and theoreti-
cally and has been discussed thoroughly(see [139, 56]). As mentioned, the bond varies
much and it is not clear how much restrain the protein has on the bond. Here, the
bond distance is monitored during the simulation in the three systems. The distance
ﬂuctuates around the equilibrium value used, 2.64 Å. To test the strain by the pro-
tein on the bond, the force constant is removed in the simulation. The bond length
is increased to 2.8 Å and ﬂuctuates around this value. No strain is observed from the
protein to shorten the bond to the value observed in the crystal structure.
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4.8 Discussion
4.8.1 QM Calculations of Nitrite Reductase Models
The model system is cable of capturing the redox properties where an excess electron
is mainly localized at the T2 site. It has not been possible to determine the most
favourable pathway for the ET from this model. For the bridge atoms, the main
charge localization is on the Cys136 sulfur atom while there is a charge decrease on
Nǫ of His135.
To capture the ET pathway would require time perturbations as in TD-DFT or com-
putation of diabatic states. The calculation performed here corresponds to an adia-
batic system where the electron is mainly delocalized on the potential energy surface.
This delocalization is further enhanced by using DFT which inherently delocalizes it.
The pathways identiﬁed are hard to determine at a much higher level of theory. It
has been discussed to calculate the conﬁgurations in a diabatic state and then use
non-equilibrium Green functions to estimate the rate transfer for the electron. This
has been achieved with some success using semi-empirical methods[55]. The problem
is how to split up the system into fragments and keep it diabatic. Here, an adiabatic
calculation was performed for the system which conﬁrmed the redox properties of the
small model system. To calculate the diabatic state of the modelled system multicon-
ﬁguration calculations were performed but electron delocalized and no convergence
was obtained. The water or nitrite molecule is not aﬀected by the excess electron in
the system which is to be expected. The energy barrier needed to reduce the sub-
strate requires ﬂuctuations. Furthermore, important catalytic residues have not been
included which are necessary to model the reaction. Protons have to be donated to
the substrate to lower the activation energy for ET[128]. The calculation has shown
which part of the bridge model is most probable for accepting electrons which agrees
with T2 having a lower redox potential than T1[138].
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4.8.2 Functionals and Basis Sets used in the Simulation
Two diﬀerent types of functionals are used, BP86 - a generalized gradient approxi-
mation(GGA), and TPSSH, a hybrid meta-GGA functional.
The two functionals are used to get a conﬁdence interval for the calculations where
the GGA tends to overbind while hybrid meta-GGA can underestimate binding. The
TPSSH functional has shown good correlation with experimental energies for second
row transition metal[86].
The basis set errors have not been tested systematically for the model but the overall
trend for the model system has been captured as seen by the agreement between the
two computations. To use a larger basis set with the BP86 functional is probably
beyond the precision of the functional and not necessary. Qualitative agreement with
the applied basis set has been observed in other calculations[202], hence there is con-
ﬁdence in the accuracy and precision of the results. The TPSSH functional can give
wrong energies for various spin states where the BP86 has been shown to be within
theoretical uncertainties[86]. The agreement between the calculations increases the
conﬁdent in the results.
4.8.3 Molecular Dynamics Simulation of Enzyme
The MD simulations show changes as the redox states are altered in the enzyme. The
edge-to-edge distance between the two Cu ions is decreased as the T1 site is reduced.
The distance is decreased by 0.3 Å which is a small eﬀect, but small diﬀerences can
increase the ET rate. It has been shown that the overlap and thereby the electron
transfer rate is exponential dependent on the distance where the distance decay is
exponential[74, 110, 178].
The electronic coupling between the two sites diﬀers among the redox states of the
enzyme. The population of the pathways in the enzyme are very dependent on the
redox states. There is a large increase in the population of P2 as the T1 site is
reduced. This pathway has a lower electronic coupling for the electron to transfer via
hydrogen bond between the backbone carbonyl oxygen of Cys136 to the Nδ hydrogen
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of His135. The reverse transfer from the T2 to the T1 has been observed but due to
change in the driving force of the reaction[48, 49]. The pathway model is simple in
many of its parameters but it has shown to be a very useful method for estimating
long-range ET[18].
The His145-Met141 interaction is inﬂuenced by the redox state of the T1 center in
the enzyme. The ﬂuctuations decrease and the dipole-interaction becomes stronger.
This is seen in accordance with other simulations of the T1 site where a stronger
polarization of this bond is related to the redox potential of the Cu ion[25]. The
bond in the crystal structure is 3.46 Å which is shorter than seen for any of the
corresponding median distances in the simulations. The B-factor for this residue is
signiﬁcantly higher compared with the rest of the residues around the T1 and in other
crystal structures the bond is 4.06 Å(PDB ID: 2DWT)[82].
Reduction of the T1 site changes the rdf of the Cu-OH2 compared with the other
oxidation states of the protein. There are ﬂuctuations of rdf which increase around
3 Å while the oxidized state of T1 is screened. The smaller screening of the T1 site
can aﬀect its ET rate by increasing reorganization energy which has been seen when
the T1 site became more accessible to water[203].
4.8.4 Metal Parameters and Time Scale used in the MD Sim-
ulation
To simulate transition metals using a classical approach like MD is problematic as
many of the metal properties are hard to capture classically, e.g. the symmetry
distortions in the copper sites. With the method used here, it is not possible to have
dynamical bonds which could switch between the diﬀerent distortions of the metal
site. Especially, the two sulfur bonds in the T1 site have potential to elongate and
shorten but in this simulation a single equilibrium distance is chosen.
The parameters estimated by Kerpel and Ryde[92] have been used. In the case of
the oxidized T1 and T2 states all parameters have been developed using PDB ID:
1NIC. In the simulation by Kerpel and Ryde[92], an equilibrium distance of 2.42 Å
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has been used between Met150 and Cu which is the equilibrium distance from the
QM optimization. Here is used the equilibrium value from the crystal structure, 2.64
Å with the same force constant for the bond as used in the simulation by Kerpel and
Ryde[92]. This decreases the conﬁgurational ﬂexibility of the Met150 but keeps the
simulation around the equilibrium value for the crystal structure. The 2.64 Å has
been chosen as the equilibrium length so as not to perturb the protein structure by
decreasing the bond length which would aﬀect the reorganization of the site.
Test computations have been performed keeping no restraints on the bond and it has
lengthened to 2.8 Å.
For the reduced T1 site, the parameters from plastocyanin have been used. The
diﬀerence between the two proteins is signiﬁcant in the oxidized state as described.
In the oxidized state, there is a Jahn-Teller distortion for the T1 site in Nir while
the T1 site is trigonal for plastocyanin[92]. In the reduced state, the diﬀerences are
smaller as the Met150 bond weakens in Nir as well and even in the oxidized state the
bond is relatively weak[179]. Generally the T1 site in Nir is less entatic compared
with plastocyanin[107] and it is crude approximation.
As mentioned earlier the data were generated from 10 ns of simulation which are to be
extended in future work to get a better statistics. The trimeric complex is used which
adds to the statistics but longer trajectories are necessary. The issue of ergodicity is
diﬀerent compared to the folding of peptides.
The starting structure is initially close to the crystal structure(at least for the
oxidized state) and during the MD simulation it continues to be close to the struc-
ture. Experiments have shown that the reorganization energy is small[203] and gives
conﬁdence in that the diﬀerent redox states simulated should be structurally close to
the starting structure.
4.8.5 Outlook
These preliminary data have shown very interesting results. The step is to determine
if the observed data are consistent with all available spectroscopic data. The MD
simulations will need to be extended to 2 x 50 ns to validate the observed diﬀerences
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seen.
Furthermore, classical parameters have been developed for the T1 site with nitrite as
the fourth ligand in both the oxidized and reduced state. It could be interesting to
monitor the dynamical changes of the enzyme by replacing the water with nitrite.
To quantify the two time constants for the two pathways one could try to simulate
the excess electron model using TD-DFT.
4.8.6 Conclusions
The QM computations show the charge distribution of the two centers on an adiabatic
surface. It is shown that the T2 site has a larger localization of charge when an
electron is added to the model.
MD simulations have shown that reduction of the T1 site aﬀects the average distance
between the two Cu ions making their distance shorter. Two pathways for the ET
have been identiﬁed and one has observed that the equilibrium between the pathways
are aﬀect by the redox states in T1 and T2.
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4.10 Supplementary Data
4.10.1 Protonation of Histidines
Diﬀerent protonation states were chosen for the following residues: 28, 217, 245, and
260 compared with Kerpel and Ryde[92]. In their simulation, an extended monomer
was simulated and they protonated the residues on both sites which might be reason-
able in that case but not in this case.
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For His28, the χ1-angle was rotated from 90◦ to -90◦ which optimized the hydrogen
bonding network by forming a hydrogen bond from the Nδ hydrogen to the backbone
carbonyl oxygen of His26. In addition, the Nǫ accepts a hydrogen bond from the
hydroxyl-group hydrogen of Tyr72.
His217 was protonated at Nǫ which allows the formation of hydrogen bond to the
OD2 atom of Asp53. It accepts a hydrogen bond to its Nδ from the hydroxyl group of
Thr216. His245 was protonated on Nǫ donating a hydrogen bond to OE2 on Glu180
while accepting a hydrogen bond from hydroxyl group of Tyr303. His260 was pro-
tonated on Nǫ donating a hydrogen bond to the carbonyl oxygen of His100 while
accepting a hydrogen bond from a water molecule(residue number 1293).
4.10.2 Parameters for the Type II Site with H2O
Table 4.5 contains the bond and angle equilibrium values obtained from the QM sim-
ulation while the ﬁtted charges are collected in Table 4.6. The approach is described
in 4.6.2.
Table 4.5: Equilibrium Parameters for Type 2
Bonds (pm)
His Nǫ - Cu 203
OH2O - Cu 258
Bonds Force Constants(kcal/mol)
His Nǫ - Cu 42.49
OH2O - Cu 2.31
Angle θ(Degrees)
His Cδ-Nǫ - Cu 128.46
His Cǫ-Nǫ - Cu 125.54
His Nǫ - Cu -His Nǫ 119.33
His Nǫ - Cu - OH2O 94.60
HH2O - OH2O - Cu 101.06
Angle Force Constants(kcal/mol)
His Cδ-Nǫ - Cu 23.30
His Cǫ-Nǫ - Cu 23.51
His Nǫ - Cu -His Nǫ 5.72
His Nǫ - Cu - OH2O 7.44
HH2O - OH2O - Cu 4.70
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Table 4.6: Charges used in the Simulation for the Reduced Type 2
Atom His H2O Cu+
N -0.416 O: -0.761 0.079
H 0.272 H: 0.406
Cα -0.058
Hα 0.136
Cβ -0.352
Hβ 0.173
Cγ 0.356
Nδ -0.353
Hδ 0.370
Cǫ1 -0.027
Hǫ1 0.177
Nδ2 -0.062
Cδ2 -0.314
Hδ2 0.186
C 0.597
O -0.568
Total 0.290 0.051 0.079
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Chapter 5
Enzyme Design
5.1 Introduction
Enzymes are great catalysts and can accelerate reaction rates by many order of
magnitude[84]. The potential use of enzymes is enormous and even today they are
used in many processes ranging from medical treatment, washing powder to industrial
processes. People are working to extend their uses and replace surface catalysts with
biocatalyst which are sustainable and cheaper to use.
The problem is that enzymes do not exist for all synthetic reactions and need to be
created. Diﬀerent laboratory methods have been used to optimize or develop new
enzymes[9, 81] e.g. directed evolution(DE). To rationally design new biocatalysts has
tremendous potential. This requires that one is able to correlate the protein sequence
and function to ﬁnd the most likely places for optimization. One way to rationalize
the design process is to use computer algorithms. The use of protein design algorithms
has been extensively developed and used, but only recently have there been success
stories[159, 89, 176]. In these studies, three classical chemical reactions: Retro-Aldol,
Kemp eliminase, and Diels-Alder, have been catalysed using de novo designed en-
zymes.
In general, all the de novo designed enzymes have shown low catalytic rates and it
has been necessary to optimize them using experimental methods[94, 23].
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5.1.1 Zn-Containing Enzymes
Metals have played a big role in the development of industrial catalysts and are still
used today[28].
Metalloenzymes use metal ions in catalysis to lower the reaction barrier or to obtain
the right redox-potentials. One of the most used metal ions in biology is the zinc
ion(Zn) which is used in a variety of ways like catalysis, stabilization of proteins, or
as a neurotransmitter. Zn is coordinated by the protein in mainly two diﬀerent point
groups, tetrahedral(Td), and trigonal bipyramidal(TBP ). The reactivity of the site is
regulated by the coordinating groups of the metal which are normally histidines(His),
aspartic acids(Asp), glutamic acids(Glu), or cysteines(Cys) . The coordination sphere
of the metal ion is ﬂexible and through the diﬀerent ligands, it is possible to tune
the reactivity of the site[192]. In enzymes Zn acts as an oxyanion hole like in alcohol
dehydrogenase[193], or it activates a water molecule to perform a nucleophilic attack
on a substrate like in carbonic anhydrase[30].
5.1.2 Phosphotriesters
Only a short description of phosphotriesters(PT) is given as they will be described
more deeply in the next chapter(see Chapter 6). Brieﬂy, it is a phosphate atom with
the three ethers bound to it and a phosphoryl group making it a triester.
PTs are used in many industrial processes, as pesticides, or even as chemical war-
fare agents. The PTs are decomposed through hydrolysis where a hydroxyl an-
ion(hydroxyl) attacks the phosphate atom. The products after the hydrolysis is an
alcohol and a phosphodiester.
Due to the industrial applications of PTs, it is not possible to prohibit its production
and it is necessary to be able to decompose PTs into non harmful substances.
PTs are easy to develop and can be used as a chemical weapon by terrorist groups
which has been done in Tokyo. Hence, there is a great need to be able to degrade
PTs eﬃciently in a safe and reliable way.
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Aim of Research
The aim of this research is to computational repurpose1 mononuclear zinc sites into
having a new function by resculpting the protein scaﬀold.
5.2 Methods
Figure 5-1 summarizes the protocol used to computationally repurpose enzymes.
5.2.1 Selection of Protein Scaffolds
To select protein scaﬀolds suitable for design, all protein structures from the Protein
Data Bank(PDB) were collected. The search was limited to high resolution struc-
tures(< 2.9 Å) and a sequence identity < 90 %. The proteins should be expressed
in E. Coli and contain Zn in the structures.
A ﬁlter was developed to removed non-catalytic sites as well as surface bound zinc
ions or multiple zinc sites. All Zn sites having less than 3 atoms from the protein
were removed. Structural sites deﬁned as being coordinated to 4 cysteine residues
were removed. The PDB ﬁles were modiﬁed by removing redundant protein chains.
Alternate side-chain positions or atomic coordinates were discarded keeping one pro-
tein chain along with its metal site. The total number of collected proteins was 105
and included a great variety of protein folds and enzymes classes. All ﬁlters were
implemented in Python.
5.2.2 Positioning of the Transition State Model
Models of the transition states were generated with Zn incorporated(see Figure 5-2).
The PT was modelled with two diﬀerent substrates: dimethyl (4-nitrophenyl) phos-
phate(Paraoxon), and diethyl (2-oxochromen-7-yl) phosphate(coumarin)(see Figure
5-3).
1This is the term used for the method and it was coined by SK.
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Figure 5-1: Protocol of the Repurposing of Enzymes. Protein scaﬀolds are collected
with Zn. Next, a model of the transition state(TS) is generated. The TS model is
aligned to the Zn site in diﬀerent fashions: monodentate or bidentate. A secondary
match is performed for catalytic important residues, a base for the attacking water
or stabilization of the oxyanion hole. The hits are optimized for interaction and
stabilization using Rosetta. The designed rotamers are evaluated by repacking the
designed structure without the substrate to see if they keep their potentials. The TS
model is docked into the designed protein to investigate its potential energy surface.
The potential candidates are evaluated using the graphical interface Foldit to further
optimize the interactions. All potential candidates are then tested experimentally.
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(a) (b) (c)
Figure 5-2: Alignment of Transition State Models. Three diﬀerent alignments are
performed (a) The hydroxyl alignment Zn is used to activate the water molecule.
(b) In the phosphoryl alignment Zn is used as a oxyanion hole. (c) In the bidentate
alignment Zn is used to lower the pKa of the water and to stabilize the oxyanion hole.
Here the model is rotated around the Zn-P axis to search for as many interactions as
possible. In all TS models, the leaving group, R, and the hydroxyl are placed in an
in-line attack(opposite each other) .
To generate the TS models empirical knowledge was used for angles and distances
in the TS. The distance between the coordinating oxygen atom from either the hy-
droxyl or the phosphoryl oxygen(phosphoryl) and the zinc ion was speciﬁed to 2
Å which is close to an average value observed for Zn-water interactions[7]. In the
bidentate TS model, the distance is 3 Å between the phosphate atom and Zn. The
phosphate atom was hybridized as trigonal bipyramidal, a pentacoordinated fashion,
which is characteristic for a nucleophilic attack on the phosphor atom[24]. The at-
tacking hydroxyl was placed in an in-line attack(opposite the leaving group) of the
leaving group of the PT, which has been shown to have the lowest energy barrier for
the reaction[34].
To increase sampling of the ligand-protein interaction, rotamers of the TS model
were generated deﬁning dihedral angles around degrees of freedom that did not aﬀect
the geometry of the TS. Intervals and steps sizes were deﬁned and structures were
generated combining the diﬀerent permutations.
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(a) (b)
Figure 5-3: The Phosphotriesters Paraoxon and Coumarin. (a) dimethyl
(4-nitrophenyl) phosphate(Paraoxon). (b) diethyl (2-oxochromen-7-yl) phos-
phate(coumarin).
5.2.3 Automated Alignment of Transition State Model onto
Native Zinc Site
An algorithm was developed to align the TS model onto the Zn in the native pro-
tein scaﬀold. It used the metal site in the protein and the coordinating atoms to
identify the direction of the enzymatic pocket. To explore as many possibilities for
the chemical reaction, diﬀerent alignments were performed: monodentate with the
hydroxyl or the phosphoryl coordinating the Zn and a bidentate alignment with both
the hydroxyl and phosphoryl aligning the Zn. Depending on the alignments, the het-
eroatom coordinating the Zn was used to superimpose the TS model.
Constraints were generated from the crystal structures to keep the Zn in the same
position during the design process. To avoid major clashed with the protein, the
ligand-protein interaction was optimized using the generated rotamer library where
all the amino acids of the protein were converted into alanines. Other repulsions were
minimized using the Lennard-Jones potential.
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5.2.4 Secondary Matching
To rationalize the design process, the secondary matching algorithm implemented in
Rosetta was used. Brieﬂy, it goes through all the positions on a protein scaﬀold to
see if it can match the constraints providing by the user.
Here, a secondary match was performed for either a base or an oxyanion hole depend-
ing on the suggested reaction mechanism.
5.2.5 Protein Design of Matches
All hits from the secondary matches contained one modiﬁcation to their sequences
either as a base, an oxyanion hole, or positioning of the attacking hydroxyl. To stabi-
lize the modiﬁcations introduced, the energy function in Rosetta for protein[103] and
ligand[130] was used. The interaction between ligand and protein was optimized for
interaction as well as to stabilize the protein sequence for folding. All designs having
an interface energy < -3 Rosetta units(RU), solvent accessible surface area(SASA)
between 0.8 and < 1 Å2, and a constraint energy less 3 RU were collected for further
analysis.
5.2.6 Evaluation of Mutations
To evaluate the mutations introduced by Rosetta, a multiple sequence alignment was
generated to evaluate how conserved the mutated residues were. This was performed
to remove substitutions that might be important for folding. All designed sequences
were evaluated using the ConSurf server[10, 108]. Residues having a high conservation
score and were not part of the native catalytic machinery, were reverted back to their
native residue as they were assumed important for folding or solubility. In general,
glycine(Gly) and proline(Pro) residues were reverted back to the wild type residues in
the designed protein. The designs were evaluated using the visual interface to Rosetta
- Foldit[32].
The TS model was docked into the protein to observe if other local energy minima
existed and has shown to test if substrates bind[67]. The TS model was docked
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into the design structure 10.000 times using the docking algorithm implemented in
Rosetta[130]. If other local binding minima existed the binding of the TS model was
reoptimized.
5.2.7 Molecular Dynamics Simulation of Designs
To explore the phase space of the substrate and get statistics on diﬀerent angles
involved in the designed structure a MD simulation was performed. The hydrogen
bond(HB) network for histidine(His) residues was established by visual inspection
of the proteins(native and designed protein). The following His were protonated on
Nǫ: 105, 157, 258, 278 and the rest were protonated on Nδ: 15, 17, 138, 197, 210,
214, 238, 241. The parameters for the substrate were generated using the mod-
ule Antechamber[198] within AmberTools[26]. The metal site was ﬁxed by applying
bond, angle, and dihedral constraints to the site. The weights were relatively high and
the charge of the metal ion was set to +2. The structures were minimized for 10.000
steps with 5.000 steps using SD and 5.000 with GC. The complexes were solvated
and neutralized which gave a total of 12330 water molecules in the complex with-
out substrate and 11414 water molecules in the complex with substrate. The water
molecules were parametrized as TIP3P[90]. The whole system was minimized using
5.000 steps of SD and 5.000 of CG. After minimization, the system was heated up to
300 K using a weak restraint on the protein complex, 10 kcal/mol, for 100 ps using
an integration step of 1 fs. The volume was ﬁxed for equilibration of the pressure.
Next, the system was equilibrate for 1 ns in the NPT ensemble keeping a pressure of
1 atm and the temperature constant at 300 K using a Langevin thermostat with a
collision frequency of 1 ps−1 and the integration was changed to 2 fs. All hydrogens
were ﬁxed using SHAKE[161] and full electrostatics were computed using the Particle
Mesh Ewald[35] with periodic boundary conditions. The MD simulation was run for
20 ns using the ﬀ99SB force ﬁeld[76].
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5.3 Results
12 designs were generated based on the protocol described. I will shortly describe
two of the designs from which general issues regarding the design process can be
illustrated.
5.3.1 Redesign of Adenine Deaminase
One of the designs is a adenine deaminase(ADA)(PDB ID: 1A4L) where 8 mutations
have been designed into scaﬀold. Figure 5-4 shows the design along with the most
important residues along with the substrate.
From the secondary matching, a glutamine(Gln) is placed to stabilize the position of
the water molecule in the phosphoryl alignment of the TS model. The base for the
reaction is believed to be the glutamic acid(Glu) 217 which is a native residue. The
rest of the mutations can be divided into two groups
• Making room for the substrate to ﬁt into the pocket
• Packing of the transition state
The following residues Asp19Ser, Phe61Thr, Leu62Ile, Asp296Ala are mutated to
make room for the substrate to ﬁt into the pocket of the protein.
Asp19Ser decreases the penalty of desolvation which has to been paid for the substrate
to the enter the binding pocket. The mutation makes room for the 4-nitrophenyl group
where the Asp19 would have made a electrostatic as well as a van der Waals(vdw)
repulsion with the leaving group. Phe61Thr makes room for the methyl ether group
while the Leu62Ile makes room for the leaving group. The Asp296Ala mutation is
necessary to ﬁt the methyl ether near the Zn. This mutation is important for the
interaction as it removes a vdw repulsion as well as a big desolvation penalty.
The Phe65Trp makes a π-π interaction with the leaving group of the substrate. The
mutation is supported by a second shell change, Ile299Val, which makes room for
the bigger indole ring of Trp. The Ala183Ile is introduced opposite and packs the
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Figure 5-4: Phosphotriesterase Design of Adenine Deaminase. (a) shows the Q58
from the secondary matching which positions the attacking hydroxyl by its carbonyl
atom. It is observed that depending on the alignment of the substrate it is possible
to stabilize the phosphoryl by a rotation of the head group such that the amine could
stabilize a negative charge during the reaction mechanism. (b) shows the mutations
introduced for optimization of the TS binding. The W65 makes a π-π interaction
with the leaving group.
leaving group by vdw interactions. The designed enzyme has potential to catalyse the
reaction since it has a good catalytic machinery along with nice binding interactions.
5.3.2 Redesign of Unknown Function from the Glyoxalase
Family
In this design, 11 mutations are inserted into the protein scaﬀold to transform it into
a potential PTE. The alignment of the substrate is performed in a bidentate fashion.
From the secondary match, an Asp is matched as a base for the reaction replacing
Ser61. The designed rotamer has low Boltzmann weight and is not backup as seen
in native enzymes. This is problematic but it is not possible to support it without
major modiﬁcations of the protein backbone.
Mutations are introduced to bind the substrate as well as prevent clashes between
enzyme and substrate. The leaving group is polarised by a Lys residue at position,
His46Lys, which is backup by a cation-π interaction by a designed phenylalanine at
position 39(Gln39Phe).
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Table 5.1: Kinetic Values for Phosphotriester Reaction
PDB ID kcat(1/sec)*10−4 KM kcat(1/sec)/KM(sec*M)
1A4L N.D.1 N.D. N.D
PT3 2 30 7
PT3tm2 41 29 140
PT3tm E217Q 0.8 43 2
PT3tm Q58H 11 29 38
PT3tm Q58L 73 33 220
PT3tm Q58S, T268R N.D. N.D. N.D.
PT3tm Q58S, T268K N.D. N.D. N.D.
1
Non Detectable
2 Is a triple mutant I62L, V218F, V299E
5.3.3 Summary of Experiment
From the designed sequences, one of them shows activity - the repurposing of the
adenine deaminase(PDB ID 1A4L). For the activity assay, the coumarin substrate
has been used to measure the activity as it is not as labile as the paraoxon. The
substrate has been docked into the designed structure and ﬁts well.
A library scan is performed around the active site of the enzymes by trying all
20 amino acids at diﬀerent positions. From the results, a triple mutant is isolated,
Ile62Leu, Val218Phe, Val299Glu where Ile62Leu is a mutation back to the wild type.
The Val299Glu is a second shell mutation which stabilizes the helix and especially
the Trp65 substitution. The Val218Phe seems to spatially interact with Glu217 and
Thr269 and could indirectly stabilize an internal HB network by restricting these
two residues. Gln58 does not contribute as suggested by the design where it should
have placed the hydroxyl for nucleophilic attack or functioned as an oxyanion for the
phosphoryl.
Mutations are performed to see if Glu217 is an oxyanion hole or used to place the
hydroxyl. The Glu217Gln show an increase in KM which is probably due to easier
desolvation of the pocket, but kcat decreased signiﬁcantly.
A crystal structure of the protein is solved and as expected from the kinetic data
the Gln58 is solvated and has ﬂipped out of the pocket. A loop(residue 217-220)
is displaced due to the binding of a calcium ions but otherwise there is an overall
agreement with the designed protein.
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Table 5.2: Sequence Information For Phosphotriesterase
PDB ID Mutations Function Superfamily
1A4L WT Adenosine Deaminase Amidohydrolases
PTE(Design) D19S,L58Q,F61T,L62I, Phosphotriesterase Amidohydrolases
F65W,A183L,D296A,I299V
5.3.4 Molecular Dynamic Simulation
To investigate the equilibrium distribution of the χ1 and χ2-angle of Gln58, a MD
simulation is performed. The displacement of the loop, 217-220, is investigated to
determine if it is crystal artifact induced by the calcium ion.
Figure 5-5 shows the distributions of the χ1- and χ2-angle with and without coumarin
in the simulation. The χ1 angle has its density in the trans-conﬁguration(-180◦ or
180◦) both with and without coumarin. The χ2-angle has its main density in the
trans-conﬁguration and in the simulation without substrate, it has a small population
in the gauche(+)-conﬁguration as designed. In the simulation with substrate, there
is no population in the gauche(+)-conﬁguration. It is still pointing inwards and is
support by a HB network of water. During the simulations it is not observed that
the Gln58 ﬂips out of the lumen as in the crystal structure. The loop displaced by
the calcium ion in the crystal structure goes back to the same position as in the wild
type(WT) indicating it is displaced by crystallization artifacts.
The ﬂuctuations in the active site are monitored and by introducing the substrate into
the simulation rather large ﬂuctuations are observed for the supporting helix(residue
57-69). This could indicate that a further stabilization of the helix can improve the
reaction rate.
5.4 Discussion
It has been shown how to computationally repurpose an enzyme to have new function.
The designed enzyme shows catalytic activity while the wild type enzyme did not show
any activity. The computational ﬁlters have been able to capture the most important
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Figure 5-5: χ1- and χ2-angle Distributions of Gln58. The red vertical bar represents
the designed values. (a)-(b) show the simulation without any substrate. For the χ1-
angle, the most populated is the same as the designed value whereas in case of the
χ2-angle the designed value has a low population. (c)-(d) show the χ-distributions in
the simulation with coumarin. The designed χ2-value is not sampled indicating it is
not a favourable rotamer.
97
features of the designs and to narrow down the amount of designs into a manageable
size for visual inspection as well as experimental testing. It has not been unnoticed
that the ADA is part of the Amidohydrolase family and this will be used in chapter
6 to see if one can improve the rates.
5.4.1 Alignment of Substrate in new PTE
The crystal structure of the designed protein shows that not all predictions are in
agreement with the computationally predicted ones. In the computationally pre-
dicted TS model, the water molecule is stabilized by Gln58 and Zn is used as an
oxyanion hole. In the native enzyme, the Zn is used to activate a water molecule.
An alternative reaction mechanism is possible in contrast to the designed one. Here,
the hydroxyl coordinates the Zn while the phosphoryl is stabilized by an oxyanion
hole. In the native enzyme, a hydroxyl is coordinating Zn and makes a nucleophilic
attack on adenine[57, 175]. His238 is the base which substracts the proton from the
coordinating water. The hydroxyl is ﬁxated by Asp295[204] which is coordinating
the Zn. The symmetry of the oxyanion hole and the coordinating water have been
considered where one can exchange the position of the phosphoryl and the hydroxyl.
In this cases, the Gln58 can rotate and function as an oxyanion hole for the reaction.
The orientation of Gln58 has been studied by MD simulations and shows that the
designed χ2-angle is not preferred by the enzyme. Experimental data conﬁrm that
Gln58 is not stabilizing the transition state. This is shown by reverting it back to the
native residue Leu which increases the kcat.
A lid mechanism has been proposed for the native enzyme upon binding of the
substrate[188]. It might be this interaction which is decreased by the mutation but
future studies will have to be made. The dynamics of the protein is not possible
to model within a static frame. Other techniques such as MD simulations or NMR
experiments can be used as a supplement in the design process to determine the im-
portance of ﬂuctuations.
The ﬁnding indicates that the reaction rate can be increased further by introducing
more mutations to stabilize the scaﬀold. To conclude how the reaction proceeds more
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studies need to be done both experimentally and theoretically.
5.4.2 Expression of Designs
The changes of amino acids around the active site can for some fold classes change
the folding pathway radically or even misfold the protein. In this study 6 out of 12
proteins have been expressed. There can be many reasons for this but one is that
the folding kinetics or the 3D structures has been perturbed too much and they are
not able to recover their native folds. The expression levels in non metallodesigns are
even lower compared with these values. It could be speculated that metalloenzymes
are more prone to mutations due to the stabilization by the binding of metal ions.
5.4.3 Chemical Rate Improvement by 3 Mutations
The 3 mutations, Ile62Leu, Val218Phe, and Val299Asp, are introduced by library
scans and stabilize the protein scaﬀold. Their main eﬀect is on the catalytic rate
of the reaction. The reversion of Ile62Leu which is located on the helix, could be
involved in binding the substrate and stabilize it during the reaction.
The Val218Phe mutation is interesting as it screens the Glu217 which is a potential
base. The mutation makes a steric ﬁxation of Glu217 and lowers its pKa value. The
Glu217Gln mutation shows that it is its ability to substract or donate protons and
not only polarize. This indicates that the initial alignment of the substrate might be
correct.
Val299Asp stabilizes the helix by a HB with Tyr68 where Trp65 has been placed.
The three introduced mutations are hard to predict computationally and illustrates
one of the main limitations in the computational design. The mutations stabilize the
scaﬀold and are second or third shells from the catalytic residues.
5.4.4 Too Flexible Catalytic Residues
Issues related to the design process have been raised by this study. In some of the
designs second and third shell support of the catalytic machinery has not been
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captured by the design algorithm. This might explain why some of the designs have
not shown any activity. The support of catalytic residues are seen in native enzymes
where catalytic residues have low conﬁgurational entropy[85]. The second and third
shell stabilization is not trivial. It would require remodelling of the protein scaﬀold
changing either secondary structure(SS) elements or loops. In the design, Gln58 is
not backup by steric interactions or a stable HB network. For future designs, one
should go for more favourable rotamers and try to stabilize the designed residues
more. Optimization of catalytic residues can require extensive remodelling of the
surrounding loops and SS elements, but can be done within the frame work of Rosetta.
5.4.5 Pitfalls of Computational Repurposing
The design of metalloenzymes is extremely challenging and still much progress has
to be made[121]. There can be many reasons for the failures of the designed enzymes
and rates are still far below diﬀusion limit[13] - here are mentioned a few
• wrong modelling of the chemical reaction
• design can not reach its active state
• the protein matrix does not support the mutations
In the case of PTE design the chemical reaction is simple and proceeds through
hydrolysis. The Zn provides either an oxyanion hole or lowers the pKa of the water
and thereby activates it. The alignment can be problematic as seen from the above
but symmetrical properties decreases the error in this reaction. The generation of
other parameters for the TS model needs to be considered as well. The main point to
be raised is that if the TS model is wrongly aligned or constructed, the computational
design will not work.
The energetics of the designed complexes can introduce errors which will give inactive
enzymes. The chosen rotamers for the chemical reaction can be high energy confor-
mations which are not possible to reach through thermal ﬂuctuations. This will also
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lead to inactive enzymes.
The mutations introduced to stabilize the interaction between protein and ligand,
might not be supported by the scaﬀold. The importance of the stability of the scaf-
fold is shown in this study, as many of the mutations seem to stabilize the scaﬀold for
the interaction with the ligand. It is shown by the Val299Asp mutation how much
stabilization of the scaﬀold increases activity. Computationally it is still beyond our
approach to predict these distal changes. The main point is that much care has to
be taken into account during the design process as much can go wrong.
5.4.6 Improvements for Repurposing of Metalloenzymes in
Rosetta
Electrostatics for Metal ions
Electrostatics is a big issues in protein design[197]. A simple model is used to
compute the electrostatics and for nonmetal enzymes it might be reasonable.
For metal ions, the approximation becomes too simplistic as charge transfer and
polarization eﬀects are large eﬀects for ions. The Generalized Born(GB) solvation
model[141] has been used in DNA/protein designs[11] and for metal designs they
might be better described using the GB model.
Even though Zn is often used in nature due to its simple behavior, it has been shown
from surface catalysis and catalytic nanoparticles that much catalytic activity can
be gained from transition metals[137]. These metal ions behave non-classically with
respect to spin and coordination, e.g. lowering of symmetry by Jahn-Teller eﬀects as
observed in copper sites[180]. In redox processes, it is necessary to use transition met-
als and for these reactions a better parametrization should be implemented in Rosetta.
Multistate Design
More states could be added to the design process, i.e. the unfolded state, the bound
state, the transition state, and the unbound state. This would optimize the structure
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for all the stages during the reaction. The multistate design algorithm[6, 207] has
been described and is implemented in Rosetta. The problem is that the computational
cost increases by including more states but is manageable for the later stages when
fewer potential designs are present.
Remodelling of Backbone Structures
More radical changes of the protein structure is another strategy to increase catalytic
eﬃciency. Remodelling of loops could be performed to support catalytic residues or
improve binding of the TS model which has shown some success[134]. Implement-
ing these changes, would create an iterative process for the designs where a design
is improved by ﬁrst side chain interaction followed by scaﬀold modelling such as
loops. This raises new demands to the energy function as more conserved residues
are removed or remodelled. By expanding the modelling, the folding and expression
problem of the enzyme will become larger and more computational ﬁlters are needed
to evaluate these changes. From alignments of native proteins catalyzing the same
reaction, insertions and deletions of the protein sequence are observed. It is beyond
the capabilities to model these at the moment.
Restriction of Catalytic Residues
Force ﬁeld improvement needs to be performed where core residues are easier to
model compared with surface residues. The Rosetta force ﬁeld has been develop for
folding which is mainly modelling of core residues that are important. The residues
on surfaces or in pockets are generally involved in the catalysis and improvement in
their rotamers and desolvation energies would greatly improve the design process so
much still needs to be tested.
5.4.7 Evaluation of Enzyme Design in Rosetta
A question raised by Warshel is if the methodology is too simplistic to design the
correct catalytic eﬀect[53]. It is correct that many parameters are estimated in a
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simpliﬁed way such as solvation and electrostatics as discussed above.
The observed activity in the designed enzymes is due to cage eﬀects where charges
are constrained and with some probability they stabilize the TS(For more on cage ef-
fects see [196]). Simulations were performed and suggestions to TS stabilization were
made which should have increased kcat by 3 kcal/mol, but this was not seen. More
suggestions have been made but have not been tested experimentally. The discussion
on TS stabilization shows the need to include QM into the design process at some
stage. The problem is computational time and complexity by introducing QM.
Other computational techniques besides Rosetta have been used to supplement infor-
mation of the designed enzyme such as MD simulation[96, 176] and QM/MM[5].
To replace the design algorithm in Rosetta with MD simulations is not a practical ap-
proach to improve designs. Sequence space is too large for MD simulation to be able to
evaluate the diﬀerent permutations but to evaluate or rank designs, it is a great tech-
nique. For metalloenzymes though, MD simulation can be problematic with respect
to the parameters for the metal ion. Often metal ions are treated as a point charge
with a van der Waals potential, e.g. in simulations of alcohol dehydrogenase[122],
others parametrize the metal and its interaction[162]. Here, the MD simulations have
been performed using a point charge and restraints to keep the zinc ion at the right
point group.
QM/MM is even more demanding computationally compared with MD. It evaluates
the energy barriers for active designs by analysing how the transition state is mod-
elled/stabilized. These simulations give information on how the TS is stabilized by
the enzyme. It could show which parts of the TS are needed to be stabilized to de-
crease the activation energy. With the new PTE, it would be interesting to test if
one could determine the reaction mechanism using QM/MM and should be tried.
5.4.8 Perspective of Repurposed Metalloenzymes
As mentioned earlier, the use of metals has great advantages due to their catalytic
properties and the stability of metal sites[65]. This makes the method a pragmatic
solution for generating new enzymes.
103
If one is able to obtain activity which can easily be measured, the metalloenzyme
is superior to e.g. catalytic antibodies. It is easier to introduce new changes into
the enzyme either rationally or through random mutations. As shown above, these
techniques improve the enzyme by many factors and start to resemble native enzymes.
Catalytic antibodies are in rare instances able to reach native rates[190, 117] but are
in general much lower. Catalytic antibodies have been develop for PT reactions and
have shown only modest acceleration compared with real enzymes[182, 111] and even
compared with the ones developed in this study. From a practical point of view,
one is not limited by the ability of synthetic chemistry to mimic the transition state
and makes repurposing a more promising technique. Furthermore, to supplement the
designs with experimental techniques such as library scans or DE improve designs
tremendously as shown here.
Compared with earlier computational de novo designs[89, 159] the starting activity
has shown to be higher in the ﬁrst round of designs for the metalloenzymes. The
wrong modelling of the Gln58 could have had a greater impact on the reaction rate
using a nonmetal system and might have abolished the activity. The advantage
with metalloenzymes is that the metal ion does most of the catalysis. In carbonic
anhydrase, the pKa value of the zinc coordinating water molecule is lowered from
15.7 to 7.5[164] whereas to lower the pKa by 7 units using amino acids requires a
combination of many side chains[64].
5.4.9 Conclusions
It seems to be a promising strategy to repurpose existing metalloenzymes towards
new chemical reactions. Still much improvement can be incorporated into the com-
putational design.
Furthermore, the starting rate of the chemical reaction is descent for future work on
the scaﬀold. Using metalloenzymes is a promising technique and should be tested
on other reactions. With the above results and how much the eﬃciency is improved
by library scan much computational work still needs to be performed. The reaction
rates are still far from diﬀusion limits which is the ﬁnal goal to reach hence much
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more work needs to be done in the ﬁeld of enzyme design.
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Chapter 6
Computational Redesign of Binuclear
Metalloproteins
6.1 Introduction
Organophosphates are toxic compounds that are used as pesticides or chemical war-
fare agents of which nerve agents are the most deadliests. They bind to an activated
serine residue in the enzyme acetylcholinesterase and prevent it from breaking down
acetylcholine and thereby paralyze the muscles breathing causing suﬀocation. Phos-
photriesters(PTs) are used in industrial processes and are not easily substituted.
Here, the focus is on nerve agents which are divided into two types, the G- and V-
series. The G is an annotation for Germany and the V is for Venomous[27]. Among
the G-series are compounds like sarin, soman, and tabun, in the V-series are com-
pounds like VX, russian VX, and VG, also known as amiton(see Figure 6-1)
The compounds can be degraded through alkaline hydrolysis and in case of VX the
degradation is performed at 90◦ C. The reason for the elevated temperature is that
at room temperature the chemical reaction will give mixed products some of which
are still poisonous[78, 34]. As illustrated above, the decomposition of the compounds
is problematic and e.g., VX can be stable for 2-3 months without any notable de-
composition. There is a great need to be able to decompose these substances in an
easy way. Decomposition of PTs through enzymes would be great solution but few
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(a) Sarin (b) Soman (c) Tabun
(d) VX (e) Russian VX (f) Amiton
Figure 6-1: The G- and V-series of Phosphostriesters. Figure (a)-(c) show the G-
series of the PTs where sarin and soman contain a ﬂuoride atom while tabun has a
triple bonded nitrogen to a phosphorous atom. Figure (d)-(f) show the V-series which
have a sulfur-atom instead of a oxygen atom for the leaving group. This increases the
pKa-value of the leaving group and decreases the rate of hydrolysis.
enzymes are known to be able to catalyse the P-S bond as in VX. Organophosphorus
hydrolase, though, has been able to break the bond[42, 101].
6.2 Phosphotriesterases in Microbacteria
Enzymes have been isolated that have phosphotriesterase(PTE) activity and are able
to degrade PTs but their native substrate has not been isolated. It is thought that
the development of PTEs has been through evolutionary pressure of microbacteria
exposed to pesticides. It has been observed that evolutionary pressures can create
new functions[93].
6.2.1 The Superfamily of Amidohydrolases
The isolated enzymes with phosphotriesterase activity all belong to the same protein
superfamily, amidohydrolases[158] which consists of a wide range of enzymes: ure-
ase, phosphotriesterase, adenosine deaminase, dihydroorotase, and aminoacylase[70].
They all have the characteristic fold, (αβ)8, which is a common motif among
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Figure 6-2: The Active Site of Phosphotriesterase from Pseudomonas Diminuta. The
α and β-sites are marked. The oxygen of the hydroxyl-group is illustrated by a red
sphere between the two zinc ions. The carbamylated lysine is coordinating both zinc
ions. The α-site is trigonal bipyramidal and the β-site is distorted tetrahedral(PDB
ID: 1HZY).
proteins[47]. The catalytic site contains metal ions and depending on the enzyme, it
has one or two ions. The type of metal ion can vary depending on the enzymes, but
most of them use zinc though other metal ions are found such as nickel in urease.
Some of the amidohydrolases have a post-translational modiﬁcation where a ly-
sine(Lys) residue is carbamylated and is part of the binuclear metal center. The
two oxygen from the carbamylated Lys are coordinated to both of the metal ions.
6.2.2 Binuclear Metal Site in Phosphotriesterase
The binuclear Zn sites are divided into an α- and β-site, where the α-site is the
more buried(less solvent exposed) while the β-site is solvent exposed. The α-site is
coordinated by three residues: His55, His57, Asp301 as well as the oxygen from the
hydroxyl and an oxygen from the carbamylated Lys residue. The α-site is trigonal
bipyramidal coordinated. The β-site is coordinated to His201, His230, and to the
oxygens from hydroxyl and the carbamylated Lys and its geometry is a distorted
tetrahedral(see Figure 6-2)[194].
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6.2.3 Catalytic Mechanism for Phosphotriesterase
The reaction mechanism for the hydrolysis of a PT starts by binding of the substrate
in the enzyme pocket. The phosphoryl oxygen of the substrate binds to the β-site
which is the more solvent exposed site. The phosphoryl group is polarised by the zinc
ion making the phosphate atom more electrophilic and susceptible for a nucleophilic
attack. The nucleophilic attack is performed by the hydroxyl group located between
the two metal ions[38]. A base is present to extract the proton from the water
molecule(His254 in this example). It has been show that the base is not essential for
reactions with low pKa-values of the leaving group e.g., Paraoxon, as the pKa-value
of the coordinating water molecule is lowered by the two metal ions. The reaction
rate is only lowered by a factor of 2 in the case of Paraoxon while it aﬀects the rate
constant more for the leaving groups with higher pKa-value[72]. It has been shown
that for leaving groups with pKas > 7, the chemical step is the rate determining step,
while < 7, it is the diﬀusion of the substrate which is the rate limiting stay[38].
During the reaction, the negative charge of the hydroxyl which has been delocalized
between the two metal ions, is displaced towards the electrophilic phosphate atom.
This creates an electrostatic repulsion between the two metal ions and their distance
is increased thereby displacing the backbone[205].
It has been established through theoretical calculations that the metal ions are TBP
coordinated during the reaction where the β-site gets an extra oxygen atom from
the coordinating substrate[205].The active site is regenerated through a new water
molecule that goes in and is deprotonated through a proton shuttle mechanism going
from Asp301 -> His254 -> Asp233[12].
It is known that the protein scaﬀold induces restrictions on the substrate recognition
and a fair degree of stereo selectivity is seen for wild type PTEs.
6.3 Aim of the Study
There is a great interest in the use of PTEs for the detoxiﬁcation of organophosphates
such as nerve agents and for the degradation of agricultural, or household pesticides
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hence a need for designing new enzymes.
The new designs should be able to hydrolyse both isomers with the same eﬃciency
as the native enzymes seem to have diﬃculties hydrolysing diﬀerent enantiomers[73].
For the redesign of the binuclear amidohydrolases, the inspiration is taken from the
native PTEs and their mechanism will be designed into the new enzymes. Polarization
of the leaving group will be designed into the designs.
6.4 Methods
6.4.1 Collection of Protein Scaffolds
All protein scaﬀolds in the protein data bank(PDB) which contain metal ions were
collected. Protein structures with high resolution(< 2.5 Å) and sequence identity <
90 % were collected. No restrictions were imposed on the expression organism and
no restrictions on the metals present in the structure.
Mononuclear or polynuclear(> 2) metal sites were separated out. A functional binu-
clear metal site was deﬁned as a metal-metal distance less than 4.0 Å and everything
above was discarded.
6.4.2 Generation of Transition State Model
The transition state model was generated for the substrate in the same fashion as
for the mononuclear site. For the binuclear zinc sites, knowledge of the reaction
mechanism was incorporated into the alignment of the TS model where the metal was
diﬀerentiated between the α and β site. For other sites, there was no discrimination
between the two metal sites.
Rotamers were generated for the TS model around the degrees of freedom not aﬀecting
the metal site. The metal site in the TS model was constructed in various ways
using diﬀerent distances between the two metal ions as well as mono and bidentate
alignment of the substrate.
An algorithm was developed to extract restraints which were made from the native
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(a) (b)
Figure 6-3: Crystal Structures with Bound Ligands. (a) shows the enzymes phos-
photriesterase with an analog bound to the active site. The Zn-Zn distance is 3.31
Å which is used in the TS models(PDB ID: 1DPM). (b) In adenine deaminase with
adenine bound to the active site, the Zn-Zn distance is larger, 3.59 Å, and a TS model
with this distance is generated(PDB ID: 2ICS).
protein structure. The TS models were varied using diﬀerent metal-metal distances
along with geometries from crystal structures where ligands were coordinating the
metal site(see Figure 6-3).
An automated alignment algorithm was developed to align the TS models to the
metal site in the proteins. For the TS model of amiton, all scaﬀolds were used while
for coumarin only protein scaﬀolds not showing any phosphotriesterase activity were
used.
6.4.3 Design of Binuclear Site
After the alignments, the interaction of the TS models with the proteins were opti-
mized using the energy function of Rosetta for protein[103] and ligand[130].
An energy cut-oﬀ was set to ﬁlter out structures having greater than -3 Rosetta en-
ergy units. The solvent accessible surface area(SASA) for the ligands were used as a
ﬁlter, where SASA scores less than 0.8 was discarded. Furthermore, any designs with
constraint penalties greater than 1 were removed.
For the visual inspection Foldit[32] was used to optimize interactions. The placement
of the transition state was evaluated by superimposing it on the heteroatoms present
in the crystal structure. In cases, where TS models with longer metal-metal dis-
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Figure 6-4: Binuclear Enzyme Design with Amiton as Leaving Group. The red
colored residues are from the original protein while the green color residues are the
substitutions. Most of the substitutions give room for binding the transition state
model. An electrostatic interaction is made between the Thr123His nitrogen and the
oxygen of the phosphoryl which could stabilize the phosphoryl atom.
tances were used, the designed structure was allowed for to deviate from the imposed
superposition with the crystal structure coordinates.
6.5 Results
6.5.1 Amiton
Figure 6-4 shows an example of the amiton design. It has only ﬁve mutations,
Ile37Val, Leu55Ala, Val58Ile, Thr123His, and Phe230Ile, where four of them mostly
make room for the substrate to ﬁt into the binding pocket. The Thr123His is interact-
ing with the substrate. The protein scaﬀold is an uncharacterized amidohydrolase in
the dihydrorotase family. It has to be emphasized that all native scaﬀolds are tested
for activity if any activity is measured in the design structures.
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Figure 6-5: Binuclear Enzyme Design with Coumarin as Leaving Group. 11 mutations
are introduced into the design and two of them are illustrated. The leaving of group is
interacting with the enzymes through a π-π stacking interaction with the His309Tyr
mutations. The role of the histidine is not completely clear from the biochemical
studies of the native protein but it is not vital for function. To further stabilize the
oxyanion hole the F310Y mutation is made.
6.5.2 Coumarin
Figure 6-5 shows one of the designs for coumarin which is a human amino peptidase
and the native enzyme contains two cobalt atoms. The protein is an alpha-beta pro-
tein and is within the family of alpha-beta complex. 4 mutations has been introduced
into the protein scaﬀold during the design - Cys203Met, Cys301Leu, Phe309Tyr, and
His310Tyr. Here, the packing is changed and another kind of stabilization of the TS
is tried with the F310Y to stabilize the charge.
6.6 Discussion
The construction of new PTs has been performed with some success using experimen-
tal techniques such as directed evolution e.g. the hydrolysis of soman[68]. One has
not tried to use computational techniques for optimization of binuclear proteins to
hydrolyze PTs.
The sequence space for the binuclear metalloproteins is more limited compared with
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the mononuclear metalloproteins described earlier. To bury one charge gives a large
entropic penalty and two will have an even higher penalty. This makes the binuclear
site much more solvent accessible and less interactions are made from the protein to
the substrate[37]. This limits the design process as fewer interactions can be made
between the protein and the substrate.
During the design process, loops have been allowed to get displaced in the design
of the interaction while secondary structures were not allowed to move during the
process. Empirically, it has been shown that by letting loops or secondary structure
elements move too much during the design process, the sequences are less prone to
express. However, the redesign of the loop, either being an extension or a shortening,
will improve the interaction between the protein and the substrate.
To extend the scaﬀolds to include diﬀerent metal ions and more than one metal ion
has increased the complexity of the design process. More possibilities in the align-
ment of the TS model have to be tried as more sites are available compared with
mononuclear sites.
The lowering of the activation energy by binuclear metalloenzymes is mainly done by
the metal ions which activate and stabilise the charges developed during the reaction.
Experiments have shown that in some cases it is possible to improve the reaction
rate by changing the metal ions present. By using cobalt instead of zinc the speciﬁc
activity of the PTE was increased[140].
For some substrates, it has been shown experimentally that polarisation or protona-
tion of the leaving group is the rate limiting step for the reaction[38]. It has not been
possible to introduce polarization of the leaving group in all designs. In many cases,
it has not been possible to place such an interaction into the protein scaﬀold. This
could be improved by a postdesign process where more conserved structural elements
are changed such as loops or secondary structural elements.
In the case of the binuclear site there is an electrostatic repulsion between the two
positively charged Zn atoms when the hydroxyl group attacks the phosphate atoms.
This is shown by theoretical studies where the metal-metal distance approaches 5 Å
during the reaction[205].
115
This distance is argued to be a high estimate and experimental results suggest a
metal-metal distance of only 4 Å[95]. Anyway, the main point here is that there is a
repulsion during the reaction mechanism between the two metal ions. This has been
modelled by varying the metal distances of the TS models.
Questions have been raised concerning how well the designed enzymes do stabilize
the transition state and not only make cage eﬀects[53] Much of the this is already
done by the metal ions and many of the mutations are mainly for the binding of the
TS model.
6.6.1 Outlook and Conclusions
It has been shown that it is possible to computationally change binuclear protein scaf-
folds and get potential candidates which are similar to native enzymes. Experiments
will further conﬁrm if the structures are relatively stable towards mutation and if
the all the necessary machinery to catalyze the reactions have been captured by the
design process. The ﬁnal test is of course experiments to see if the new enzymes with
binuclear metal sites are generated and whether the actually catalyze as predicted.
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Chapter 7
Conclusions
Computational simulations have often lead to a deeper understanding and have as-
sisted in the analysis of experimental work. The algorithms are constantly improved
along with force ﬁeld corrections to obtain better accuracy[120]. Today, it is possible
to fold proteins by simulating full all atom proteins on the millisecond time scale[171]
which makes the simulations much more biologically relevant.
The new kid on the block within computational biology is the design of new proteins
with function and that are stable not only under biological conditions but also un-
der industrially important conditions. It is possible to generate new proteins with a
completely new sequence[103] and to generate enzymes designed for catalyzing new
reactions[159, 176] and even to generate protein-protein interactions[51]. However, as
outlined throughout this thesis, there are clearly many challenges left to be solved for
all of the goals to be achieved and the future seems bright and promising.
7.1 Structure Activity Relation between Isomers
In chapter 3, a qualitative diﬀerence has been shown between two diastereomers
using MD simulations. The simulation times were too short to get a quantitative
relationship between the structures but with relatively short extensions this can be
obtained.
The combination of MD simulations with vibrational spectroscopy is interesting, but
117
to obtain the vibrations and their intensities are still problematic. It is hard to isolate
few structures from a peptide ensemble and expect that they necessarily represent
the average properties observed of the experiments. Certainly, the main problem for
combining the two methods is the computational sampling and mainly the quantum
mechanical calculations of the Hessian. It is only possible now to calculate for a
limited number of atoms and structures which limits the practical application.
7.2 Electron Transfer in Nitrite Reductase
In chapter 4, it has been shown that two pathways are possible for ET in Nir. It
has been shown that the metal-metal distance is inﬂuenced by the redox states of the
enzymes. QM calculations showed that the driving force for the electron transfer is a
property of the bridge atoms.
The MD simulations have been performed with water coordinating the T2 site and it
would be interesting to monitor the changes by replacing it with nitrite. This would
fulﬁll the catalytic cycle from electron transfer to catalysis.
In general, simulations should always be compared with experiments but to access the
electronic pathway through experiments is very diﬃcult. The apparent experimental
rate constant for the reaction contains the contributions from both pathways. Here,
one can deduce could be applied with the data present here.
7.3 The Creation of a Phosphotriesterase
In chapter 5, the method for repurposing of metalloenzymes using Rosetta has been
shown. The experimental results have shown the limitations of the methods. For
example, only one of the designs worked out of the 12 proposed. This could be
due to both expression problems as well as the high energy rotamers which resulted.
Certainly, more questions have been raised by the study that need to be answered.
The sampling of low Boltzman weight rotamers in Rosetta has been addressed
where much more ﬂexibility is observed for designed residues compared with native
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residues[52]. Rigidifying weights have recently been implemented into the Rosetta
algorithm which will hopefully lead to more reliable designs.
A reaction mechanism of the new phosphotriesterase has not been established and it
could be interesting to use QM/MM simulations to calculate the proton aﬃnities for
the catalytic residues as well as the energy barrier.
7.4 Redesign of Binuclear Metalloproteins
In chapter 6, repurposing of binuclear metalloproteins has been performed and the
computational design has given promising properties for catalysing this reaction. No
experiments have been performed to date hence it is not known how well the designs
perform.
In many cases, the protein scaﬀolds have limited space for modulations since a certain
amount of solvent has to be accessible for the metal ions. The space is even more
limited compared to the mononuclear metal sites. Here, an iterative process for the
designs should be performed and switching between sequence space to loop remod-
elling. This could increase the number of designs that would be potential candidates
to catalyse the reaction.
7.5 Summary
In summary, computational simulations have assisted in interpretation of experimen-
tal results. In this thesis, I have discussed the prediction of binding structures of
peptides, electronic pathways in redox proteins, and lastly, the redesign enzymes to
have a new functions.
The increase in high-performance computing has made this area attractive and many
interesting results and applications are starting to come from this ﬁeld in science.
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