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1. INTRODUCTION 
Let D be a finite non-empty set, and let a be a group of permutations 
of D. Two partitions of D are oalled equivalent if the one is taken into 
the other by means of an element of C. An equivalence class is called a 
partition pattern. We shall present a formula for the number of these 
patterns. 
The treatment in this note is essentially the same as in Examples 5.25 
and 5.26 of [l]. Nevertheless, there are reasons to come back to this 
matter: (i) There should be a more thorough discussion of the various 
mappings that play a role in the argument. (ii) Those examples 5.25 and 
5.26 were restricted to partitions with a given number of parts, and 
accordingly, the result of Theorem 2 (section 4 of this note) was not 
obtained. 
Let us be a bit more formal. As usual, if X is a set, then P(X) is the 
set of subsets of X. Now a partition of D is an element p of P(P(D)) 
with the following properties 
(9 04P 
(ii) If d E D then there is exactly one A EP with d E A. 
In order to get to the patterns, we first give some definitions. 
If g E C, d E D then g(d) is the image of d under the permutation g. 
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If g E G, A E P(D), we denote by n&.4) the set 
n,(A) = WW E 4 
If g E G, P E W’(D)) we denote by r&) the set 
Q(P) = WW ES+ 
If p is a partition, then ao is tV@). 
Two partitions p, (I are called equivalent if g E G exists such that 
z&) =q. The equivalence classes under this equivalence are called 
patterns, or, to be more precise, partition patterns mod G in D. The 
number of these patterns will be denoted by M(D, G). 
2. SPECIAL OASES 
(i) If G consists of the identity permutation only, then the partition 
patterns correspond one-to-one to the partitions of D. (If r, is a partition, 
then the singleton @> is a pattern). 
(ii) If G is the group SD of all permutations of D, then the partition 
patterns can be characterized by frequency functions. If p is a partition 
and k is a positive integer, then fp(k) is the number of a or) with Ial =k. 
The partitions 1, and Q are equivalent with respect to SD, if and only if 
fP = fg. The common f for all p’s in a pattern can be called the frequency 
function of the pattern. The p&terns can now be brought in one-to-one 
correspondence with the partitions of the integer IDI. A partition of the 
integer n is a way to write n as the sum of a sequence of positive integers, 
where two ways are identified if they have the same frequency function f 
(now frequency function means: f(1) is the number of l’s in the sum, 
f(2) the number of 2’s, etc.). Example: the partitions of 5 are 5, 4+ 1, 
3+2, 3+1+1, 2+2+1, 2+1+1+1, l+l+l+l+l. Onemightalso say: 
a partition of n is a multiset of positive integers with sum n. 
(iii) If we take for G the alternating group of D (consisting of all even 
permutations), then we get the same patterns as under (ii). Note that if 
a partition pi can be transformed into ~2 by means of a permutation, 
then it can be done by means of an even permutation. 
3. PARTITIONS AS MAPPINQ PATTERNS 
Let R and D be finite sets, and let SR be the group of all permutations 
of R. We assume that 1.Q > IDI. 
We consider the set RD of all mappings of D into R. Two such mappings 
fi, fs will be called equivalent if a E SR exists such that hfi=fs. The 
equivalence classes will be called S&asses. 
Every f E RD determines a partition pf of D; this pf partitions D into 
the maximal sets on which f is constant: 
sv= {f+({W E R)\(0) 
(f’( (r}) denotes the set of all & E D with f(d) = r). 
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The functions f and g are equivalent if and only if P~=J+ Moreover, 
to every partition p we can find an f E JP such that p =pj (it is only 
here that we use [RI > ID/). It follows that there is a one-to-one corre- 
spondence between the set of So-classes and the set of all partitions 
of D. 
In .Ro we can also consider the following equivalence: /I, fs are called 
(G, Sx)-equivalent if g E G, h E SR exist such that 7&=&. Every (G, SR)- 
equivalence class is the union of a set of Sx-classes. 
The partitions p and Q are equivalent if and only if the Sx-classes that 
correspond to them, fall in the same (G, S&class. For if g E G, and if 
f E RD is such that pj=p, then we have t,(lp) =q if and only if q=Ph 
with h= fg-1. We thus have arrived at 
THEOREM 1. If IRI > IDI, then the number of partition patterns mod G 
in D is equal to the number of (G, S&equivalence classes in RD. 
4. THE NUMBER OF PARTITION PATTERNS 
If we use Theorem 1 we can determine the number iV(D, G) of partition 
patterns mod G in D by means of Theorem 5.4 of [l], which leads to 
M(D, G)=PG &, & ... 
> 
p,,[e21+4+..., e2(22+z+-), #%+%a+...), . . .], 
evaluated at zi = zz = . . . = 0. Here PC and PQ are the cycle indices of G 
and 6’11, respectively. The cycle index P.-&a, ~2, ~3, . . .) is the coefficient 
of gtRl in the power series development of 
exp (yx1 + 4y2x2 f &3x3 + . . . ) 
(see [l], example 6.6). Thus we get 
iV(D, G) =coeffioient of y’R’ in (1 -y)-lW(y), 
where 
w(y)=pG &, . . . exp (y(ezl+P2+- - 1) + *y2(e2@2+~4+-) - 1) + . . .), 
evaluated at zi = zz = . . . = 0. 
In any monomial y%z$l& . . . we shall refer to k as to the y-degree, and to 
k1+2h+ . . . as the z-weight. In the development of ym(em(zm+tz+..) - 1) 
the z-weight of any term is at least its y-degree. Hence the same can be 
said for the whole expression on which the operator Pc(b/b~~, b/i%, . ..) 
is acting. That operator, applied at zr = 22 = . . . = 0, leads to zero if it acts 
on a term with z-weight # IDI (note that PG(Q ~2, . ..) consists of terms 
x9x$ . . . with br+2bz+ . . . = 101). It follows that W(y) is a polynomial of 
degree < IDI. 
A direct consequence of this is that the coeffioients of y’h’, ylD’+l, . . . 
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in (1 - y)-1 W(y) are all equal to the value W( 1) (the fact that they are 
equal already follows from the fact that in Theorem 1 the only condition 
on R is that /RI > 101). The following theorem is now obvious. 
THEOREM 2. The number M(D, G) of partition patterns mod G in D 
equals the value of 
at zi=za=... =O. 
5. EXAMPLES 
We consider the special cases (i) and (ii) of section 2. 
(i) G consists of the identity permutation only. Now PG(zi, ~2, . . .) = 
=x’P’, and the differential operator in Theorem 2 becomes (o/bzl)‘o’. We 
can omit all terms 22, 23, . . ., and we get the well-known formula 
(5.1) a na 
(( > zi 
exp (ez-1) 
> Z=O 
for the total number of partitions of IDI. (For this and for further material 
we refer to [2], vol. 2, Chapter 5). 
(ii) G equals the symmetric group So. In this case the differential 
operator PG(b/bzl, b/bz2, . . . ) equals the coefficient of y’D’ in 
exp (y b f&j2 
bz1 
& + . ..). 
If we apply this to a power series P(xl, 22, . ..) at zl=zx = . . . = 0, we get, 
by Taylor’s formula, P(y, 4~2, 4~3, . . . ). Hence the number of partition 
patterns equals the coefficient of y’o’ in 
e=P ( jil m-l {e=P (m jl (j4-l y@) - q,, 
and this equals 
(l-y)-l(l-ys)-l(l-ys)-l . ..) 
which is Euler’s well-known generating function for the partitions of 
integers. (See [2], vol. 1, Chapter 2). 
(iii) Let D=(l, 2, . . . . n} and let C, be the cyclic group generated by 
the permutation that sends 1 into 2, 2 into 3, . . ., n - 1 into n, n into 1. 
Now lC,+l=n, and 
P~z~, z2, . . .) = n-1 zdl n d(a)(w~ 
(see [l], example 5.8). Here d runs through the divisors of n, and 4 is 
Euler’s totient function. 
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From Theorem 2 we derive that the number of partition patterns 
mod C, equals 
(5.2) 1M(D, C,) =n--l z:dln $(d) 
0 
$ n’e exp (&,d m-l(emz-- 1)) 
evaluated at z=O. 
This is very simple if n equals a prime p, then d = 1 and cl =I, are the. 
only possibilities, whence 
(5.3) M(D, Cl) = p-1 
(( ) 
g ‘exp (ez-1)+2(1,-l) 
) 
. 
We do not need Theorem 2 in order to understand (5.3). By the Cauchy- 
Frobenius lemma, the number of partition patterns is obtained by taking 
the average of W(g) over the group, where W(g) is the number of partitions 
invariant under g. If g is the unit element W(g) is just the total number 
of partitions of D, and can be expressed by (5.1) (with m=p). For the 
other r,- 1 elements of the group the only invariant partitions are the 
two trivial ones (the partition into r, parts and the partition into 1 part). 
These account for the term 2((p- 1) in (5.3). 
If n= 4, formula (5.2) gives the value 7. We list these 7 partion patterns 
by selecting a representative from each one: (1 2 34), (1 2 3)(4), (12)(34), 
(13)(24)1 (12)(3)(4), (13)(2)(4)? (l)(2)(3)(4). 
If n=5, formula (5.3) gives the value 12, and again we select a repre- 
sentative from each one: (1 2345), (12 34)(5), (1 2 3)(45), (124)(35), 
(12 3)(4)(5), (12 4)(3)(5), (12)(34)(5)> (12)(35)(4)7 (13)(25)(4), (12)(3)(4)(5), 
(13)(2)(4)(5)9 (l)(2)(3)(4)(5). 
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