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Abstract
The authors consider a higher order multi-point boundary value problem. Some existence and
nonexistence results for positive solutions of the problem are obtained by using Krasnosel’skii’s
fixed point theorem. Examples are included to illustrate the results.
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1. Introduction
Consider the nth order ordinary differential equation
u(n)(t) + λg(t)f (u(t))= 0, 0 < t < 1, (1.1)
with boundary conditions:
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=
m∑
i=1
aiu
(n−2)(ξi) − u(n−2)(1) = 0. (1.2)
Throughout the paper we assume that
(H1) f : [0,∞) → [0,∞) is a continuous function and λ > 0 is a parameter,
(H2) g : [0,1] → [0,∞) is a continuous function with ∫ 10 g(t) dt > 0,
(H3) n 3 and m 1 are integers,
(H4) ai > 0 for 1 i m and
∑m
i=1 ai = 1,
(H5) 12  ξ1 < ξ2 < ξ3 < · · · < ξm < 1.
Note that if f (0) = 0, then u(t) ≡ 0 is a solution to the problem (1.1)–(1.2). But in this
paper, we are interested only in positive solutions, i.e., a solution u(t) such that u(t) > 0 for
t ∈ (0,1). Since f (u) is not defined for u < 0, each solution of (1.1)–(1.2) is nonnegative.
Various applications of boundary value problems to physical, biological, and chem-
ical processes are well documented in the literature; for example, the classic books of
Love [7], Prescott [10], and Timoshenko [12] on elasticity, the works by Mansfield [9] and
Soedel [11] on deformation of structures, and the monograph of Dulácska [4] on the ef-
fects of soil settlement are good sources of such applications. Excellent surveys of known
results on the existence of positive solutions to boundary value problems can be found in
the monographs by Agarwal [1] and Agarwal et al. [2].
Boundary value problems with multi-point boundary value problems of the form (1.2)
have been used by many authors in the study of existence of one or multiple positive
solutions of second order problems; for example, see Cao and Ma [3], Liu et al. [6], and
Ma and Ren [8]. Here, we use these conditions but for problems involving higher order
(n 3) differential equations.
Define G2 : [0,1] × [0,1] → [0,∞) by (see [3])
G2(t, s) = t
α
(1 − s) − t
α
m∑
i=1
[
ai(ξi − s)χ[0,ξi ](s) − (t − s)χ[0,t](s)
]
,
where α = 1 −∑mi=1 aiξi and χ is the characteristic function. Note that G2(t, s) > 0 for
t , s ∈ (0,1). For n 3, we define
Gn(t, s) =
t∫
0
Gn−1(v, s) dv.
Then Gn(t, s) is the Green’s function for the problem (1.1)–(1.2). Moreover, solving the
boundary value problem (1.1)–(1.2) is equivalent to finding a solution to the integral equa-
tion
u(t) = λ
1∫
Gn(t, s)g(s)f
(
u(s)
)
ds, 0 t  1. (1.3)0
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prove our results.
Theorem K [5]. Let X be a Banach space over the reals, and let P ⊂ X be a cone in X .
Assume that Ω1 and Ω2 are bounded open subsets of X with 0 ∈ Ω1 ⊂ Ω¯1 ⊂ Ω2, and let
L : P ∩ (Ω¯2 − Ω1) →P
be a completely continuous operator such that either
(K1) ‖Lu‖ ‖u‖ if u ∈ P ∩ ∂Ω1 and ‖Lu‖ ‖u‖ if u ∈ P ∩ ∂Ω2, or
(K2) ‖Lu‖ ‖u‖ if u ∈ P ∩ ∂Ω1 and ‖Lu‖ ‖u‖ if u ∈ P ∩ ∂Ω2.
Then L has a fixed point in P ∩ (Ω¯2 − Ω1).
Throughout this paper, we let
F0 = lim sup
x→0+
f (x)
x
, f0 = lim inf
x→0+
f (x)
x
,
F∞ = lim sup
x→+∞
f (x)
x
, f∞ = lim inf
x→+∞
f (x)
x
.
The organization of this paper is as follows. In Section 2, we obtain some estimates for
the positive solutions to the problem (1.1)–(1.2). In Section 3, we establish our existence
and nonexistence results for positive solutions, and in Section 4, we give some examples
to illustrate the main results in the paper.
2. Lemmas
We next obtain some lemmas that provide us with some useful information concerning
the behavior of solutions of the boundary value problem (1.1)–(1.2).
Lemma 2.1. If u ∈ Cn[0,1] satisfies the boundary conditions (1.2) and
u(n)(t) 0 for 0 t  1,
then
u(t) 0 and u′(t) 0 for 0 t  1. (2.1)
Proof. Let
p(t) = u(n−2)(t), 0 t  1.
Then we have
p′′(t) 0, 0 t  1,
p(0) = 0, and
m∑
aip(ξi) − p(1) = 0.
i=1
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p(0) = 0 and p(t) is concave downward, we have
p(t) tp(1), 0 t  1.
Therefore,
m∑
i=1
aip(ξi) − p(1)
m∑
i=1
aiξip(1) − p(1) >
m∑
i=1
aip(1) − p(1) = p(1) − p(1) = 0,
which is a contradiction.
Now, p(0) = 0, p(1) 0, and p(t) is concave downward, so we have
p(t) = u(n−2)(t) 0, 0 t  1. (2.2)
Combining (2.2) with the fact that
u(0) = u′(0) = · · · = u(n−3)(0) = 0,
we obtain (2.1). This completes the proof of the lemma. 
The following corollary is immediate.
Corollary 2.2. If u(t) is a nonnegative solution to the problem (1.1)–(1.2), then it satis-
fies (2.1).
The next two lemmas provide information concerning the growth of positive solutions
of the problem (1.1)–(1.2). The first one gives a lower estimate on solutions.
Lemma 2.3. If u(t) is a positive solution to the problem (1.1)–(1.2), then
u(t) tn−1u(1), for 0 t  1.
Proof. If we define
h(t) = u(t) − tn−1u(1), 0 t  1, (2.3)
then
h(n)(t) = u(n)(t) 0, 0 t  1. (2.4)
To prove the lemma, it suffices to show that h(t) 0 for 0 t  1.
Now (2.4) implies that h(n−2) is concave downward. It is easy to see from (2.3) that
h(0) = h′(0) = · · · = h(n−2)(0) = h(1) = 0.
Since h(0) = h(1) = 0, by the Mean Value Theorem, there exists r1 ∈ (0,1) such that
h′(r1) = 0. Similarly, h′(0) = h′(r1) = 0 implies that there exists r2 ∈ (0, r1) such that
h′′(r2) = 0. Continuing this procedure, we can find a sequence of numbers
1 = r0 > r1 > r2 > · · · > rn−2 > 0
such that
h(i)(ri) = 0, 0 i  n − 2.
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h(n−2)(t) 0 on [0, rn−2] and h(n−2)(t) 0 on [rn−2,1]. (2.5)
In view of (2.5) and the fact that h(n−3)(0) = h(n−3)(rn−3) = 0, we have
h(n−3)(t) 0 on [0, rn−3] and h(n−3)(t) 0 on [rn−3,1].
If we continue this procedure, we finally obtain
h′(t) 0 on [0, r1] and h′(t) 0 on [r1,1]. (2.6)
Combining (2.6) with the fact that h(0) = h(1) = 0 yields
h(t) 0 for 0 t  1,
which completes the proof of the lemma. 
Our final lemma gives an upper estimate on the growth of solutions.
Lemma 2.4. If u(t) is a positive solution to the problem (1.1)–(1.2), then
u(t) tn−2u(1) for t ∈ [0,1].
Proof. If u(1) = 0, then there is nothing to prove, so we assume that u(1) > 0. If we define
h(t) = tn−2u(1) − u(t), t ∈ [0,1], (2.7)
then
h(n)(t) = −u(n)(t) 0, 0 t  1. (2.8)
To prove the lemma, it suffices to show that h(t) 0 for 0 t  1.
Now (2.8) implies that h(n−2) is concave upward, and from (2.7), it is easy to see that
h(0) = h′(0) = · · · = h(n−3)(0) = h(1) = 0.
The fact that h(0) = h(1) = 0 and the Mean Value Theorem imply that there exists r1 ∈
(0,1) such that h′(r1) = 0. Since h′(0) = h′(r1) = 0, there exists r2 ∈ (0, r1) such that
h′′(r2) = 0. If we continue this procedure, then we can find a sequence of numbers
1 = r0 > r1 > r2 > · · · > rn−2 > 0
such that
h(i)(ri) = 0, 0 i  n − 2.
Claim 1. h(n−2)(q) < 0 for some q ∈ (0,1).
Proof of Claim 1. Assume to the contrary that
h(n−2)(t) 0 on [0,1].
Since
rn−3∫
h(n−2)(t) dt = h(n−3)(rn−3) − h(n−3)(0) = 0,
0
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h(n−2)(t) ≡ 0 on [0, rn−3].
On the other hand, from (2.7), we see that h(n−2)(0) = (n− 2)!u(1) > 0; this contradiction
proves the claim. 
Let
γ = min{t ∈ (0,1) ∣∣ h(n−2)(t) = 0};
then 0 < γ  rn−2, h(n−2)(γ ) = 0, and
h(n−2)(t) > 0 on [0, γ ].
From Claim 1, we see that there exists q > γ such that h(n−2)(q) < 0. Since h(n−2) is
concave upward, we have
h(n−1)(γ ) < 0,
and
h(n−2)(t) h(n−1)(γ )(t − γ ) on [0,1].
Therefore, we have
0 = h(n−3)(rn−3) − h(n−3)(0) =
rn−3∫
0
h(n−2)(t) dt

rn−3∫
0
h(n−1)(γ )(t − γ )dt = rn−3h(n−1)(γ )
(
rn−3
2
− γ
)
,
which implies that
γ  rn−3
2
<
1
2
.
From (2.7), we see that
h(n−2)(t) = (n − 2)!u(1) − u(n−2)(t), 0 t  1,
and it is easy to see that
m∑
i=1
aih
(n−2)(ξi) − h(n−2)(1) = 0. (2.9)
Claim 2. h(n−2)(1) 0.
Proof of Claim 2. Assume to the contrary that
h(n−2)(1) > 0.
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h(n−2)(t) h(n−2)(1) t − γ
1 − γ on [γ,1].
It follows from condition (H5) that for each 1 i m, we have ξi ∈ [γ,1], and so
h(n−2)(ξi) h(n−2)(1)
ξi − γ
1 − γ < h
(n−2)(1).
This implies
m∑
i=1
aih
(n−2)(ξi) − h(n−2)(1) <
m∑
i=1
aih
(n−2)(1) − h(n−2)(1)
= h(n−2)(1) − h(n−2)(1) = 0,
which contradicts (2.9) and proves the claim. 
Now since h(n−2) is concave upward, h(n−2)(0) > 0, h(n−2)(rn−2) = 0, and
h(n−2)(1)  0, we have
h(n−2)(t) 0 on [0, rn−2] and h(n−2)(t) 0 on [rn−2,1]. (2.10)
In view of (2.10) and the fact that h(n−3)(0) = h(n−3)(rn−3) = 0, it follows that
h(n−3)(t) 0 on [0, rn−3] and h(n−3)(t) 0 on [rn−3,1].
If we continue this procedure, then we finally arrive at
h′(t) 0 on [0, r1] and h′(t) 0 on [r1,1]. (2.11)
Combining (2.11) with the fact that h(0) = h(1) = 0, we have
h(t) 0 for 0 t  1.
This completes the proof of the lemma. 
3. Existence and nonexistence of positive solutions
In this section, we present our existence and nonexistence results for positive solutions
of the boundary value problem (1.1)–(1.2). We begin by defining the constants A and B by
A =
1∫
0
Gn(1, s)g(s)sn−1 ds and B =
1∫
0
Gn(1, s)g(s)sn−2 ds.
We take X = C[0,1] to be our Banach space with the norm
‖v‖ = max
t∈[0,1]
|v(t)|, v ∈X ,
and we let
P =
{
v ∈X
∣∣∣∣ v(1) 0, tn−1v(1) v(t) v(1)tn−2and v(t) is nondecreasing on [0,1]
}
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T u(t) = λ
1∫
0
Gn(t, s)g(s)f
(
u(s)
)
ds, 0 t  1.
It is well known that, defined in this way, T : P →X is a completely continuous operator,
and by the same arguments used in the proofs of the lemmas in the previous section, we
can show that T (P) ⊂P .
Solving the integral equation (1.3) is then equivalent to finding a solution of
T u = u, u ∈ P,
so in order to solve the problem (1.1)–(1.2), we only need to find a fixed point of T in P .
Our first existence result is the following.
Theorem 3.1. If
(Af∞)−1 < λ < (BF0)−1,
then the boundary value problem (1.1)–(1.2) has at least one positive solution.
Proof. Choose ε > 0 such that
(F0 + ε)λB  1.
There exists H1 > 0 such that
f (x) (F0 + ε)x for 0 < x H1.
For each u ∈ P with ‖u‖ = H1, we have
(T u)(1) = λ
1∫
0
Gn(1, s)g(s)f
(
u(s)
)
ds  λ(F0 + ε)
1∫
0
Gn(1, s)g(s)u(s) ds
 λ(F0 + ε)‖u‖
1∫
0
Gn(1, s)g(s)sn−2 ds  λ(F0 + ε)‖u‖B  ‖u‖,
which means ‖T u‖ ‖u‖. If we let
Ω1 =
{
u ∈X | ‖u‖ < H1
}
,
then
‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω1.
Now choose c ∈ (0,1/4) and δ > 0 such that
λ >
(
(f∞ − δ)
1∫
Gn(1, s)g(s)sn−1 ds
)−1
.c
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f (x) (f∞ − δ)x for x H3,
so we let
H2 = max
{
H3
cn−1
,2H1
}
.
If u ∈P with ‖u‖ = H2, then by Lemma 2.3, for c t  1, we have
u(t) tn−1‖u‖ cn−1H2 H3,
so
(T u)(1) λ
1∫
c
Gn(1, s)g(s)f
(
u(s)
)
ds  λ(f∞ − δ)
1∫
c
Gn(1, s)g(s)u(s) ds
 λ(f∞ − δ)‖u‖
1∫
c
Gn(1, s)g(s)sn−1 ds  ‖u‖,
which means ‖T u‖ ‖u‖. Hence, if we let
Ω2 =
{
u ∈X | ‖u‖ < H2
}
,
then
‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω2.
Thus, condition (K1) of Theorem K is satisfied, and so there exists a fixed point of T in P .
This completes the proof of the theorem. 
We also have the following companion result.
Theorem 3.2. If
(Af0)
−1 < λ < (BF∞)−1,
then the boundary value problem (1.1)–(1.2) has at least one positive solution.
Proof. Choose ε > 0 such that
(f0 − ε)λA 1.
There exists H1 > 0 such that
f (x) (f0 − ε)x for 0 < x H1.
Then for each u ∈ P with ‖u‖ = H1, we have
(T u)(1) = λ
1∫
0
Gn(1, s)g(s)f
(
u(s)
)
ds  λ(f0 − ε)
1∫
0
Gn(1, s)g(s)u(s) ds
 λ(f0 − ε)‖u‖
1∫
Gn(1, s)g(s)sn−1 ds  λA(f0 − ε)‖u‖ ‖u‖,0
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Ω1 =
{
u ∈ X | ‖u‖ < H1
}
,
we then have
‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω2.
Next, we choose δ ∈ (0,1) such that(
(F∞ + δ)B + δ
)
λ 1.
There exists H3 > 0 such that
f (x) (F∞ + δ)x for x H3,
so we let
M = max
0xH3
f (x)
and choose q ∈ (0,1/4) such that
q∫
0
Gn(1, s)sn−2 ds 
δ
4M
.
Set
H2 = max
{
2H1,
H3
qn−1
,1
}
.
If u ∈ P with ‖u‖ = H2, then u(t) tn−1H2, so there exists β ∈ (0, q) such that
0 u(t)H3 for t ∈ (0, β) and u(t)H3 for t ∈ (β,1].
So if u ∈P with ‖u‖ = H2, then we have
(T u)(1) λ
1∫
0
Gn(1, s)g(s)f
(
u(s)
)
ds  λ
(
δ +
1∫
β
Gn(1, s)g(s)f
(
u(s)
)
ds
)
 λ
(
δ + (F∞ + δ)
1∫
β
Gn(1, s)g(s)u(s) ds
)
 λ
(
δ + (F∞ + δ)H2
1∫
0
Gn(1, s)g(s)sn−2 ds
)
 λ
(
δ + (F∞ + δ)H2B
)
H2 = ‖u‖.
Thus, ‖T u‖ ‖u‖, and letting
Ω2 =
{
u ∈X | ‖u‖ < H2
}
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‖T u‖ ‖u‖ for u ∈ P ∩ ∂Ω2.
Now, from Theorem K, we see that the problem (1.1)–(1.2) has at least one positive solu-
tion, and this completes the proof of the theorem. 
Our final theorem in this section is a nonexistence result. That is, we give sufficient
conditions for the problem (1.1)–(1.2) to have no positive solutions.
Theorem 3.3. In addition to (H1)–(H5), assume that either
(H6) λBf (x) < x for all x ∈ (0,+∞), or
(H7) λAf (x) > x for all x ∈ (0,+∞).
Then the boundary value problem (1.1)–(1.2) has no positive solutions.
Proof. Assume that (H6) holds and that u(t) is a positive solution of (1.1)–(1.2). Then,
u(1) = λ
1∫
0
Gn(1, s)g(s)f
(
u(s)
)
ds < B−1
1∫
0
Gn(1, s)g(s)u(s) ds
 B−1u(1)
1∫
0
Gn(1, s)g(s)sn−2 ds  u(1),
which is a contradiction. The proof if (H7) holds is similar. 
4. Examples and discussion
Example 4.1. Consider the boundary value problem
u′′′′(t) = λg(t)f (u(t)), 0 < t < 1, (4.1)
u(0) = u′(0) = u′′(0) = u′′(7/8) + u′′(15/16) − 2u′′(1) = 0, (4.2)
where
g(t) = 7t6,
and
f (u) = u(1 + 3u)
1 + u , u 0.
Here we have F0 = f0 = 1 and F∞ = f∞ = 3, and it is easy to see that
u f (u) 3u, for u 0.
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A = 45213217207767
628920651087872
and B = 101928547660499
1224581075435520
.
From Theorem 3.1, we have that if
4.6368 ≈ 1
3A
< λ <
1
B
≈ 12.0141,
then the problem (4.1)–(4.2) has at least one positive solution, and by Theorem 3.3, if
λ <
1
3B
≈ 4.0047 or λ > 1
A
≈ 13.9102,
then (4.1)–(4.2) has no positive solutions.
In our final example, we have F∞ = f∞.
Example 4.2. Consider the boundary value problem
u′′′(t) = λg(t)f (u(t)), 0 < t < 1, (4.3)
u(0) = u′(0) = u′(2/3) + u′(5/6) − 2u′(1) = 0, (4.4)
where
g(t) = 2t + 3t2,
and
f (u) = u(1 + 3u)(3 + sinu)
1 + u , u 0.
Now F0 = f0 = 3, F∞ = 12, and f∞ = 6,
3u f (u) 12u for u 0,
and
A = 178595
653184
and B = 59357
155520
.
From Theorems 3.1 and 3.3, we see that if
0.6096 ≈ 1
6A
< λ <
1
3B
≈ 0.8733,
then the problem (4.3)–(4.4) has at least one positive solution, and if
λ <
1
12B
≈ 0.2183 or λ > 1
3A
≈ 1.2192,
then (4.3)–(4.4) has no positive solutions.
In conclusion, we wish to point out that the case F0 = f0 = 0 and F∞ = f∞ = ∞ is
often referred to in the literature as the “superlinear case;” similarly, if F0 = f0 = ∞ and
F∞ = f∞ = 0, then it is referred to as the sublinear case. Many authors have obtained re-
sults for just these cases. Here, we allow for intermediate cases as well as for combinations
J.R. Graef, B. Yang / J. Math. Anal. Appl. 316 (2006) 409–421 421with the above values. We do not need that limx→0+ f (x)/x or limx→+∞ f (x)/x exist nor
do we require that g(t) not vanish identically on any subinterval of [0,1] as is often the
case. Notice that if f is superlinear in the sense described above, then Theorem 3.1 applies,
while if f is sublinear, then Theorem 3.2 should be used. In each of these special cases we
get the existence of a positive solution of the problem (1.1)–(1.2) for every value of λ with
0 < λ < ∞.
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