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Steady structures originating from dynamic self-assembly have begun to show their advantages
in new generation materials, and pose challenges to equilibrium self-assembly. In view of the im-
portant role of confinement in self-assembly, here, we propose a new type of confinement leading
to dynamic steady structures, which opens a new window for the conventional confinement. In
our model, we consider the self-assembly of ellipsoids in 2D circular confinement via the bound-
ary performing periodically stretching and contracting oscillation. Langevin dynamics simulations
reveal the achievement of non-equilibrium steady structures under appropriate boundary motions,
which are novel smectic structures with stable topological defects. Different from the confinement
with a static boundary, ellipsoids close to the boundary have variable orientations depending on
the boundary motion. Order-order structural transitions, accompanied by the symmetry change
and varied defect number, occur with the change of oscillating amplitude and/or frequency of the
boundary. Slow and fast dynamics are distinguished according to whether structural rearrangements
and energetic adjustment happen or not. The collective motion of confined ellipsoids, aroused by
the work performed on the system, is the key factor determining both the structure and dynamics
of the self-assembly. Our results not only achieve novel textures of circular confined liquid crystals,
but also inspire us to reconsider the self-assembly within the living organisms.
INTRODUCTION
Self-assembly is widely used in creating complex ar-
tificial nanostructures and building novel nanomaterials
and devices[1–3]. Recently, much attention has been
paid to dynamic self-assembly, characterized by energy
input and dissipation. This is an important way for self-
organization in nature. In particular, the steady struc-
tures resulting from dynamic self-assembly have the abil-
ity to adapt to environmental changes, which could be
good candidates for new materials[4]. For example, it
was reported that a nanoscale device for transmission
of torque can be realized by colloids in 2D confinement
driven by a rotating boundary[5], where the realization of
controllable dynamic self-assembly structures of confined
colloids is the key. Currently, to implement dynamic
steady structures, stimuli are frequently used based on
the idea of changeable effective interactions among build-
ing blocks, such as external fields[6–8], light[9], chemical
reactions[10], and pH[11]. However, new strategies are
still very limited due to the lack of understanding the
mechanisms of nonequilibrium self-assembly and the re-
lationship between dynamics and structure.
The confinement provides an effective way to realize
rich self-assembly structures. A representative exam-
ple is confined liquid crystals (LCs)[12–14], where self-
organized structures can be frustrated by the existence
of boundaries leading to topological defects[15–20]. In
most confined LCs cases where the particles are packed at
high density and their size is comparable to the confining
space (i.e., the strong confinement conditions)[14, 21, 22],
the confinement plays a significant role in stabilizing and
manipulating the topological defects[14, 23–25], leading
to defect-mediated ordered structures, which are useful
in designing optical microstructures[26]. Generally, the
system is closed with static boundaries. However, the
static boundary is not necessary for the systems in na-
ture. For example, the swelling or shrinking of the outer
biomembrane strongly influences the ordering inside liv-
ing cells[27] or viruses[28]. The effect of such a period-
ically moving boundary on self-assembly is still largely
unknown. Especially, despite the appearance of moving
defects in active nematics [29], it is still unclear whether
the topological defects are stable under the influence of
moving boundary and how they affect and mediate the
non-equilibrium patterns of passive nematics.
With the periodic motion of boundary, the system is
dissipative, such as fluid[30] and granular material[31,
32]. Collective motion appears and pattern formation is
formed far from equilibrium. It is noted that the bound-
ary motion herein becomes a way to input energy into the
system, and the dissipation of the energy could induce the
emergence of ordered structures. The generation of order
resulting from the collective motion has been observed in
many other dynamic self-assembly systems [6, 11, 30–34].
Currently, understanding the complex collective motions
mainly depends on continuum theories. But they are in-
valid in systems where the effects of particles themselves
do become important. Thus, computer simulation is the
most economical and effective way to address this prob-
lem and provide guidance for experimental research.
In this paper, we investigate 2D dynamic self-assembly
2of ellipsoids in circular confinement under a boundary
with periodically stretching and contracting oscillation
by Langevin dynamics simulations. Our purposes are to
clarify the difference on the confinement between the dy-
namic and static boundary, to explore the mechanism
of the dynamic self-assembly in confined ellipsoids, and
to understand the interplay between the structure and
dynamics. We also note that for condensed LCs, glass
transition is hard to avoid due to the limited rotational
mobility. Here we expect that the input energy, aroused
by the work done by the moving boundary into the sys-
tem, can overcome the barrier of glass formation, leading
to the ordered structures in condensed cases. Moreover,
we try to verify that the boundary motion can be proved
as an effective way to achieve novel steady structures in
confined LCs.
MODELS
In the modeling, the dynamic boundary is designed
as a circular boundary composed of spherical beads. To
highlight the role of boundary motion, we pay more at-
tention to strongly confined conditions. The boundary
is composed of 157 beads of diameter σ0 with the ra-
dius of rmax = 25σ0. When the boundary motion is
taken into account, the radius of the circle is written as
r = (rmax −A) +A cos(2πft), where A is the amplitude
and f is the frequency of the boundary motion. The di-
mension of confined ellipsoids is chosen as 4.4× 1× 1 σ30
with the aspect ratio κ = 4.4. To mimic a 2D system, the
height of Z direction is fixed as σ0, so all the ellipsoids
are confined in the X-Y plane. The number of ellipsoids
within the monolayer is fixed as N = 392 corresponding
to an area fraction φ ≈ 70% at r = rmax. Additionally,
the effects of system size and particle shape are stud-
ied. The interaction between all particles is adopted as
Gay-Berne (GB) potential[35–39], which is a short-range
steric interaction resulting from a generalization of 12-6
Lennard-Jones interaction potential to treat anisotropic
molecules. For simplicity, the boundary is taken as main-
taining a circular shape during the course of this move-
ment, so the interactions between boundary beads are
neglected. All the boundary beads move together, which
is reflected by the periodic variation of the circular ra-
dius. Our simulations are performed using LAMMPS
software based on the overdamped Langevin dynamics.
All the calculations are started with a random distribu-
tion of ellipsoids (see Supplementary Methods for more
details).
DISCUSSION
Novel steady structures induced by the dynamic
boundary
Based on our simulations, the difference is clearly
found between the confinement with static and dynamic
boundaries. For the static case (Supplementary FIG.
S2), the ellipsoids near the boundary are all well aligned
with it. With the increase of particle volume fraction,
nematic-smectic transition occurs among the internal
particles[38]. With further increased particle density, the
motion of ellipsoidal particles is greatly hindered due to
the anisotropic geometry, which frustrates the smectic
phase and leads to an orientational glass, in agreement
with experimental observations[40]. However, once the
boundary starts to stretch and contract periodically, the
situation is completely different. Although the volume of
the confined system varies periodically with the bound-
ary oscillation, the self-organized structure of confined
ellipsoids remains almost unchanged, and it is named a
steady structure. FIG. 1 (a)-(d) provides the morphol-
ogy of typical steady structures at r = rmax, and (e)-(h)
are those at r = rmin. When the frequency f is not large,
with increasing amplitude A, different smectic structures
with both positional and orientational order are achieved,
shown in FIG. 1(a)-(c) and (e)-(g). Specifically, FIG. 1
(a) and (e) present concentric circles with the center of
lamellar structure, having two stable defects of charge
kd = +1/2. Here, the charge of topological defect kd is
calculated from
∮
dθ
ds
ds = 2πkd, where θ is the angle be-
tween the long axis of the ellipsoid and the coordinate
axis and s is the distance on the integral loop[41]. FIG.
1(b) and (f) show the mixture of semicirclar and lamel-
lar structures, having one stable defect of charge 1/2.
FIG. 1 (c) and (g) are defect-free lamellar structure. We
denote these three ordered structures as S2, S1, and S0,
respectively. Under the circular confinement, the concen-
tric configuration is expected in dense LCs for effective
packing, except for the center due to the large curvature,
so that two defects are stabilized in S2. With increas-
ing amplitude, not only the particles close to the bound-
ary but also the inner particles participate in the collec-
tive motion. The strengthened collective motion of parti-
cles will lead to reduction and disappearance of defects.
So S1 and S0 appear. This is very different from the
equilibrium condition with the conservation of topologi-
cal charge in confined LCs[41], where interactions deter-
mine the final structure rather than the collective motion
of particles. Additionally, the particle densities in these
steady structures have reached or exceeded those in the
glass state when the boundary is static, implying that the
input energy can help the ellipsoids overcome the barrier
of glass state. When the frequency is high (FIG. 1 (d)
and (h)), the core-shell structure (Scs) appears, which is
composed of an ordered core and a disordered shell. In
3FIG. 1. Pattern formation for steady structures of the confined ellipsoids driven by the boundary oscillation. The above row
(a)-(d) shows the structures at r = rmax, and the under row (e)-(h) represents the structures at r = rmin = rmax − 2A. From
(a) to (c) (or (e) to (g)), the frequency of the boundary oscillation is fixed at 2.0, and the amplitude is 1.5, 2.0, and 3.0,
respectively. Structures of (a)&(e), (b)&(f) and (c)&(g) are named as S2, S1 and S0 for simplicity. (d)&(h) is named as the
core-shell structure with f = 5.0 and A = 1.5.
this case, frequent collisions between the boundary and
particles break the collective motion of particles close to
the boundary, while the ordered core due to the collective
motion of inner particles still exists.
Structural diagram and structural transition
In order to systematically study the influence of bound-
ary motion on the self-organized structure, the struc-
tural diagram as functions of amplitude and frequency
of the boundary motion is given in FIG. 2 (a). When
the boundary starts to oscillate with a small amplitude
and a small frequency, nematic-smectic transition occurs
because particles tend to aggregate inside under the in-
fluence of boundary motion. Further increasing of A or f
may lead to the appearance of out-of-equilibrium steady
structures, in which the collective motion of confined el-
lipsoids plays the dominating role. With larger ampli-
tude or frequency, disordered state may occur because
the boundary oscillation is too intense, the collective mo-
tion of particles is broken. It should be mentioned that
the effects of amplitude and frequency on the structure
are different, due to their different influences on parti-
cles collective motion. The diagram shows the structures
from near-equilibrium to non-equilibrium, fully demon-
strating the influence of the boundary motion on the
self-assembly. Here, near-equilibrium structures repre-
sent those structures appearing in the equilibrium system
confined with a static boundary, while non-equilibrium
structures are not available in equilibrium.
To quantify the structural transition, a radical ori-
entational order parameter S[42, 43] is introduced as,
S(t) = 1
TN
∫ t+T
t
dτ
N∑
i=1
[2(~ˆui(τ) · ~ˆri(τ))
2
− 1]. Here the
unit vector ~ˆri points from the area center to the particle
center. T represents the period of boundary motion, and
N is the number of confined ellipsoids. When S is pos-
itive, it is a radical oriented system. If S is negative, it
means a system without radical aligning order. FIG. 2
(b) and (c) show the average radical orientational order
parameter S, Ekin and Epot, by averaging one thousand
cycles of boundary oscillation after the steady structure is
achieved. With the increase of the amplitude, the struc-
ture undergoes S2 → S1 → S0 in FIG. 2 (b), where S
shows abrupt jumps. A large value of S in the condi-
tion of S2 is owing to the orientation of most particles
along the radial direction. A small S for S0 is because
lots of the ellipsoids are perpendicular to the radial di-
rection. And an intermediate S is for S1. The abrupt
changes imply discontinuity of the three structures on S.
As the frequency is increased in FIG. 2 (c), the structure
changes from S2 → S1 → Scs. Abrupt change still can
be seen in the transition of S2 → S1, while the transi-
tion of S1 → Scs is more continuous owing to the ap-
pearance of crossover between S1 and Scs. Average ki-
netic and potential energies are given in FIG. 2 (b) and
(c). Both of them show continuous increase, and the
increase of kinetic energy is obviously larger than that
of potential energy. As mentioned above, the strength-
ened collective motion of particles will lead to structural
transitions among ordered steady structures with the de-
crease of defect number, which are reflected by the abrupt
4FIG. 2. The structural diagram in A-f plane of the strong
confinement system (a), including near equilibrium structures
(N and S representing the nematic and smectic phases), non-
equilibrium (S2, S1, S0 and Scs) structures and crossovers be-
tween two structures ( N-S2 and S1-Scs). D is the disordered
structure. Dot lines are added for the better visualization
of the structural diagram. Average radical orientational or-
der parameter S and average kinetic and potential energy as
functions of A and f. (b) Structural transition driven by the
change of amplitude at a fixed frequency f=2.0, and (c) tran-
sition driven by the change of frequency at a fixed amplitude
A=1.5.
changes of S. Here the abrupt change on S and con-
tinuous variation of energy can be largely attributed to
confinement. In order to study the size effect on the
structural transition, we investigate two other systems,
which have larger volumes and the same density of ellip-
soids (Supplementary FIG. S3). The abrupt change of S
still can be seen, since the transition of S2 → S1 → S0
still exists. However, the transition shifts to cases with
larger amplitude, and structures with frustrations appear
in conditions with small amplitude. It can be expected
that, for those systems with much larger volumes, the
influence of confinement will be weakened significantly.
So that ordered steady structures, including S2, S1 and
S0, are becoming more and more difficult to form. In-
stead, Scs is more likely to occur when the input energy
is large enough. In addition, we have studied the effect
of ellipsoids with different aspect rations in strong con-
finement conditions (Supplementary FIG. S4). S2, S1,
S0 and Scs still are four typical non-equilibrium steady
structures existing in different cases.
Energies and density profiles of steady structures
To make clear the non-equilibrium nature and disclose
the major factor maintaining the steady structure from
the energy perspective, we show potential energy, kinetic
energy and total energy for four steady structures in FIG.
3 (a)-(d). Two common features can be found. One is
that all the curves show periodical oscillation. This is
because the work is done to the system when boundary
shrinks, and the system works externally when bound-
ary expands. So all the energy curves go up and down.
The other is that kinetic energy plays a dominate role in
maintaining the steady structure. It implies that most of
the work performed on the system is converted to the ki-
netic energy arousing the collective motion of ellipsoids.
From (a) to (c), the maximum of kinetic energy increases
greatly, indicating the strengthened collective motion of
confined particles with the increase of amplitude of the
boundary motion. In all the four cases, the frequency of
energy oscillations is the same to the frequency of bound-
ary motion, reflecting the characteristics of the system
driven by the boundary oscillation.
Given that the volume of the system is changed under
the influence of boundary motion, a certain adjustment of
particle distribution is required to keep the steady struc-
ture. To quantify it, the density profile and average ori-
entation of particles[14] are calculated in FIG. 3 (e)-(h).
In FIG. 3 (e), the main difference of density profiles be-
tween r = rmax and r = rmin is the position and the
height of the last peak. It implies that only the particles
near the boundary have obvious positional change in S2.
With increasing amplitude, more and more particles are
driven to move. Therefore, an increasing difference in
density profiles between r = rmax and r = rmin appears
in S1, shown in FIG. 3 (f). The difference reaches the
maximum in S0, where distributions of all the particles
vary with the boundary motion, as FIG. 3 (g) shows.
Once the frequency is increased and the core-shell struc-
ture forms, only the distribution of particles in the shell
changes, shown in FIG. 3 (h). Although locations of
particles vary during the boundary oscillation, the num-
ber of main peaks of density profiles in FIG. 3 (e)-(h) is
unchanged, indicating that the positional order of struc-
tures is maintained. Furthermore, the averaged orienta-
tion of particles, reflecting the angle between the long
axis of the ellipsoid and the radial direction of the round
plane, is given in insets of FIG. 3 (e)-(h). In all the four
cases, two curves are almost identical, implying that the
5FIG. 3. Energies of the system as a function of time (a)-(d), density profiles and average orientation (inset) of particles (e)-(h)
for the four steady states shown in Figure 1. The kinetic energy is E′kin(t) =
∑N
i=1
( 1
2
mv2i (t) +
1
2
Iω2i (t)), where i represents
the ith particle, the potential energy E′pot(t) originates in the GB potential of the system, and the total energy is the sum of
kinetic energy and potential energy. Black, red and blue lines represent potential, kinetic and total energy, respectively. The
density distribution is calculated from ρ(r) = 〈n〉
2pir∆r
, where n denotes the number of particles in the annulus of r → r +∆r.
To characterize the orientation of particles, the circular area is divided into 100 circular sectors, and the radial unit vector for
each sector is defined. Then the average orientation of particles in each sector is calculated. The angle between the average
orientation of the particles and the radial unit vector is Y-axis of the insets, which varies from 0 to pi
2
, with 0 corresponding
to particles aligned radically and pi
2
for particles aligned to the boundary[14]. The X-axis coordinate of the insets is the polar
angle of the confined cavity. Black and red curves represent the cases of r = rmax and r = rmin, respectively.
orientational order of structures is well kept during the
boundary oscillation. Hence, smectic steady structures
with both positional and orientational order of confined
ellipsoids can be achieved.
Collective motion of confined ellipsoids in ordered
steady structures
It is worth emphasizing that the ordered steady struc-
tures result from the collective motion of particles. In
order to clearly reflect the collective movement of parti-
cles, we present average translational and rotational ve-
locity distributions of ellipsoids for S2, S1 and S0 at r
= rmax and rmin separately. From FIG. 4, it can be
seen that the main way of particles collective motion is
the translational motion. Different velocities along the
radial direction indicate a spatial inhomogeneity of par-
ticle motion. In FIG. 4 (a), when the confined volume
reaches the maximum, particles close to the boundary
have low speed, and those distributed in the center keep
motionless. However, when the volume shrinks to the
minimum (FIG. 4 (b)), outside particles gain increased
velocities while inside ones still remain immovable. This
characteristic of particle collective motion contributes to
the formation of two defects. With increasing amplitude,
although the difference in motion between outside and in-
side particles still exists, the motion of inner particles is
significantly increased. This will lead to the instability
of topological defects. Therefore, the reduction (FIG. 4
(c) and (d)) and disappearance (FIG. 4 (e) and (f)) of
defects happen in the cases with larger amplitudes. It
can be concluded that two requirements are needed for
the formation of stable defects. One is the inhomoge-
neous particle motion, and the other is the low velocity
of inner particles.
Slow and fast dynamics
Exploring dynamics of the self-assembly is another im-
portant issue. Dynamic evolutions of four steady struc-
tures are given in Movie (a)-(d) in Appendix, where the
collective motion of confined ellipsoids driven by the mov-
ing boundary is notable. Taking S2 and S0 for examples,
we provide the radical orientational order parameter and
system energies as a function of time in FIG. 5. Two
types of dynamics can be distinguished: one is the case
(a), where the final structure is achieved after structural
rearrangement and energetic adjustment. It takes some
time to form S2. The other is the case (b), where the
formation of S0 is very quickly, and no structural re-
arrangement and energetic adjustment are needed. We
hereby name the former as slow dynamics, and the lat-
ter is fast dynamics. Considering that these two cases
have different amplitudes, the input energy, proportional
to the work performed on the system, is different. The
interplay between structure and dynamics is determined
by the input energy. Specifically, the larger the input
energy, the faster the dynamics is, and the quickly the
6FIG. 4. Average translational and rotational velocity distri-
bution for the steady structure of S2 (a) and (b), S1 (c) and
(d), S0 (e) and (f). (a)(c)(e) are the cases with r = rmax.
(b)(d)(f) are those at r = rmin. The translational (black
curves) and rotational velocities (green curves) are calculated
from |v| = 〈 1
n
n∑
i=1
|vi|〉 and |ω| = 〈
1
n
n∑
i=1
|ωi|〉, respectively.
Here n denotes the number of particles in the r → r+∆r and
〈· · ·〉 represents the ensemble average. Insets are translational
velocity distributions in 2D, where red dots denote the cen-
troid of ellipsoids; arrows represent the direction of velocity;
and blue lines reflect the magnitude of velocity.
steady structure will be achieved.
However, in the slow dynamics, structural reorgani-
zation is inevitable. Intermediate structures during the
formation of S2 are given in FIG. 6. At the beginning,
particles close to the boundary tend to aggregate inside
and multi-domain structure forms. As time goes on, the
input energy is gradually transmitted to the whole sys-
tem through collisions between particles. Meanwhile, ori-
entations of neighboring domains will gradually become
uniform. So the multi-domain structure will be replaced
by the structure with defect. The goal of structural re-
organization is to get low energy dissipation. Although
a smectic structure with one defect occurs at t=10000,
structural evolution continues. The final steady struc-
ture is the smectic structure with two stable +1/2 de-
fects since the system reaches the maximum energy and
minimum dissipation.
FIG. 5. Snapshots of intermediate structures, radical orien-
tational order parameter S, potential energy Epot, kinetic en-
ergy Ekin, and total energy Etot (Etot = Epot + Ekin) of the
system as functions of time for the slow dynamics of S2 (a)
and the fast dynamics of S0 (b). Snapshots of intermediate
structures from left to right in each case correspond to t = t1,
t2, and t3, respectively.
FIG. 6. Snapshots of intermediate structures at r = rmax for
six different times during the formation of S2.
CONCLUSIONS
In conclusion, we use Langevin dynamics simulations
to investigate the influence of a dynamic boundary on the
self-assembly of circularly confined LCs. Non-equilibrium
steady structures are achieved, which show novel smec-
tic structures with the controllable topological defects.
The collective motion of the ellipsoids, determined by
7the input energy due to the boundary motion, plays a vi-
tal role in determining both the structure and dynamics.
Although it is a simple model, our results provide a good
example of the self-assembly from equilibrium to far-from
equilibrium, and disclosing the distinct difference of the
confined system with the static boundary and the oscil-
lating boundary. Moreover, the structure with two +1/2
defects and the core-shell structure have been observed
in other similar systems, such as confined populations
of spindle-shaped cells[42] and bacteria[44], which may
reveal the generality of the formed steady structures in
different non-equilibrium systems.
Our model is a simple example to show the influence of
the dynamic boundary on self-assembly of colloidal par-
ticles. Since the steady structures are very sensitive to
the input energy, multiple factors would affect the dy-
namic self-assembly, including different types of bound-
ary motion, a changeable shape of the boundary, and
different interactions between the confined particles and
the boundary. Further work will pay more attention to
these factors as well as other possible phenomena aroused
by dynamic boundaries, such as phase separation. An-
other important aspect is that testing our predictions
requires more experimental work. On one hand, using
this strategy may help us to implement dynamic ordered
steady structures in LCs. On the other hand, our re-
sults promote us to reconsider reasons of self-assembly in
soft closed complex system. Does effective interaction,
resulting from the movement of the boundary, lead to a
condensed and ordered structure?
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