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A problem of stochastic programming results if statistical varia-
tion is introduced' into at least one of the parameters of a, linear 
programming problem. A problem of 'this type is the scheduling of 
·"' 
Ii production resources to bptimally sati~fy a random consumer demand. 
An updating model, a mod~l which is modified during the production 
• planni'hg h~orizon, is presented in this paper. The model performs 
~ production smoothing function £or the case of a normally distri-
buted consumer demand with know:n mean and vartance. The upd.ating 
procedure is dependent upon the consumer demands as they materialize. 
r The formulation results in a programming problem to min:,imize a convex-
separable objective ,function subject to a set of line,ar, constra1nts~.' 
'• This problem is re,sol:ve:d by approximating the convex ol:>ject'iv~ over 
the range of intere:st by a piecewise-linear function for solution py 
. ~/ . linear programming techniques. The results obtained from solving 
a sp,ecific pr,ocJbction process by the developed updating model are . 
. ' ' 
compared w,ith results obtained by a model which does not use an 
updating procedure. This comparison indicates that the ~:pda:t,i:ng: model 
is superior to the nonupdating model at, low service le,vel,s, and the 
--, _··.~·':"'." ~ ---,.,- .. r•:"-'''.;. ~.,·- ..,..._.... ..... --- --~-~-- .•. ..__ ,-·--•'." ! --~·-·.-<" .,.-,- ·-,•·--c-'"-'"·"·· -~'•·--- ...... "-~,._-•','..,.""'"· _,. ,..,....,._ __ , ___ _ 
·---~- .... 
d,,i:fterence hetween the, models -is,- mini-mized and· -even, reversed- as ·the-. •: 
service level increases. It is also noted that the difference in 
.,... r • the two models is dependent upon the volatility of the mean demand, 
the variance of the demand density function, the values assigned to 
,,.f 
' the service level, and the relative ~ignitude of '.the cost parameters . 
.. • 
..: . ,, 
-·, 
S};;; ;:/ii;~~~'.c.,.~--,,c.~,,-"ic • 
·~ ' .... 
.- . 
' ; • .,• I ... . 'j' -~·' -,, ' 
. ,, ~ .,; ,." ,' _- ... 
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A class of problems which arise frequently in industrial or 
economic situations relates t·o that of maximizing or minimizing a 
function of any number of variables subject to a set of restrictions. 
Problems of this nature often involve a large number ot variables 
and complex interrelationships among the variables. Classical methods, 
such as Lagrangian multipliers, can'conceptually be employed to solve 
this problem. However, computation·is very often .impractical or 
• f • 
. 1. impossible. 
• Numerous iterative methods have been developed to solve certain 
~· subclasses of optimization .. problems which contain many variables and 
a large number of restraining conditions. These are classified as the 
techniques of mathematical programming. Such problems arise when 
there are a number of activities .to be performed and there are alter- /\ 
native ways of doing them, and Pesources or facilities are not avail-
able for performing each activity in the most effective way (11)'. 
The optimization of a linear function subject to linear. restric-
tions is one of the most powerful and most fully developed methods of 
.... ;;, m.athematical programming. The characterist.te-s-o-f the parameters of. 
the objective functiocn and of the constraints will allow classifi-
' .. , ..... 
cation of linear programming problems.· A determini'stic linear pro~ 
. graJDD1ing problem is one in which the parameter.s are known and fixed. f 
Parametric programming problems result if the coefficients of the 
. problem are allowed to vary. A third type of problem, stochastic 
programpiing, !efers to that class· of problems in which statistical 
• I 
• 
-,-.,--,~ ......... , .. -.. - .... , ....... , .. -,. ........ ,.,,,.,.,.._ ... ~..,,-_,.,,,,"'-""''···---.~-- .. ···· -- -·· ..... -··· ... ... ,...~ ....... --:-('" ... ~,--,·-··-!·· .. 
. . {°·/ ::".L·:, ... /., --··-·· .... ____________ ....... ......._. ___ ... 
·-











variation in .any or all of the problem parameters is considered. 
There are two broad classifications of stochastic programming 
problems: (1) Those in which the parameters have known probability 
') 
distribution functions, and (2). those in which the distribution 
functions are not known. The first case involves risk while the ... 
second involves uncertainty (1). Most of the literature in the 
area of stochastic programming is concEtrned with problems in which the 
Ii' form and the parameter~ of the distributions are known and constant 
in time. The problem to be presented in this paper falls into the 
first of the ,!3bove classifications of stochastic programming. The 
formulation presented in this paper is based on work fundamentally 
performed by Charnes and Cooper (5, 6, 7) in the area of chance-
constrained programming. 
Chance-constrained programming is defined as the sel_ecting of 
j random variables, as functions of random variables (the /decision 
I 
, ' . 
rule) with known distributions such that: (1) a functional (the 
objective function) of both class~s of random variables is maximized 
while (2) the constraints on these variables must be maintained at 







determine d ist:ributions which maximize the funct i_o_~~!-L ~llb~ct _to ~- ··---· 
the constraints. and second, approximate this distribution by functions 
8 
of the.known random variables. The functions thus calculated are 
· approximations to the o·ptimal decision rule. For a piece-wise linear 
functional with inequalities involving the random variables, the 
problem of determining the parameters of the optimal decision rule, · :-- · 
" 
~·"1 
optimal in the.sense of a best approximation, can be solved. --:·:,,. 
- '. 
I: : . :-
'- . ;·, ':,,; t 
~ -,.~ -,~ .. - . ·--~-- ·- ... 
, 
~1- ,t,fSt4Yl'fi~tfr • _.-~ 
,fr • -.·;,;i•i(· •. . . /,(!ft; ,a, • ,, • 
.. .. . 
·t. . •. ;/· , __ ij},·~ ' '. . . . . . . .;, . • y".~ ... -· 
~ 1• 




For an extensive coverage of the background, history, and 
status of stochastic programming, reference should be made to work 
done, by Cole (12) and Mikes (25).· 
,The purpose of this paper is to formulate a model which will 
perform a production smoothing function for a single product pro-
duction shop whe-n the demand .. is not known deterministically. The 
. problem is one .qf ·de-t-ermining an optimal policy in which production 
decisions must be made for a finite number of time periods in the'll 
future before the actual :d'emand bee anes known, a·nd then updating 
.. 
the production decisions as the actual dema.nds· _m~t.e-_rialize. The 
resulting model is verified by comparis9n. wttn -a model which does 
not update during the production cycle. Fo~ this particular 
application of stochastic linear programming __ th_e r.a-ndom variable, 
\ 
consumer demand fof a product,· appears both in the objective equation 
and in the constra"i_n:fs of the problem. 
l 
;._" 
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STATEMENT OF THE PROBLEM 
Characteristics of the Production Process: 
' <I' The purpose of a production smoothing model is to determine an 
optimal balance of production resources to satisfy customer demand for 
a product •. Since e_very business has characteristics which are unique, 
the mo~·els employed are each adapted to a specific situation. Company 
"' 
policies and physical limitations such as available capacity appear 
as constraining conditions of the problem (25) •· Also,' as Mikes (25) 
states: 
'' 
' The models used for production smoothing also vary as to. degree of refinement. As the model becomes more sophi-sticated the size of the resultant problem increases rapidly. In most cases a compromise must be made between the number of variables in the problem and the cost of computation. It must also be remembered that since many of the cost para-meters of the problem must be estimated, no benefit will be gained by imposing conditions on the model which may be overshadowed by the errors of the cost estimates." 
The production process for which a production smoothing model 
will be developed is in a shop.producing small electronic components. 
_,,,. ;.·, . 
The characteristics of the production process are: 
., 
1. The production level is scheduled ~ver a finite planning 
3. 
the production goes to inventory. Consumer demand is s~p~ 
plied from this inventory. 
The costs associated with the production process are inven-
tory carrying costs, regular time production costs, overtime 
production ~osts, and a cost tor a cha~ge in the level of 
- __ ._.,.: .•.. - .- .... ~--.-- ··- .·.·;l.- .•..• --·--··. -·' . 
. - _; . - ---- - --- .·. _ . -., ...... - .............. -----· -·--
the workforce. 
,, 
-- ... ,, -· - . 
. ' . 
' '• 
. - ---···-····-- . -· 
.. ---··· -- .. --·-
., 
------.............. ------~-~---=.===·-"=·-"" .=_,-.X---4-00--------~--------------," \ 






4. The forecasts of demand are known for each of the periods 
" 
in the planning horizon and production is scheduled to meet 
the forecasted demand. 
5 •. The demand forecasts are given in the form of probability 
"'~-
distributions. In the particu1arrsituatipn under consider-
-;'I • 
·atiori the de~ands are forecasted as being normally distri-
:.-..: 
buted random variables with known means, " and variances, ,..n' 
6. A stockout in inventory is permitted a given percenta~e, 
usually small, of the time, Conversely, a specified level 
.for customer service, usually high, must be maintained. 
7. Internal transfer of the workforce is permitted to a small 
extent. If idle time exists during a production period, 
personnel may be assigned to otJ1er duties on a temporary -
basis. However, the personnel transferred may not be 100% 
effective on the temporary tas~s and the production process 
will still have to" absorb a percentage of the cost for the 
transferred personnel. 
. 
~- All orders which c~nnot be filled during the period in which 
-
- ~---·-----~,.,.-, .• ;i,,.~ - ......... •,-·~···-······--·--· --..--lk • ,:;,. . ,.._.,... ..... - ........ - .... .-.-··· ..... ·--.... ---- • ' 
.----they a-Pe r-eeeived must 1Je filled during -the immediately- fol- . 
• lowing period. Since all backorders must be filled from 
production in the following period, the effective inventory 
level can be a _negative quantity. 
9.' At' the end of the planning horizon, a certain small per-





"'... ·"\ ' l' ',l. ·, .. --~ . . •. 
. . 
.,,·. ,., .. , ... _ .. ·; . 
·-- . -. · .... ___ .. 




... -cost. -Any production over. this specified amount has a scrap .. 
'. ·" 
~ . ' 
- 0 
.. , 
• ~• I. , r ·,o 
' ; \~ - • ,J, •,••'I 
















- ·- .~-~ .·· t 
,i' 
.. 7. 
cost associated with it or can be disposed of at a reduced 
cost. 
The restrictions placed upon the production process are: 
1. The available production capacity cannot be exceeded. 
2. A predetermined customer service level must be maintained, 
or, inventory stockouts are permitted only.a specified per-
centage of the time. 
Approach to the Solution for Smoothing of Production Process: 
In the sections that follow, .a mathematical model is developed 
to determine the production schedule for the form~lated production 
process. The work is carried out in the following-areas: 
1. The mathematical de\lelopment of a stochastic programming 
... 
model to smooth production in the.stated manufacturing situ-
ation. The developed model is based upon: 
a. Updating or modifying an original production schedule 
du-ring the planning horizon without re-running the ori-
ginal program. 
b. The updating of producticnis. based on the activity of 
.•.. :: . -: 
< 
__ the ... stock in inventory. The production in a period~ is4 . . 
'• .. · . ~~. 
- •. . .. . 
:-~ ... 
depe11dent' on the final inventory level of the previous 
periods. 
2. The evaluation of the updating model by comparing with a model 
. ' developed by Mikes (25) "Which does not update during the 
planning horizon. ~e models are compared by generating simu--
lated demands and calculating total costs for the productio~ . 
:;.. .~,..:_.;_ ;,:, __ ,·_ . ~·--:-~·~ . . .....~ .... ··-
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The method selected to update the production plan during the plan-
ning horizon is by a decision rule. The specific decision rule selected 
relates the production in period i, p., and the inventory level of the 1 
previous periods. Letting Ii represent the inventory in period i, a 
decision rule can be constructed which is based upon the inventory levels 
up to and including Ii-1· Sine~ in period i the inventory levels, I 1 , 
12 , ... , Ii-l have occurred and are known with certainty, any construc-
tive specification of the production in period i should be based on 
these known inventory levels. The particular decision rule selected is 
of the form: 
(1) 
whe.re: 
n = 1, 2, ... , N 
This decision rule is linear after the Ri's are determined. The 
Ri's ar~ defined to be the level of production in period i plus the 
change in the inventory ·level of the pa~t period, using the initial 




!}lvento~y l~yel_ 10 _a.s __ .a. _r_eference for this- change-.------ - - -------- -------·-·--·' --·-- - --·-
... Y 
Since the Ri's are determined prior to the production span, the 
production for each period will be detennined by what has occurred in 
the previous periods. During period 1, Pl= R1. In period 2, after I1 
"' has developed and is known, p2 =:= R_1 + R2 - I 1 + I 0 - p 1 • Continuing in 
... this manner each p., i =.1, 2, · ... _, -N is dete·rmined in conditional 1 
stochastic fashion ~ as; 
. , . 
• 1 
' ,. ~ 
-., 
.. _.....;.--:.~·-""'"'=·•·,-'-"'.l'•·'"·''""'' --~ /' 
. , 










'j •• , 
1111; 
_ .... .,. -. -· 
9. . .. 
...._,;; 
...., ., 
P2 - Rl + R2 - Il + I - p = R· - Il + I - 0 l· 2 0 ( 
' 
P3 - Rl + R2 + R3 - Il - I2 + 2 I - p . - p· - R3 - I2 + I 
-; 
-









R- (11-1 Io) • I 2, N (2) - Pi + - l. -l. 
' 
. . . ' 
The values for the R. 's can be determined via the relevant inventory 1 . 
• 
r, level density functions. Since these densities are not usually available, 
a simple p~ocedure is necessary to convert the decision rule into an 
I 
equivalent form to be used in the mathematical development of the model. 
This equivalent decision rule is developed by noting that the production 
level, inventory level, and demand are related. These properties are 
related in the following fashion,· where di repres.ents the demand in 
period i: 




' ~ •• • 
., Since ·the demands have- been foreeasted in the form of density func-
tions, this information can be readily used for determining the -values 
for the R1 's. The original decision rule is transfonned as follows: 
Summing I1 over the first n-1 periods yields: 
.:··r 
n-1 n-1 n-1 n-1 l: I· - L .11-1 + L Pi - E d~ l. - l. -~· 
·i=l . 1 i:;:l . 1 ' 1;:.:. 1=. ;..·. 














and substituting this relation, the decision rule (1) becomes: 
n n n-1 
E p. - E R. + E 1 1 
i=l i=l i=l 
noting that • 
n-1 n-1 n-2 
E E E p. - R. . 1 l. i=l i=l i=l 






















E L R. + 1 i=l i=l 
n-2 n-1 
E Io + E 
i=l i=l 
n-1 
L di + R n i=l 
n-2 
E Io - lo 
i=l 
n-1 
E d. + R-. 1 :n 
i=l "'"··~ ... 
•· ....... ' -
·p = R > 0 1 1,-
n-1 n-1 n-1 
Io - E 11-1 - E pi + E 
"(ii. =l i=l i=l 
, 
(l'. 
- I ) 
l. 0 
n-l n-1 n-2 
E 
,, 
L E I 11-1 - R. + 0 1-· i_=l i=l i=l 
d· 1 
n-1 n-2 n-2 
+ L I E I . + E Ii -0 l. i=l . i=o 1.=o 
..... 
.... _. ... : - -- • :'II 
.. -. 
n - 1, 2, ... , N· 
di 
I. -l. 





.very general linear decision rule and has produced satisfactory results ~ 
' 
in the area of chance-constrained programming. To determine the pro-
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P1 - Rl -
'·"·· 





·i . ..:,. 1, 2 <, ........ , 'N (5) . 
A two-stage process is used to incorporate the decision rule into 
the production smoothing problem. First the decision rule is substituted 
into the objective function and then into the problem constraints. The 
second step is to undertake optimization of the objective function 
relative to the constraints. 
:o . 
;._. -·-- .. : ~-- ~ .. .:.: : .. : __ -._. __ --· -- . - ... ·-· - ~- -
'·· 
_., ... -. 
, ' 
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In order to develop a mathematical model, various costs and produc-





The costs are defined by the following notation: 
· C - cost of regular time production in dollars per hour. r 
co - cost of overtime production in dollars per hour. 
-
cs - cost of shortage in dollars pe:t hour per period. 
-
CI cost of inventory . dollars per hour per period. 
- in -
ch cost of increase in work force . dollars man. 
- an 1n per 
cf - cost of a decrease in work force . in dollars per man. 
Ce = cost of idle time in dollars per hour. 
Ci, = total cost of overall production program for N periods. 
The production variables are defined by the following notation: 
- number of hours of regular tim~ production in period n. 
- number of hours of overtime production in period n. 
~ 
Wn - the size of the work force in period n . 
Kn - number of regular time working hours available in period n. 
K' - number of overtime working hours available in period n .. n 
n - 1, 2, N. - . . . ' 
N the number of periods • the planning horizon. - in 
The following restrictions are placed upon the planned program: 
... 
1. Regular time production in period n cannot exceed the total 
available capacity. Slnce ~Wn is the number of hours 
; 
.... available for regular time production during period n, 
< Ji·,w . 
- n. l. (6) 
.. 
,·..:. 
- - --·- ·--·. - ---· . 
·,·.· '-,,),, ., 
i 
! 




• ,6 .. ~ 
- . -- - - -







Overtime production in P.eriod n cannot exceed the total 
availabl~ capacity. Since K~Wn is the number of hours 
available for overtime production during period n., 
/ 
The demand in period n must be met at a specified level of 
probability, an. • Let I represent the number of hours in n 
inventory at the end elf period n and the restriction may 
be stated as: 
n = 1, 2, ... , N 
(7) 
(8) 
The criterion for evaluation of the planned program is the cost of 
the production program. lO Letting Cn represent the cost of the program 
for period.n, the following relation can be stated: 
-.. 
(9) 
111;""", ,._, • 
where 
~ 
u increase . number of employees to work force in period 
- 1n 
n. .n 
V = n'I>, decrease in number of employees to work force in period n. 







·' 4J s - number of hours of production shortage at the end of 
.•. 
-n 
-- -- .... 
.. . ~ - ·- - - . - . 
period n. 
In order to optimize the overall production program, we choose to 
minimize the_expected ~alue of en: 
where E is the expected value operator. 
-
Since~, Yn,· Un, and V0 are not functions of the demand and the 
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·~ 14. 
above .equation can be written: 
L 
The planning span for the program is to take place over N periods . 
Thus, the objective . to • . • CT: l.S m1.n1.m1ze 
N N N N Ci, - L E~gn) - C . r: ~.+co r: Yn + ch E Un + r n=l \, n=l n=l n=l 
N N 
Cf r: Vn + E [c1ECin> + C5 E(Sn)] (10) 
n=l .n=l 
subject to· fhe constraints: 
The first two constraints,(6) and (7), are modified to conform to~ 
the objective function by noting that the change in the work force 'in 
period n i~: 
·\thus, 





~ ui -~ 
" v. £..J ~ 1 
. ~·. - ·. -r:· .. : .:·. _· - . - . - - - -., .. ~- .. - . . --· ... - . - . ·-- -- - . 
i=l i=l 
and the ·first two constraints are modified to: 
and 
. . . . ' .... 
• 
n 
Xn ~ Kn [ wo + E (Ui - Vi)] 
i='l 
n 
Yn ~ ~ [wo .. + E (Ui .- Vil] 
i=l 
where W0 is the initial work force. 





n = l_, 3.:1 .·, .-. -•. , N. . . 
.•·-~-. - -.. • • J 
-
- • •.-; ':-"•. 











The inventor·y at the end of the period n is the inventory at the 
end of the previous period, plus the production, p 11 , during period n, 
• 
less the amount shipped during period n. That is: 
where 
... 




"· d demand in period . production hours. - n .l.D n 
Expressing In • terms of the and dn, the following result • obtained:;, in Pn 1S 
n n 
• 
In - Io + L Pi - L di. (12) 
i=l i=l 
Using this ~ the third constraint (8) . thus transformed into: relation, 1S 
n n 
PR(In ~ 0) - PR(I0 + L p. - L d. > O) > an. I. 1 i=l i=l 
Incorporating the decision rule presented earlier, equation (4), this 
changes to: .. 
n-1 n 
PR(I + ~ d. + R - L· d > 0) > a 0 i=l 1 n i=l i- n 
or ~ .. , .. 
PR ( I + R > d ) ~ a. 
, OJ,_ n- n n n = 1, 2, ... , N. 
The model is now represented as a problem to optimize (minimize) 
the objective function 
" N N N N 
~ • L E(Cn) - Cr .I: Xii + co L Yn + ch E Un 
' n=l n=l D=l n=l 
N. N 
+ cf L vn + L [c1E(In) + csE(Sn)] (13) 
n=l n=l 




,,. • I 
l/. '., 







.. ., .... 
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16. 
subject to the constraints 
n 




< K' E (U. Vi) oil' Yn WO + --. n 1 
·i=l 
·:n- :::::::· 1.,. 2 , .... , N. 
To simp:lify the last ~quation of ·the above constraints, let 
and 
This implie_s that 
A 






!l>(X) - f <P (t) dt -
';'- , •... -oo 
A 
.. dn - X. 
J. 






Since fn (dn) ' where fn (dn) • 1S defined as the continuous distribu-
tion·· function of the demand . period n, is continuous, E(In) and 1n 
. E(8n_) may be expressed . terms of the marginal density function fn ( <f:n) 1n 
as shown in (27) as: n 
Io + E Pi n n 
!~ i=l • E ·E -B(In) - (I + P1 - d1) - 0 i=l i=l ,-
n n-1 D . 
~<E I E di d.) 4<E d1> . ·- . 1· ,- ' i=l i=l i=l 
....:.· 





. ' ' 
. \· .. .. 
17. 




< L di - Io - E Pi) 
i=l i=l-
'· 
Incorporating the decision rule (4), the above exp~essions reduce to: 
u 

















u - I + I: pi. (15) - o" '-~ i=l 
,, 
Making the .substitutions 
•· I f(D D') - f(D) (since the d· 's are independent) - 1 
/ . r 
Ill· 
-~ n 
p. = I + i:" u Io+ L d. + Rn -~ -- 1 0, l. i=l 1=1 
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18. .. .... : ..... ..... .,,.-·."····'.-"._ ..... ,: ....... ·. 
CD 
B(S~) = l («\i ,- Rn - I 0 ) f(D) dD, 
Since the ·demand dist~ibutions are a·ssumed normal and independent, f(D) 
.f.. 
-ean be determined: 
.;ti . 
Using the relation for sums of independent normal density functions (2): 
•. f(D) • • • + <fn) 
f(D) = [(2r)c,.2]-i exp -i[(D - µ) /0'] 2 




µ, = "'1 + · · · +µn · 
Having determined f(D), the expected value of inventory can be handled 
u 
.. 









= (I~ + 8n) t[ (U - I') / tr ] - f ~ f (D) dD 
-eo 
Applying the integration procedure derived in Appendix I and letting: 
·x = ~ 
,- ···--, 
n-1 
Y = .L d1 
i=l 
D = X + y 
·-···-- - • • - • •- ------r------·-,~-c·-----•~-'•,s~---------~ 












·--·---·-- -"-~···· -~-.·· 
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19. 
the following result is obtained: 
- n-1 n-1 
E(In) = (Io + 8zi) <l>[(u - µ)/tr] - { (µn + E1 ~i ~ f1 di) 
c1>8u - µ ) / tr] - tr cp [ (U - µ ) / tr]} 
n-1 
E(In) - (lo + Rn - JJ + E di) cl> [cu -µ, )/0'] 
i::l 
(I '/J [ (U - JJ ) / (I] 
__ .'\ 








E(Sn) =f< - 8n - Io) f (D) dD + ~ <1n f(D) dD u f') -
. 
using the results of Appendix I, becomes 
E(Sn) = ( - R ,- I ) { 1 n o 
n-1 





di) { 1 - c1>[cu -µ)/o-]} + trcp((u -µ)/tr] 
n-1 
E(Sn) - (µ- f
1 
di - Rn - I 0 ) {1 - <l>[(u -µ)/tr]}+ 
'/J [ (U - JJ ) / (I] 


















Z = c1E(i ) ·+ C9E(S ) = c1 / (U - D) ,f(D) dD + n n . n 
-(X) 
CX) 
Cs,, f (D - U) f (D) dD 
u . -
n-1 
Zn = CI { Uo + Rn - µ. + El di) <I> [ (U - µ ) / O'] -
n-1 · 
· a ,p [ (U - µ ) /a] } + Cs ( µ - :E di - Rn - Io) 
i=l 





using the relations given by equations (16) and (17). To simpllfy the 
function Zn, let 
K K 
:Ed.=:Eµ. 
. 1 J . 1 J J= J= 
T =(lo+ Rn _µn)/u. 
Then from (15) : 
n-1 n-1 
U = Io + :E di + Rn = Io + }: P. i + Rn 
~ i=l i=l 
: .. , 
., 











Rn - lo) { 1 - 4{ Oo + El µ. i + Rn - µ > I a J} + O' ,p [ Uo + :~ 
- ·, 
n-1 f1"'1.+ Rn -µ)/a] 
. / ~._'. . .. . .... 
. {'. -, 
















' . I 
l·-t 
21. , ....... 
:.,: :. --.-------, 
or 
let r = C8 /Ci and the function Zn become.s: 
: 1111 
it,.,. 
.......... -_ .... · .. ·--
·-~- - .-, .. --:---- -
-, .. 
·~- ... - ... ,:-'-~·~·~·.,-~~.'."'-~"': . ...,__. __ .. 
'.,,-- .. ·. -.. ,. :i-,:':'/ ..... 
:>, 
.. , - -~- .. 
Zn - " c1{ T <I> (T) - 'P (T) - r T [ 1 - <I> (T)] + r 'P (T)} 
Zn(T) = "c1[0 + r)T <l>(T) - (1 - r) 'P(T) - r T). 
\ 
·-----------. 
·-- L .. ,... .., ' 
-·· , . ~ 
... 
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PROPERTIES OF THE FUNCTION Zn 
Some important properties of the function Zn will now be de~eloped. 
Reference to equation (18) shows that 
u 
Zn = C1 f(/J(U - D) f (D) d(D) 
~ 
CD 
+ C5 f (D - U) f (D) dD 
u . . 
According to leibnitz' s rule (22) or from Appendix II of (26), the 
derivatives· of Zn are: 
,, 
u CX) 
Z' - CI f f(D) dD - C f f(D) dD -n s 
-co u. 
and 
Z~ - c1 f(U) + Cs f (U) 
where 
Z~ - d(~ ) / dU 
z~ = d(~)--. I dtJ 
n 
(22) 
Since f(U) = f(I0 + L Pi) is a normally distributed function, and 
1=1 
-
since c1 and C.s are positive cost coefficients, Z~ is always positive. 
By definition of a convex function that a function h(x) 'is convex 
.(f 
~ d 
in an interval· (a,b) if h"(x) ~ 0 for all a~:, Sb, it follows·· from 
equation (22) that Zn meets this condition. 
Using the fo.regoing relationships, the p~oblem is now converted 
to optimizing (minimizing) the to~al cost function. 
.. 
N·· N N N i 
, . Ci9 = L E(Cn) = Cr E Xn + C o E Yn + ch., E 
n=l n=l n=l n=l 
(23) 
'· 
.. • ·;. • ~ ••• J ••• 
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y< K~[w0 + L (U. vi>] .... (25) -··n ~ 1 .. i=l ~ 
/\ 
T > <<in - µn) I a (26) -
Since the function Zn was shown tJ be convex and since the sum of 
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\ REPRESENTATION OF THE MODEL IN A LINFAR PROGRAMMING FORMAT 
--·.-··---*·" 
A method commonly used to solve a problem represented by a convex 
object function subject to linear constraints is to approximate the 
non-linear function by a series of straight line segments and then solve {t· 
the resulting linear problem. This -method will be employed to represent 
the non-linear portion of the object function, Cr, of the preceding sec-
tion and ·then the model will be converted into a form suitable for solu-
. 
tion by linear programming techniques. The particular linear program 
technique employed will be the simplex algorithm. 
Reference to equation (19), which is the non-linear portion of the· 
cost function Or, indicates several characteristics which are useful in 
minimizing the number of line segments required for a reasonable approxi-
.. mation. Note that for T ~ 2.5, the functi·on is approximately linear; 
·i.e., Z(T) - aC1T. This indicates that for realistic values for r, the 
portion of the non-linear function beyond Z = 2.5 need not be considered. 
Also, realizing that in most industrial situations that a probability of 
less than one-half for satisfying demand is an impractical policy, nega-
J f tive values for T can be discounted. Thus, for the problem imde·r con-
I 
sideration, the porti~_n of the ~o~-linear function of concern_,_ts Zn_(Tl ...... . 
----
where O =S T ~ 2-. 5. 
Since the general shape of Z(T) is unaffected by the values of the 
pa.rameter·s of th~ distribution, the same broken line segment approxima-
,p 
tion will apply for any normal density function and for ea~h of the 
.,, 
, ( periods of the planning horizon. 
. Reference to Figure 1 will show a general set of line ~egments to 




' ( ' 





·-.,__ __ ___, 
.J 
... 
segments are denoted by mi and the width of the intervals by w1 . 
- 6-" ~ l'l'J 
): I 
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··' I + Z(O) I --






I ~ "' I m2 m3 m4 I I 
' I . I I - I I 
' 
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FIGURE 1 
The function Z(T), equation (~l), can be approximated in the interval 
Z(T) ~ Z (T. 1) + m. (T - T. 1) J- J J- j = ·1, 2, ..• , K (27) 
Reference to equation (20) gives 
------·-- ~...;·.-· '.,.·_ -.-- ·····--·- - --···-
....... 
T = (Io + Rn - µn) I u 
and substituting this into the·expression for Z(T), equation (27), 
yields 
Z(T) = Z(T. 1) - m .T. l + m. (I + R - µ ) / t1 J- J J- J o n n 
. 
T j- l S T. S T j and j_ - 1:, 2 7 •. • • , _ K. · for ~ 
.,, .. ', 
1¥' 
'j. 
-. ',-~-- ,_ .. .:_._ " .:.,: ·_: .... , .. -














' This .relation simplifies to: 




E [ Z(Tj-l~ - · (mj /u) ( uTj-l -
n=l 
N 
+ E (mj /a")Itn 
n=l 
N 
C = constant = E [ Z(T j-l) - (mj /o') ( crT j-l - 10 + µ 0 )] 
n=l 
N 
and the approximation for the function E Zn(T) is: 




- E (mj /u)Rn + C 
n=l 
1 
T. 1 <T<T. J- - - J 
The non-linear terms of the cost equation have thus been approxi-
mated by a summation of linear terms plus a constant, but the new 
. variables, 8n., m~st appear in the constraints before the simplex 
algorithm can be applied. 
. l •' 
' 
,;.,., .. 
Modification of the constraints is as follows: 
/\ . 
R > d -
. n - n 
. .. 
I o .. 
.• 
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T- 1 <T<T. J- - - J 
which reduces to: .... 
R < tr T . + "n - I 1 n- J ,... o 
and 
,The entire problem can now be expressed in canonical form for 
solution by the simplex algorithm. 
~--
Minimize: 
N N N N 
CT= C L X + co E yn + ch L u + cf E V . r n n n 
n=l n=l n=l n=l .,.,. 
N N 





























+ 82n - K'W - n 0 
(29) 
.j =. 1 , 2 ., .•• , . K 
"" .. ·. , -
. -
.. 













. 8n + 83n = tT T j + µ. n - 1o 
Xn + Yn + Rn-1 - Rn + E3n = lln-1 
s1n is the unused regular time capacity (idle time) in 
period n. 
S2n is the unused overtime capacity in period n. 
S3n ·is a slack variable. 
E1n, E2n, and E3n are artificl.al variables costed sufficiently 
\..:, 
high so as not to enter :th.e. solution. 
The method employed to solve the preceding linear programming 
problem was to assign an initial value of j = 1 and then to solve the 
problem. Then j was increased to 2 and the problem was again solved. 
' Continuing in this manner and incrementing until j =Kor until the 
objective function ceases to decrease and begins to increase, the 
optimum solution was obtained. In most cases, the number of runs 
/ 
necessary for solution was two. 
,· The preceding linear programming problem can be represeqted in a 
format which can be so 1 ved using __ oniy one . so lu.:tion routine .. - This rep-....._ 
resentation employs the ideas of discrete linear programming as presented 
i~/ (31). For the case under consideration, the linear programming 
problem was not converted to the discrete linear progra~ing fonnat for 
obtaining the solution. 
"'\ 
.... c· i 
·, 
t· r ' t, ,! 
. '· 
' \.,,~-!I", ' ''._ 
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r . MODEL TESTING 
The model developed in this paper will hereafter be referred to as 
the updating model or Model I. A similar model which does not use an 
updating technique~ developed by Mikes (25) and will be referred to 
as Model II. • 
A typical production process was selected~ and th~ ·two production 
smoothing models, Model I and II,. were solved to determine the optimal 
.. 
values for the production variables. Having solved an identical pro-
cess by different models, a simulation model was developed to compare 
the results from the two models. The basis for this comparison was the 
overall production cost resulting from employing each model and generated 
random demands. A description of each model is presented in the 
following material. 
MODEL I 
Model I, or the updating model, .. was :developed earlier in this paper 
and is of the following form: 
.Minimize: 
N N N N 
L 
- ·-------- ----.... , 
. r_- L L 
- ' 
CT - Cr xn + co yn + ch_ Un +·c, vn - f n=l n=l n=l n=l 
• 
N N 
+ Ce E 8 1n + :E (m. /u)Rn + C J n=l n=l 
,, 
Subject. to: · 
n · n 
·~ - ~ :E · ui + Kn '.E vi + 81n = ~wo 
i=l i=l 
,.,,·. 









Yn - K~ ·E u. + ~ E v. + S2n = K'W 1 1 no i=l i=l 
A 
R + Eln ~· Io • 1, 2, K - J -- - .... ' n 
./ 
'j 8n + E2n = CT T j-1 .+ µ,n · - io 
MODEL II 
Model II is the model developed py Mikes (25). The variables, 
unless otherwise indicated, are defined to be identical to those of 













N N E Yn + ch E Un + cf 
n=l n=l 
N K 






Yn .:.._ K~ ~ ui .+ K~ E V:i + 82n -











- ~ a pin + ~ . = D 
i=l 
. ,..,._ 
n -~ 1.,. ·2 ·,-: . •': . • . ., ·.N 
I -
0 
. . ~ . 







dPin P. - P. l 1 1-
n 
. Pn . = Io + ~- Pi 
i=l 
31 . 
1 ::::·, .J ., .. • • , K 
,.' 
wi interval width in -linear approximation. 
SIMUIATION MODEL 
A computer program for simulation of a ·production process was 
' written for the IBM 1620 computer. The simulation program first 
generated a random demand for each period in the planning horizon. 
Using·these generated random demands, the cost was computer for the 
6.· 
production process for the ,results as obtained from Model I and Model II. 
Then a new set of random demands was g·enerated and new cost figures 
obtained. These costs for each model were taken as sample data to be· 
use·d for comparison. The cost data was generated in· groups of fifty, 
or fifty data points were designated-as a data set. After the first 
.. 
data set was generated, additional data sets were generated until the 
change in the total population mean due to the addition of the last 
set was-less than !~.-
Using the costs obtained for Model I and Model II as two sets of ' 
sample data, the population means and standard deviations were calcu-
-lated. These are designated as x, y: s1 , and s11 where the subscripts . 
refer to Model I or II. A statistical test was performe~ to determ~ne 
if there i:·s a difference in the sample data means. To determine if there 
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H: µ. I = µ II 
.,AJ. 
~ 
Since the means of the population are based on samples of size n1 
-




and y are nonnally distributed.· 
A statistical test was perfQrmed, as presented in (3), to test the 
<i' 
hypothesis that the means of two normal distributions are equal, assuming 
that the standard deviations are unknown and not necessarily equal. The 
test ·is that often when it cannot be assumed that O'I ·· equals O'II (both 
unknown), an exact procedure based upon at statistic is unavailable to 
cover the situation. However, a procedure exists, based upon a test 
statistic t ~ , which has the property that when µ 1 ='"'II, t' ~has an 
approximate t distribution. The statistic t' is given by 
· and the associated degrees of freedom are 
2 2 } + <s11 /n11> I Cn11 + 1)] . - 2. 
The probability distribution oft' has not been determined when 
1-'I does not equal µII. Therefore only one point on the operating 
characteristic curve can be g~ranteed; that is~ tne probability of 
. . 
· accepting the hypothesis that µI = 1"11 when it is true. · 
The d.o.f. associated with the present test, because of the test 
parameters, is a very large number and for test purposes approaches 
infinity. If a critical region in the tail of the t distribution is 
., 
·selected of size~' and the criteria for rejection is that we wish to 
. r 
-•-,I • ,• 
.. , . 
'
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reject when µ 1 is not equal to '-'II, then the hypothesis that µ 1 = µ 11 
is rejected whenever It' I ~ tp;2 ;co· Choosing (j = .05, this says that 
the hypothesis is rejected whenever ft' I ~ t: 025 ,co = 1. 96. 
. . 
If the test does indicate a significant difference, the magnitude 
of this difference can be estimated by x - y. Thi·s estimate can be 
shown to be the maximum likelihood estimate of µ 1 - ~II under the 
assumption that x and y are independently nonnally distributed. 
TEST PARAMETERS 
The production process selected for testing Model I and Model II . 
is characterized by the conditions given in the sta.tement of the problem 
and has the following given values: 
Cr - $ 2.00 - C - $~25.00 f -
.C 
- $ 3.00 
·o Ce - $ -2.00 
cs - $ 3.25 N - 6 
CI - $ .325 WO - 18 -
·;? 
~ 
ch - $425.00 Io - 0 
= a. 
a -: .:=. 50, . 60, . 70 , . 80, . 90, . 95, . 98 



















" _______ . --: ~---·-. ______ ··'·-·-- -·-~- ___ ... _ ..... % _e~~ect i_ve rate of :i.g_l..~ time = 100%, 50$,, 0$ ------·· _ _,__· ~-
- - ·""'!. -, 
"" 
.. 
µ.I - 3397 al 340 K - 181 K' - 36 - - -I . 1 
flllt .... 
·:-:'· 
290 151 K' 30 - 2896 0'2 - K2 - -IJ.2 - - - -2 
- 2872 
~3 - 287 K~ - 151 ,. K' - 38 µ3 - - -°'l.· 3 3 • 
- 3500 cr ·m 350 K4 - 181 K' =,. 36 µ.4 - 4 4 
• 
µ,5 = 1343 cr5 - 134 K5 - 68 K' - 7 -5 
~ 
-. :-""_-::-: ,'!,_! 
..... ___ . ____ - ,.,,.. .. 
K' 30 - 3_065 cr6 - 307. K_6 - 151 -µ,6 - - -
. 6 
!'.: '«.t. ·• 
'-\. 
" 'I I 
\.;.,, ;~·; ,; : .. ., . . • • • .... ' "l . • ;.:.·~ 
·······--·-•· ···- ·"·'-'""·-~-.,,.~_..:,:--,,-•• -.· .• ·.-· •. ~_1,;,·;.;.-,-.1, .. , ., ~t.).':!.>'l'~~·.,..----·····-~ 
. --···· ---· -·- ---- --- ... ·--- --·- -- - - .. -· ----,f'.~-~:' ~;>'-' ':. . . : ~'.·..";~ ~, ~::·-~~~r~~~1r.r;r;:_~ ~ . -. ' . - - ........ 
,' ·-·~--·· . ____ .. __ ' __ :_·. ·-·-· ...... ~ 
j 34. 
The values ·,determined by Model I and Model II using the above 
conditions are presented in Appendix II. The results of the simulation 
model are also presented in Appendix II. 
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The model developed and tested in this paper incorporates ad-
ditional information concerning the productiotprocess as it material-
izes. Since future production is dependent on known levels of 
,. 
inventory, the model· is more sensitive to current conditions. That 
is, overstock ..and understock conditions are corrected in immediately 
following production periods. This should reduce the cost of a 
·production .program by reducing the a,mount of the carrying costs and 
stockout costs for invetitor.y • 
. 
In order to test ·the model developed in this paper, Model I, 
~ .. ' against an existing model, Model II, a typica} set of test para-
meters was selected. Model simulation indicated that Model I, at 
,a 95% confide.nce,glimit, does produce better results, based on lower 
overall cost, than Model II. This is based on the test results when 
the transfer of the workforce is 100% effective. As the service 
.level increases, the gain realized by using Model I is reduced; 
and the results from Model I and Model II differ only slightly when 
the service level is 95% or greater. Also, as the transfer of the 
4. 
workforce becomes less effecti,ve, the ·test results ·indicate that 
the service level desired is a controlling factor. In all cases 
' 4. 
Model I is superior to Model II at low service levels, and the.dif-
ference between the models is minimized and even reversed as the 
service level increases. The standard deviation of the cost data 
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It can be concluded that the magnitude of the cost difference in 
the productio.n schedules is dependent upon the volatility of the 
mean demand, the vari.ance of the demand density function, the values 
assigned to the service level, the relative magnitude of the cost 
• . 
parameters, and the starting conditi~ns, i.e., starting workforce 
. and initial inventory. 
-· ·,·1 
Model I should be best under conditions of large differences 
in the mean demands, large varia·nces of demands, and large stockout 
and carrying costs. Under these conditions and since the demand will 
usually not approach the mean of the forecasted distribution in 
short-run situatioms, Model I should .be an improved model to be used 
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37. .•. 
JU:COMMENDATIONS FOR FURTHER STUDY 
,J, 
. The model, as presented in this paper, considers that only the "v',.,. i\! ,'• ;·, .'l' 
elements of the demand __ are subject to statistical variation. Con-
sideration of random cost elements into the constraints represents 
a difficult task. The development of a technique to handle this· 
... 
• 
situation would be a significant contribution to stochastic program-
ming. 
The production process considered in this paper would seem to 
lend itself to solution by dynamic programming techniques. Hadley 
and Whitin (20) present a dynamic programming solution. for a model 
with stochastic demands .. and a fixed planning horizon. The approach 
uses a backward solution and has no control on the final inventory 
level. Model I could be converted into the.form presented in (20) 
by replacing the chance-constraints by equivalent inequaliti .. es. Then, 
since the functions are continuous, a relatively coarse grid can 
be used to divide the intervil over which the variables can vary, "\ 
and to determine the relative minimum for these points. Progres-
sively finer grids can then be used in the neighborhood of the 
" 
minimum until sufficient accuracy is obtained. Theoretically, the 
preceding approach would allow Model I to be solved. by dynamic pro-
gramming techniques. However, as stated on page 331 of (20), the 
task of numerically solving a problem involving more than three 
parameters is outside the range of feasibility, even with the largest , 
,, poapu~era available, and .problems with three-parameters require a 
. ~-· --~~· tremendous. amount of computer time· and memory size to solve. Even. 
,,{~~~~~···:. 
/1' ' 'l 
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38. 
the most elementary form of Model 1· contains more than three para-
meters and thus is not feasible for solution by dynamic progranuning 
techniques. Further work could be directed toward reduction of the 
number of parameters or ijppropriate simplifying assumptions to attempt 
. "" 
" modificati.on.of the model so it can be solved by dynamic programming 
\ 
techniques. \ '·· 
In an inventory problem, there is a dependence between the ser-
vice level ·required and the stockout cost. The chance-constrained 
programming approach does not make use of this dependence. Further 
work could be done to determine this relationship and then to use 
the results-to simplify or give ·a more direct approach for obtaining 
a solution. 
... Another area for investigation might be to study the effects of 
.. 
errors in the demand forecast on changes in inventory and rates of 
production. Thompson (29) has presented a method of performing th is 
study. The approach is to compute the ratio of the standard de-
viation of the inventory change or pro~uction rate to the standard 
deviation of the demand rate. Using this ratio the effects of the 
average forecast er.ror, the variance of the forecast error, · and the · 
serial correlation of demand can be studied.· 
The investigation of a multiproduct process to determine the 
interreaction of the production process could be undertaken. This 
could be directed toward the objective of creating a balanced work-
force • 
... 
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Integration of the function: 
. 
z•a 
A - I X f(z) dz -
z=b 
Z = X ·+ y 
where x and y are each independent, normal random variables of the form: 
2 
exp - ! [ (x - Xo) / crx J 
-a:, < X < ta 
Reference to a mathematical statistics. textbook [2J yields: 
!. 
where 
- -- - ~-,--
2 f(z) = k exp - ·! [ (x - x0 + y - y0 ) / cr] 
-ex, < ~z < (X) 
.. 
2 2 ! · a = _ (crx + a - ) . -
- . --··- ... ··---- . ------- - .. . y . 
,1 
The integration is done by substitution: 
.. -_, 
l =a A= z=b X f(z) dz • 
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A = / k x ( exp - iL (x - x0 + y - y0 ) / aJ 2J (dx + dy) 
x+y=b , 
' l • '~ .'!' -
u = (x - x + y ~ ·y · ) / tr: 
0 0 
.. 
du= Cau/ox)dx + Cou/oy)dy = (dx + dy) / a 
u=(a-x -y ) /cr 
. 1· 0 0 . 
A= 
u=(b-x -y )/a 0 0 
k(cru - x0 + y0 - y)o (exp - i u2>·du 
U=(&-X -y )/cr 
A = (x + y - y) f o o . (2 TT)-! 
0 0 
u=(b-x0 -y0 ) /cr 
u=(a-x -y )/cr 
+ ecr2 /2'rr) ! f O O u(~xp 
· u=(b-x -y ) /cr 
0 0 ' 
t 
~(t) = L q,(s)ds . 
cp(t) -; 2 
- (2n) exp -! t_ · 
' 
2 (exp - ! u )du 
·-
.,_ 
·- A -= (x_ + -~-- - y) (fr (a . ~ X ~. y ) / cr] - I [ (b ~ -. X. ~ --¥ .) 
o ·o o o o o 
~: 
u=(a-x -y )/cr 0 0 
u=(b-x -y )/cr 
0 0 
I a]J - crfcp[(a ·- x0 - y0 ) / cr] ~ cp[(b ~ ~ -
• 
:l, 











If the lower limit is ' 
-co , then 
Z=a 








:..-.c..::~------- - -- -=--. 
X f (z) dz 
B - <Xa +Yo ... y) (1 - t[(b - XO - Yo)/cr]J + cr cp[(b -
xo - Yo)/cr] 
,_·, ;·. 
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MODEL I RESULTS 
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45. 
MODEL II RESULTS 
--. Solution determined by solving linear program 
'lt.i 
Service Level - a 
.50 .60 .70 .80 
.90 .95 
3397 3482 3540 3578 3636 3681 
2897 2923 2953 2985 3033 3071 
0 
2897 2923 2953 2985 3033 3071 
3473 3504 3540 3578 3636 3681 
1305 1316 1330 1344 1366 1383 
2897 2923 2953 2985 3033 3071 
0 0 37 105 196 274 
0 0 0 0 0 0 
0 0 0 0.: O· :0 
0 0 0 ·o 
.0 
.Q 
38 23 0 0 
·o. 0 
168 159 148 117 61 20 
.77 1.24 1.56 1.77 2.09 2.34 
I 
.42 .. 12 0 0 0 0 
0 
" -------
·O, 0 0 
·< 0 0 
··-
- ··-0 ··o .. ,o: 
··O. 
0 --·· . 
·o 
8 :0. 0 0 .(): 0 
• 0 : 0 0 0 0 ';i· 0 
' 0 0 0 0 0 
.0 .. 
. 0 • f,' 0 0 0 0 0 -
0 0 0 • 0 o·. :o_: 
. : L 
.. 
.,, 
0 .p·. 0 . p 0 .o 
.. 
0 0 0 0 0 o· ... 
D 0 0 0 Q_ 0 0 
' 
. . 
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µ,I or X 
µ,II or y 
crI or SI 
0II 
or SIi 
µ,I - µ,II 
t' 
50% 
µ,I or X 
µ,II or y 
crl or SI 
0 11 or Sil 




µ.I or x 
µ,II or Y 
46. 
SIMUIATION MODEL RESULTS 




. 80 " . 90 
.98 
~ 40402 40428 40019 40121 39700 41369 42373 
44408 43356 42482 41874 41485 41566 42076 
4937 4915 4269 . 3960 3799 3041 2809 













41331 41294 40993 41087 41227 42338 43342 
44408 43356 42482 41874 41485 41566 42076 
4616 4608 3940 3629 3421 2657 2398 

















42260 42160 41968 42053 42755 43307 44311 























-1 .. 75. -0.86·· -
·2.97 5.10 
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