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at digitaler Schaltungen hat in den letzten Jahrzehnten stark zugenommen So
werden durch die st


andig steigende Miniaturisierung heutzutage mehr als  
 
Transistoren auf
einem Chip integriert VLSI

 Trotz vorhandener physikalischer Schranken ist ein Ende dieser







tungen auf einer gegebenen Chip


ache zu plazieren von den Entwicklern nur unzureichend
genutzt werden da gr


oere Schaltungen auch eine l


angere Entwicklungs und Testphase erfor
dern Mit dem steigenden Trend zu ASICs









Automatisierung des Entwurfsprozesses erm


oglichen und aufgrund ihrer Konstruktion Fehler
freiheit garantieren Correctness by Construction
Die Aufteilung eines Entwurfs erfolgt in unterschiedliche Dom


anen So werden in der Regel
die Verhaltens  Struktur  und geometrischephysikalische Dom


ane betrachtet deren graphische








oten Abstraktionsgrad stellt die SystemEbene dar bei der eine Entwurfsbeschreibung
durch grundlegende Systemkomponenten beschrieben wird Ausgehend von der SystemEbene




uber die algorithmische RegisterTransfer und LogikEbene bis mit der Schaltkreis
Ebene der niedrigste Abstraktionsgrad erreicht ist Der Mittelpunkt des YDiagramms stellt
letztendlich die konkrete HardwareRealisierung dar
   Aufgaben der MikroarchitekturSynthese
Generell wird unter Synthese der













gungen auf eine Struktur abgebildet die diesem Verhalten entspricht Eine Einordnung der
MikroarchitekturSynthese High Level Synthesis in den Entwurfsablauf wird in Abbildung   







uhrt die MikroarchitekturSynthese eine Verhaltensbeschreibung auf der
algorithmischen Ebene in eine


aquivalente Strukturbeschreibung auf RegisterTransferEbene












VLSI  Very Large Scale Integration

ASIC  Application Specic Integrated Circuit
 























Abbildung    Einordnung der MikroarchitekturSynthese in den Entwurfsproze
einfacher zu verstehen und zu


andern ist Als Beschreibungssprache hat sich in den letzten Jah
ren VHDL












Der Ablauf der MikroarchitekturSynthese beginnt mit dem Einlesen der algorithmischen Ver













werden Graphen zur internen Darstellung von Kontroll und Datenu verwendet Im Falle ei
ner datenuorientierten Synthese erfolgt hierbei in der Regel eine Darstellung in Form eines
separaten Kontroll und Datenugraphen So wird im Kontrollugraphen durch die Beschrei
bung der Kontrollstrukturen wie IF CASE und LOOP die Reihenfolge beschrieben in der die
Operationen abgearbeitet werden Hierbei f


uhrt die Darstellung von LOOPAnweisungen in der
Regel zu Zyklen im Graphen Der Datenugraph stellt hingegen einen azyklischen Graphen dar
bei dem die Operationen durch Knoten und die Datenabh






asentiert werden An dieser Stelle k


onnen optional Optimierungen der internen




Der eigentliche Syntheseschritt erfolgt mit der Realisierung von Scheduling Allokation und




HardwareBaustein zugewiesen der eine Komponente der RegisterTransferEbene darstellt
Zum Schlu erfolgt auf der Basis dieser Zuweisungen die Generierung der RegisterTransfer
Netzliste und die Erzeugung einer SteuerwerkSpezikation Das Steuerwerk dargestellt durch
einen endlichen Automaten veranlat aufgrund des aktuellen Zustands und der aktuell berech
neten Werte des Rechenwerks die Ausf


uhrung von Operationen und RegisterTransfers
In Abbildung   ist die Durchf


uhrung der Teilaufgaben Scheduling Allokation und Ressourcen 
Bindung dargestellt





onnen zum Beispiel minimale oder maximale Zeitabst

ande zwischen Operationen oder die Ber

ucksich
tigung spezieller Bausteinbibliotheken sein

































uhrung des Scheduling hat das Ziel jeder Operation eines Datenugraphen einen
Startzeitpunkt in Form eines Kontrollschrittes





ur jede Operation die Bereitstellung und Selektion eines geeigneten Bausteintyps
auf dem die jeweilige Operation ausgef


uhrt werden kann Dazu werden mit Bausteintypen ge










verbunden Um allgemein eine parallele Ausf






der Regel mehrere Instanzen eines Bausteintyps zur Verf


ugung gestellt Die Zuweisung der Ope
rationen zu den Instanzen dieser Bausteintypen erfolgt durch die Ressourcen Bindung Da die




urfen die Teilprobleme f


ur optimale Ergebnisse nicht einzeln gel


ost werden Die dazu
erforderliche globale Betrachtungsweise von Scheduling Allokation und RessourcenBindung be
deutet jedoch die L


osung eines NPharten Problems GJ
In der MikroarchitekturSynthese werden als Bewertungskriterien f


ur einen Entwurf einerseits
die Kosten
 
und andererseits die Ausf


uhrungszeit in Kontrollschritten des Entwurfs herangezo




uckt So schliet sich in der Regel die Realisierung eines billigen
und gleichzeitig schnellen Entwurfs aus Im allgemeinen werden deswegen zwei Vorgehensweisen
unterschieden
  Kostenminimierung unter Zeitschranken time constrained synthesis
 Zeitminimierung unter Kostenschranken resource constrained synthesis
In Abbildung   wird dieser Zusammenhang graphisch veranschaulicht

Ein Kontrollschritt stellt einen Zustands

ubergang innerhalb des Steuerwerks dar

Die Kosten sind in der Regel abh

angig von den benutzten HardwareBausteinen und stellen zum Beispiel den
Platzbedarf auf dem Chip oder konkrete Bausteinkosten dar
 KAPITEL   EINLEITUNG
t[cs]
2







Abbildung   AreaTime tradeo	







ur jeden Entwurf zu einer Zeit und Kostenschranke die absolute
untere Grenzen vorgeben siehe Abbildung   Optimale Entw


urfe liegen auf der Trade o 
Kurve Abweichungen oberhalb von dieser Linie bedeuten automatisch suboptimale Ergebnisse
Neben diesen Schranken kann der Entwurfsraum zus














Im anderen Fall werden bez


uglich einer maximal erlaubten Ausf


uhrungszeit die minimalen Ko
sten bestimmt Die untere Zeitschranke eines Entwurfs wird dabei durch den kritischen Pfad






oglichen Pfad darstellt Alle Operatio























uhrungszeit von  Kontrollschritten Im Gegensatz













reiche Kontrollschritten zugewiesen werden Die ASAP



















ergibt sich somit als
ASAPWert Kontrollschritt   und als ALAPWert Kon
trollschritt  Falls zur Ausf













ohung der Freiheitsgrade aller Operatio
nen da sich die ALAPWerte um jeweils zwei Kontroll




uhrung von Operation OP

dann in den Kontroll













Abbildung   Kritischer Pfad in ei
nem Datenugraphen

ASAP  As Soon As Possible

ALAP  As Late As Possible







uhrt in der Regel zu einer Kostenreduzierung des De
signs da einzelne Bausteine besser ausgelastet werden k






ohung der Freiheitsgrade der Operationen und f






ohung der Rechenzeit siehe Abbildung  




































und ALAP Scheduling Bei diesen Verfahren wird eine Zuweisung der Operationen zu Kontroll
















te der entsprechenden Operationen vorgenommen Beim List Scheduling Bak werden die










ristischen Auswahlkriteriums nach Priorit


aten sortiert und aufgrund dieser Sortierung Kontroll
schritten zugewiesen Als Priorit








zuerst die Operationen mit der geringsten Beweglichkeit zugewiesen werden Eine Variante die
ses Verfahrens wird in KKB  vorgestellt Mit dem kr

aftebasierten Scheduling Forced Directed






aige Verteilung der Operationen auf Kontroll
schritte angestrebt indem m










aftebasierten Scheduling dar und erm


oglicht im Gegensatz zu den meisten
heuristischen Verfahren eine globale Betrachtungsweise der MikroarchitekturSynthese









osung der linearen Gleichungssysteme erfolgte mit




at einer Operation ergibt sich aus der Dierenz der ALAP und ASAPKontrollschritte
 KAPITEL   EINLEITUNG
Das Kennzeichen der bisher erw










Mit den Verfahren der ganzzahlig linearen Programmierung Integer Linear Programming ILP
werden die Randbedingungen in Form linearer Gleichungssysteme dargestellt Die in den Ne
benbedingungen und der Zielfunktion benutzten Variablen d


urfen dabei lediglich ganzzahlige
Werte annehmen Eine Variante stellt die bin


are lineare Programmierung  LP dar bei der
die Variablen nur die Werte  oder   annehmen d


urfen Unter Einhaltung der gegebenen Neben
bedingungen die durch lineare Un Gleichungen ausgedr


uckt werden erfolgt die Optimierung
einer gegebenen linearen Zielfunktion Bez


uglich dieser Zielfunktion und den gegebenen Rand
bedingungen wird die Berechnung optimaler Ergebnisse sichergestellt Allerdings bedeutet die
Berechnung der ganzzahligen L


osung des Gleichungssystems die L


osung eines NPharten Pro













uglich der Nebenbedingungen und der gegebenen Zielfunktion
berechnet werden kann F














Ein SyntheseSystem das auf der Basis der ganzzahlig linearen Programmierung beruht stellt



















Die probabilistischen Verfahren wie genetische Algorithmen GA haben sich in der Vergan
genheit zur Optimierung komplexer Problemstellungen bew


ahrt Diese Verfahren arbeiten zwar












mit genetischen Algorithmen erfolgt in Hei Weitere Verfahren in diesem Bereich werden
in WGH ASB DHSB vorgestellt Diese f


uhren alle eine gleichzeitige Minimierung der
HardwareKosten und der ben













onnen mit der in DHSB vorgestellten Methode strukturelles Pipelining und
die Behandlung von ConditionalCode und Schleifen ber










nur einen sehr geringen Funktionsumfang Ein weiteres Verfahren auf der Basis genetischer Al
gorithmen das allerdings nur eine Betrachtung von Allokation und Bindung erlaubt wird in




MikroarchitekturSynthese auf der Basis des Simulated Annealing das jedoch nur eine sequen




  Zielsetzung der Arbeit
Da die optimale L


osung der MikroarchitekturSynthese die L


osung eines NPharten Problems
bedeutet kann es keinen Algorithmus geben der die Berechnung eines global optimalen Er












uglich der Rechenzeit oder der Optimalit


at des Ergebnisses vorgenommen werden
  




utzt komplexe Bausteinbibliotheken MLD	 MLD
	 allgemeines Chaining und




Unter der Voraussetzung	 da P   NP gilt
  ZIELSETZUNG DER ARBEIT 







ur eine gegebene lineare Zielfunktion global optimal zu l


osen Aufgrund des ex














onnen mu somit die Forderung nach optimalen Ergebnissen abgeschw


acht werden Mit den
genetischen Algorithmen stehen eziente Verfahren zur Verf









aug gute oder sogar optimale Ergebnisse liefern
Das Ziel dieser Arbeit besteht in der Entwicklung eines genetischen Algorithmus der sowohl
die drei Hauptaufgaben der MikroarchitekturSynthese simultan l
































Es wird vorausgesetzt da die ganzzahlig lineare Programmierung die Formulierung des Ge
samtproblems durch ein IPModell erm


oglicht und somit als Grundlage der Optimierung durch
den genetischen Algorithmus dient Mit Hilfe des IPModells wird aus der Verhaltensbeschrei
bung eines Entwurfs eine IPDatei erzeugt Diese enth


alt ein lineares Gleichungssystem mit der
zu optimierenden Zielfunktion und den Nebenbedingungen das es zu l


osen gilt Anstelle eines
IPSolver soll ein genetischer Algorithmus zur Optimierung eingesetzt werden In Abbildung  































Anhand der IPDatei k


onnen die zur Optimierung durch den genetischen Algorithmus erfor
derlichen Informationen gewonnen werden Die Korrektheit der vom genetischen Algorithmus




osung wird im Sinne der CorrectnessbyConstruction durch Einsetzen der
Variablen in die IPDatei nachgewiesen Die R


uckgabe der verizierten L


osung an das Synthese
System erfolgt schlielich in Form einer Variablenliste
Das folgende Kapitel gibt eine Einf


uhrung in die Arbeitsweise der genetischen Algorithmen In
Kapitel  erfolgt dann eine Beschreibung des im Rahmen dieser Diplomarbeit entwickelten gene
tischen Algorithmus und die Umsetzung der gewonnenen Erkenntnisse zu einem Gesamtsystem
in Verbindung mit dem OSCARSystem Das  Kapitel enth


alt die Darstellung einiger Tester
gebnisse Eine Zusammenfassung dieser Arbeit und ein Ausblick wird in Kapitel  gegeben
Kapitel 
Grundlagen genetischer Algorithmen
In der Natur ndet ein st






Umweltbedingungen statt Eine gute Anpassung der Individuen an vorhandene Umweltbedin














Im Zuge der Generationen werden dann immer besser an die Umwelt angepate Individuen
erzeugt




timierungsprobleme indem sie den biologischen Evolutionsproze nachahmen Dazu besteht in




men jeweils eine potentielle L


osung des Optimierungsproblems darstellen Durch die Anwendung
genetischer Operatoren werden dann im Verlauf der Generationen immer bessere Individuen er






andert wird In der






asentation eines Individuums erfolgt mittels eines Chromosoms das in einzelne Gene unterteilt
ist Durch die Gene werden die Variablen des Optimierungsproblems dargestellt f


ur die eine op




werden Allele genannt Falls zum Beispiel eine bin






urfen als Allele nur die Werte  und   benutzt werden
In einem genetischen Algorithmus wird eine Suche nach dem globalen Optimum parallel von











angigkeit von der Wahl des Startpunktes ergibt Die Gefahr einer Konvergenz im Attrakti




Da bei den genetischen Algorithmen keine Voraussagen m


oglich sind ob das globale Opti
mum bereits gefunden wurde oder in den kommenden Generationen weitere Verbesserungen




oglichkeit den Optimierungsproze bei einer zu groen


Ahnlichkeit der Individuen nach einer
zuvor bestimmten Anzahl von Generationen oder falls innerhalb einer gewissen Anzahl von
Generationen keine Verbesserung erreicht wurde zu beenden








ist Im Anschlu daran erfolgt eine konkretere Beschreibung der einzelnen Unterschritte
 
Eine Ausnahme wird zum Beispiel in LT vorgestellt	 indem unter anderem die Populationsgr

oe dynamisch
an aktuelle Bedingungen angepat wird

  KAPITEL  GRUNDLAGEN GENETISCHER ALGORITHMEN
In Abbildung   ist der allgemeine Ablauf eines ge
netischen Algorithmus wiedergegeben Nach der Initia
lisierung werden alle Individuen der Population bewer







uhrt bei der die Individuen aus




on vererben Zur Erzeugung von Nachkommen wird mit
einer Wahrscheinlichkeit von prob
cross
     ein Cross








me in die n


achste Generation mit einer Wahrscheinlich
keit von prob
mutat




uhrte Bewertung der Individu
en dient wiederum als Grundlage f


ur die Selektion in
















uhrung in diese Verfahren wird unter anderem in Nis Hei gegeben
  Initialisierung
In der Initialisierungsphase wird allen Individuen eine Anfangsbelegung der Gene zugewiesen
Um die Wahrscheinlichkeit zu erh









oglichst gute Verteilung der Individuen im Suchraum angestrebt
Belegungen der Gene werden deswegen in der Regel probabilistisch vorgenommen
 Bewertung
Zur Unterscheidung der Individuen wird mittels einer Bewertungsfunktion jedem Individuum
ein bestimmter Wert zugewiesen der Auskunft dar


uber gibt wie gut ein bestimmtes Individu
um das Optimum approximiert Die Bewertungsfunktion wird dabei aus den Zielkriterien des
Optimierungsproblems hergeleitet und mu eine schnelle Auswertung der Individuen erlauben
da im Verlauf der Generationen eine groe Anzahl Berechnungen erforderlich sind Besteht die
Aufgabe zum Beispiel in der Minimierung einer Kostenfunktion so ist es denkbar da diese




onnen allerdings noch zus


atzliche Erweiterungen erforderlich sein siehe




angig Um eine Relation der G






olkerung zu scha	en werden in der Regel diese Werte in Fitnewerte transformiert
So kann es trotz einer schlechten Bewertung vorkommen da ein Individuum eine hohe Fitne





uhrung der Selektion werden diejenigen Individuen ausgew






achste Generation vererben sollen Die Auswahl erfolgt dabei anhand der Fitne eines
 CROSSOVER   
Individuums wobei eine hohe Fitne mit einer groen Selektionswahrscheinlichkeit verbunden
ist
Ein Selektionsverfahren bei dem die Selektionswahr








angig ist stellt die in Abbildung
 dargestellte tneproportionale Selektion dar Ver




ucksrads das in soviele Felder unterteilt ist wie In












ucksrad wird nun so oft gedreht wie
Individuen in den Genpool kopiert werden sollen Das
Individuum auf das der Zeiger in jedem Durchgang
weist hier ind

















Das Stochastic Universal Sampling SUS stellt eine Erweiterung der tneproportionalen Se






anden am Rand der
Scheibe positioniert wie Individuen in den Genpool


ubernommen werden sollen Nach einma
ligem Drehen des Gl


ucksrads werden dann soviele Kopien von einem Individuum erzeugt wie
Zeiger auf den entsprechenden Abschnitt verweisen
 Crossover




ullt die Aufgabe aus dem vorhandenen Genmaterial der Population neue Individuen zu er
zeugen Nach einer zuf


alligen Auswahl zweier Eltern aus dem Genpool werden die Gene derart









over stellt das in Abbildung  dargestellte Ein Punkt
Crossover dar In diesem Beispiel besteht ein Chromo











allig eine Stelle auf dem Chromosom bestimmt an der




werden In diesem Beispiel ndet ein Crossover von Elter
  und Elter  zwischen den Genen  und  statt Es wer
den dabei die Gene ausgetauscht die hinter dieser Stelle




uhrt dann zu den Nachkommen   und 
1 0 0 1
0 1 0 1
1 1
0 1
0 1 0 1








Abbildung  EinPunkt Crossover
Analog dazu erfolgt die Durchf






allig bestimmten Stellen des Chromosoms ausgetauscht werden
Beim Uniform Crossover wird hingegen f






ahrend beim EinPunkt Crossover die Austauschwahrscheinlichkeit von Genen
  KAPITEL  GRUNDLAGEN GENETISCHER ALGORITHMEN
die weiter vorne auf dem Chromosom liegen geringer ist als bei weiter hinten liegenden zeichnet
sich das Uniform Crossover durch eine identische Austauschwahrscheinlichkeit f


ur alle Gene aus
 Mutation
Da in einem genetischen Algorithmus das Genmaterial guter Individuen bevorzugt weiterver




ahert Dabei werden qualitativ schlechte Individuen verdr













die Aufgabe neues Genmaterial zu erzeugen oder im Verlauf des Evolutionsprozesses verlorenge
gangenes wiederzubescha	en Im Gegensatz zur Durchf


uhrung des Crossover wird die Mutation








In Abbildung  wird die Mutation am Beispiel des
zuvor erzeugten Nachkommen   verdeutlicht bei dem
das Allel von Gen  ver


andert werden soll Im Fall der







uhrt die Mutation von Gen  zu einem Wechsel
des Allels von   auf 
1 0 1 0 0 1Nachkomme 1
mutierter
1 1Nachkomme 1 1 0 0 1
Abbildung  Mutation eines Gen
 Einbeziehung von Nebenbedingungen






























ur Variablen sein die weder






zwischen den Variablen Die Ber






atzlich auf die folgenden Arten erfolgen




bei Versto gegen diese Nebenbedingung verringert Besteht die Aufgabe in der Mini
mierung einer Kostenfunktion unter Ber


ucksichtung von Nebenbedingungen so kann die
Kostenfunktion in Verbindung mit einem zus


atzlichen Strafterm als Bewertungsfunktion










ohung der bereits angefallenen Kosten wodurch die G


ute des bestraften Individuums
verringert wird



















uhrt dazu da die G


ultigkeit der Individuen nicht verloren geht
Es besteht weiterhin die M










Die hier vorgestellte Durchf


uhrung der MikroarchitekturSynthese mit genetischen Algorithmen
beginnt mit dem Einlesen der von einem SyntheseSystem generierten IPDatei In dieser IP
Datei sind alle zur Realisierung der Synthese erforderlichen Informationen in Form einer linearen
Zielfunktion und linearer Nebenbedingungen enthalten Die Aufgabe des genetischen Algorith
mus besteht nun in der Minimierung der angegebenen Zielfunktion unter Einhaltung der Ne





Im folgenden Abschnitt werden zun






uhrung weiterer Notationen erfolgt bei Bedarf im Verlauf dieses Kapitels Anschlie
end wird die grunds






Die Einhaltung der Vorschriften durch den genetischen Algorithmus stellt das Hauptroblem bei








ucksichtigenden Synthesevorschriften Zum Abschlu dieses Kapitels wird die konkrete Rea
lisierung des genetischen Algorithmus und dessen Integration in ein Gesamtsystem vorgestellt
  Notationen und Begrisbestimmungen













trollschritte Bausteintypen und Instanzen
Im Verlauf der Synthese mu jede Operation j einem Kontrollschritt i  I  einem Bausteintyp
m  M und einer Instanz k  K eines Bausteintyps zugewiesen werden I  M und K stellen
also Mengen dar aus denen jeweils ein Element f







Menge der Operationen J  IN  j  J  f        j
max
g
Menge der Kontrollschritte I  IN  i  I  f        i
max
g
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Menge der Instanzen K  IN  k  K  f        k
max
g




Zuordnung zu einem Bausteintyp im folgenden mit typek ausgedr






der Synthese sind allerdings noch weitere Angaben


uber Eigenschaften von Instanzen bestimm
ter Bausteintypen erforderlich Die Kenntnis der Ausf


uhrungsdauer einer bestimmten Operation
j auf der Instanz k ist zur Einhaltung von Datenabh


angigkeiten zwischen den einzelnen Opera
tionen notwendig und wird durch Cj  k ausgedr


uckt Gilt zum Beispiel Cj  k   cs so liegt
das Ergebnis von Operation j bei Ausf


uhrung auf der Instanz k nach  Kontrollschritten vor
Eine bestehende Datenabh









uckt In diesem Fall ben


otigt die Operation j
 













uhestens zu Kontrollschritt i
 




uhrung von Operation j auf der Instanz k f


uhrt ebenso dazu da die benutzte
Instanz eine bestimmte Anzahl von Kontrollschritten nicht mit einer neuen Operation belegt








In diesem Abschnitt werden





















uhrung der MikroarchitekturSynthese mit einem genetischen Algorithmus ist














asentieren Aufgrund der Komplexit


at des Problems ist zu beachten da eventuell nicht im







des genetischen Algorithmus ist es deswegen erforderlich L












































ussen bei der Zuweisung der Operationen zu einem Kontrollschritt eingehalten wer
den um eine Ausf
















uhren Dadurch ergeben sich f


ur die einzelnen Operationen
bereits erste Zuordnungsrestriktionen in der Art da eine Ausf


uhrung zu bestimmten Kontroll
schritten oder auf bestimmten Bausteintypen aufgrund der Funktionalit



























osung Weiterhin bewirkt die Zuweisung einer Operati







ur andere Operationen F






 VORUBERLEGUNGEN ZUR ARBEITSWEISE  
der Optimierung durch den genetischen Algorithmus vorgenommenen Eingrenzungen der Kon













In Abbildung   ist ein Datenugraph mit den
Operationen j und j
 
gegeben zwischen denen
eine Vorrangsvorschrift j  j
 
besteht Die Zu



































osung zu erreichen mu






















ALAP      ( j´)dyn
ASAP      ( j´)dyn
ASAP      ( j´)dyn
Abbildung   Dynamische ASAP
und ALAPGrenzen
Ein wichtiger Aspekt bei der Entwicklung von genetischen Algorithmen spielt die chromosomale
Darstellung der Individuen die wesentlich f


ur gute Ergebnisse ist
Kodierung
Die Kodierung der Individuen wird so gew


ahlt da jedes Individuum dargestellt durch ein Chro






asentiert Da jede Operation des Datenugraphen genau
einem Kontrollschritt und einem HardwareBaustein zugeordnet werden mu bietet sich dazu ei
ne Kodierung mit zwei Genen f






eine Interpretation als Kontrollschritt und HardwareBaustein einer bestimmten Operation In




8 12 ...... .... ..3 11} } 
    j    1 max
3 4 2 5 42} } } 
CS ( j ) HW ( j )
j - 1 j j + 1 j + 2j - 2
Abbildung  Kodierung eines Individuums
Zuweisungen werden durch zwei Gene repr


asentiert indem das erste Gen von Operation j die Zu
ordnung zu einem Kontrollschritt CSj das zweite die Zuordnung zu einem HardwareBaustein
HW j angibt Die Belegung von KontrollschrittGen CSj und HardwareGen HW j in Ab
bildung  mit den Werten  und    bewirkt da die Ausf


uhrung von Operation j in Kontroll
schritt  auf Instanz    gestartet wird












als Anzahl der Operationen Es wird voraus
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vorliegt So gilt f


ur zwei Operationen j und j
 
 zwischen denen eine Vorrangsvorschrift j  j
 





ur die Darstellung der
Operationen auf dem Chromosom bedeutet dies da Operation j
 
im Chromosom auf jeden Fall




ucksichtigung aller Nebenbedingungen w










uhrung eines Chromosomendurchlaufs bedeutet da die auf dem Chromosom abge
legten Gene der Operationen von links nach rechts besucht werden Durch diese Vorgehensweise











ucksichtigt die noch nicht besucht wurden Aufgrund der topologischen Ordnung kann das
nur die Operationen betre	en die eine h


ohere Ordnungsnummer als die aktuell besuchte be
sitzen Die Vorrangsvorschrift das Chaining und die Zeitvorgabevorschrift stellen Vorschriften
dar die direkte Auswirkungen auf die dynamischen KontrollschrittBereiche anderer Operatio
nen haben siehe Abschnitte   und  Die BausteinZuordnungsvorschrift Makro
operationen und die Verbindungsminimierung siehe Abschnitte   und  haben







ahrend eines Chromosomendurchlaufs aktuell zu behandelnde Operation j werden die














onnen aufgrund von vorhandenen Zeitvorgabevorschriften zu anderen Ope
rationen vorgenommen werden
 Auswahl eines Kontrollschrittes aus fASAP
dyn
j      ALAP
dyn
jg und Belegung des
KontrollschrittGens CSj













ankungen der dynamischen KontrollschrittBereiche von Operationen zu denen








Zur Verdeutlichung dieser Vorgehensweise sollen im folgenden Beispiel zwei Operationen j und
j
 
betrachtet werden zwischen denen eine Vorrangsvorschrift j  j
 
und eine konstante Zeitvor









 zur Einhaltung des minimalen und maximalen Zeitabstandes der Operationen
j und j
 
auf den Wert  cs gesetzt Die Ver


anderungen der KontrollschrittBereiche der beiden
Operationen zu unterschiedlichen Stadien w


ahrend des Chromosomendurchlaufs sind in Abbil




Anderungen der dynamischen Grenzen werden durch die heller markierten
Bereiche gekennzeichnet





angig gemacht werden	 damit sicher
gestellt werden kann	 da die Operation auf einem gen

ugend schnellen Bausteintyp ausgef

uhrt wird






















j´ j´ j´ 
j´ 
1







anderung der KontrollschrittBereiche beim Chromosomendurchlauf
In Abbildung  Spalte a sind die KontrollschrittBereiche der Operationen j und j
 
vor dem
Start des Chromosomendurchlaufs angegeben Die dynamischen ASAP und ALAPWerte stim










ur die Operationen j und j
 
gilt zu Beginn
  ASAPj  ASAP
dyn
















Bevor im Chromosom die Operation j erreicht wird k


onnen die KontrollschrittBereiche der bei
den hier betrachteten Operationen j und j
 




andert werden siehe Spalte b So wird f




























 von Operation j
 
von Kontrollschritt  auf  runterge
setzt
Im ersten Arbeitsschritt werden nun Einschr


ankungen der aktuell zu behandelnden Operati
on in diesem Fall also Operation j vorgenommen Aufgrund des minimalen Zeitabstandes von
 Kontrollschritten wird ALAP
dyn




ankung ist sinnvoll da ein Beginn der Ausf

























Kontrollschritt  gestartet werden mu
Anschlieend wird der Operation j im zweiten Arbeitsschritt probabilistisch ein Kontrollschritt
aus fASAP
dyn
j     ALAP
dyn




ahlt siehe Spalte d
Auf der Basis des ausgew


ahlten Kontrollschrittes wird im dritten Arbeitsschritt ein geeigneter




urfen nur Bausteintypen ber












oglich ist um die vorgegebene Ausf


uhrungszeit der Schaltung einzuhalten In Abbildung 
wird dies anhand der beiden Operationen j und j
 
verdeutlicht





















C(j , k  ) = 3C(j , k  ) = 11 C(j , k  ) = 22 3
Fall b) Fall c)Fall a)
(gültig) (ungültig)(gültig)



























ugung Da Operation j im vorherigen Arbeitsschritt bereits Kontrollschritt 






nur in den Kontrollschritten  oder  gestartet werden W






allen a und b noch eine korrekte Ausf











uhrung von Operation j
 




















Nachdem die Operation j einem Kontrollschritt und einer Instanz zugewiesen wurde werden
im vierten Schritt notwendige KontrollschrittEinschr






die beim Chromosomendurchlauf noch nicht besucht wurden hier also Operation j
 
 Die auf












ucksichtigung des minimalen Zeitabstandes von  Kontrollschritten f






ankung von Operation j
 






kann jetzt nur noch in Kontrollschritt  gestartet werden







onnen Die Auswahl eines Kontrollschrittes f


ur eine Operation j aus
fASAP
dyn





uhrt stets zu einer g









osung Durch die Verwendung eines genetischen Algorithmus der mit einer
Population von Individuen arbeitet kann trotz einzelner suboptimaler L


osungen das globale Op
timum gefunden werden da sich ung






aug auf die gesamte Population auswirken Die Bewertung eines Individuums
erfolgt nach der Beendung eines Chromosomendurchlaufs Die Grundlage dazu bildet die in der






Die in der IPDatei angegebene Zielfunktion stellt eine lineare Kostenfunktion dar die minimiert





















te Kosten Falls vom Designer die Durchf






wird stellen die Verbindungskosten eine Erweiterung der Kostenfunktion dar siehe auch
Abschnitt 































geben den Ausschlag ob die
mit einer Instanz oder Verdrahtung verbundenen Kosten in die Gesamtkosten eingehen
Im folgenden Abschnitt wird beschrieben wie die vom Anwender spezizierten Eigenschaften
des Systems eingehalten werden k


onnen Danach wird in Abschnitt  die Umsetzung dieser
Erkenntnisse in einen genetischen Algorithmus dargelegt
 Einhaltung der Vorschriften
Bei der Synthese m










ultigen Entwurfs dar Weitere Spezikationen k


onnen optional vom Anwender angegeben wer
den Im folgenden werden zun














eingegangen Im einzelnen sind dies Chaining Unterst


utzung komplexer Bausteine Zeitvorga
bevorschriften und die Verbindungsminimierung
  OperationsZuordnungsvorschrift
Die OperationsZuordnungsvorschrift stellt sicher da jede in Hardware realisierte Operation j




ur ist da f










ur jede Operation aufgrund der gew


ahlten Kodierung stets garantiert werden da jede Opera
tion j durch das KontrollschrittGen CSj und das HardwareGen HW j genau einmal auf
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  BausteinZuordnungsvorschrift
Die BausteinZuordnungsvorschrift stellt sicher da jeder Instanz k zu jedem Zeitpunkt i maxi
mal eine Operation j zugewiesen wird und da sie fr


uhestens nach Einhaltung einer Latenzzeit




einer Operation j in j  k Kontrollschritten belegt Die Einf






Bausteintypen ist zur Ber









ublicherweise da die Gesamtausf


uhrungszeit Cj  k gr


oer als die Latenzzeit j  k




uhrt werden da bereits vor Beendung der Ausf






achsten Operation begonnen werden kann










uhrung von Operation j sichergestellt werden kann da diese w


ahrend der Latenzzeit j  k
nicht mit einer neuen Operation belegt wird Alle erforderlichen Informationen werden deswegen
in der Tabelle tab
bind

gespeichert Hierbei werden f


ur jeden Kontrollschritt in dem eine Instanz
mit keiner weiteren Operation belegt werden darf Eintragungen vorgenommen Unter der Vor










oe gegen die BausteinZuordnungsvorschrift





Im Gesamtablauf des genetischen Algorithmus kann die Einhaltung der BausteinZuordnungs







ahrend eines Chromosomendurchlaufs jeder Operation ein geeigneter Bau
steintyp zugewiesen indem eine Instanz k als Bausteintyp m  typek interpretiert wird
Um die Operationen optimal konkreten Instanzen zuordnen zu k

















andigen Chromosomendurchlauf der Fall
Aus dem Startzeitpunkt CSj und der Latenzzeit j  k ergeben sich die Zeitpunkte zu
denen eine Instanz f


ur Operation j zur Verf


ugung gestellt werden mu Zur Verwaltung der
in einem Kontrollschritt ben


otigten Instanzen eines Bausteintyps wird die Tabelle tab
alloc




otigten Instanzen des Bausteintyps erh


oht Nach der letzten Eintragung in diese Tabelle
kann die Anzahl der ben


otigten Instanzen eines Bausteintyps berechnet werden indem
die maximale Anzahl von Operationen bestimmt wird die im selben Kontrollschritt eine
Instanz dieses Typs belegen
 Auf Basis der im vorherigen Schritt ermittelten Anzahl ben


otigter Instanzen eines Bau
steintyps werden jetzt alle Operationen nach Startzeitpunkten sortiert und mittels Left
EdgeAlgorithmus KP den endg


ultigen Instanzen zugewiesen Anhand der auf dem






onnen die Operationen zwar eventuell einer anderen
Instanz aber nicht einem anderen Bausteintyp zugewiesen werden
Am folgenden Beispiel wird deutlich da die Zuweisung mittels LeftEdgeAlgorithmus notwen
dig ist um optimale Ergebnisse f


ur einen gegebenen Schedule und eine gegebene Allokation zu

Auf diese Tabelle wird sp

ater noch konkreter eingegangen  siehe Abbildung 
 EINHALTUNG DER VORSCHRIFTEN  
erreichen In Abbildung  ist dazu ein Datenugraph und das entsprechende Chromosom
mit den Operationen j

       j

gegeben Das Chromosom enth


alt die Genbelegungen der Ope




       j
 
stellen in diesem




Multiplikationen dar Eine Zuweisung der Addi
tionen soll nur zu den Instanzen k



























agt in diesem Beispiel  Kontrollschritte die einer























} } } 51 } } } } j2 j3 j4 j5 j6 j7
3 2 6 4 2 2 1 3 3 1 4 5
HWCS
Abbildung  Datenugraph und Genbelegungen nach einem Chromosomendurchlauf










 zugewiesen Wie f


ur die Operation j

werden ebenfalls die Instanzen der anderen Operationen vorerst nur als entsprechende Bau




otigter Instanzen von jedem Bausteintyp indem der maximale Eintrag einer Zeile in der
tab
alloc
Tabelle bestimmt wird siehe Abbildung 
112110 0m2





2 4 5 6 71 3
Kontrollschritte
Abbildung  Tabelle tab
alloc








In Abbildung  werden Eintragungen in Tabelle tab
alloc
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Da Operation j

in Kontrollschritt  gestartet









   erst nach  Kontrollschritten
mit einer neuen Operation belegt werden darf

































ein Gesamtbedarf von zwei Instanzen

















2 4 5 6 71 3
Kontrollschritte
110 0m2
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Kontrollschritte
110 0m2





age in Tabelle tab
alloc






nung der Operationen zu Instanzen kann dabei auf unterschiedliche Arten erfolgen In Abbildung
 wurden die Operationen j

       j




























































Es ist zu erkennen da bei dieser Vorgehensweise keine optimale Zuordnung zu Instanzen er
reicht wird da drei Instanzen von Bausteintyp m

benutzt werden obwohl zwei Instanzen wie
in Abbildung  dargestellt ausreichen In Abbildung  ist das Zuweisungsergebnis unter der

























ur den Bausteintyp m










ist beliebig da deren Ausf






Anderungen bei der Zuweisung von Instanzen werden f


ur jede Operation als
neues Allel des HardwareGens auf dem Chromosom gespeichert siehe Abbildung   Im Ver








atzliche Vorschrift zur BausteinZuordnungsvorschrift	 wird durch die InstanzZuordnungsvorschrift
LMMD
 festgelegt	 da immer die ersten Instanzen eines Bausteintyps ausgew

ahlt werden Diese Vorschrift wird





uhrt bei der L

osung des linearen Gleichungssystems mit IPSolvern zu einer schnelleren Berechnung der L

osung	
hat aber keinen Einu auf die Qualit

at des Ergebnisses
 EINHALTUNG DER VORSCHRIFTEN 
} } } 51 } } } } j2 j3 j4 j5 j6 j7












zwischen den Operationen ber












das Ergebnis von j als Eingabe ben












ucksichtigung einer Vorrangsvorschrift j  j
 
zwischen zwei beliebigen Operationen j
und j
 
ist im genetischen Algorithmus zu dem Zeitpunkt m


oglich zu dem der Startzeitpunkt







osung zu erhalten darf mit der Ausf


uhrung von Operation j
 
nicht vor Kontroll
schritt CSj  Cj  k begonnen werden
Aufgrund der bereits erw


ahnten topologischen Ordnung der Operationen ist eine Behandlung







oglich So gilt f


ur alle Vorrangsvorschriften j  j
 
 da die Operation j
 
im Chromosom hinter
Operation j steht und deswegen auch sp


ater einem Kontrollschritt zugewiesen wird Nach der














 von Operation j
 












Da von mehreren Operationen aus Datenabh









ur jede Operation j eine Liste succ
list
















































ur den Fall da Cj  k   cs ist kann Chaining durchgef






der Operationen j und j
 
im gleichen Kontrollschritt erm


oglicht wird siehe Abschnitt 








uhrungsdauer von Operation j auf Instanz k  Kontrollschritte betr







uhestens in Kontrollschritt  ausgef


uhrt werden Eine Zuweisung zu Kontrollschritt  ist nach
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1 2 3 4 5 6 7 8 9 10 11 12 Zeit [cs]
(2)






j´ j´ j´ j´
j´ j´ j´
CS ( j ) ASAP      ( j´)
ASAP      ( j´)CS ( j )
j´
+ C ( j , k ) = 3
Abbildung    Einhaltung der Vorrangsvorschrift
Es zeigt sich an diesem Beispiel da durch die dargelegte Vorgehensweise die Verwendung mehr
zyklischer Bausteintypen unter Einhaltung der Vorrangsvorschriften erm






onnen in Verbindung mit der BausteinZuordnungsvorschrift ebenfalls PipelineBausteine
benutzt werden Wenn Operation j auf Instanz k ausgef


uhrt wird gilt in diesem Fall in der
Regel j  k  Cj  k




























tionen j und j
 













erreicht da die Zykluszeit des Systemtaktes t
cs













da potentiell mehr Operationen in einem Kontrollschritt bearbeitet werden und eine Instanz








uhrt werden die eine Ausf









uhrungszeit einer Operation j auf der Instanz k erfolgen mit t
chain
j  k in
ns Werden die Operationen j und j
 






so darf die Summe ihrer Ausf


uhrungszeiten die Zykluszeit nicht


uberschreiten Es mu also
t
chain









In Abbildung   sind die drei Datenugraphen a b und c dargestellt an denen im folgenden
















ur Instanz k bei
Ausf

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j 1 j 2
j 4
j 3





























Abbildung   Datenugraphen ohne und mit Chaining
Es wird gezeigt da die Verkettung datenabh


angiger Operationen in den Datenugraphen b
und c zu einem Geschwindigkeitsvorteil gegen


uber Datenugraph a f














der Operationen sind neben den jeweiligen Operationen angegeben F


















 Die in diesem Beispiel









uhrungszeit von insgesamt  ns   ns   ns   ns siehe






















dem Datenugraphen b kann aus diesem Grund die Operation j









ur die Verkettung zweier Operationen j und j
 




ur diese Operationen die Ausf


uhrung im selben Kontrollschritt erlaubt wird und
zum anderen die Hintereinanderausf


uhrung der beiden Operationen innerhalb der Zykluszeit ab
geschlossen ist Falls die Operationen j und j
 
















einen Kontrollschritt da die benutzten Instanzen erst nach Beendung des Zyklus mit neuen




Die Auswahl eines Kontrollschrittes f


ur eine Operation wird immer anhand der dynamischen




Chaining ist es nun allerdings m









chen dynamischen Kontrollschritt ASAP
dyn

















in diesem Kontrollschritt ausgef


uhrt werden Dadurch besteht die M


oglichkeit da kein Bau
steintyp vorhanden ist der eine ausreichend schnelle Ausf










von Operation j in Kontrollschritt ASAP
dyn
j nicht innerhalb der Zykluszeit beendet wer
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ur diese Operation ausgeschlos
sen werden Es ist also notwendig da f












on j ein Akkumulator ch
accu













ur Operation j enth


















































maximalen Wert also der Zykluszeit t
cs
des Systems
Die Aktualisierungen des Akkumulators f










ahrend eines Chromosomendurchlaufs mitber


ucksichtigt In Abbildung   ist ein








anderte Abarbeitung der Operationen w


ahrend eines Chromosomendurchlaufs anhand
dieses Beispiels verdeutlicht





















Op      
cs accu cs accu cs accu cs accu cs accu cs accu
           
a 
b 
a    
b  



















origen Tabelle werden f








Werte cs und der Akkumulatoren accu wiedergegeben Die Numerierungen an den Kanten
des Datenugraphen geben die Abarbeitungsfolge der Vorrangsvorschriften an und bestimmen
damit die Reihenfolge in der die ChainingVorschriften ber


ucksichtigt werden Zu Beginn ei
nes Chromosomendurchlaufs enthalten alle Akkumulatoren stets den Wert  Im Verlauf des
Chromosomendurchlaufs werden die Operationen entsprechend ihrer Ordnung auf dem Chro






oglichen Kontrollschritt zugewiesen Zur







































angste OperationenKette bezieht sich auf die Ausf

uhrungszeit in ns und nicht auf die Anzahl der Ope
rationen in der Kette
 EINHALTUNG DER VORSCHRIFTEN 
auch auf einer Instanz dieses Bausteintyps ausgef


uhrt wird Eine Besonderheit stellt in diesem
Beispiel die Operation j
 
dar da mit dieser Operation aufgrund der Ausf


uhrungszeit von  Kon







ahrend eines Chromosomendurchlaufs werden die Operationen nun in der Reihenfolge ihrer




tuell zu behandelnde Operation j die Liste mit allen direkten Nachfolgeoperationen succ
list
j




ur jede in eine Operation j
 



























die sich auf die Operation j

selbst siehe Spalte  und andererseits auf die Nachfolgeoperation
j

auswirken siehe Spalte 
Die Bearbeitung einer Vorrangsvorschrift j  j
 
zwischen den Operationen j und j
 
wird folgen

















j vorhanden ist um
Operation j in Kontrollschritt ASAP
dyn


















j auf  zur


uckgesetzt Dieser Arbeitsschritt wird f


















 der direkten Nachfolgeoperation j
 
 Dabei mu zum einen der Fall
betrachtet werden da das Ergebnis von Operation j innerhalb eines Kontrollschrittes
vorliegt und zum anderen die M


oglichkeit da die Ausf
















 der direkten Nachfolgeoperation j
 
mit Formel  
Zur Verdeutlichung werden im folgenden anhand des in Abbildung   dargestellten Beispiels
diese drei Schritte n


aher betrachtet Dazu werden f
















Anderung eines Akkumulators oder eines dynamischen ASAPWertes



























 wird in diesem
Schritt festgestellt da aufgrund der zu geringen Restausf


uhrungszeit von   ns ns 
  ns die Operation j

nicht mehr in Kontrollschritt   ausgef


uhrt werden kann Aus diesem


















 von Operation j

auf  ns heruntergesetzt
siehe Tabelleneintrag Zeile a Spalte  Der Operation j












Weitere Beispiele sind f


ur die Operationen j

Kante  und j
 












 wird im ersten Fall mit Formel   und im zweiten Fall mit Formel   auf
den Seiten  f vorgenommen
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Die Bearbeitung von Kante  erfordert in diesem Schritt eine Korrektur des Akkumula
tors von Operation j

 Nachdem die Operation j

zu Kontrollschritt  und einer Instanz
eines Bausteintyps mit  ns Ausf




















agt zu diesem Zeitpunkt  ns siehe Tabelleneintrag in Zeile b




siehe Kante  noch nicht betrachtet









   prinzipiell eine Verl















uhrungsdauer der beiden Ketten gesetzt werden Das entspricht genau dem Ma

























 auf max ns ns   ns   ns gesetzt Analog
hierzu erfolgt die Abarbeitung der Kanten  a und  b




Operationen durch den zweiten Teil von Formel  ge


andert da nach der Einhaltung der
Vorrangsvorschrift im folgenden Schritt keine ChainingM

















urde in diesem Schritt durch die































ur die entsprechenden Nachfolgeoperationen erforderlich
















oglichkeit die beiden Operationen j und j
 







ucksichtigt da aufgrund einer zu langen Ausf


uhrungszeit Cj  k    cs von Operation j auf
Instanz k kein Chaining zwischen den Operationen j und j
 










uhrung auf Instanz k vor Es ist also prinzipiell ein Chaining zwischen den












































































uhrt werden kann da eine Ausf










Im zweiten Unterfall kann f


ur die Operation j
 








 aufgrund der Vorrangsvorschrift j  j
 
 EINHALTUNG DER VORSCHRIFTEN 
durch Anwendung von Formel   auf CSj hochgesetzt wird
























j  k      Zwischen den Operationen j und j
 
























 nur dann auf  zur






 aufgrund der Vorrangs
vorschrift j  j
 
























ur jede Operation j prinzipiell neben der Ausf


uhrung auf einer In
stanz mit t
chain











Es gibt erweiterte Bausteinbibliotheken in denen neben den einfachen Bausteintypen wie Ad
dierer und Multiplizierer komplexere Bausteintypen zur Verf






ur Komplexbausteine stellt der MultiplierAdderAccumulator MAC dar Dieser ist in der La




Allgemein besteht eine Makrooperation aus der Zusammenfassung von mindestens zwei Opera











MACBaustein angegeben Die Teilung des
Datenugraphen verdeutlicht da nur ein
Datenpfad a oder b in Hardware realisiert
werden darf Die Benutzung von Datenpfad a





MAC realisiert wird Wird
der Datenpfad b ausgew


ahlt so werden die



























Komplexbausteine verursachen zwar in der Regel h






onnen allerdings durch die variable Einsatzweise die Gesamtkosten eines Entwurfs senken




werden Das ist jedoch nur bei solchen Bausteintypen m






Funktionseinheiten durch neutrale Elemente








ucksichtigung von Makrooperationen in einem Entwurf ist eine Erweiterung der
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origen Einzeloperationen realisiert werden damit nicht alle kodierten Operationen in Hard















    falls j Makrooperation ist
   falls j erste Einzeloperation ist
n     falls j nte Einzeloperation ist
   sonst





origen Einzeloperationen am Beispiel eines MACBausteins
    j max
j1
} } } 3 1 3 0 42 8 1 ... .
.































In Abbildung   ist


uber dem Chromosom f


ur jede Operation die entsprechende Markierung







Hardware realisiert werden Sie werden auf dem Chromosom gekennzeichnet indem das ent











tion j gilt da die dazugeh


origen n Einzeloperationen  fj          j  ng aufeinanderfolgende
Ordnungsnummern besitzen und deswegen im Chromosom hintereinander stehen Hierbei wird
bei einem Chromosomendurchlauf bei Erreichen einer Operation mit macro
flag





 entschieden welche der beiden Alternativen realisiert wird
  Zeitvorgabevorschriften
Bei dem Entwurf eines Systems ist es wichtig da der Benutzer zur Realisierung von Timing
Protokollen Zeitvorgabevorschriften angeben kann die f


ur je zwei Operationen die zeitlichen







ande festlegen Das betri	t insbesondere Registeroperationen die zur Zwischen





































Benutzer angegeben wird kann der nicht spezizierte in der Art erg









ur die beiden Operationen j und j
 




ande zwischen den Operationen j und j
 





 der maximal erlaubte Kontrollschritt i
max
als Wert gesetzt O	ensichtlich























uhrung von Operation j und j
 




Eine Zeitvorgabevorschrift zwischen den Operationen j und j
 
wird bei einem Chromosomen
durchlauf bei Erreichen von Operation j ber


ucksichtigt Dazu wird f


ur eine Operation j die
Liste timing
list







alt Die eingetragenen Operationen k










ucksichtigung einer Zeitvorgabevorschrift zwischen j und j
 
wird in zwei Phasen unter
teilt die zum einen Auswirkungen auf die KontrollschrittGrenzen von Operation j und zum
anderen auf die von Operation j
 
haben













punkte von Operation j
 
sinnvoll Dazu werden nachfolgend vier F


alle vorgestellt mit de































ussen dementsprechend vor der Zuordnung von Opera
tion j zu einem Kontrollschritt vorgenommen werden Diese Phase endet mit der Zuweisung





 Nachdem die Operation j einem Kontrollschritt zugewiesen wurde m
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angig von der Ausf







j diejenigen Kontrollschritte als Belegungen f


ur Operation j ausge





nicht erreicht werden kann

 Es ergibt sich folgende Vorschrift
ASAP
dyn











In Abbildung   ist ein Beispiel f


ur die Korrektur von ASAP
dyn
j dargestellt




j jj j j
1 2 3 4 5 6 7 8 9 10 11 12 Zeit [cs]
j j (2)
dyn dyn
j j j j´ j´
j´
dynASAP      ( j´)
ASAP      ( j´)ASAP      ( j )
ASAP      ( j )
j´
Abbildung   Korrektur von ASAP
dyn




reihenfolge der Operationen j und j
 




 zwischen den Operationen j und j
 
soll in die
sem Beispiel  Kontrollschritte betragen Teil   der Abbildung verdeutlicht da bei der


















oglich ist Die Korrektur von ASAP
dyn
j
auf Kontrollschritt  wird in Teil  der Abbildung dargestellt




In diesem Fall kann ein Herabsetzen von ALAP
dyn
j erforderlich sein In Abbildung  
mu ALAP
dyn
























   maximal der Kontrollschritt  erreicht werden kann
1 2 3 4 5 6 7 8 9 10 11 12 Zeit [cs]
(1)
max




j´j´ j j j j
j j j j j
Abbildung   Korrektur von ALAP
dyn




reihenfolge der Operationen j und j
 

In den Abbildungen werden entsprechende Zeitvorgaben verk

urzt mit min und max bezeichnet	 die nicht mit
den Funktionen min und max zu verwechseln sind
 EINHALTUNG DER VORSCHRIFTEN 
Es ergibt sich als allgemeine Vorschrift
ALAP
dyn

















Die in diesem Unterfall betrachtete Einschr












In Abbildung   werden die Operationen j und j
 
mit einem minimalen Zeitabstand von
 Kontrollschritten betrachtet










Abbildung   Korrektur von ALAP
dyn








j   wird als Belegung von Operation j ausgeschlossen




ultige Zuweisung von Operation j
 




Die Operation j wird in genau einem der beiden folgenden F























In diesem Fall kann ALAP
dyn


















uberschritten wird Es ergibt sich die folgende Vorschrift
ALAP
dyn

















Falls aufgrund der dynamischen ASAP und ALAPBereiche der Operationen j und j
 





















In Abbildung   ist ein Beispiel f






minimalen Zeitabstandes von  Kontrollschritten angegeben
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1 2 3 4 5 6 7 8 9 10 11 12 Zeit [cs]
(1)
min




j j j (2)
Abbildung   Korrektur von ASAP
dyn




uhrungsreihenfolge der Operationen j und j
 




   mit dem minimalem Zeitabstand ASAP
dyn
j von






Operation j nicht Kontrollschritt  zugewiesen werden Die Zuweisung von Operation j
zu Kontrollschritt  wird durch Hochsetzen von ASAP
dyn
j auf  vermieden
Allgemein wird ASAP
dyn
j in diesem Fall durch die folgende Vorschrift neu bestimmt
ASAP
dyn











Aufgrund der topologischen Ordnung der Operationen kann keine Vorrangsvorschrift j
 
 j





ohere Ordnungsnummer als Operation j hat In die




















uglich des minimal einzuhaltenden Zeitabstan





































ration j sein kann aber aufgrund des minimalen Zeitabstandes diese beiden Extremwerte







uhrungsreihenfolge der am Timing beteiligten Operationen nicht eindeutig fest
steht kann es vorkommen da eine Einschr


ankung der unteren und oberen Kontrollschritt






osungen nicht ausreicht Da einzelne Kon



















ucken entstehen die nicht durch einfache Grenzeinschr


ankungen zu beseitigen sind Dieser Spe






ucksichtigt werden indem jeder
einzelne Kontrollschritt innerhalb der dynamischen Grenzen auf G
















ein nicht vertretbarer Overhead entstehen Da die in den Unterf













osungen darstellen ist zudem eine ersch


opfende Betrachtung an dieser Stelle nicht
erforderlich
Durch die im folgenden beschriebenen Bereichseinschr



























osungen sind dann daran zu erkennen da f











































ur dieses Individuum erreicht
werden Die Di	erenz der beiden Grenzen stellt allerdings ein gutes Fehlerma dar und wird bei



















































anden zwischen zwei datenabh










Grenzen geschehen da Operation j
 
aufgrund der Vorrangsvorschrift j  j
 




Zur Einhaltung von minimalen Zeitabst













ahnlich wie bei der Behandlung der Vorrangsvorschriften einen Mindestab
stand zwischen zwei Operationen zu erzwingen Entsprechend kann zur Einhaltung eines maxi




Wert heruntergesetzt werden Bei der Betrachtung von



























angigen Operationen stellt also prinzipiell kein Problem dar
Schwieriger ist dagegen die Ber


ucksichtigung von Zeitvorgabevorschriften zwischen zwei Opera
tionen j und j
 
 falls keine Datenabh






ankung der dynamischen Grenzen von Operation j
 


































1 2 3 4 5 6 7 8 9 10 11 12 Zeit [cs]
(1)
1 2 3 4 5 6 7 8 9 10 11 12 Zeit [cs]
(2)
j´ j´ j´ j´ j´ j´ j´
j´ j´ j´ j´ j´ j´ j´ j´
CS ( j )
- min + min




Der Operation j wurde hier Kontrollschritt  zugewiesen F


ur einen minimal einzuhaltenden
Zeitabstand von  Kontrollschritten m








ausgeschlossen und als ung









ussen nun die Zeitvorgabevorschriften in zwei Richtungen betrachtet werden Als
Spezialfall kann es also vorkommen da bei bestimmten Zeitvorgaben Kontrollschritte innerhalb
















ur diese Operationen ein Array eingef


uhrt mit dem gezielt Kontrollschritte innerhalb
der dynamischen Grenzen ung

























uhrungsreihenfolge der Operationen steht nicht eindeutig fest d h es gilt
  zwischen j und j
 


























































uhrungsreihenfolge falls ausgehend vom gesetzten Kontrollschritt i  CSj




 die obere dynamische Grenze von Operation
j
 




















a Es existiert eine Datenabh


















b Es existiert keine Datenabh





















ur diesen Fall mu die M









im KontrollschrittBereich auftreten k










oer als  ist siehe Abbildung 











handlung von Zeitvorgabevorschriften zwischen Operationen f


ur die untereinander keine Vor
rangsvorschrift besteht





uhrung der Verbindungsminimierung f


uhrt zu einer Erweiterung der Kostenfunk
tion siehe Abschnitt  und kann vom Benutzer optional angegeben werden Das Ziel der
Verbindungsminimierung besteht darin die Kosten der ben


otigten Verbindungen zwischen den
HardwareBausteinen so weit wie m
















otigt falls die Operation j auf der Instanz k und die Operation j
 






uhrt wird In diesem Fall liegt also ein Datenu von Instanz k zu k
 
vor Falls die Operationen
j und j
 
auf derselben Instanz k ausgef


uhrt werden ist eine Verbindung des Ausgangsports mit











angigkeiten zwischen Scheduling Allokation und RessourcenBindung bestehen







zwischen einer Instanz k und k
 




zu den Gesamtkosten des Entwurfs addiert
Eine Integration der Verbindungsminimierung in den genetischen Algorithmus stellt kein Pro


















Zur Reduzierung der Verbindungskosten ist es erforderlich die Vorgehensweise bei der
RessourcenBindung so zu ver


andern da vorhandene Datenwege mehrfach genutzt werden
Die RessourcenBindung wird in der Art ver


andert da einer Operation nicht mehr die erste
freie Instanz eines ausgew






j der Versuch einer Zuweisung zu Instanz k  HW j Falls dieses nicht m


oglich ist da die
entsprechende Instanz bereits benutzt wird oder nicht ausgew


ahlt werden darf wird eine Zu
fallsauswahl zwischen den noch zur Auswahl stehenden Instanzen des Bausteintyps getro	en
Im Verlauf des genetischen Algorithmus setzen sich dann gute Zuweisungen zu Instanzen durch
In Abbildung   ist ein Datenugraph mit





hand dieses Beispiels wird im folgenden gezeigt
da mit der bisherigen Vorgehensweise bei der
Zuordnung der Operationen zu Instanzen nicht
immer eine optimale Verdrahtung der Instanzen









zu Kontrollschritten nach einem Chro
mosomendurchlauf abgelesen werden Es wird
angenommen da alle Operationen an Instan
























Abbildung   Beispiel zur Ver
bindungsminimierung
















ur die jeweils ein Datenweg in Form einer Verbindung ben


















in Abbildung  stellt das Ergebnis der Zuweisung der Operationen zu den
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tab bind tab inter
















Abbildung  Zuordnung der Operationen zur ersten freien Instanz
Zur Verdeutlichung der im Datenugraphen vorhandenen Vorrangsvorschriften sind in der Ta













ist hier eine Verbindung des Ausgangsports von Instanz k

zu einem
Eingangsport von Instanz k









oglichen drei nur zwei Verbindungen ben








Da die zuvor beschriebene Zuweisung der Operationen zur Verbindungsminimierung nicht opti
mal ist wird nun f


ur jede Operation j versucht diese zuerst der Instanz k  HW j zuzuweisen
Das ist genau dann m


oglich wenn diese Instanz des Bausteintyps benutzt werden darf und zu




oglich ist wird mittels einer Zufallsauswahl eine freie Instanz bestimmt Das folgende
Beispiel siehe Abbildung  zeigt da durch die Ber


ucksichtigung der auf dem Chromosom
kodierten Instanzen und einer teils zuf








1 } } } } j2 j3 j4
1 2 2 2 2 3 3
CS HW


























anderte Zuordnung der Operationen zu einer freien Instanz
Die Belegungen der HardwareGene auf dem Chromosom stellen bez






Ergebnisse dar Jedoch ist zur Einhaltung der BausteinZuordnungsvorschrift noch eine Bindung









an die Instanzen gebunden Der Instanz k

soll dabei keine Operation
 REALISIERUNG DES GENETISCHEN ALGORITHMUS 
zugewiesen werden da zwei Instanzen zur Ausf
















zuzuordnen wird festgestellt da diese bereits von der Operation j

belegt ist Stattdessen mu
der Operation j

die letzte freie benutzbare Instanz k

zugewiesen werden Die Zuweisung der
Operation j










nicht benutzt werden darf In der Tabelle tab
inter
in Abbildung  ist zu erkennen da nur













 Realisierung des genetischen Algorithmus
Nachdem in den vorherigen Abschnitten beschrieben wurde in welcher Weise die Nebenbedin
gungen bei der MikroarchitekturSynthese f









sich dieser Abschnitt mit dem spezielleren Ablauf des genetischen Algorithmus
Abbildung  gibt den bereits in Kapitel 
vorgestellten allgemeinen Ablauf eines gene
tischen Algorithmus wieder Der hier vorge
stellte richtet sich im wesentlichen nach die
sem Ablauf
Dieser genetische Algorithmus terminiert mit
Erreichen einer bestimmten Anzahl num
gen
von Generationen

















Abbildung  Ablauf des GAs
  Initialisierung
Bei der Zuweisung einer Anfangsbelegung der Gene f


ur die Individuen gilt es im wesentlichen
zwei Ziele zu erreichen
  Erzeugung guter Individuen um sich dem Optimum bereits zu Beginn des Optimierungs










oglichst unterschiedlicher Individuen um einer vorzeitigen Konvergenz des
Algorithmus in einem lokalen Optimum vorzubeugen
Zur Realisierung dieser Ziele ist es erforderlich da f










achst in Pseudocode mit den wesentlichen Unterfunktionsaufrufen dargestellt Zu Beginn
eines Chromosomendurchlaufs gelten f
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WHILE j  j
max






j    THEN
j  Next Operation Initj  
IF timing
list
j 	 NULL THEN
Correct Bounds Timing j  timing
list
j 
i  Scheduling Init j 
k Allocation Init i  j 










  Next Operation Init j
Wird bei einem Chromosomendurchlauf eine Makrooperation erkannt mu der gegensei












gen und unterschiedliche Ausf


uhrungszeiten der Makrooperation und der Einzeloperatio










Bei der Entscheidung wird deswegen ber












ufung kann durch einen Vergleich
der unteren und oberen dynamischen KontrollschrittGrenzen erfolgen Wurde die untere
dynamische Grenze einer Operation so weit hochgesetzt da sie gr


oer als die obere ist






osung mehr erreicht werden An
dernfalls wird bei Entscheidungsfreiheit zuf






Falls die Einzeloperationen j          j  n realisiert werden sollen wird im aktuellen
Schleifendurchlauf die Makrooperation j


ubersprungen und die erste Einzeloperation j 








achsten Schleifendurchlauf die folgenden n Einzeloperationen j          j  n nicht
behandelt

 Correct Bounds Timing j  timing
list
j






ankungen von Operation j aufgrund












von Operation j werden diejenigen Belegungen des KontrollschrittGens vermieden



























j wird der Akkumulator ch
accu
j von der Opera
tion j auf  ns zur










j von Operation j korrekt berechnet werden kann

 Scheduling Init j
Die Aufgabe dieser Funktion besteht in der Zuweisung der aktuellen Operation j zu einem
Kontrollschritt i aus fASAP
dyn
j      ALAP
dyn
jg Es wird zuvor sichergestellt da zu





ugend schnelle Instanz eines geeigneten Baustein
typs vorhanden ist die eine Ausf




















ur die Operationen wird nach verschiedenen
Strategien vorgenommen um m


oglichst unterschiedliche Individuen innerhalb einer Popu
lation zu erhalten und somit eine vorzeitige Konvergenz zu vermeiden










b Die Operation j wird zuf



































d Die Zuordnung von Operation j zu einem Kontrollschritt i wird von der Positi
on auf dem Chromosom abh












uhrungszeitpunkt zugewiesen Im Chromo




Auswahl eines Kontrollschrittes F






























ur eine Operation mit kleiner Ordnungsnummer















kann deswegen im Chromosom als Allel f


ur das Gen CSj gesetzt werden

 Allocation Init i  j
Die Aufgabe dieser Funktion besteht in der Zuweisung eines geeigneten Bausteintyps zu
Operation j und realisiert die Einhaltung der BausteinZuordnungsvorschrift siehe Ab
schnitt 
Aus der Menge der Bausteintypen auf denen die Operation j ausgef


uhrt werden kann wird
probabilistisch ein Bausteintyp m ausgew






Instanz von Bausteintyp m ben


otigt wird kann mit der Wahrscheinlichkeit prob
m
    
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der Bausteintyp gewechselt werden Ein Wechsel auf einen anderen geeigneten Bausteinty
pen m
 
wird allerdings nur dann durchgef









otigt wird Mit Hilfe der Tabelle tab
alloc
kann jeweils
die Anzahl der ben




































































Abbildung  Tabelle tab
alloc
mit und ohne Wechsel des Bausteintyps
Die oberste Tabelle zeigt den Zustand der Eintragungen in die Tabelle tab
alloc
vor der
Zuweisung von Operation j zu einem Bausteintyp Es wird angenommen da die Operation














Die Latenzzeiten der Bausteintypen bei der Ausf


uhrung von Operation j betragen jeweils



















gewechselt werden darf Anders als bei der Zuweisung zum Bausteintyp m

erspart ein
Wechsel des Bausteintyps auf m






Im Chromosom wird das Gen HW j von Operation j mit einer Instanz des ermittelten
Bausteintyps belegt und f


ur dieses Individuum w













In dieser Funktion werden die dynamischen KontrollschrittGrenzen und Akkumulatoren
der Operationen korrigiert die in direkter Beziehung mit der aktuellen Operation j ste
hen Dabei werden die Vorrangsvorschriften und Zeitvorgabevorschriften zu Operationen
behandelt die eine h






mendurchlaufs noch nicht besucht wurden
Die Zeitvorgabevorschriften zwischen der aktuellen Operation j und weiteren Operationen
j
 




der dynamischen Grenzen von Operation j
 
eingehalten












 aller Nachfolgeoperationen j
 


















ur den Fall da eine Verbindungsminimierung durchgef






Operationen an konkrete Instanzen gebunden werden Die Zuweisung von Operationen zu

















die geringe Kosten verursachen bessere L









onnen auch aufgrund der Komplexit


at der Problemstellung einzelne Individuen gegen










bei der Bewertung der Individuen ber


ucksichtigt indem die in Abschnitt  beschriebene Ko
stenfunktion um einen

Bestrafungsterm erweitert wird Die H


ohe der Bestrafung richtet sich
dabei nach dem Ausma des Fehlers Mit jedem Individuum ind wird deswegen ein Strafwert








Fehler werden beim Scheduling w


ahrend eines Chromosomendurchlaufs erkannt falls einer Ope
ration j kein g














tigen wird in diesem Fall der Strafwert penaltyind des betrachteten Individuums ind um die













osungen darstellen und hohe Kosten verursachen das Optimum besser an als Individuen
mit geringen Kosten die gegen Nebenbedingungen verstoen Aus diesem Grund geht der mit
penaltyind identizierte Strafwert mit einem Gewicht von w
pen




ur jedes Individuum ein Eine sinnvolle Gewichtung w
pen














uhrungszeit des Entwurfs zu erh


ohen In einigen F






Ausnutzung der erlaubten Ausf


uhrungszeit allerdings nicht erforderlich sein Bei zwei Individu










uhrt zu einer zus


atzlichen Erweiterung der Ko









Jedem Individuum ind werden also die Kosten mittels der folgenden erweiterten Kostenfunktion
zugewiesen
Instanzenkostenind  Verbindungskostenind  w
pen





Danach werden die Individuen nach Kosten sortiert und R


angen zugewiesen wodurch Indivi




Fitnewerte stellen dann die Grundlage f


ur die Selektion dar
 KAPITEL  MIKROARCHITEKTURSYNTHESE MIT GA
   Selektion
Vor der eigentlichen Selektion wird eine EliteSelektion durchgef


uhrt indem die besten
num
repl
 f        popsizeg Individuen ohne Ver









men werden Dadurch wird garantiert da immer die besten num
repl
Individuen in der nach
folgenden Generation vorhanden sind Die Selektion hat nun die Aufgabe auf der Basis der
Fitnewerte der Individuen einer Population die Individuen auszuw






achste Generation vererben sollen Zur Durchf


uhrung der Selektion wird der in Abschnitt 
beschriebene Auswahlalgorithmus SUS Stochastic Universal Sampling verwendet Die im Gen
pool vorhandenen Individuen liefern das Genmaterial zur Durchf


uhrung des Crossover das im
folgenden Abschnitt beschrieben wird
  Crossover
Das Crossover hat die Aufgabe aus dem in der Population vorhandenem Genmaterial neue In
dividuen zu erzeugen die jedes f


ur sich wiederum eine L


osung des Problems darstellen Dazu
werden die Gene zweier Eltern derart kombiniert da zwei Nachkommen entstehen die teilweise
aus Genen des einen und des anderen Elter bestehen Ein Crossover wird zwischen zwei selek
tierten Eltern mit einer Wahrscheinlichkeit von prob
cross




Variante wird das Uniform Crossover realisiert bei dem jedes Gen zweier Eltern mit derselben
Wahrscheinlichkeit    prob
uni
      ausgetauscht wird Falls prob
uni
  gilt dann wird




da die Operation des einen Elter in Hardware realisiert werden soll und die des anderen Elter
nicht ndet zur Vermeidung von Inkonsistenzen bez


uglich des gegenseitigen Ausschlusses einer
Makrooperation und den dazugeh


origen n Einzeloperationen kein Austausch von Genen statt
Zur Verdeutlichung des Uniform Crossover und der Auswirkungen des Crossover auf die erzeug
ten Nachkommen wird die Durchf


uhrung an einem Beispiel erkl


art In Abbildung  sind die







































































 REALISIERUNG DES GENETISCHEN ALGORITHMUS 
von  ns und auf Instanzen von Bausteintyp m





































} 31 } } } } 
j2 j3 j4 j5
2 3 33 m 3m 2mm 3m1 } 41 } } } } 
j2 j3 j4 j5
3 2 4
j1
3 m 2m 2mm 2m1







uhrung des Crossover werden das KontrollschrittGen und das HardwareGen ei
ner Operation gemeinsam ausgetauscht In diesem Beispiel sollen die beiden Gene der Operation
j








1c 2c} 31 } } } } 
j2 j3 j4 j5
2 33 m 2m 2mm 3m1 4 } 41 } } } } 
j2 j3 j4 j5
3 2 3
j1
3 m 3m 2mm 2m1




Es ist zu erkennen da beide Gene von Operation j

der Eltern ausgetauscht worden sind Daraus

























100 ns 100 ns
60 ns
30 ns 30 ns
60 ns
60 ns
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Anhand der dargestellten Datenugraphen l









ultige Individuen entstehen k


onnen In diesem Beispiel treten zweierlei Verletzun
gen der Nebenbedingungen auf Im Datenugraphen von Nachkommen c

ist zu erkennen da
durch den Austausch der Gene von Operation j






nicht mehr eingehalten wird siehe gestrichelte Linie
Ein anderes Problem l


at sich hingegen bei der Betrachtung des Datenuraphen des Nachkom
men c





in Kontrollschritt  ausgef


uhrt und verkettet Die kumulierte Ausf


uhrungszeit  ns   ns 






Uberschreitung der Zykluszeit t
cs
von   ns da beide















ubernommen werden bestehen an






oglichkeiten zur weiteren Vorgehensweise








angig machen und optional
versuchen die Gene einer anderen Operation auszutauschen





































angig gemacht werden m


ussen Dadurch wird die E	ektivit









atzlich viel Rechenzeit vergeudet F


ur die Entscheidung ob der erzeugte









ufung lokaler direkter Beziehun
gen zu anderen Operationen nicht aus da bei der Ber






OperationenKette betro	en ist und nicht nur die direkten Vor und Nachfolgeoperationen






at sich mittels eines Chromosomendurchlaufs
realisieren mit dem f


ur ein Individuum ezient bestimmt werden kann ob alle Nebenbedin




feststehende Werte angenommen werden auf deren Basis die Einschr























duum erzeugt werden so da keine Rechenzeit unn


otig vergeudet wird Das entspricht auch der
Vorgehensweise in diesem genetischen Algorithmus
In dem aktuellen Beispiel f


uhrt diese Vorgehensweise zu den in der Abbildung  dargestellten














mendurchlaufs die Betrachtung der Operation j










Wert von der Operation j

mittels Formel   von  auf  hoch
gesetzt Dadurch kann die aktuelle Belegung des KontrollschrittGens von CSj

   als nicht
realisierbar erkannt und durch Kontrollschritt  ersetzt werden Zur Korrektur des Datenu
graphen des Nachkommen c

reicht es aus f





























eine Instanz von Bausteintyp m

in Frage kommt um die Einhaltung der




uhrung eines Chromosomendurchlaufs f


ur jedes Individuum nach einem Crossover
ergeben sich ebenfalls groe Vorteile bei der im folgenden Abschnitt beschriebenen Realisierung
der Mutation



































In einem genetischen Algorithmus hat die Mutation die Aufgabe neues Genmaterial zu erzeugen
oder im Verlauf des Evolutionsprozesses verlorengegangenes Genmaterial wiederzugewinnen Ei

















uhrt wird bietet sich eine Kombination von Korrektur und Mutation an
Die Belegung des KontrollschrittGens CSj von Operation j wird mit einer Wahrscheinlich
keit von prob
cs
     und die Belegung des HardwareGens HW j von Operation j mit einer
Wahrscheinlichkeit von prob
hw
     mutiert
Der Ablauf entspricht im wesentlichen dem der Initialisierungsfunktion Unterschiede in den










uckt werden die Unterschiede durch die Zus














  Next Operation Mutat j
Mit dieser Funktion wird analog zur Initialisierung der gegenseitige Ausschlu einer Ma
krooperation j und den dazugeh


origen n Einzeloperationen j          j  n realisiert




ucksichtigt Dabei ist es hilfreich da bei der Durchf


uhrung des Crossover der
Austausch von Genen bestimmter Operationen ausgeschlossen wird um an dieser Stelle
Entscheidungskonikte zu vermeiden Hierdurch wird verhindert da sowohl eine Ma
krooperation als auch eine oder mehrere dazugeh


orige Einzeloperationen gleichzeitig in
Hardware realisiert werden




Makrooperation und der Einzeloperationen gepr
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mit der Wahrscheinlichkeit prob
mac
     durchgef


uhrt werden indem die nicht der





 Scheduling Mutat j





ur einen Kontrollschritt eine Mutation aufgrund
der aktuellen Belegung durchgef


uhrt Dazu wird zun













uhrungszeitpunkten zu vermeiden wird deswegen mit der Wahrscheinlichkeit
prob
dir












uhrungszeitpunkt als der aktuelle bestimmt Die Auswahl des neuen Kontrollschrittes























werden ob der aktuell auf dem Chromsom kodierte Kontrollschritt CSj von Operation
j einem Wert aus fASAP
dyn
j      ALAP
dyn







osungen ein neuer Kontrollschritt f


ur CSj bestimmt wobei immer
der Kontrollschritt mit der geringsten Ver







 Allocation Mutat i  j










mit der Wahrscheinlichkeit prob
hw




werden soll wird aus allen vorhandenen g


ultigen Belegungen ein neuer Bausteintyp in







Wird durch die aktuelle Auswahl eine zus












te Bausteintyp m gewechselt werden








uhrt werden kann Im folgenden Abschnitt wird das im Rahmen dieser Diplom





uhrung der Synthese ist eine Anbindung an ein SyntheseSystem erforderlich das
die MikroarchitekturSynthese auf der Basis der ganzzahlig linearen Programmierung realisiert
Mit dieser Anbindung wird der eigentliche SyntheseKern durch das entwickelte Gesamtsystem






uber das Gesamtsystem in
Verbindung mit dem OSCARSystem wird in Abbildung   gegeben




































Abbildung   Das Gesamtsystem in Verbindung mit dem OSCARSystem
In einem PreprocessingSchritt liest das OSCARSystem eine gegebene VHDLVerhaltensbe







ache Sei EntwurfsSpezikationen anzugeben Dies
betri	t zum Beispiel die Erh










oglichkeit auf existierende Bausteinbibliotheken zur


uckzugreifen Die vom OSCARSystem
generierte IPDatei dient dann als Eingabe f


ur das Gesamtsystem Dieses wird wie in Abbildung




ubernimmt die Vorverarbeitung der IPDatei f


ur den genetischen Algorith
mus Dieser Bereich untergliedert sich in die beiden Module Parser und PreGA
  Der Parser liest eine vom OSCARSystem erzeugte IPDatei Markierung   ein und
legt die darin enthaltene Zielfunktion ZF und die Nebenbedingungen NB in ei




ur die Bewertung der Individuen des genetischen Algorithmus und der




Markierungen  und 




ur den Ablauf des genetischen Algorithmus extrahiert
Markierung  Dazu geh


ort zum Beispiel die Anzahl der Operationen die erlaubte
Anzahl von Kontrollschritten sowie die Anzahl der Bausteintypen und Instanzen




ur den Ablauf des genetischen Algorithmus erforderlichen restlichen Informa
tionen werden hier mit Hilfe der Nebenbedingungen und der bereits vorhandenen
SyntheseInformationen ermittelt Markierungen   und  Das betri	t unter an
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jede Operation sowie die Ausf


uhrungszeiten und Latenzzeiten der einzelnen Baustei
ne
Mit dem Abschlu dieser Phase stehen alle zum Ablauf des genetischen Algorithmus er




 Auf der Basis der ermittelten Daten






der genetische Algorithmus die Optimierung der Zielfunktion unter den gegebenen Ne














ur Kontrollschritte und Hardware
Bausteine sowie die CrossoverWahrscheinlichkeit F

























ufung der ermittelten L






uhrt Markierung   Dazu werden f


ur die in der IPDatei vorhandenen Variablen
konkrete Werte eingesetzt die sich aus der berechneten L






osung ist genau dann korrekt falls gegen keine in der IPDatei angegebene
Nebenbedingung verstoen wird Damit wird im Sinne der Correctness by Construction ein
wichtiger Aspekt beim HardwareEntwurf ber


ucksichtigt Das Ergebnis wird zum Schlu









keit vom OSCARSystem generierte IPDateien einzulesen und eine Optimierung der dort an
gegebenen Zielfunktion unter Ber
















In diesem Kapitel werden Testergebnisse mit unterschiedlichen DesignBedingungen vorgestellt
Als Benchmarks dienen hier der EllipticalWaveFilter EWF KWK die FastFourier
Transformation FFT Ach und die FastDiscretCosinusTransformation FDCT MD














uhrt Bei den Bausteinbibliotheken werden ei



















Die Tests erfolgen mit zwei genetischen Algorithmen GA  und GA die bis auf die Verwendung
einer anderen Sequenz von Zufallszahlen identisch sind Dazu wird der Zufallszahlengenerator
von GA  und GA mit unterschiedlichen Werten seed initialisiert

 Die von den beiden gene
tischen Algorithmen berechneten Ergebnisse basieren auf denselben in Anhang A angegebenen




uglich einer Einstellung der Parameter auch f


ur unterschiedliche Anwendungen gute
oder optimale Ergebnisse erzielt Es wird zus


atzlich erreicht da die vorgestellten Ergebnisse






osungen erfolgt durch einen Vergleich




die Ergebnisse in bezug auf die Anzahl der benutzten Instanzen der jeweiligen Bausteintypen
sowie der Berechnungszeiten bewertet Insbesondere der Vergleich der unterschiedlichen Lauf








Alle im folgenden durchgef






ogerungen werden mit  ns ber

















uhrungszeit in ns Kosten k

Addierer Add    
Addierer Add    
Multiplizierer Mul       
Multiplizierer Mul     




ur GA erfolgte die Optimierung mit seed   und f

ur GA mit seed    siehe auch Anhang A
 




ur die beiden Addierer Add  und Add als auch f


ur die beiden Multiplizierer Mul 
und Mul gilt da eine geringere physikalische Ausf

















Tests sind Anpassungen der Bausteinbibliothek erforderlich die an geeigneter Stelle beschrieben
werden











ohung EWF FFT und FDCT


















In diesem Abschnitt werden Testergebnisse f






ohung der Anzahl zul










Tabelle entsprechen der Anzahl ben

































































































Tabelle   Ergebnisse f






Die von OSL berechneten Werte stellen optimale Ergebnisse dar in der Tabelle heller gekenn
zeichnet Es ist zu erkennen da bis auf zwei von GA berechnete L


osungen siehe   und  
Kontrollschritte jeweils optimale L






uglich einer maximal erlaubten Anzahl von  Kontrollschritten konnte nicht in
nerhalb einer angemessenen Zeit erfolgen
















Die Rechenzeiten der genetischen Algorithmen beziehen sich jeweils nur auf GA	 da nur unwesentliche Zeit
unterschiede zu GA vorhanden sind
  UNTERSUCHUNGEN BEZUGLICH KONTROLLSCHRITTERHOHUNG 
groen Laufzeitunterschiede von OSL bez


uglich der unterschiedlichen Beispiele wird des weiteren



















Abbildung   Rechenzeiten f






Es zeigt sich da die Rechenzeit von OSL mit der Erh






schritte bereits deutlich ansteigt w


ahrend die von GA  weitestgehend konstant bleibt Lediglich






ur  Kontrollschritte konnten merkliche Laufzeitunterschiede




angeren Verizierungsphase zustande kommt im Diagramm durch einen dunkler markierten




nentiell steigen wird f


ur die restlichen Tests eine Beschr














































































Abbildung  Ergebnisse und Rechenzeiten f
















uhrungszeiten von OSL liegen bereits f


ur    Kontrollschritte deutlich


uber denen von GA 
 KAPITEL  TESTERGEBNISSE
Abbildung  gibt die Testergebnisse f





































































Abbildung  Ergebnisse und Rechenzeiten f









ur eine Zeitschranke von  und  Kontrollschritten werden keine optimalen Ergebnisse von






























ur die FDCT mit KontrollschrittErh






































































































Tabelle  Weitere Ergebnisse f












ucksichtigung von Chaining f






blems so da f






ankung auf zwei zus


atzliche Kontrollschritte keine Vergleichsergebnisse von OSL innerhalb
von   Sekunden erzielt werden In den folgenden Testergebnissen siehe Abbildungen 
 BERUCKSICHTIGUNG VON CHAINING 
bis  zeigt sich f


ur die drei Benchmarks da wiederum sehr gute Ergebnisse von GA  und







































































Abbildung  Ergebnisse und Rechenzeiten f
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Abbildung  Ergebnisse und Rechenzeiten f
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Abbildung  Ergebnisse und Rechenzeiten f






 Verwendung von Komplexbausteinen
Untersuchungen mit Komplexbausteinen werden hier am Beispiel des EWF unter Verwendung
eines MACs vorgestellt Trotz h







uber den anderen Bausteintypen






osung da auf dem MAC


























































EWF mit MAC und Kontrollschritt-Erhöhung
Mul2















Abbildung  Ergebnisse und Rechenzeiten f






ur eine Zeitschranke von   Kontrollschritten wird von GA  und GA kein optimales
Ergebnis berechnet
 Verwendung von PipelineBausteinen
Nachfolgend werden Ergebnisse des EWF mit PipelineBausteinen vorgestellt Dazu wird die
bisher benutzte Bausteinbibliothek dahingehend abge


andert da der einzyklische Multiplizie
rer Mul  durch einen PipelineBaustein MulP ersetzt wird Der benutzte PipelineBaustein







uhrung einer Operation zwei Kontrollschritte und darf bereits nach einer La
tenzzeit von einem Kontrollschritt mit einer neuen Operation beginnen In Abbildung  wird




































































Abbildung  Ergebnisse und Rechenzeiten f


ur den EWF bei Verwendung von PipelineBau
steinen
Die Testergebnisse zeigen da f


ur eine erlaubte Anzahl von   und  Kontrollschritten op




vorgestellte Testreihe ist im Vergleich zu den bisherigen ein geringerer Anstieg der Rechenzeiten
von OSL zu erkennen
 Ber
	





achst werden Tests unter Ber






unf unterschiedliche Vorgaben zwischen Operationen in Form von minimalen
maximalen und konstanten Zeitabst










































Abbildung  Ergebnis und Rechenzeit f


ur den EWF mit Zeitvorgabevorschriften
 KAPITEL  TESTERGEBNISSE
Sowohl GA  als auch GA berechnen das optimale Ergebnis
Die Erzeugung von Ergebnissen unter Ber


ucksichtigung von Verbindungsminimierung gestaltet
sich aufgrund der extrem langen Rechenzeit von OSL als










auch bei einer Rechenzeit von bis zu  Stunden zu keinem Ergebnis Ebenso kann innerhalb
derselben Zeitspanne mit einer reduzierten Bausteinbibliothek ein einzyklischer Addierer und
ein zweizyklischer Multiplizierer kein Ergebnis berechnet werden Erst mit einer weiteren Ver
einfachung des Testproblems indem statt des zweizyklischen Multiplizierers ein einzyklischer
verwendet wird kann ein Ergebnis nach mehr als  Stunden Rechenzeit von OSL berechnet






















Abbildung   Ergebnisse und Rechenzeiten f


ur den EWF mit Verbindungsminimierung






































at des SyntheseProblems wird auf die Forderung nach Optimalit


at der Ergebnisse zugun
sten einer polynomiellen Laufzeit verzichtet Diese Einschr



















oglichen SyntheseVerfahren die auf der Basis der ganzzahlig




einer gegebenen Zielfunktion f


uhren allerdings bei der L


osung des aufgestellten Gleichungssy
stems zu exponentiellen Rechenzeiten des IPSolver Im Gegensatz dazu ist die Rechenzeit des
hier vorgestellten Verfahrens im wesentlichen abh









ohung nahezu konstant bleibt Die in Kapitel 
vorgestellten Testergebnisse der Benchmarks EWF  Operationen FDCT  Operationen
und FFT  Operationen best










ucksichtigung der Verbindungsminimierung f









den RessourcenBindung zu einer geringen Erh


ohung der Rechenzeit Dies ist jedoch in bezug auf
die erzielte globale Betrachtung der drei Hauptaufgaben der MikroarchitekturSynthese mehr als
vertretbar
Mit der Anbindung an das OSCARSystem besteht die M


oglichkeit wahlweise die Vorteile eines




allen eine vom OSCARSystem generierte IPDatei Anhand dieser Datei ist ebenfalls eine
Verizierung der berechneten L






Die simultan zur Minimierung der HardwareKosten durchgef






otigter Kontrollschritte einer Schaltung f








uhrte Untersuchungen von Heijligers ergaben f


ur die in DHSB WGH






Hei Seite   Eine e	ektive M




















ur das in Tabelle  angegebene Testergebnis mit 
 Kontrollschritten wird zum Beispiel von GA ei
ne L

osung mit  und von GA mit  Kontrollschritten Ausf





 KAPITEL  ZUSAMMENFASSUNG UND AUSBLICK
Mit den bisher existierenden Verfahren auf der Basis genetischer Algorithmen konnte bislang
nur ein sehr geringer Funktionsumfang realisiert werden Der in dem hier vorgestellten gene
































atzlich wird die Anzahl der ben


otigten Kontrollschritte einer Schaltung durch eine Erweite
















oglichkeiten von denen einige nachfolgend angegeben werden







onnen zum Beispiel in Form von Un Gleichungen




oglichkeit diese Un Gleichungen auf G










  Dynamische Kontrolle der Parameter des genetischen Algorithmus
Eine Anpassung der internen Parameter des genetischen Algorithmus an aktuelle Gege
benheiten wie in LT mittels eines FuzzyExperten vorgestellt kann zu einer weiteren
Verbesserung der Ergebnisse f


uhren Zum Beispiel ist es sinnvoll im Falle einer vorzeiti
gen Homogenisierung der Population die Mutationsrate zu erh


ohen um neues Genmaterial
in die Population einzubringen Weiterhin ist es denkbar da durch eine entsprechende
dynamische Anpassung der Gewichtung ben


otigter Kontrollschritte einer Schaltung Ver








uhrung von Tests bez


uglich unterschiedlicher Mutations und CrossoverVarianten
Zum Beispiel wird bei dem in ASB vorgestellten genetischen Algorithmus eine
CrossoverVariante vorgestellt bei der nur Gene von Operationen ausgetauscht werden






uhren So kann in ASB aufgrund










nicht der billigste Bausteintyp ausgew






GA bei  Kontrollschritten Falls ausreichend Instanzen des billigeren Bausteintyps vor
handen sind kann dies von vornherein verhindert werden indem keine Zuweisungen von




besteht in einer zus


atzlichen Nachverarbeitungsphase in der entsprechende Operationen
zu einer freien Instanz des billigeren Bausteintyps zugewiesen werden
Bei der Einbindung zus


atzlicher Heuristiken mu allerdings darauf geachtet werden da
das Verhalten des genetischen Algorithmus nicht zu deterministisch wird
  Parallelisierung von Berechnungen
In genetischen Algorithmen lassen sich viele Vorg




















urzung der Rechenzeit erreicht werden
 KAPITEL  ZUSAMMENFASSUNG UND AUSBLICK
Anhang A
Benutzerhandbuch
An dieser Stelle wird beschrieben in welcher Weise der Designer Einu auf den Ablauf des














ahlen So besteht die M














ur eine vom OSCARSystem generierte IPDatei ip datei lautet der allgemeine Aufruf des
entwickelten Gesamtsystems folgendermaen
gen syn optionen   ip datei


Anderungen der vorgegebenen Standardeinstellungen der Parameter k


onnen durch die folgenden
Erweiterungen des Funktionsaufrufs erfolgen
p cross parameter CrossoverWahrscheinlichkeit prob
cross
     zweier Eltern
Standard 
p uni parameter Austauschwahrscheinlichkeit prob
uni
     eines Gens beim Uniform
Crossover
Standard 
p m parameter Wechselwahrscheinlichkeit prob
m






p cs parameter Mutationswahrscheinlichkeit prob
cs
     f






p dir parameter Wahrscheinlichkeit prob
dir









p hw parameter Mutationswahrscheinlichkeit prob
hw
     f







 ANHANG A BENUTZERHANDBUCH
p mac parameter Wahrscheinlichkeit prob
mac
     mit der ein Wechsel zwischen der









w cs parameter Gewichtung w
cs
 IR mit der jeder zur Ausf


uhrung der Schaltung erfor
derliche Kontrollschritt in die Gesamtkosten eingeht





num gen parameter Anzahl der Generationen num
gen
 IN nach der die Optimierung des
genetischen Algorithmus terminiert
Standard 
popsize parameter Anzahl der Individuen popsize  IN in einer Generation
Standard  
num repl parameter Anzahl der Individuen num
repl

























anderten restlichen Parametern lautet der Aufruf des Gesamtsystems







I  IN   i  I Menge der Kontrollschritte
i  I  f        i
max
g
J  IN   j  J Menge der Operationen
j  J  f        j
max
g
K  IN   k  K Menge der Instanzen
k  K  f        k
max
g
M  IN   m M Menge der Bausteintypen
m M  f        m
max
g










ration j begonnen werden darf










ration j begonnen werden mu
ASAP
dyn






























CSj  I Kontrollschritt zu dem die Ausf


uhrung von Operation j gestartet wird
HW j  IN
	
HardwareBaustein Instanz oder Register dem Operation j zugewie
sen wird
Tabelle B  Allgemeine Notationen Teil a



















j  k  IN
	
Latenzzeit in Kontrollschritten die Instanz k nicht mit einer




ration j auf Instanz k gestartet wurde
t
chain
j  k  IR



























Kette in Kontrollschritt ASAP
dyn















































Mindestabstand in Kontrollschritten der zwischen den Opera









Maximalabstand in Kontrollschritten der zwischen den Opera
tionen j und j
 
auftreten darf





Markierung der Operation j zur Realisierung des gegenseitigen






























 IR Gewicht mit dem das Ausma des Fehlers penaltyind von Indi
viduum ind in die Kostenfunktion eingeht
ind  f        popsizeg Individuum einer Population
penaltyind  IN Ausma des Fehlers von Individuum ind
num
cs
 f        i
max
g Anzahl der ben


otigten Kontrollschritte eines Entwurfs
b
k

































m  i Tabelle zur Ermittlung der Anzahl ben











k  k Tabelle zur Berechnung der ben














ur Operation j um gezielt Kontrollschritte innerhalb
von fASAPj      ALAPjg ung









j Liste mit allen direkten Nachfolgeoperationen von Operation j
timing
list
























bei der Allokation gewechselt wird
prob
cs
     Wahrscheinlichkeit mit der die Belegung des Kontrollschritt
























     Wahrscheinlichkeit mit der ein Wechsel zwischen der Realisier
















 in die Kostenfunktion eingeht
num
gen
 IN Anzahl der Generationen die im genetischen Algorithmus
durchlaufen werden bevor das beste erzeugte Individuum aus
gegeben wird
popsize  IN Anzahl der Individuen in einer Generation
num
repl
 f        popsizeg Anzahl der Individuen die ohne Ver










seed  IN Parameter zur Beeinussung der Zufallszahlenfolge des geneti
schen Algorithmus
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