Abstract. We prove central limit theorems of Lindeberg-L evy and LindebergFeller type for any K-invariant random variables on all irreducible symmetric spaces and irreducible symmetric cones, completing in this way the numerous partial results known before. In all cases the limit measures turn out to be Gaussian and being such a limit characterizes these measures. On the other hand we show that other classical characterizations of Gaussian measures on R n , like 2-stability and the Bernstein theorem, are not true on symmetric spaces.
on any irreducible symmetric space or irreducible symmetric cone. Note that the central limit theorems on symmetric cones do not follow from central limit theorems on irreducible symmetric spaces. However the main ideas of their proofs are similar.
The central limit theorems of Lindeberg-Feller type deal with in nitezimal arrays of K-invariant random variables and are based on the knowledge of dispersions of these random variables, de ned as expected values of some generalized quadratic forms on symmetric spaces. Such theorems were proved on irreducible symmetric spaces ( G2] ) and on the space GL(n; R)=O(n)( G1]). In this article we extend these results to all irreducible symmetric cones.
The basic tool for all our work is a Taylor expansion of spherical functions obtained using invariant di erential operators.
We present our results on irreducible symmetric spaces in Section 1. In Section 2 we show that classical characterizations of Gaussian measures on R n as 2-stable measures or as measures verifying the Bernstein property (independence of X + Y and X ? Y when X; Y are independent random variables with the considered law) both fail on symmetric spaces. We discuss both a stability property related to the Cartan decomposition of the symmetric space and the stability in the sense of Tortrat. The symmetric cone case is studied in Section 3 which we wanted to make self-contained and accessible for readers familiar with symmetric cones but not with the general theory of symmetric spaces.
1. Lindeberg-L evy central limit theorem on irreducible symmetric spaces. | Let G be a semisimple non-compact Lie group with nite center and let K be a maximal compact subgroup of G. Let g = k + p be a Cartan decomposition of the Lie algebra g of the group G. The Riemannian symmetric space X = G=K is irreducible if Ad K acts irreducibly on p. Let a = R r be a Cartan subspace of p. r is the rank of the symmetric space G=K. The dimension of X = G=K is equal to n =dimp.
Recall the Cartan decomposition G = K(exp a + )K where a + is the positive Weyl chamber. We will denote by x + 2 a + the middle component of x 2 G in this decomposition x = k 1 exp(x + )k 2 :
On the level of the symmetric space X = G=K we write y = k exp(y + ):x o ; y 2 X,
In the sequel we identify the spaces M \ (G) of K-biinvariant measures on G and M \ (X) of K-invariant measures on X = G=K (see e.g. Ga]). In particular the convolution of K-invariant bounded measures on X is de ned as the canonical projection on G=K of the convolution of their K-biinvariant counterparts on G.
The spherical functions on G are de ned as K-biinvariant functions which are eigenfunctions of all G-invariant di erential operators on G and are normalized by Gaussian measures on symmetric spaces and cones (e) = 1. They are all given by the Harish-Chandra formula for 2 a R + iC( ) where C( ) is the convex hull of the orbit W . The knowledge of^ ( ) for H 2 a R is su cient for the probabilistic applications of this paper. In particular the spherical Fourier transforms of two di erent K-biinvariant measures on G di er on a R . As X is irreducible, the only K-invariant Gaussian semigroup on X is given by the heat semigroup ( t ) t>0 which is generated by the Laplace-Beltrami operator L on X(see G2] ). We have^
For all details concerning spherical harmonic analysis on symmetric spaces see the monograph H]. We systematically use in this section the notations and de nitions of this book. 2. Gaussian measures and stability on symmetric spaces. | The Lindeberg-L evy central limit theorem on R n trivializes for independent random variables Y 1 ; Y 2 ; : : : having all the same Gaussian law N(0; Gaussian measures on symmetric spaces and cones where means that the quotient of two expressions on both sides of has a lower bound C 1 > 0 and an upper bound C 2 < +1(for u su ciently big) P t (H) = On any topological group G one may consider probability measures which are stable in the sense of Tortrat( To]). A probability measure on G is strictly 2-stable in the sense of Tortrat if for any positive integer n and a random variable with probability distribution the law of n is equal to n 2 . In the case of G = R n this de nition is equivalent to the standard one(cf. F]). Note that n 2 is the law of the product 1 ::: n 2 of n 2 independent random variables with the law . The 2-stability of means that 
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On the other hand, using the K-invariance of o and t we observe that We say that a probability measure on a group G has the Bernstein property (B) if, given two independent random variables and with values in G and having the same probability distribution , the random variables Gaussian measures on symmetric spaces and cones Remark 2.8. | The Gaussian measures t on X = G=K with K noncommutative have not the Bernstein property (B) also for su ciently small t > 0. In fact, if they veri ed the condition (B), then by the Proposition 11 GL] and the remark after it, also the Haar measure on K would verify the condition (B). This is equivalent to Z f(k 2 )dk = Z f(k)dk for any bounded Borel function f on K and may be shown to be false if K is a non-commutative connected compact Lie group.
Remark 2.9. | In NRS] one can nd a result contrary to the Corollary 2.7 and the Remark 2.8. The proof in NRS] is not correct because a pair ( ; ) of Kinvariant random variables is in general not K K-invariant without the hypothesis of independence of and .
A reducible symmetric space case: symmetric cones. | In this section
we show that our methods make it possible to obtain in a simple way central limit theorems also on Riemannian symmetric spaces which are not irreducible, provided one has some information about their structure.
An important class of such spaces is given by symmetric cones associated to simple Euclidean Jordan algebras(which is equivalent to say that the considered cones are irreducible, see FK, III.4]).
Central limit theorems for normalized products of independent random variables on symmetric cones were studied by Terras ( T] ) and Richards( R]) in the case of P r = GL(r; R)=O(r), the cone of positive de nite real symmetric r r matrices, and by Zhang ( Z] ) for all irreducible symmetric cones. Their results concern random variables whose distributions have densities.
In this section we prove this central limit theorem on irreducible symmetric cones without the assumption of absolute continuity of considered measures and with a di erent description of the limit measure as a convolution of two Gaussian measures. Our method of nding coe cients of the Taylor expansion of spherical functions, based on an application of invariant di erential operators, is much simpler than the very computational methods of before-mentioned authors. We also prove a central limit theorem for an in nitesimal array of K-invariant measures on an irreducible symmetric cone, generalizing G1].
For any needed information about analysis on symmetric cones we refer the reader to the monograph FK]. Throughout this section we use the notations of this book.
We assume that V is a simple Euclidean Jordan algebra of dimension n as a real vector space. Let be the associated symmetric cone:
The cone is a Riemannian symmetric space G=K where G is the connected component of the identity in the automorphism group G ( The semigroup ( t ) t>0 generated by L is called the heat semigroup. The semigroups ( t ) t>0 generated by 1 2 E 2 and ( t ) t>0 generated by L 1 = L? 1 r E 2 are Gaussian degenerate. They may be interpreted in the following way:
Let us call 1 = fx 2 j det(x) = 1g:
Then 1 is an irreducible symmetric space.
For example, if = P r is the cone of positive de nite symmetric matrices of dimension r, we have 1 = SL(r; R)=SO(r).
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We can identify in an evident way with 1 R + .
The operators E and E 2 restrained to 1 are equal to zero. The operator L? 1 r E 2 restrained to 1 is the Laplace-Beltrami operator on 1 .
Hence, the semigroups ( t ) t>0 and ( t ) t>0 are equal to the heat semigroups and R (t) = P f ( )P (t) where P (t) are symmetric polynomials in t 1 ; : : : ; t r homogeneous of order greater or equal to 3. Proof. | The proof is similar to the proof of the Theorem 3 in G1]. We apply the operators E, E 2 and L to the Taylor expansion of ' (e t ) in order to determine its coe cients up to the order 2.
Let Y and Z be two independent K-invariant random variables with values in . Their composition Y Z is de ned, like on any symmetric space, as a random variable with the law Y Z , the convolution of K-invariant measures on being de ned as the projection on of the convolution of the corresponding K-biinvariant measures on G.
In the symmetric cone case one may give an equivalent de nition of the composition Y Z, based on the following fact. We denote by P(x), x 2 V the quadratic representation of V and we recall that if x 2 then there exists a unique y 2 such that y 2 = x. We then write y = x 1=2 . Proposition 3.2. | Let Y and Z be two independent K-invariant random variables on with probability distributions and . Then the convolution is the probability distribution of the random variable P(Y 1=2 )Z and of the random variable P(Z 1=2 )Y .
Proof. | Let e 2 be xed by the action of K. If g 2 G then ge = x 2 and there exists k o 2 K such that g = P(x 1=2 )k o ( FK, III.5.1]).
Let f(x) be a bounded Borel function on and F a bounded right K-invariant Borel function on G.
The correspondence between a measure m on and its right K-invariant analoguem on G is given by
We get, using these equalities and the K-invariance of Y
Hence, on the symmetric cones we may de ne
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In particular, on the matrix symmetric cones r (R) = P r , r (C ); r (H) and 3 (O) we may put Y Z = Y where the generalized quadratic forms Q j of the symmetric pair (G; K) ( with the restR (t) of the same form as the rest R (t) in the Theorem 3.1.
Observe that for x 2 log(det x) = r X j=1 t j (x):
The rest of the proof proceeds along the lines of the proof of Theorem 4 in G1].
If we consider a triangular array (Y mj ) as in the Theorem 3.5 with normalization conditions analogous to those of the Theorem 3.3, then one proves in a similar way as the Theorem 3.5 the following central limit theorem. 
