As processor technology continues to advance at a rapid pace, the principal performance bottleneck of shared memory systems has become the memory access latency. In order to understand the effects of cache and memory hierarchy on system latencies, performance analysts perform benchmark analysis on existing state-of-the-art multiprocessors.
Introduction
Shared memory multiprocessors have gained widespread acceptance as a means to provide powerful parallel computing. The design and evaluation of shared memory multiprocessors has been the topic of much research. To build scalable shared memory multiprocessors, the use of small nodes connected through a powerful scalable interconnect has been shown to be quite attractive.
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work [l, 2, 6, lo] in this area mainly uses microbenchmarks and typically focuses on understanding the performance of a single multiprocessor.
In this paper, we focus on an indepth understanding of the cache/memory performance of two state-of-the-art multiprocessors, the HP V-Class and the SGI Origin 2000. Our evaluation methodology employs both microbenchmarks and scientific applications. We use several microbenchmarks to illustrate the impact of technological advancements in processor design (such as multiple outstanding misses) and system protocols (such as optimizations to cache coherence protocols) on the latencies of uniprocessor access patterns and multiprocessor sharing patterns found in large-scale applications.
We also employ scientific applications to provide an overall perspective on user-level performance.
Using these experiments, we determine relative advantages and disadvantages of design techniques used in the two systems and evaluate the effectiveness of their cache and memory systems for various types of workloads.
Our uniprocessor experiments show that current processors supporting multiple outstanding cache misses are capable of reducing the average access latency by a significant factor over single outstanding cache miss execution. When comparing the two systems, we find that the uniprocessor load and store latencies measured on the HP V-Class tend to be 40 to 45% lower than those on the SGI Origin 2000. Using multiprocessor benchmarks, we study the impact of sharing degree on the access latency for dominant sharing patterns. We find that an increase in the sharing degree has relatively no impact on the HP V-Class iatency, whereas significantly increases the average latency experienced on the SGI Origin 2000. Using scientific applications, we observe that while the SGI Origin 2000 experiences lower execution time, the HP V-Class generally exhibits better speedups. Such findings can help system designers gain a better understanding of existing system bottlenecks and provide a performance prediction mechanism for large-scale application developers. The rest of the paper is organized as follows. Section 2 presents an overview of the two systems used in this study. Section 3 presents a detailed description of the uniprocessor microbenchmark suite and the results obtained on each system. Section 4 presents the multiprocessor benchmark suite and results for dominant multiprocessor sharing patterns. Section 5 uses scientific applications for a user-level performance comparison of these memory systems. Finally, Section 6 summarizes our results. In this paper, we study the performance of two commercial shared memory multiprocessors, the HP V-Class [5] and the SGI Origin 2000 [7] . While these systems scale up to or beyond 512 processors, we chose a IBprocessor configuration due to its availability [9, 121.
System Architectures
A block diagram of the 16-processor HP V-Class server architecture is shown in Figure 1 . Each processor agent (EPAC) is connected to two HP PA-8200 processors, that are based on the RISC Precision Architecture (PA-2.0). The PA-8200 is a kway out-of-order superscalar processor that runs at a speed of 200 MHz with 2 Mbytes of instruction cache and 2 Mbytes of data cache. Each EMAC memory controller is connected to a piece of the memory. The memory node is interleaved using four banks. Cache lines are interleaved across the four banks within a memory node and across the eight memory units, resulting in an overall 32-way interleaving in the memory system. The 16-processor configuration follows the uniform memory access (UMA) principle as shown in Figure 1 . In an invalidation based protocol, when ownership is requested for a block in shared state, invalidation signals are used to purge the existing copies in each of the sharer's caches.
In the V-Class protocol [2] , the enhancement to the protocol is targeted towards migratory sharing patterns. When a processor (requester) issues a read to a block that is currently dirty in another processor's (owner's) cache, the block is invalidated from the owner's cache and supplied to the requester in exclusive state. Such a transfer does not update memory with the data. To convert from exclusive to shared state later, in the case of multiple consumers, the data is sent back to memory from the first consumer and then sent to subsequent consumers.
In the Origin protocol [7] , the enhancement to the protocol is for memory requests that find data in the private state in the directory. The data either exists in an exclusive state or modified state in the owner's cache. Since transferring data from the owner to the requester takes longer than transferring control information, speculative data is supplied from the memory node (by assuming that the block is in exclusive state) and an intervention request is sent to the owner. When the owner receives the intervention request, if the block is indeed in exclusive state, it sends only control information regarding this to the home node and the requester.
However, if the owner holds the block in modified state, the owner sends dirty data to the requester as well as to the memory for updating the block. Unlike, the V-Class protocol, in both cases, the owner retains the block in shared state in the cache.
2.3
Experimental Methodology
Several differences can be immediately observed when studying the 16-processor HP V-Class and the Origin 2000 architectures (Table 1) . A fundamental architectural difference is memory organization:
the HP V-Class 16-processor node is a UMA (uniform memory access) multiprocessor with all the memories equidistant from the processors, while the 16-processor Origin 2000 exhibits a NWMA (non-uniform memory access) memory organization with a local memory and several remote memories. In this work, we limit ourselves to the performance characterization of the cache and memory system using microbenchmarks and scientific applications. Using uni-processor benchmarks, we study the access latencies of simple loads and stores with varying degrees of spatial locality. We also characterize the impact of processor design such as the number of outstanding cache misses. Next, we use multiprocessor benchmarks to show the impact of the coherence protocols and their optimizations.
Each microbenchmark was written in C, optimized by the compiler at level 02, and run over 100 times to determine the average latency per access. We verified many-of our results using hardware counters on the machine and qualitative comparisons with existing results such as [2] . Finally, we use scientific applications to present an example of user-level performance such as speedup and execution time. 
Single Outstanding Load/Store Performance
We characterize the latency of uniprocessor loads and stores using the Load-Use (Figure 3 ) and Store-Use (Figure 4 ) benchmarks adapted from Abandah and Davidson [l] . The benchmarks traverse an array of N 8-byte elements using different stride lengths specified in the number of elements. Current superscalar processors, including the RlOOOO [13] and the PA 8200 [4], allow multiple outstanding loads and stores to take advantage of latency hiding. To identify the performance of a single outstanding processor load or store, the microbenchmarks use the value read from the array to index the next location in the array.
This ensures a dependency between consecutive loads/stores and thus both requests cannot be issued simultaneously. Figure 5 presents the data gathered on the HP V-Class (Figure 5a ) and the SGI Origin 2000 (Figure 5b ) using the Load-Use benchmark.
On the HP V-Class multiprocessor, we find that the length of the stride does not impact the latency when the data size is below 2 MB. This is directly attributable to the 2 MB cache size, so that all load accesses result in cache hits (approximately 3 processor cycles). The average latency was found to be approximately 20 nanoseconds. As the data size grows beyond the cache size, the chosen stride length has a growing impact on the latency. Consider a single cache line of 32 bytes. A stride of length 1 accesses four elements residing within the same cache line. Thus one outstanding cache miss brings four data elements (32 bytes) into the cache and serves three subsequent processor requests as cache hits. This results in the lowest average processor load latency.
As the stride grows from 1 to 4, the number of requests served as cache hits decreases, thus causing the processor load latency to increase significantly. When the stride increases beyond 4, there is no degradation in access latency since all accesses are cache misses.
On the SGI Origin 2000, we find that length of the stride has little impact of the access latency when the data size is below 1MB. The minor increase in access latency is attributed to the Ll cache of 32 Kbytes with a line size of 32 bytes. When the stride grows, the number of misses served in the Ll cache (2-3 processor cycles) decreases and requests are satisfied in the L2 cache (within 8-10 processor cycles). This shows the impact of a multilevel cache hierarchy. Finally, note the L2 cache size for RlOOOO is 4MB. However we find that the access latency does not remain constant between 2MB and 4MB. This is attributed to the fact that the RlOOOO TLB can serve up to 128 page translations at an instance of time. With a 16K page size, the size of the contiguous memory {our array) addressable by the TLB is 2 MB. Thus the access latency remains constant until 2MB and increases beyond this array size. As the stride length increases, the access latency increases and stabilizes at a stride length of 16, owing to the fact that the cache line size is 128 bytes. From the figure, we observe that the increase in access latency is not smooth when the array size increases beyond the cache size. For example, we find that the access latency increases at a rapid pace as the array size increases from 4 MB to 5 MB, while it remains relatively constant between 5 MB and 6 MB. In order to investigate this behav- ior, we used the hardware counters [14] on the system. We found that the number of additional L2 misses were roughly 17000 when the array size increased from 4 MB to 5 MB and roughly 7500 for an increase from 5 MB to 6 MB. This causes the unexpected behavior in the graphs obtained for the SGI Origin and depends heavily on several factors including associativity, organization, replacement policy and mapping conflicts between code/data blocks.
Iteratively
Finally, a comparison across multiprocessors leads to several observations. First, the latency of all accesses that result in a cache miss for an array size of 8MB is roughly 500 nanoseconds for the HP V-Class, whereas the SGI has an average latency of 350 nanoseconds.
Second, when the strides are low, indicating high spatial locality, the larger L2 cache line size of the RlOOOO L2 cache helps by providing several cache hits. For linear array traversals, the performance of the RlOOOO processor is hindered by the number of TLB entries and not by the cache size for our experiments. This can be remedied by using a larger page size (2 32KB), supported by the IRIX operating system. Figure 6 presents the data gathered on the HP V-Class (Figure 6(a) ) and the Origin 2000 (Figure 6(b) ) using the Store-Use microbenchmark.
Note that results with a stride of unit length are not shown for the stores, because the Store-Use benchmark requires a minimum stride of 2. The analysis of the obtained results is identical to the load results presented above. A minor increase in access latency is observed as compared to the load performance because each store requires a following load (resulting in a cache hit always) to maintain the dependency for the single outstanding criterion.
Multiple Outstanding
Load/Store Performance
In this section, we identify the effects of multiple outstanding requests on the average access latency of processor loads and stores. The Load-All and Store-ALL benchmarks used for this experiment are in Figures 7 and 8 respectively.
Unlike the Load-Use and Store-Use benchmarks, these benchmarks traverse an 8-byte element array of size N with no restriction on the ordering of the requests.
The results obtained from our Load-All and Store-All experiments are shown in Figure 9 and Figure 10 respectively. The access latency follows the same behavioral trend as seen earlier for Load-Use ( Figure 5 ) and Store-Use (Figure 6) . However, the measured average access latency is lower than that for the single outstanding load/store execution since much of the overall cache/memory access latency gets overlapped. A comparison across these results will yield the amount of latency overlap that occurs. Consider the Load-Use and the Load-All results (a similar analysis of the store experiments can be derived). When the loads and stores result in cache hits (array size < 2 MB), the ratio between the average access latency for single outstanding execution and that for the multiple outstanding execution is approximately 2 for both the HP V-Class and the SGI Origin 2000. This ratio depicts the amount of communication overlap experienced during the execution, with a higher ratio resuIting in lower execution time and average access latency. For example, the measured ratio of 2 shows that the processors are capable of performing two loads resulting in cache hits simultaneously.
On the other extreme, when all loads and stores result in cache misses, we find that the ratios become 4.5 and 1.4 for the V-Class and the Origin 2000 respectively.
The low communication overlap obtained for the Origin 2000 may be attributed to the small page size, causing several TLB misses to form a part of the average cache miss latency.
In this section, our goal is to evaluate the multiprocessor performance of the two shared memory systems. Apart from the raw access latency analyzed in the previous sections, multiprocessor performance also depends highly on the hardware techniques used to maintain cache coherence. In this section, we use the commonly known sharing patterns, read-afterwrite (RAW) and write-after-read (WAR) to quantify multiprocessor performance since they depend highly on the coherence protocol employed. Typically, a WAR access (store to a block present in several caches) may take much longer to complete than a store to an unread block since the former requires invalidations.
Similarly, a RAW access may take much longer than a load to a unmodified block since the former requires a data transfer from the owner's cache to the requester.
We use the Producer-Consumer benchmark (PC) shown in Figure 11 . In each iteration of this benchmark, the first phase involves the modification (store access) to a block while the second phase involves ail other processors reading the modified block.
Results shown in Figures 12, 13, 14 and 15 are obtained for a 1MB array traversed using strides of different lengths. A 1MB array was chosen since it fits into the cache, keeping the latencies devoid of replacement effects. The first two figures are for RAW performance, while the latter two figures depict the results for WAR performance.
The number of processors involved in the experiment was also varied to identify the effect of different degrees of sharing. .
Read-After-Write Performance
We start with the results obtained for the HP V-Class. Figures 12 (a) and 13(a) show the number of processors involved in the experiment on the x-axis and the average access latency in the y-axis. For example, when two processors are used in the experiment, we have one producer and one consumer, and the average read latency is approximately 1000 nanoseconds for a stride length of 4 elements.
When we vary the stride length from 2 to 4, we find that the average access latency increases by a factor of two. When the stride is increased beyond 4, we see no impact on the average access latency since all loads result in cache misses. When there is only a single consumer, we find that the average load latency is roughly 1000 nanoseconds for reading the block from the producer's cache. Comparing this value with the max load access latency (from Figure 5 ) of 500 nanosec- ends, we find that the overhead of transferring data from the producer to the consumer is twice the latency of reading the block from the memory. As the number of consumers increases from 1 to 3, the latency increases significantly.
Beyond three consumers, the latency remains constant. The reason for this behavior is the longer handshake required by the V-Class protocol to convert from exclusive to shared state. The first consumer obtains the block from the owner in exclusive state. When a subsequent processor requests this block, control information flows back to the memory from the first consumer and the memory sends the data to the second consumer to convert the block to shared state. This results in a longer latency for the second consumer.
The SGI Origin read-after-write (RAW) results are shown in Figures 12(b) and 13(b); note that a regression analysis has been used to fit a curve to these data points. Similar to the HP V-Class, the average access latency increases as the stride increases from 2 to 16, since 16*8 (128 bytes) is the size of the cache line. However, unlike the HP V-Class, as the number of processors involved in the experiment increases, the read-after-write latency increases. The queuing of memory requests or responses at the memory module as well as the network topology may be the reason for this increase in latency with increased number of consumers.
Write-After-Read Performance
In this section, we start by analyzing the results for the HP V-Class. From Figures 14(a) and 15(a), we observe that the impact of stride length remains similar to the earlier results. We observe that when only one consumer participates in the experiment, the average latency is higher than that for multiple consumers. This is due to the migratory enhancement described in a previous subsection.
When only one consumer participates in the experiment, it invalidates the owner's copy of the block and obtains an exclusive copy of the block. When the previous owner subsequently modifies the block, it has to regain ownership from this consumer.
Since the consumer only holds exclusive access, the data transfer has to be done by reading memory after it invalidates the exclusive copy of the block. When more than one consumer is involved, the state of the block at the end of the consumer phase is shared. Since the state of the block is shared, only invalidations need to be sent to the consumers. With the non-blocking crossbar, the time taken to send invalidations seems to remain independent of the number of processors involved in the experiment. Finally, a comparison across multiprocessors shows that if the stride is closer to 1, then the latencies are more similar. For example, when the stride is equal to 2, the access latency for the HP V-Class is approximately 300 nanoseconds when the number of consumers is more than 1. Similarly the average access latency for the SGI Origin 2000 ranges between 200 and 250 nanoseconds. When the stride increases higher than 8, however, the SGI Origin 2000 pays a higher penalty for communication.
This communication overhead is hidden by the 128-byte cache line fetch when the stride is low, and exposed when all accesses end up as cache misses.
User-Level Performance
In the previous sections, we used microbenchmarks to study the impact of uniprocessor and multiprocessor access pat- The input to the application is the number of points and the number of processors to be used for this computation.
The execution flows as follows. The first log(iV/P) stages are performed locally at each processor each with a data set of size N/P. The remaining log(P) stages require processors to exchange data in pairs. In each stage, one processor reads the data computed in the previous stage by a different processor. FWA: The Floyd Warshall's algorithm implements an allpairs shortest path algorithm to compute the shortest path between two nodes on a graph. The input to this algorithm is the number of vertices (or nodes) in the graph and the weights on the edges (specified in a input file "weight-mat"). The execution requires N (number of vertices) iterations. Within each iteration, every processor reads a single row of an adjacency matrix and updates a distance matrix to keep track of the distance between pairs of vertices on the graph. Thus in each iteration, the principle access pattern is a multiple processor RAW access pattern.
The number of processors involved in the RAW access pattern heavily depends on the input graph. The results on the HP V-Class show good speedup improvements from a P-processor execution (a speedup of 2) to a 16-processor execution (a speedup of approximately 10). A value of IO for speedup with 16 processors leads us to believe that the communication cost to computation cost ratio in the HP V-Class is relatively low. We observe that the VClass speedup obtained does not depend on the size of data input. However, when we measured the speedup obtained from the SGI Origin, we found that the relative speedup over sequential execution is much lower. For example, the maximum speedup is roughly 5.5 with 16 processors for a data size of 64 Mbytes. This suggests that communication to computation ratio is much higher than that for the HP V-Class. Finally, for 512K and 1M points, the speedup decreases beyond 8 processors, implying that communication overhead negates the gain from parallel computation . We next look at the execution time results obtained in Figure 17 . While the Origin 2000 had poor speedup ratios, it should be noticed that the raw execution time is lower than on the HP V-Class. The execution time for 2M points ranges from 66 to 6 seconds for the HP multiprocessor, and from 17 to 3 seconds for the SGI multiprocessor.
Much of this difference in execution time is due to optimized uniprocessor access patterns on the SGI Origin. As we have seen in Section 3, the SGI load/store latencies were much lower than the HP load/store latencies due to a larger cache size and line size. From a qualitative perspective, the migratory optimization to the HP V-Class coherence protocol affects the performance of this benchmark negatively since it involves mostly two-processor sharing. The SGI protocol optimization has no performance impact since speculative sharing can be rarely used during FFT execution.
Figures 18 and 19 present the observed speedup and execution time, respectively, of the FWA application under varied input data sizes and varied number of processors on the HP V-Class and the SGI Origin 2000. The size of the appli-cation is varied on the x-axis from 256 vertices to 1024 vertices. The FWA application stores two dimensional arrays, a distance matrix and an adjacency matrix, each element of which requires 8 bytes and 4 bytes of space respectively. Thus the overall data size of the application varies from 768 Kbytes to 12 Mbytes. The number of processors (shown in the legend) are varied from 1 to 16. The y-axis shows the obtained speedup and the execution time respectively.
From Figure 18 (a), we find that the speedup gained on the HP V-Class multiprocessor ranges from roughly 9 (for 256 vertices) to approximately 35 (for 1024 vertices) using 16 processors. One of the main causes for the superlinear speedup with 16 processors is the data size. When the data fits into the cache (768 Kbyte for example), the uniprocessor performance is good due to a higher cache hit ratio. On the other hand, with a data size of 12 Mbytes, the working set overcomes the cache size, causing cache misses. In such cases, using multiple processors increases the overall cache space available and thus improves the access latency by over a magnitude.
We also observe that speedups on the SGI Origin 2000 are lower than on the V-Class, similar to the FFT execution. For a 256-vertex graph, four processors seem to be the optimal number, with performance deterioriating beyond this threshold. On the other hand, with 1024 vertices, the speedup increases at a steady pace.
We next analyze the execution time for the FWA application.
Like the FFT application results, the uniprocessor execution time is much higher on the HP V-Class than on the SGI Origin. However, as more processors are used, the HP V-Class execution time improves superlinearly beyond the SGI Origin execution time.
For example, with 1024 vertices and 16 processors, the execution time of the HP V-Class is approximately 13% lower than the SGI Origin execution time. On the SGI Origin 2000, we had seen in Section 4 that the overhead of invalidation and multiple consumer RAW increased linearly, and that as more processors are used the RAW and WAR latency of the Origin tends to be much higher than the HP V-Class. This reduces the effect of all uniprocessor access pattern benefits on the SGI Origin 2000. From this result, we may infer that the HP V-Class offers better performance than the Origin 2000 for applications with high read sharing degrees.
Summary and Conclusions
In this paper, we employed microbenchmarks and scientific applications to study the impact of several architectural, technological and protocol choices used in the HP V-Class and SGI Origin 2000 multiprocessors.
In our suite of microbenchmarks, we used uniprocessor load/store benchmarks to identify the impact of cache size, cache line size, outstanding misses, TLB and page size. We found that in the presence of only single outstanding load/store requests, the SGI Origin 2000 experienced average latencies that were approximately 25% to 50% lower than the HP V-Class. However, when multiple requests are active in the system, the V-Class's performance surpasses the Origin performance with average latencies about 55% to 60% lower than the Origin 2000. We studied the impact of coherence protocol optimizations on access latencies of dominant multiprocessor access patterns like read-afterwrite (RAW) and write-after-read (WAR). As a result, we learned that the HP V-Class's latencies remain relatively constant as more processors become active, whereas the Origin 2000's latencies grow in a somewhat linear fashion.
Two scientific applications, with different dominant access patterns, were employed to study the user-level performance of these multiprocessors. Using applications, we took into account issues such as synchrouization and process/thread creation that affect speedup and execution time considerably.
We found that the HP V-Class obtains better speedups than the Origin 2000. However, we did find that the execution times of the Origin 2000 were superior in most of the cases. The poor speedups can be attributed to better optimized uniprocessor execution on the Origin 2000.
Future work in this area includes expanding our microbenchmark suite and the scientific application suite to cover a wider range of characteristics.
Correlating the performance of applications to the latencies observed using the microbenchmarks is also currently underway. While we exercised only a single UMA node of the HP V-Class system in this paper, we intend to extend our study to a larger HP V-Class system which will introduce NUMA effects.
