Abstract. In a recent paper [Multiscale Model. Simul., 5 (2006), pp. 996-1043, the author has introduced an analytical framework to study the convergence properties of some numerical homogenization methods for elliptic problems. In the applications however, these methods are coupled with windowing or oversampling techniques. In the present work, the author addresses this issue within the latter framework and proves the convergence of the methods with windowing, for convex and quasiconvex energies, in the context of general heterogeneities. This analysis provides us with an interesting variational interpretation of the Petrov-Galerkin formulation of the nonconforming multiscale finite element method for periodic problems. 1. Introduction. The goal of this paper is to continue the analysis of multiscale methods for the numerical homogenization of elliptic equations initiated in [18] and [17] , where the convergence and the numerical analysis of some numerical homogenization methods are addressed under quite general hypotheses on the heterogeneities (general spatial dependence of the operator) and on the nature of the operator (convex or quasiconvex associated energy density). In practice, however, these methods are usually combined with more sophisticated techniques such as windowing and oversampling. Windowing techniques basically amount to imposing boundary conditions further from the region of interest to minimize their effects. It gives rise to oversampling techniques for the multiscale finite element method (MsFEM) and is also used in the heterogeneous multiscale method (HMM and [8] in the linear and periodic or stochastic cases, for which error estimates are also provided ([10], [21] for the periodic case and [8] for the stochastic case). In the present work, we focus on proving the convergence of some numerical homogenization methods with windowing under the same general hypotheses as in [17] , concerning both the approximation of the homogenized solution and the corrector whenever the notion is well established. The paper is organized as follows. In the first section, we very briefly recall the context, the main results of [17] , and two numerical methods. Then we discuss the issue of windowing in the periodic case, before addressing it in a more general setting in section 4. We also give a variational interpretation of the nonconforming Petrov-Galerkin formulation of the multiscale finite element method that allows us to prove its convergence in a general setting. Some arguments and proofs are sketched only whenever they are mainly based on the corresponding ones
1. Introduction. The goal of this paper is to continue the analysis of multiscale methods for the numerical homogenization of elliptic equations initiated in [18] and [17] , where the convergence and the numerical analysis of some numerical homogenization methods are addressed under quite general hypotheses on the heterogeneities (general spatial dependence of the operator) and on the nature of the operator (convex or quasiconvex associated energy density). In practice, however, these methods are usually combined with more sophisticated techniques such as windowing and oversampling. Windowing techniques basically amount to imposing boundary conditions further from the region of interest to minimize their effects. It gives rise to oversampling techniques for the multiscale finite element method (MsFEM) and is also used in the heterogeneous multiscale method (HMM). It is implicitly used or referred to in [2] , [19] , [20] , [9] , [11] , [13] , and theoretically analyzed in [21] , [10] , and [8] in the linear and periodic or stochastic cases, for which error estimates are also provided ( [10] , [21] for the periodic case and [8] for the stochastic case). In the present work, we focus on proving the convergence of some numerical homogenization methods with windowing under the same general hypotheses as in [17] , concerning both the approximation of the homogenized solution and the corrector whenever the notion is well established. The paper is organized as follows. In the first section, we very briefly recall the context, the main results of [17] , and two numerical methods. Then we discuss the issue of windowing in the periodic case, before addressing it in a more general setting in section 4. We also give a variational interpretation of the nonconforming Petrov-Galerkin formulation of the multiscale finite element method that allows us to prove its convergence in a general setting. Some arguments and proofs are sketched only whenever they are mainly based on the corresponding ones and we denote it by F =Γ ( d) − lim ǫ→0 F ǫ . We refer the reader to [17, sect. 1] and the references therein for some useful properties of Γ-convergence. The metric space we will use to state the Γ-convergence results are either Sobolev spaces or Lebesgue spaces. In particular we will set
where Q is a hypercube. We also adopt generic conventions for the following symbols:
• Ω: open bounded domain of R n ; • x: generic point in Ω (or more generally in R n ); • C(x, η): cube of length η>0 centered at point x;
• y: generic point in C(x, η);
• u: (with various indices) function in W 1,p (Ω); • v: (with various indices) function in W 1,p (C(x, η)) for some x ∈ Ω and η>0.
Minimization problem.
In what follows, we consider minimization problems, or the associated Euler-Lagrange equations, whenever the two approaches are equivalent, e.g., for monotone operators. The problem under investigation is (2.1) inf
where W ǫ is a family of energy densities and BC denotes classical boundary conditions (let us say Dirichlet or mixed Dirichlet-Neumann boundary conditions; see [17, p. 999] ) in weak form. Denoting by I ǫ : W 1,p (Ω) → R, u → I ǫ (u)= Ω W ǫ (x, ∇u)dx, we want to study the behavior of I ǫ when ǫ vanishes and to numerically approximate the minimizers of I ǫ on sets of prescribed boundary conditions.
Under the following sets of hypotheses on W ǫ , both issues can be answered positively.
The convex case.
• H1: W ǫ is a Carathéodory function;
• H2: for almost every x ∈ R d×n , W ǫ (x, ·)i sc o n v e xo nR d×n ;
• H3: there exist 0 <c≤ C and p ≥ 1 such that
for almost all x ∈ R n and for all ξ ∈ R n . The quasiconvex case: n>1 and d>1.
• H1;
• H4: for almost every x ∈ R n , W ǫ (x, ·) is quasiconvex on R d×n ; • H3. Assumption H4 generalizes assumption H2. An energy density satisfying H1, H4, and H3 will be referred to as a standard energy density. The direct method of the calculus of variations shows that the minimization problem (2.1) has at least one solution u ǫ ∈ W 1,p (Ω, R d ). In addition, there exist a standard energy density W hom and the associated energy functional I hom :
For every sequence of minimizers u ǫ , there exists a minimizer u hom of I hom on the same set of prescribed boundary conditions such that u ǫ ⇀u hom in W 1,p (Ω). In what follows we will consider Γ-converging energies, without loss of generality up to extraction.
The aim of the following section is to recall the definition of an averaged energy density I η,ǫ that approximates I hom and u hom in the sense of Γ-convergence.
Averaged energy densities.
For convex standard energy densities W ǫ , we set the following. Definition 1. For any η>0, denoting by B(x, η) the ball of radius η centered at point x ∈ R n , we define the energy density
from R n × R d×n to R and the associated energy functional
whereas for quasiconvex standard energy densities, we set the following. Definition 2. For η>0, let us denote by C(x, η) the hypercube of R n centered in x ∈ R n and of length η. We then define the averaged energy density by
from R n × R d×n to R and the energy functional associated with its quasiconvex envelope QW η,ǫ
We then have the two following convergence theorems. Theorem 1. Let W ǫ satisfy H1, H2 (strictly), and H3 uniformly for p>1; then the energy densities W η,ǫ also satisfy H1, H2 (strictly), and H3, and the energy I η,ǫ Γ(L p )-and Γ(W 1,p )-converges to I hom as ǫ and η go to 0. Therefore, the unique sequence u η,ǫ of minimizers of I η,ǫ on W 1,p (Ω, R)+BC strongly converges in
Theorem 2. Let W ǫ satisfy H1, H4, and H3 uniformly for p>1; then the energy densities QW η,ǫ are standard energy densities, and I η,ǫ Γ(L p )-and Γ(W 1,p )-converges to I hom as ǫ and η go to 0. Therefore, for any sequence u η,ǫ of minimizers of I η,ǫ on
up to extraction. Remark 1. It may be stressed that the trial spaces η,ǫ for a strictly convex energy density as the unique minimizers (up to a constant) of
The following convergence result holds [17, Thm. 2] . Theorem 3. In addition to H1, H2, and H3, let us assume that p ≥ 2, that W ǫ (x, ·) is continuously differentiable for almost all x ∈ Ω and a ǫ (·, 0) = ∂Wǫ ∂ξ (·, 0) is bounded, and that the following monotonicity and continuity properties hold:
Then, denoting by u ǫ the unique minimizer of I ǫ on W 1,p (Ω) + BC, we have
Let us briefly discuss the link between the original Tartar correctors and the numerical correctors of Definition 3. We first recall the definition of Tartar's correctors [24] in the linear case and make some comments about the numerical interest of such a result.
Let A hom ∈ L ∞ (Ω, M n (R)) be the homogenized matrix of an H-converging sequence A ǫ (see [24] , e.g.) and u hom be the solution of the homogenized problem inf{ Ω ∇u · A hom ∇u − fu, u ∈ H 1 (Ω) + BC}. The convergence of u ǫ to u hom is weak only in H 1 (Ω). The corrector matrices are designed to approximate the gradient of u ǫ by a function depending linearly on ∇u hom . Given compactly supported subsets ω ⊂⊂ ω 1 ⊂⊂ Ω, a corrector matrix P ǫ ∈ H 1 (ω) n is defined by its entries P ǫ · e j = P j ǫ ∈ H 1 (ω), where P j ǫ is the restriction on ω of the unique solution of
for e j describing the canonical basis of R n . A corrector for u ǫ is then given on ω by
As a sum of products of two 
It is worth noticing that correctors are not gradient fields in general. In addition, correctors are not unique.
From a computational point of view, Tartar's correctors are too abstract since the precise knowledge of A hom is required to calculate the correctors, whereas A hom is in principle unknown. However, if A hom is constant, then (2.9) turns out to be solvable in practice (the term depending on A hom is constant in the energy). As pointed out by Allaire and Brizzi in [2] , the simplest approximation of A hom is the piecewise constant approximation.
The numerical corrector amounts to taking ω = ω 1 = Q H,i and approximating A hom by A η,ǫ Q H,i . It should be noticed that ω is not compactly supported in ω 1 .I n addition to the convergence in ǫ (and η), there is an error linked to H and the piecewise constant approximation of A hom . Up to an error which depends on H, the numerical corrector may be interpreted as an approximation of some Tartar corrector on Q H,i . In addition, Theorem 3 shows that the convergence of the numerical corrector holds in L 2 (Ω). Imposing ω ⊂⊂ ω 1 in the definition of a numerical corrector is a way to introduce windowing, as will be seen in section 4.
HMM.
The application of the HMM to elliptic problems introduced in [7] can be interpreted as the minimization of a discretization of I η,ǫ plus a lower order term f ∈ L p ′ (Ω) on a finite element basis, which reads (2.10) inf
where I H is the number of mesh elements, N GP is the number of Gauss points per element, x ij are the Gauss points, q j are the weights, and V H is a FE space. Then the computation of the FE minimizer of (2.10) requires only evaluations of derivatives of W η,ǫ (x ij ,ξ) for particular ξ at Gauss points x ij . We refer the reader to [7] , [17] for details on the method and its analysis.
2.6. MsFEM. The MsFEM may also be interpreted as the minimization of a (different) discretization of I η,ǫ on a P 1-FE space V H associated with a triangulation
where x i typically denotes the center of Q H,i , the second term of the energy has been integrated by a quadrature rule on Gauss points x ij , and
which is a particular energy density of type W η,ǫ .
In the analysis of the MsFEM in [17, sect. 3.2], we have extensively used the following rewriting of the problem:
since ∇u H is constant on each Q H,i . With this formulation, estimates on the energy are easy to obtain due to the inclusion V H ⊂ W 1,p (Ω). To relate this formulation with the original formulation of the MsFEM, it is enough to notice that for any u H ∈ V H one can define the restriction of the associated multiscale finite element u MsFEM H,ǫ (at least in the monotone case) on each mesh element Q H,i as the unique solution of
We then have
).
Other numerical methods can be recast within this analytical framework, such as the residual-free bubbles finite element method introduced in [26] , where the duality of points of view (W
3. Windowing in the periodic case. As a matter of fact, windowing is often used even if not always mentioned. The present terminology is borrowed from the mechanical community. Applied to the MsFEM, windowing is referred to as oversampling. Combined with the HMM, it has no particular name, and we will make use of the mechanical terminology.
Setting of the problem. Since the homogenized equation is explicitly known when
and W is 1-periodic in space, the application of the MsFEM or the HMM strategies to this case allows us to perform a numerical analysis of the methods. Doing so ([21] for the MsFEM and [8, eq. (1.8a)] for the HMM, e.g.), the error between the numerical approximation and the solution of the homogenized problem is proved to exhibit some term called the cell resonance and boundary layer error. This error is linked to two phenomena:
• when C(x, η) is not a multiple of the periodic cell on the one hand (cell resonance), and • when linear Dirichlet boundary conditions are used on the other hand (the cell problem in periodic homogenization is completed by periodic boundary conditions). These phenomena are the sources of a boundary layer, which gives the following error in the linear case between the solutions of the homogenized and averaged problems:
(the same estimate holds for the error between the homogenized and averaged coefficients of the linear operator). For the error on the correctors, it yields
where C ǫ now denotes the two-scale corrector for periodic homogenization (see [1, Thm. 9 .9] for a definition of the corrector and [10] , [21] for the error estimate). We refer the reader to [17, Prop. 1] for the corresponding estimates in the monotone case. The aim of windowing is twofold: improve the convergence rate, and if not, at least, improve the prefactor, by reducing both sources of error.
In the linear periodic case, windowing restores a convergence of order ǫ η for the L 2 (Ω)-norm of the corrector and reduces the prefactor multiplying the error of order ǫ η for the homogenized coefficients ( [8] and [19] , e.g.). The strategy consists in introducing bigger volume elements C(x, η + ζ), where ζ = ζ(ǫ, η) > 0 (hence the term windowing), and using the information only on C(x, η) to avoid the boundary layer of presumed order ζ. The application of windowing is different for the MsFEM and the HMM. In particular, for the MsFEM, several choices (mainly depending on the relative weights for the construction of the MsFEM basis; see Remark 7 for one variant) are possible. One of them has been analyzed in great detail in [21] in the linear periodic case. The mathematical formulation of windowing is introduced in the following section.
Mathematical formulation.
Let ζ = ζ(ǫ, η) ∈ R + . We define a "windowed" energy density
where v win η,ǫ,ζ is the restriction on C(x, η) of the solutionṽ win η,ǫ,ζ of the following minimization problem posed on C(x, η + ζ):
We can naturally extend this definition to balls B(x, η) and other boundary conditions ( ∇v = ξ, periodic boundary conditions). Since the arguments and results are the same, we will focus on Dirichlet boundary conditions in what follows. For the MsFEM with oversampling, we will adopt the following notation:
where w MsFEM H,ǫ,over |Q H,i is the restriction on Q H,i of a solution of (3.6) inf
In what follows, we will also make use of the oscillating part of ∇w
, namely
We will not make a full error analysis of the cancellations that occur due to windowing, and we refer the reader to [21] for a deep analysis in the linear case. We will, however, make two remarks that may explain why numerical errors are reduced by the use of windowing methods. The aim of the present work is to prove the convergence of numerical homogenization methods with windowing for general energy densities and general heterogeneities. In this setting, we are not able to exhibit error estimates, but we will prove convergence results and relate windowing methods to Tartar's correctors in homogenization.
3.3. A remark on boundary conditions. The mismatch between boundary conditions may be understood as follows. Let us consider a cubic domain C(x, η) with η/ǫ ∈ N. The domain C(x, η) is then exactly obtained by the concatenation of a given number of periodic cells. If periodic boundary conditions were used on C(x, η), W η,ǫ would be exactly W hom (since (2.3) would be exactly the cell problem). If Dirichlet boundary conditions are used, far from the boundary, the solution "tends to be" periodic. Close to the boundary the solution is very different from the periodic solution as illustrated in [2, Fig. 3] . In order to reduce the error, it is then natural to use the solution on periodic cells contained in C(x, η) that are far from the boundary ∂C(x, η). We refer the reader to the example of the half space dealt with in [3] . This remark is of great interest for the reconstruction of the fine scales features, which suffers highly from this boundary layer.
The technique of windowing is unlikely to change the rate of convergence for the homogenized coefficients, as can be easily seen in the periodic one-dimensional case (a direct calculation shows that the error still scales like ǫ η and not better). However, not taking into account the boundary layer may improve the prefactor of the error. For the two-dimensional numerical examples considered in [21] and [10] , namely a heterogeneous Laplace equation of type − div A ǫ (x)∇u = 0, with a ǫ-periodic operator A ǫ defined by
To be more precise Tables 3.1 and 3.2 report on some simple numerical tests that show the significant effect of windowing in the illustrative case (3.8). In Table 3 .1 the error between the homogenized coefficients and the approximated homogenized coefficients is reported on, using Dirichlet boundary conditions on an increasing number of periodic cells. The first approximated operator is obtained without windowing, whereas the second one is obtained by considering only the periodic cell which is at the center of the domain of computation. The convergence rate is clearly proportional to the inverse of the number of periodic cells per dimension in both cases; however, the prefactor is four times smaller in the second case. For the reconstruction of the fine scale features of the solution u ǫ , windowing reduces the L 2 -norm of the error between the numerical corrector and the two-scale corrector (3.2), whose rate of convergence with respect to ǫ η passes from 1 2 to 1 using windowing, as illustrated in Table 3 .2. This issue is dealt with theoretically in [21] and [8] . Its proof is based on the two-scale expansion of the solution and will not be detailed here since it cannot be generalized to other heterogeneities. In [17, sect. 3] , the interest of windowing for nonlinear operators is addressed in terms of error contributions: the error made on the homogenized energy could be greater than the error due to the boundary layers of the corrector. Therefore the effect of windowing on the correctors may not change the order of the error for the fine scales. In this case, however, the prefactor of the error can still be reduced by windowing.
A remark on the volume element C(x, η).
Assuming that the mismatch due to boundary conditions is reduced, one still has to deal with another source of error: the mismatch between C(x, η) and the periodic cell. The domain C(x, η) may not be exactly a multiple of the periodic cell. Therefore the mean of the energy on a periodic cell with a given periodic function does not coincide with the mean on C(x, η) of the energy with the same periodic function. This error is more subtle than the previous one and of the same order, namely ǫ η in (3.1) and for the the homogenized coefficients in the linear periodic case. This source of error is of a lower order for the Petrov-Galerkin formulation of the MsFEM [21] , as will be discussed in the following subsection. This solution is intimately linked to the particular formulation (or discretization of I η,ǫ in other terms) of the MsFEM. It does not apply to the HMM, for example. In the latter case, something else has to be done.
Remark 3. In the case for which C(x, η) is not exactly a multiple of the periodic cell, for both periodic and Dirichlet boundary conditions, numerical tests exhibit the same behavior as in Tables 3.1 and 3.2. 
We "abusively" say that the formulation is
We also have to detail some kind of "generalized" variational formulation for the nonlinear MsFEM method. Let V H denote a classical P 1-FE space. For all w H ∈ V H , there exists a function w
all i, and (3.9) 
According to the above definitions, formulation (3.10) is a Galerkin formulation, which is conforming for the classical MsFEM and nonconforming for the MsFEM with oversampling. Formulation (3.11) is a Petrov-Galerkin formulation, which is also conforming for the classical MsFEM and nonconforming for the MsFEM with oversampling.
In section 3.4, we have defined a "geometric error." The MsFEM does not suffer from this kind of error mainly because η = H in the formulation. The proportion of each material at scale ǫ is globally conserved in W MsFEM H,ǫ due to (3.9) . In other terms, if W ǫ is the energy density of a periodic composition of two materials A and B, the ratio of A and B in W ǫ is exactly preserved in W MsFEM H,ǫ , whereas it is preserved only up to an error of order ǫ η for a generic averaged energy density W η,ǫ . Recalling the brief discussion in section 3.4, each periodic cell of the material Ω is exactly accounted for once in the MsFEM: if only half of a given periodic cell belongs to some Q H,i , then the other half belongs to some other Q H,j . For a generic W η,ǫ , this may not be true. In [21] , the nonconforming Galerkin MsFEM of [10] is shown to still exhibit a cell resonance error for linear problems that can be reduced using a Petrov-Galerkin method. In the remainder of this section, we give a simple argument that may explain why the Petrov-Galerkin version of the nonconforming MsFEM is better in general than the Galerkin version. And we show how the nonconforming Petrov-Galerkin MsFEM may be recast within the analytic framework of section 2. In particular, without a Petrov-Galerkin formulation, there is no equality corresponding to (3.9) if oversampling is used (actually there is no variational interpretation; see Remark 5 hereafter).
To do so, let us study some basic properties of formulations (3.10) and (3.11) for both the classical and the "oversampled" MsFEM. We first consider the classical MsFEM. In this case, the following calculation,
)∇w H , which holds due to the Euler-Lagrange equation associated with (2.12), shows that the differential terms of the variational formulations (3.10) and (3.11) indeed coincide. On the contrary, for the "oversampled" MsFEM, the differential terms of the variational formulations (3.10) and (3.11) do not coincide. The Euler-Lagrange equation of (3.6) is no longer defined on Q H,i but on a larger domain Q H+ζ,i which prevents us from writing the decomposition as a sum of Euler-Lagrange equations on Q H,i ,a s is done in the previous calculation. Thus, for the "oversampled" method,
We actually have instead 3.12) formally using the Euler-Lagrange equation associated with (3.6):
where ∇w
ǫ,over is given by (3.7). The difference in the differential operator between the Petrov-Galerkin and the Galerkin formulations of the "oversampled" MsFEM (which are both nonconforming) is therefore given by (3.13)
It is now time to come back to the origin of windowing methods. Windowing aims at getting rid of the effects of the boundary layer on Q H,i by computing the minimum (3.4) on a domain Q H+ζ,i of diameter of order H + ζ and by considering only the restriction of the associated solution w H,i ǫ,over ∈ W 1,p (Q H+ζ,i )o nQ H,i . Our simple calculation shows that the nonconforming Galerkin MsFEM implicitly takes into account the term (3.13) . This term involves the restriction of the multiscale finite element on Q H+ζ,i \ Q H,i , which contains a part of the boundary layer that was supposed to be cancelled by the windowing method. Erasing the very last term of (3.12) and going backwards, we recover the nonconforming Petrov-Galerkin formulation of the MsFEM, which truly avoids the boundary layer.
To conclude this section, let us show that the nonconforming Petrov-Galerkin formulation of the MsFEM is equivalent to the variational formulation recalled in section 2 combined with the windowing introduced in section 3.2. Using the results of [18, sect. 4 ] to switch the derivation with respect to ξ and the minimization (3.4) for convex energies with invertible Hessians (and proceeding formally otherwise), one may write the nonconforming Petrov-Galerkin MsFEM as follows:
In section 4, we will prove the convergence of the Petrov-Galerkin formulation of the "oversampled" MsFEM for rather general elliptic operators and general heterogeneities using the variational formulation of section 2.
Remark 4. Let us stress the fact that the previous calculation shows that the nonconforming Petrov-Galerkin formulation of the MsFEM (which yields discontinuous tests functions) for W ǫ can be equivalently seen as a Galerkin method for W MsFEM H,ǫ,over . This explains why variational methods can be used on W MsFEM H,ǫ,over to prove the convergence of the PG-MsFEM for W ǫ .
Remark 5. The nonconforming Galerkin formulation of the MsFEM cannot be recast within the framework of section 2.
4. Windowing for general heterogeneities. In this section, we first define the windowing method for general heterogeneities by making precise the dependence of the windowing upon the parameter ǫ and the characteristic lengthscale η. Provided a right scaling, we then prove the convergence of numerical homogenization methods with windowing, within the framework of section 2.
There is numerical evidence that shows the practical interest of windowing for nonperiodic problems. There is also another motivation that is related to Tartar's corrector. In section 2.4, the numerical corrector has been related to Tartar's corrector, provided an approximation depending on H and provided ω = ω 1 . In Tartar's original work, however, the correctors are proved to exist using ω ⊂⊂ ω 1 , which is windowing in the present language. Numerical correctors with windowing are therefore approximations of Tartar's correctors that may seem more natural than the numerical correctors of section 2.4. The use of windowing allows us to recover all the diversity of the original Tartar correctors.
Scaling of the windowing.
The aim of windowing is to reduce the mismatch between the free oscillations of an unconstrained solution at fixed ǫ and the boundary conditions on domains C(x, η). A major assumption concerns the convergence of the energies I ǫ to a homogenized energy I hom which is not supposed to exhibit oscillations at small scales. The windowing for general heterogeneities should match the scales of the oscillations. Therefore it has to vanish with η, but it may also already vanish with ǫ. We set the following.
Definition 4. Let ζ : R + → R + . For all x ∈ Ω, η>0, and ǫ<η, ζ defines an ǫ-admissible windowing domain C(x, η + ζ(ǫ)) if
and an η-admissible windowing domain C(x, η + ζ(η)) if
Heuristically, if ǫ measures the typical "size" of the heterogeneities, ζ should satisfy lim ǫ→0 ζ(ǫ) = 0 and a property of the type lim ǫ→0 ζ(ǫ) ǫ =+ ∞ in order to see the effect of windowing. The prototypical example is given by the linear periodic case in section 3.3 for which the boundary layer is of order ǫ (thus any ζ(ǫ)=ǫ α with 1 >α>0 is enough).
The above heuristics is related to geometric properties of the heterogeneities (in particular the period, or the correlation length). Hence, ǫ should ideally be a typical lengthscale, whereas it appears as a simple parameter (which has no geometric meaning) for the assumption I ǫ Γ(L p )-converges to I hom . In Definition 4, we thus consider only windowings that are "stable under" a change of parametrization.
In the following subsections, we prove that the use of admissible windowings does not affect the convergence of the numerical homogenization method, meaning that the method also converges using windowing.
Remark 6. The windowings introduced in Definition 4 are two extreme cases. One can also introduce particular windowings depending both on ǫ and η and providing us with suitable regimes for given applications. They can also be seen as particular cases of the η-admissible windowing.
Convergence results.
In this section, we prove the convergence of numerical homogenization with η-admissible windowing, which also implies the convergence with ǫ-admissible windowing. We first address the convergence of a continuous "windowed" energy density whose FE discretization leads to the HMM. We then show the convergence of two versions of the nonconforming Petrov-Galerkin MsFEM.
4.2.1. Convergence at the continuous level. The "windowed" continuous energy density is given by the following.
Definition 5. Let ζ be an η-admissible windowing and W ǫ satisfy H1, H4, and H3. For all η, ǫ > 0, the associated "windowed" energy density is defined by
where v win η,ǫ is the restriction on C(x, η) ofṽ win η,ǫ , the solution of (3.4) with ζ = ζ(η). We then have the following two convergence results. Theorem 4. Let W ǫ satisfy H1, H2 (strictly), and H3 uniformly for p>1 and ζ be an η-admissible windowing; then the energy densities CW win η,ǫ also satisfy H1, H2, and H3 for η small enough, and the energy I 
up to extraction. In practice, one does not need to convexify W win η,ǫ since the minimum is searched in a finite-dimensional subspace of W 1,p (Ω), the strict convexity being recovered at the limit ǫ → 0 for ǫ-windowings and η → 0 for η-windowings, in the spirit of [17, Thm. 4] for the quasiconvex case.
Theorems 4 and 5 imply the convergence of the HMM with windowing in the general case.
Proof of Theorems 4 and 5. We divide the proof into two steps. We first introduce an averaged energy density for which the strategy used to prove [17, Theorems 1 and 3] holds. We then show the "windowed" energy density to be uniformly close to this averaged energy as η goes to zero.
Let us introduce the averaged energy densitỹ
This energy density is of type (2.3) (cf. Remark 1) up to denoting byη = η + ζ(η). Thus Theorems 1 and 2 apply, and we denote byĨ are equivalent. Due to Meyers' regularity estimate, H1, H4, H3, and possibly a convolution argument (see [22] and [5, Thm. C.2]), there exist α>0 and c>0, independent of η and ǫ, such that
The coefficients (exponent α and prefactor c) appearing in the Meyers' estimate depend only on the growth conditions and on the domain (see [16] and [15, Thm. 3.1 and Rem. 3.5]). Let us prove that they do not depend on η either. Up to introducing the scaling
we have
, ∇ yv (y) dy for any standard energy density. Let c 1 denote the coefficient provided by Meyers' theorem on the domain (0, 1) n and by c 2 the constant of the Poincaré-Wirtinger inequality. Let v ∈ W 1,p
n be a minimizer of the associated energy on a given set. We have for η + ζ(η) ≤ 1
which shows that (4.2) holds with c = c 1 (1 + c 2 ). Using the growth condition H3 on W ǫ , (3.4), and (4.2) we obtain
The application of the Hölder inequality yields
which implies that
using (4.3) and noticing that (η + ζ(η))
using the well-known quasi-uniform Lipschitz property of rank-one convex functions (see [17, eq. (2.12) ], e.g.) and noticing that
In particular, (4.4) implies that W win η,ǫ satisfies H3 with a modified but strictly positive constant c for η small enough (sinceW win η,ǫ does), which ensures the existence of minimizers for the relaxed problem.
The dominated convergence theorem then allows us to prove the uniform convergence to zero ofĨ win η,ǫ − I win η,ǫ on any bounded subset of W 1,p (Ω) as η goes to zero. This is enough to ensure the equivalence of the Γ-convergences of the energy functionals, as briefly recalled below (see [4] or [6] for classical definitions related to Γ-convergence).
Let us first notice that the energies are finite only on ǫ,over is a solution of (3.6). The associated result is then the following. Theorem 6. Let W ǫ satisfy H1, H4 (resp., H2 strictly), and H3 uniformly for p>1 and ζ be an η-admissible windowing. Let V H be the space of P 1-finite elements on the regular triangulation {Q H,i } i . The "oversampled" Petrov-Galerkin MsFEM reads We then have the corresponding convergence result of Theorem 3. Theorem 7. In addition to H1, H2, and H3, let us assume that p ≥ 2, that W ǫ (x, ·) is continuously differentiable for almost all x ∈ Ω and a ǫ (·, 0) = ∂Wǫ ∂ξ (·, 0) is bounded, and that W ǫ (x, ·) satisfies the monotonicity and continuity properties (2.7) and (2.6). Then, denoting by u ǫ the unique minimizer of I ǫ on W 1,p (Ω) + BC,w e have Remark 8. In (4.7), one can replace the Dirichlet boundary conditions by periodic boundary conditions. Remark 9. A corollary of Theorem 7 shows that the family {v win,i η,ǫ } associated with Definition 6 and formulation (4.5) also form a corrector, which completes the convergence result of the nonconforming Petrov-Galerkin formulation of the MsFEM in the monotone case.
Conclusion.
In numerical homogenization, the choice of the boundary conditions for the problem at the microscale in order to speed up the convergence of the numerical homogenization process is a difficult issue. It has been discussed a lot in the literature, e.g., in [23] for the community of applied mathematics and [25] for the community of mechanics. An alternative issue is given by windowing, whose aim is precisely to minimize the effect of the boundary conditions of the microscale problem. In the classical periodic and stochastic cases, windowing has proven to give better theoretical and numerical results, independently of the boundary conditions used. In the present work, we have extended the convergence results of [17] to the case of windowing. This has allowed us to prove the convergence of advanced numerical methods such as the HMM with windowing and the nonconforming Petrov-Galerkin formulation of the MsFEM in a general setting. To sum up, numerical homogenization methods with windowing indeed converge. In addition, windowing may improve the convergence of the numerical methods in two ways. Concerning the approximation of the homogenized energy, windowing does not improve the convergence rate in general but may improve the prefactor. For the numerical corrector, however, both the convergence rate and the prefactor may be improved.
