I. Introduction
The nonlinear equation, often arise from the numerical modeling of problems in many branches of science and engineering [1] . These equations more often are not solved analytically hence resort to numerical solutions. More robust and efficient methods for solving the nonlinear equations are continuously being sought. There are many papers that deal with nonlinear algebraic equations, such as, improving Newton Raphson method for nonlinear equations by modified Adomian decomposition method [2] , iterative method improving Newton's method by the decomposition method [3] , a third-order Newton-type method to solve system of nonlinear equations [4] , a variant of Newton's method with accelerated third-order convergence [5] , variants of Newton's Method using fifth-order quadrature formulas [6] and other methods (see [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] and reference therein).
In this paper, we recommend an iterative method to solve nonlinear equations. We show that our proposed method is of convergence order six. The obtained results suggested that the proposed methods introduce a powerful improvement for solving nonlinear equations.
II. Development of the methods

Consider a nonlinear equation
= 0 (1) If we write the differentiable function ( ) as follows
and then approximate the integration in (2) with average of midpoint and Simpson quadrature formulas then we have
From (2) and (3), we have
Equation (5) is a fixed point formulation which enable us to suggest and analyze a three-step iterative method for solving nonlinear equations (1).
Algorithm 2.1
INPUT initial approximation 0 ; tolerance , maximum number of iterations 0 . OUTPUT approximate solution +1 , or message of failure.
Step 1 : Set = 0 and = 1.
Staep2 :
While ≤ 0 do steps 3-5.
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Step 3 : Calculate
Step 4 
III. Convergence Analysis
In this section, we establish the six-order convergence of the proposed method in this paper. From (6) and (11) From (7), (9) and (16) From (8), (18) and (19), we get 
IV. Numerical Example
In this section, we have worked out some examples to illustrate the efficiency of the proposed method, by comparing the Newton method (NM), the method of Cordero and Terregrossa [6] (CTM), the method of Parhi and Gupta [15] (PGM), and our method (PCNM). The following stopping criteria were used: . +1 − < .
+1 < where = 10 −15 .
The following examples, some which are from [6, 13, 15] , were used. 
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