Abstract. We consider the asymptotic behavior of the solution of the Cauchy problem for the nonlinear nonlocal Shrö dinger equation (NNS) with a source. The source in the NNS equation makes essential alterations to the asymptotic behavior. We study the cases of both small and large initial data.
Introduction
In this paper we study the asymptotic behavior for large time of solutions of the Cauchy problem for the nonlinear nonlocal Schrö dinger (NNS) equation, proposed in [1] , with a source: The (NNS) equation describes wave propagation in plasma physics, nonlinear optics, chemical kinetics, hydrodynamics [2] [3] [4] [5] . The (NNS) equation is a very general nonlinear equation and due to the choice of the operator K it includes a number of wellknown equations. For example, when KðpÞ ¼ ði þ a 2 Þ p 2 ; ða A RÞ; the (NNS) equation is the generalized Landau-Ginzburg equation [6] . If KðpÞ ¼ ÀiqðpÞ þ i p 2 where qðÁÞ is a suitable real valued function, the (NNS) equation is the generalized nonlocal nonlinear Schrö dinger equation and describes di¤erent processes, connected with the dissipation or pumping of energy [7] .
Without a source (i.e. f ðx; tÞ ¼ 0) the Cauchy problem (NNS) was studied in papers [7] , [8] . The local and global existence of solutions and the smoothing property of solutions were proved. In the case of the dissipative operator K and small initial data the asymptotics for large time of solutions of (NNS) without a source were studied in [12] .
The aim of the present paper is to study a symptotics as t ! þy of the solutions of the Cauchy problem (NNS) with a source. We use estimates in Sobolev spaces as in paper [13] . The source in (NNS) makes essential alterations to the asymptotic behavior.
Before stating our results, we give notation and function spaces. We denote m p ¼ minð1; jpjÞ; M p ¼ maxð1; jpjÞ; q p u ¼p u and k Á k
p j Á j 2 dp:
We introduce some function spaces: X ¼ ffðxÞ A L y ðRÞ V H 0; 1=2þg ðRÞg with k Á k X ¼ k Á k L y ðRÞ þ k Á k 1=2þg , here
. Di¤erent positive constants might be denoted by the same letter C and su‰ciently small positive constants by the letters g, g 0 . We now state our results in this paper. There are three main cases of large time asymptotic behavior of solutions.
In the first case the asymptotics of solutions is determined by the source. The following statement is valid.
Theorem 1. Assume that the symbol KðpÞ is dissipative, that is
Re KðpÞ V ym d p ;
ð1:1Þ
for all p A R, where y > 0, 0 < d < 1. Suppose that the source f ðx; tÞ satisfies the following condition for p A R, t > 0 f f ¼ gð pÞ ð1 þ tÞ a þ cð p; tÞ; kgk X U e; kck X U e ð1 þ tÞ aþh ; ð1:2Þ
where e > 0 is su‰ciently small, h > 0, a A ðmaxð0; 1 À 1=2dÞ; 1=dÞ. Suppose that the initial data are small enough, that is the following estimate is valid kû uk X U e: ð1:3Þ
Then the solution uðx; tÞ of the Cauchy problem (NNS) has the asymptotics as t ! y uniformly with respect to x A R uðx; tÞ ¼ Ài
Kð pÞ dp þ Oðt ÀaÀr Þ; ð1:4Þ
where r > 0 is some constant.
In the second case the source decays in time more rapidly and interacts with the operator K. Therefore the asymptotic behavior of the solution is of intermediate character. The solution decays slower than the source and the response from the initial data.
The following theorem is proved. where b ¼ a þ 1=d À 1 and r > 0.
In the third case the source decays su‰ciently rapidly and does not play a role in the character of asymptotic behavior of solution. For this case we prove the following results. where l > 0. Assume that the right-hand-side f ðx; tÞ satisfies conditions with a > maxð1; 1=dÞ In the previous theorems we consider the case of su‰ciently small initial data. This smallness condition enables us to prove the global existence of solutions and the necessary time decay estimates. If the initial data are not small (we will call such initial data large data), the solution of the Cauchy problem can blow up in finite time. It is known [7] , [8] that the global existence of the solution of the Cauchy problem can be obtained under the condition that the operator K is strongly dissipative. Also it is interesting to obtain asymptotics of solutions of the Cauchy problem with large initial data.
We consider the case of strongly dissipative operator K. As in the paper [14] we will use the basic estimate of the solution in L 2 norm. However, for the case of large initial data, we can not obtain the estimate of this L 2 norm decaying in time. Therefore, decay estimates of the solution in the case of large initial data can be obtained for more rough condition d < 1 (instead of d < 2) on the symbol of the operator K. We can not say that the condition is essential, or it is caused only by our approach.
We will prove the following theorems. For the first case we have Then the solution uðx; tÞ of the Cauchy problem (NNS) with any large initial datâ u u A Z has the asymptotics (1.4) as t ! y.
For the third case we obtain (the second case does not appear since we put restriction on d 0 < d < 1):
Theorem 5. Let symbol Kð pÞ satisfy conditions (1.5), (1.13) and
ð1:14Þ
where l > 0. Suppose that the source f ðx; tÞ satisfies the following estimates with a > 1=d
where
The initial data are large and such that u u A Z; q pû u A H 0; 1=2þg : ð1:17Þ
Then the solution uðx; tÞ of the Cauchy problem (NNS) has the asymptotics (1.12) as t ! þy.
We organize our paper as follows. In section 2 we give some preliminary results. First we mention a local existence result in Theorem 0 without giving a proof. Further we prove Lemma 1 which establish time decay estimates of the solution for small initial data and is necessary in section 3 in proving Theorems 1-3. Then, in Lemma 2 we prove time decay estimates of the solution for large initial data. In section 3 we give proofs of the theorems.
Preliminaries
By using the standard successive approximation method it is easy to prove the following theorem. where T > 0 depends on the sizes of the data u and f. 
Proof. We prove (2.4) by the contradiction. By virtue of (2.3) the estimate (2.4) is valid at t ¼ 0. Suppose that at some T > 0 the estimate (2.4) 
Making a change of the variable y d ¼ jpj d t and using (2.1), (2.3), we obtain the estimate of the first term in the right-hand side of (2.7)
where l ¼ minð0; kÞ. To estimate the second term in the right-hand side of (2.7) we need a number of preliminary estimates.
Using the following estimates
we have
and
Since n 1=2Àg U n 1=2þg , substituting (2.5) in (2.9) and (2.10), we get 
Using (2.1) (2.13) (2.14), we estimate the second term in the right-hand-side of (2.7) Proof. Arguing in the same way as in the paper [8] it is easy to prove that the Cauchy problem (NNS) has the unique solution uðx; tÞ and uðx; tÞ A C y ðð0; þyÞ; H y ðRÞÞ V C 0 ð½0 þ yÞ; L 2 ðRÞÞ:
multiplying the (NNS) equation by u Ã and taking real part we have
Re KðpÞjû uj 2 dp þ Re i ð Rf f ð p; tÞû uðp; tÞ dp
By virtue of (2.16), (2.17) the integration of (2.19) yields
and since C is independent of t, for any e > 0 there is an su‰ciently large uðpÞ dp þ i ð R e ipx dp ð t 0 e ÀKð pÞðtÀtÞ wð p; tÞ dt
We estimate each integral in the formula (3.1). The first integral I 1 decays faster than t Àa as t ! y and forms the remainder term. Indeed, using conditions (1.1) and (1.3), we have
Àyj pj d t dp þ e Àyt kû uk H 0; 1=2þg U C 1 t 1=d :
ð3:2Þ
The second integral I 2 in (3.1) also forms the remainder term. To prove this we use the results of Lemma 1. We have
ð3:3Þ
where a 1 ¼ 2 minða À 1 þ 1=2d; a À mÞ þ a À m > a, since maxð0; 1 À 1=2dÞ < a < 1=d, here m > 0 being su‰ciently small.
Then we obtain the following estimate where 0 < r < a 1 À a À m.
We now prove that the third integral in (3.1) gives the main term of the asymptotics (1.4), that is,
Kð pÞ dp þ Oðt ÀaÀr Þ: ð3:5Þ
Using (1.2) we have
ÀKð pÞðtÀtÞ gð pÞ ð1 þ tÞ a dp þ RðtÞ ¼Î I þ RðtÞ; ð3:6Þ
ÀKð pÞðtÀtÞf f ðp; tÞ dp þ
ÀKð pÞðtÀtÞ cðp; tÞ dp
Integrating by parts we get for the first term in (3.6) 
ÀKð pÞðtÀtÞf f ð p; tÞ dp
where r < 1=d À 1, and by the analogy of (3.6) for 0 < r < minð1; h=2Þ
Thus the estimate (3.9) is proved. Substituting (3.7) and (3.9) in (3.6), we get (3.5). Using (3.2), (3.4) and (3.5) from (3.1) we have
Kð pÞ dp þ Oðt ÀaÀr Þ;
as t ! þy and 0 < r < minðð1 À dÞ=d; a 1 À a; b; 1; h=2Þ. r Proof of Theorem 2. We estimate each of the integrals in (3.1).
For I 1 we again use the estimate (3.2). The integral I 2 decays faster than t Àb and also forms the remainder.
Indeed, since a A ð3=2 À 1=d; 1Þ and d A ð1; 2Þ using estimates of Lemma 1, we have (3.3) with
Therefore as (3.4) we obtain
where r < a 1 À a.
The third integral in (3.1) gives the main term of the asymptotics. Indeed, by virtue of (1.6), we have
ð R e ipx dp e ipx e ÀKð pÞðtÀtÞ ðf f ð p; tÞ Àf f ð0; tÞÞ dp
ÀKð pÞðtÀtÞ Oðð1 þ tÞ ÀaÀh Þ dp
ÀKð pÞðtÀtÞf f ðp; tÞ dp
Making the change of variables y d ¼ oj pj d ðt À tÞ and tz ¼ t in the first summand of (3.12) we obtain where 0 < r < 1 À 1=d. In view of (1.1), (1.7) we have for 0 < r < n=d
jpj n dp where 0 < r < h.
Using (1.1) and (1.6), we get for r > 0
ÀyðtÀtÞ jf f j dp Hence, using (1.1), we get
where 0 < r < n=d.
In view of (1.3) and (1.1) we easily obtain
To estimate the second and the third integrals in (3.1) we obtain a number of preliminary estimates. Denote hðp; tÞ ¼ wðp; tÞ Àf f ð p; tÞ.
By virtue of Lemma 1 and (1.10), we have
22Þ
Now we prove for all jpj < 1 jhð p; tÞ À hð0; tÞj U C jpj n ð1 þ tÞ n=d ð1 þ tÞ
; n > 0: ð3:23Þ
For this purpose we need the following inequality kq pû uk 1=2Àn; 1=2þg < Cð1 þ tÞ n=d ; ð3:25Þ for small n > 0. Indeed in view of (1.9)-(1.11), Lemma 1 and Gronwall's inequality from (NNS) we get kq pû uk 1=2Àn; 1=2þg U C kq pû uk 1=2Àn; 1=2þg þ
Then using (1.10), Lemma1 we get for all jpj < 1: 
ÀKð pÞðtÀtÞ ðhð p; tÞ À hð0; tÞÞ dp
e ipx e ÀKð pÞðtÀtÞ hð p; tÞ dp
e ipx e ÀKðpÞðtÀtÞ hðp; tÞ dp ¼ S Then by the analogy of (3.4), using (3.29) and (3.30), we get for the second integral in (3.1)
ÀKð pÞðtÀtÞ wð p; tÞ dp U C ð jpjU1 dp where 0 < r < minð1=d À a; aÞ.
In the same way as the proof of Theorem 1, using the norm L 2 instead of k Á k 1=2þg and condition (1.13) of strong dissipativity, we get estimates (3.2) and (3.5) . This completes the proof. r 
