Abstract. Several classes have been considered to study the weak subnormalities of Hilbert space operators. One of them is n-hypnormality, which comes from the Bram-Halmos criterion for subnormal operators. In this note we consider E(n)-hyponormality, which is the parallel version corresponding to the Embry characterization for subnormal operators. We characterize E(n)-hyponormality of composition operators via k-th Radon-Nikodym derivatives and present some examples to distinguish the classes.
Introduction
Let H be an infinite-dimensional complex Hilbert space and let L(H) be the algebra of all bounded linear operators on H. Several bridges of operators have been developed to detect how far from being subnormal a given hyponormal operator is. In [4] , R. Curto defined strongly n-hyponormal operators by using the BramHalmos criterion, which states that an operator T ∈ L(H) is subnormal if and only if i,j T i f j , T j f i ≥ 0 for all finite collections {f i } in H. Recall that T is strongly n-hyponormal if n i,j=0 T i f j , T j f i ≥ 0 for any elements f 0 , f 1 , . . . , f n in H ( [4] ). This notion has been studied to find gaps between subnormality and hyponormality of operators when their main models are weighted shifts (cf. [5] , [6] , [7] , [19] , [21] , [22] , [24] ). Also those techniques in weighted shifts were useful to study k-contractive and k-hypercontractive operators (cf. [1] , [13] , [14] ). In [10] , they proved that every 2-hyponormal trigonometric Toeplitz operator is necessarily subnormal. An abstract solution to the lifting problem for commuting subnormal operators is obtained in [9] via k-hyponormality of multivariable weighted shifts. In [17] and [18] they show that strong k-hyponormality of a cyclic subnormal operator can be applied to a truncated complex moment problem by studying the flatness of moment matrices that was introduced in [8] .
An alternative characterization of subnormality is due to Embry ([11] ), which is that an operator T is subnormal if and only if i,j T i+j f i , T i+j f j ≥ 0 for all finite collections {f i } in H. The following is defined as parallel with strong n-hyponormality.
It follows from [22] that for the case of weighted shifts, n-hyponormality and E(n)-hyponormality are equivalent, but the two notions are different in general. However, some computations show that if T has dense range, then T is E (n)-hyponormal if and only if T is strongly n-hyponormal. [15] ). Note that every operator in the class A is paranormal (cf. [16] ). So E(n)-hyponormality provides a bridge between subnormal and paranormal operators in L(H).
Let X := (X, F, µ) be a σ-finite measure space and T be a measurable transformation from X into X, i.e.,
In [3] , they studied gaps between quasinormality and p-hyponormality via composition operators on
and see the literature in [15] for further study). However, the information about the bridge of E(n)-hyponormal operators is not so well known, and so it is worthwhile to study E(n)-hyponormal composition operators on L 2 . We will see that those two notions are different in Section 4.2.
This note consists of the following. In Section 2 we characterize the E(n)-hyponormal composition operators on L 2 as a positive matrix consisting of the k-th Radon-Nikodym derivatives generated by the absolutely continuous property
In Section 3 we obtain a formula separating the classes of E(n)-hyponormal composition operators on L 2 . In Section 4 we provide a useful related example.
E(n)-hyponormal composition operators
Let X := (X, F, µ) be a σ-finite measure space and let T be a non-singular transformation on X (i.e., µ • T −1 µ) throughout this paper. Since µ is σ-finite, there exists a measurable non-negative extended real-valued function (Radon-
). For a convention we write h 0 (x) = 1. We now begin our work with the following lemma.
Proof. Assuming the contrary, we suppose there exist
Let A n := {x ∈ X|φ 00 (x) ≥ 1/n} and let χ A n be the characteristic function on A n . Since φ 00 (x) ≥ 0 a.e. x in X, by the Lebesgue dominated convergence theorem, there exists a number n 0 ∈ N satisfying
which leads to a contradiction.
Then the following assertions are equivalent:
Proof. Since (ii) ⇒ (i) is obvious, it is sufficient to show that (i) ⇒ (ii). First we claim that φ 00 (x) ≥ 0 a.e. To the contrary, we suppose that there exists > 0 such that φ 00 (x) < − on a positive measurable set E. Let f 0 (x) = χ E (x). Then we have
which is a contradiction of (2.1). Note that this is the case n = 0 in the mathematical induction. We assume that the implication holds for the case
holds in the case of n = k, i.e.,
Then the hypothesis of mathematical induction shows that
which is equivalent to (φ ji (x)) k i,j=0 ≥ 0. In the case that N := {x : φ 00 (x) = 0} is a non-zero measurable set, it follows immediately from (2.
By the hypothesis of mathematical induction, it follows that (φ ij (x))
we have that
Hence by Lemma 2.2, we have this theorem.
According to Theorem 2.3, we have that C T is subnormal if and only if ∆ n (x) ≥ 0 a.e. x and for all n ∈ N 0 := N ∪ {0} if and only if {h n (x)} ∞ n=0 is a moment sequence a.e. x. The following is an immediate corollary of Theorem 2.3.
The following is a generalization of recursively generated weighted shifts (whose definition will appear in the next section) corresponding to composition operators. The operator appearing in Corollary 2.5 is referred to as "a recursively generated composition operator with rank r" (cf. [6] ). An example satisfying the hypothesis of Corollary 2.5 will be introduced in Section 4.
Proposition 2.6. Suppose that C T has dense range and h
1 > 0. Let n ∈ N. Then C *
T is E(n)-hyponormal if and only if the (n + 1) × (n + 1) complex matrix
. Hence, we have that 
By Lemma 2.2, (2.7) is equivalent to Γ n (x) ≥ 0 a.e. x in X.
We close this section with the following remark. 
Separating classes of E(n)-hyponormal operators
Let γ := {γ n } ∞ n=0 be a set of positive real numbers. For brevity we consider γ 0 = 1 in this section. A sequence γ is said to be recursively generated if there exist a natural number r and a vector ψ = (ψ 0 , . . . , ψ r−1 ) ∈ C r such that γ n = ψ r−1 γ n−1 + · · · + ψ 0 γ n−r (n ≥ r). A sequence γ is non-recursively generated if it is not recursively generated. (Note that the weighted shift W α with weight sequence α n := γ n+1 /γ n is called recursively generated. The numbers γ 0 := 1 and
is a non-recursively generated sequence. Let
where t is a positive real variable. Then det Ψ k (t) is a polynomial in t of degree 1 and has the unique zero ξ k > 0.
Lemma 3.1 ([19, Th. 2.1]). Under the same notation and hypothesis as above, it follows that
Let X := N 0 and let F := P(X) be the power set of X. We define a measurable
+ be an arbitrary point mass measure on X with m 0 = t as a positive real variable. Then the σ-algebra T −1 F is generated by atoms {0, 1}, {2}, {3}, · · · . By a computation, we obtain the Radon-Nikodym derivative
i.e., h 1 is a sequence of the form:
, · · · . By simple computations, we also have that for each n ≥ 1,
Then we have the following lemma. 
Proof. According to the elementary row operations and column operations, without difficulty we may obtain the required equality.
With the same notation as in (2.5) and (3.3), we denote
where ∆ n (k, t) ≡ ∆ n (k) is as in (2.5), and
for n = 1, 2, · · · . Then we have the following lemma. is a non-recursively generated sequence for any k ∈ N. Let β k be as in (3.4) and let ξ n be the zero of det Θ n (t). Then we have the following assertions:
, where ξ ∞ = lim ξ n . Proof. By the Nested Determinants Test ( [6] ), obviously we have that RE(n, k) ⊃ RD(n, k). To prove the reverse containment, let t ∈ RE(n, k), i.e., ∆ n (k, t) ≥ 0.
> 0 for any k ∈ N.
So we only consider k = 0. For a contradiction, we suppose that there exists n 0 ∈ N with 1 ≤ n 0 ≤ n − 1 such that ∆ n 0 (0, t) ≥ 0 and det Ψ n 0 (t) = 0 for all t > 0. (Note that det Θ n 0 (t) = det ∆ n 0 (0, t) by Lemma 3.3.) Then it follows from [6] that
So we can find a root ξ n 0 satisfying det Θ n 0 (ξ n 0 ) = 0. Since the slope of det Θ n 0 (x) is positive and ξ n 0 < ξ n 0 +1 , we have det Θ n 0 +1 (ξ n 0 ) < 0, which contradicts ∆ n (0, k) ≥ 0. Hence RE(n, 0) ⊂ RD(n, 0). The remaining parts are routine.
By the above lemmas and Theorem 2.3, we have the following theorem. 
is a strictly increasing sequence of positive real numbers;
We close this section with an example for Theorem 3.5. 
Further examples
In this section, we will discuss two examples. 
