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Abstract 
In this paper a procedure for the static identification and reconstruction of concentrated damage 
distribution in beam-like structures, implemented in a dedicated software, is presented. The 
proposed damage identification strategy relies on the solution of an optimisation problem, by 
means of a genetic algorithm, which exploits the closed form solution based on the distribution 
theory of multi-cracked beams subjected to static loads. Precisely, the adoption of the latter 
closed-form solution allows a straightforward evolution of an initial random population of 
chromosomes, representing different damage distributions along the beam axis, towards the 
fittest and selected as the sought solution. This method allows the identification of the position 
and intensity of an arbitrary number of cracks and is limited only by the amount of data 
experimentally measured. The proposed procedure, which has the great advantage of being 
robust and very fast, has been implemented in the powerful agent based software environment 
NetLogo, and is here presented and validated with reference to several benchmark cases of single 
and multi-cracked beams considering different load scenarios and boundary conditions. 
Sensitivity analyses to assess the influence of instrumental errors are also included in the study. 
Keywords: static identification, multiple cracks, distributional theory, genetic algorithms, 
instrumental errors 
 
1. Introduction 
The early identification of damage in structures allows preventing the occurrence of more severe 
damage or even structural failures. In particular, within the strategic infrastructural asset, beam-
like structures (for example bridges) represent a relevant structural typology. 
Damage identification is usually performed on the basis of experimental tests in the static or 
dynamic contexts. Dynamic identification of damage has been widely explored in the literature 
because of the easiness in the measurement of the natural frequencies [1-9] and, to a smaller 
extent, of the modes [10-12]. On the other hand, a limited effort was dedicated to the static 
identification of damage [13-16], for different structural typologies, mainly by employing 
displacement measurements, that are more sensitive to instrumental errors. 
Damage can affect small or large portions of beams. According to the involved damaged area 
and to the depth of the damage several models are available in the literature [17-26]. When the 
damage is located in a restricted area and can be assumed as a concentrated crack, the most used 
mathematical model is the so called equivalent rotational spring model, whose calibration can be 
performed according to numerous proposals available in the literature [24,27].  
Since the pioneering study by Sanayei and Onipede [13] who proposed a method for the crack 
location in frames by making use of static measurements, some authors provided considerable 
efforts towards the static identification of damage in frames [14], arches [15] and beam-like 
structures [16], also accounting for the instrumental errors [28]. Others employed wavelet 
transforms to enhance the effect of cracks in the static detection profiles for a more efficacious 
identification procedure [29]. 
Traditionally, the identification of cracks by static tests is performed comparing the results of a 
direct solution with that provided by the experimental data in terms of displacements of different 
cross sections. Precisely, the identification is pursued by making use of different optimization 
strategies of an objective function built as a measure of the difference between experimental 
results versus the analytical evaluation of the response. Hence crack identification procedures 
usually rely on two phases:  
i) evaluation of the selected response parameters with the adopted analytical model;  
ii) optimisation of a suitably defined objective function.  
In case multiple cracks are to be detected along a beam axis, the first phase of the procedure is 
generally solved by enforcing continuity conditions at the cracked section at unknown position 
and with unknown intensity.  
A convenient approach has been proposed in [30] since the objective function is given in explicit 
form, however, the second phase can be particularly cumbersome since a numerical optimisation 
procedure is adopted and it is not applicable to the relevant case of multiple cracks.  
In order to speed up and make more stable the optimisation phase ii) different strategies have 
been employed in the literature borrowed by evolutionary natural phenomena such as immune 
optimization [31], cuckoo algorithm [32], ant colony methods [33] or genetic algorithms. The 
latter strategies, widely used for dynamic identification purposes [34-37] by many authors, 
require, starting from initial random populations, highly numerous evaluations of the selected 
response parameters expected in phase i).  
An efficient formulation of the analytical model is hence mandatory if evolutionary iterative 
optimization algorithms are applied.     
More interestingly, entirely analytical procedures for crack identification, leading to explicit 
closed form solution of the inverse problem either based on the modified Hu-Washizu variational 
principle [38] or to the application of Betti-Maxwell reciprocity theorem [39,40] can also be 
considered. The latter, however, are conveniently applied only to beams with single or double 
cracks. Furthermore, the proposed closed form solution are strictly influenced by sufficient 
conditions constraining the position of the sensors to measure the structural response parameters 
to provide the correct crack identification.  
Given the above scenario it seems that a convenient solution strategy for multiple crack 
identification should employ, for phase i),  a convenient analytical model or, better, a closed 
form formulation of the solution of multiple cracked beams; successively, for phase ii), a 
computationally performing optimisation algorithm also able to avoid identification of false 
crack distribution such as those characterising local minima.  
To this aim in this work a crack identification strategy on beam-like structures which makes use 
of a genetic algorithm conveniently based on a closed form solution of beams in presence of 
multiple cracks is presented; the latter solution is able to assess the performance of a damage 
scenario under the action of static loads without the adoption of any numerical procedure.      
The considered closed form solution makes use of the distributional theory, which was applied 
with success both in beams [41,42] and frames [43] in a static context and which accounts for an 
arbitrary number of along span singularities without enforcement of any continuity condition at 
the cracked sections. Analogous closed form solutions were also successfully applied with 
reference to stability [44,45] and dynamics [46].  
In particular, the optimization strategy to identify the correct damage distribution used in this 
paper is based on the adoption of a genetic algorithm. Such a strategy, to the authors' best 
knowledge, is here adopted for the first time for the static identification of damage in beams. In 
this work the adopted closed form solution for multi-cracked beams is also coupled to an 
alternative novel definition of the chromosome, that has to undergo a genetic evolution, 
reflecting a spatial discretisation of the beam and suggesting a possible re-meshing along a 
restricted portion of the beam for an accuracy improvement. 
The proposed procedure for the reconstruction of damage was implemented in an original 
software code, called “DIGA” (Damage Identification with Genetic Algorithms), in the agent-
based programming language NetLogo [47]. This software environment has been usually 
adopted by many researchers to simulate complex systems dynamics in several different fields, 
and is here used for the first time for damage identification. The developed code, as better shown 
in the paper, is able to identify the presence of cracks along the span of the beam in a very small 
computing time.  
After the description of the proposed procedure, several validations with single and multi 
cracked benchmark structures, to demonstrate the reliability and robustness of the proposed 
procedure, are presented. The influence of the positions of the measurements is also assessed. 
Finally, instrumental errors are introduced and the sensitivity of the identification procedure with 
respect to this aspect is also assessed and discussed. 
 
2. A beam model with multiple cracks: the closed form solution 
When the damage is located on a limited extent of a beam-like structure and can be thought of as 
a concentrated crack, a widely accepted and reliable macroscopic model relies on the definition 
of an equivalent hinge endowed with a rotational spring [17-19,23-24]. According to the latter 
model, herein adopted, a rotation discontinuity is allowed at the cracked cross section, hence 
methods able to conveniently deal with discontinuous response functions in the governing 
equations should be adopted. A commonly used strategy is based on definition of the governing 
equations in the domains characterised by continuous response functions and successively by 
enforcing continuity/discontinuity conditions at each cracked section. The latter procedure 
requires an increasing computational effort as the number of cracks increases, but, more 
importantly it does not lead to closed form expressions of the solution.  
On this premises, and with the aim of avoiding imposition of additional conditions at the 
discontinuous cross sections, in this section a formulation of the governing equation of multiple 
cracked beams along the entire domain embedding the rotation discontinuities is adopted. 
The adopted strategy makes use of generalized functions and is able to provide the deflections in 
a beam with multiple rotation discontinuities subjected to a generic static load, by enforcing four 
boundary conditions only and is here briefly summarised. 
The Euler-Bernoulli beam model with constant bending stiffness  and length L , o oE I
characterised by n along axis concentrated cracks and subjected to a transversal load ( )q x , 
where x is the along axis abscissa, is considered.  
The fourth order governing differential equation of the latter beam model can be written in a non 
dimensional form as follows [48]:       
 (1) 
where  is the normalised abscissa along the beam axis,  is the 
normalised transversal load, and where  is the normalised transversal deflection function. 
The apex indicates derivative with respect to ξ .  The summation term on the right hand side of 
Eq. (1) is extended to the number n  of cracks concentrated at the cross section with abscissae 
 ξi = xi / L, i = 1,…,n . The latter term takes into account the contribution of the unknown rotation 
discontinuities ( )iu ξ′Δ  occurring at the cracked cross sections by introducing the well known 
generalized Dirac’s delta functions .  
According to the adopted model, if each crack is replaced by an equivalent  rotational spring 
with stiffness ik , the rotation discontinuities ( )iu ξ′Δ  at the cracked cross sections, appearing in 
Eq. (1), are given as: 
 ( ) ( )i i iu uξ λ ξ′ ′′Δ =                                                                        (2) 
where /i o o iE I k Lλ =  are the normalised flexibility of the rotational springs.  
Integration of Eq. (1) leads to the following closed form solution of the normalised transversal 
displacement function: 
 (3) 
where the constants  with  represent the integration constants to be obtained as a 
function of the boundary conditions, while the  with  are given as follows:  
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In Eqs. (4) the symbol  indicates the p-th integral of the function.  
Without loss of generality, in this paper the beam is subjected to a constant distributed vertical 
load and to Fn  normalised concentrated loads  Fr = Fr L
2 E0I0 , r = 1,…,nF , located at the 
abscissae  as follows: 
( ) ( )
F
r
n
o r F
r
q q Fξ δ ξ ξ= + −∑                                                         (5) 
The integration constants  can be determined by imposing the boundary conditions at the end 
sections  and . For convenience, in Table 1, the integration constants are given for 
several significant boundary conditions.  
 
 
3. The objective function for crack identification and its discretisation 
For crack identification purposes, it can be assumed that the normalised transversal 
displacements of a given damaged beam, denoted as ( )
j
e e
j mu u ξ= , are given at M measurement 
positions 
 
ξm1 ,ξm2 ,…,ξmM  by the execution of an experimental static test.  
The generic damage scenario to be identified is characterised by n cracks concentrated at 
locations iξ  (i=1,..,n), whose intensity is represented by the flexibility iλ  (i=1,..,n) of the 
equivalent rotational springs. Therefore, for the identification of n cracks, the transversal 
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displacements at each measurement position can be expressed as functions of the 2n parameters 
 ξ1,ξ2 ,…,ξn  and  λ1,λ2 ,…,λn  of the cracks and the values, calculated by means of Eq. (2), are 
indicated as 
 
uj
c = uc(ξmj ;ξ1,ξ2 ,…,ξn ,λ1,λ2 ,…,λn ) ,  j = 1,…, M .  
Table 1. Integration constants for several boundary conditions 
 Boundary conditions Integration constants 
Pinned-pinned beam 
 
 
Clamped-clamped beam 
 
 
Cantilever beam 
 
 
 
It is worth noticing that the computed displacements cju  dependent on the chosen model are not 
obtained by numerical procedures; rather they are given by the relevant closed-form solution for 
the case under study, i.e. Eq. (2), for the specified boundary conditions.  
In order to seek the optimal damage configuration, the calculated displacements  for all the 
possible damage configurations have to be computed and compared with the correspondent 
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measured values from experimental tests, indicated as eju , in order to minimize the differences. 
The inverse problem of the identification of multiple cracks is hence here formulated as an 
optimisation problem of the following objective function, normalized with respect to the 
correspondent displacements of the undamaged beam : 
 (6) 
 
Once that experimental measures eju  are at disposal, the optimisation problem provided in Eq. 
(6) can be solved by seeking the optimal damage scenario which better approximates the actual 
static response of the damaged beam.  
In particular, in this work the optimisation problem in Eq. (6) for the damage parameter 
identification is approached by a beam axis discretisation with an arbitrary number N of internal 
nodes at given locations 
 
ξN1 ,ξN2 ,…,ξNN . Each node can be considered as a potential crack 
position and it is characterised by an integer value  gk , k = 1,…, N , associated to the crack 
intensity by means of the relation: 
 
gk = int λk
gmax
λmax
⎡
⎣
⎢
⎤
⎦
⎥ , k = 1,…, N                                           (7) 
Eq. (7) represents a discretisation of the crack intensity range where maxλ  is the maximum 
potentially identifiable crack intensity and maxg  the chosen relevant integer value. 
According to the latter approach, the location of the possible cracks  is associated to the 
chosen discretisation, that can be adaptive if convenient, as better described in the following 
sections, according to the desired accuracy.  
As an example, a schematic layout of the adopted discretisation strategy is reported in Figure 1 
for the case of a pinned-pinned beam with three cracks together with the displacement 
measurement sensors. 
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Since the total number of possible damage configurations, with different locations and intensity, 
may be large, according to the chosen number N  of nodes, it is extremely important to have an 
automatic procedure able to provide the optimal solution within reasonable computing time. To 
this aim a genetic algorithm strategy is adopted in what follows to select the damage scenario 
which best suits the experimental data. 
 
 
 
Figure 1. The considered beam discretisation for crack identification. Circles indicates nodes and the 
associated integer numbers indicate the crack intensity.    
 
 
4. Optimization procedure by means of a Genetic Algorithm 
A “genetic algorithm” is an adaptive stochastic method that mimics the Darwinian evolution, 
which is based on an opportune combination of random mutations and natural selection, in order 
to numerically find optimal values of some specific function. The algorithm acts over a 
population of P potential solutions by applying, iteratively, the “survival of the fittest” principle; 
in such a way it produces a sequence of new generations of P individuals that evolves towards a 
stationary population where the large majority of surviving solutions do coincide and approach 
as much as possible the real solution of a practical problem [49,50]. 
In order to translate into this scenario the damage parameter identification problem of a multi-
cracked beam, a genetic algorithm based identification procedure, developed on the basis of the 
the objective function discretisation presented in the previous section, is here described. 
The genetic algorithm defined in this work operates on a population composed of P  individuals, 
called chromosomes, coded as strings of integer numbers  gk , k = 1,…, N , called genes, each one 
representing the intensity of the possible damage present in the k-th node of the beam at abscissa 
 
ξNk , k = 1,…, N  (gk = 0 means that no crack is present at the corresponding node). 
A generic chromosome Ci of the population (i = 1, …, P) can be therefore represented as the 
following sequence of genes:  Ci ≡ g1,g2 ,…,gk ,…,gN( )  with max0 kg g≤ ≤ . The number of genes 
per chromosome with 0kg >  will be denoted as Σ in what follows for calculation purposes.  
According to the chosen definition, the overall number of possible different chromosomes (hence 
the maximum dimension of the initial population) is Pmax = (gmax + 1)N, a quantity which rapidly 
increases with N even for small values of gmax (for example, if gmax = 2 and N = 22, one obtains 
Pmax ≈ 31109).  
The above reported definition for the chromosomes is deeply different from similar studies 
proposed in the literature. However, a similar choice of chromosome can be found in [51] with 
reference to stiffness identification problems over diffused portions of the beam.  
In the identification procedure proposed in this work, the number of cracks nc that can be 
identified is limited only by the number of measurements M  experimentally acquired by the 
experimental test. Precisely, since position and intensity of each crack have to be identified, for a 
well posed inverse problem, the number nc of cracks potentially identifiable is equal to 
.  
The task of the genetic algorithm consists in exploring the space of all possible chromosomes, by 
means of an evolutionary law rather than a precise analytical or systematic law, in search of the 
damage scenario maximizing a suitable fitness function, that improves as the objective function 
O(Ci) decreases. The fitness function here proposed and adopted is defined as follows: 
            
                  (8) 
( )int 2cn M=
( ) ( ) ( ),i i cF C K O C h n= − − Σ
where K is an arbitrary constant, such that F > 0 for every possible chromosome; for the 
applications reported in the following sections K = 150, without loss of generality, is assumed. 
The last term   in Eq. (8) is a supplementary cost function, which has to be minimized in 
order to guide the selection process towards the sub-space of chromosomes compatible with nc 
and defined as follows: 
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c c
c c
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According to the definition in Eq. (9), in case Σ > nc the cost function takes positive integer 
values and, as a consequence, the correspondent chromosome will be disadvantaged. On the 
other hand, when the number Σ of genes with gk > 0 is equal or less than the potentially 
identifiable number nc of damages, the cost function could be either zero or a small positive 
value which decreases in a measure proportional to (nc – Σ). In a few words, the role of the cost 
function ( ), ch nΣ  is to favour the chromosomes with cnΣ ≤ with respect to those chromosomes 
containing more cracks than cn  (strictly dependent on the number of available measures 
( )int / 2cn M= ).  
Therefore, the proposed genetic algorithm is clearly devoted to the solution of well posed inverse 
problems where multiple cracks can uniquely be identified by means of the available 
measurements, i.e. cn n≤ . On the contrary, identification problems based on static tests 
performed with an insufficient number of measurements with respect to the actual number of 
cracks (i.e. cn n> ) are clearly avoided with the proposed procedure and can be easily recognised 
by low values of the fitness function. 
Bearing in mind that the fitness associated to each chromosome provides somehow a measure of 
its survival probability under the pressure of the natural selection process, in what follows the 
details of the proposed identification procedure are reported. 
( ), ch nΣ
Starting from the initial population of P chromosomes, randomly chosen among the Pmax , a new 
generation of P chromosomes is created from the old one, where chromosomes with high fitness 
scores are more likely to be chosen as parents than those with low fitness scores. The selection 
method adopted in this paper is called tournament selection, with a tournament size of three: this 
means that groups of 3 chromosomes are drawn randomly from the old generation, and the one 
with the highest fitness in each group is chosen to become a parent. Children can be created by 
either a single or a couple of parents. A single parent child is generated as a clone of its parent, a 
two parent child is generated by a process that is the digital analogue of sexual recombination, 
i.e. the child inherits part of his genetic material from one parent and part from the other one 
(crossing-over). The percentage of population subjected to the crossing-over is tuned by an 
opportune parameter, called “crossover-rate”. The remaining part of the population will be 
created by the cloning procedure. 
Once the new generation is created, there is also a chance (regulated by a parameter called 
“mutation-rate”) that random mutations will occur at level of the single genes gk of the child 
chromosomes, and some of them will be changed into new ones. In Figure 2 a sketch of these 
three operations is summarised.  
By repeating the above selection process for a given number of generations, the chromosomes 
with the highest fitness will be progressively selected in the space of all the possible 
combinations and will quickly spread among the population reducing the diversity of the 
individuals, until likely only one of them will survive, hopefully, the one with the maximum 
fitness, representing the damage scenario in agreement with the experimental test.  
Differently from other optimisation methods, genetic algorithms are recognised for the ability to 
jump out of local minima in view of their independence of gradient based procedures. However, 
being based on initial random choices, a genetic algorithm should be launched many times 
(defined as events) each time starting from a different initial population, in order to obtain more 
chances to reach the fitness global maximum. 
  
   
 
 
 
 
 
 
Figure 2. Natural selection process through tournament with size of three. Boxes in dark grey represent 
chromosomes with higher fitness.  
It is worth stating that the number of operations to be conducted during the selection process is 
strictly dependent on the fitness evaluation of each single chromosome. To this regard the 
procedure herein proposed is highly performant since the fitness in Eq. (8) requires the 
evaluation of transversal displacements based solely on the explicit closed form solution reported 
in Eq. (3) without any additional numerical effort.   
 
5. The Genetic Algorithm based Software “DIGA” 
The procedure described in the previous sections has been implemented in an original software 
code written in the NetLogo agent-based programming language [47]. NetLogo is a freeware 
multiplatform environment with a powerful high level programming language and with a very 
ductile and versatile user interface.  
The NetLogo platform was natively developed for agent based simulations and for modelling the 
behaviour of complex systems. The idea is to harness the power of the NetLogo graphical user 
interface and the versatility of its agent-oriented programming language in order to create a user-
friendly original software, called “DIGA” (Damage Identification with Genetic Algorithms),  for 
the automatic damage identification in cracked beams. 
 
 
 
 
Figure 3. Top: Graphical aspect of the user interface of the program in the NetLogo environment for a 
generic damage scenario. Bottom: Enlargements of the Fitness Plot and the Diversity Plot. 
 
In the top panel of Figure 3 the final layout of the user interface in the NetLogo environment, for 
a generic damage scenario in a simply supported beam subjected to a uniform vertical load and 
discretised with an arbitrary number of nodes, is reported. The interface is visually organized in 
three parts: a) the left part, dedicated to the input parameters for the number of nodes, the number 
and location of measurements points and the type and intensity of the loading; b) the central part, 
where the structure is visualized in the World of NetLogo, which is a two-dimensional 
rectangular box endowed with a customisable Cartesian reference system, and the results of the 
identification procedure are reported in an opportune output window; c) the right part, in which 
the input parameters for the genetic algorithm (i.e. the population size, the crossover-rate, the 
mutation-rate and the desired number of generations) can be chosen and both the fitness function 
and the diversity between the generated chromosomes are plotted as functions of the number of 
generations.  
In the bottom panels of the same figure, the two plots with the behaviour of the average fitness 
and the diversity are reported in a larger scale. The diversity parameter evaluates how much 
'disagreement' between chromosomes does exist in the current population and it is based on the 
well known Hamming distance, which quantifies the percentage of genes which have different 
values in any couple of chromosomes. 
As it can be seen, increasing the number of generations, the fitness converges towards its (local 
or global) maximum value while the diversity goes to zero, meaning that the winning 
chromosome tends to spread among the population. 
 
6. Numerical applications  
In this section several numerical examples of the proposed identification procedure are 
presented. The applications are reported in two different subsections: the first regarding single-
cracked beams, the second regarding multi-cracked beam-like structures. 
With regard to the identificatin of single cracks, a code validation based on numerically 
simulated data is first presented, then, two case studies show the effectiveness of the proposed 
approach with respect to an experimental test and to other data available in the literature. The 
sensitivity of the proposed approach to the positions of the measured displacements is also 
investigated together with the influence of the instrumental errors on the identification 
procedure. 
The second subsection is devoted to multi-cracked beams. Again, the procedure is validated first 
by identifying cracks along the span of a beam by numerically simulated displacement data, in 
which the data are generated by means of the presented closed form solution. Then the proposed 
procedure is applied for multiple crack identification to verify the robustness of the procedure 
when the number of cracks to be identified is not equal to the amount of expected ones.  
 
6.1 Single cracked beams 
The first numerical application here presented aims at validating the implemented code by 
simulating the experimental dispacement measurements with the closed form solution in Eq. (3). 
A pinned-pinned beam subjected to a uniform distributed load is considered with a single crack 
of flexibility λ1=0.07  located at the normalised abscissa ξ1=0.6 (Figure 4).  
 
 
Figure 4. Identification of a single crack. 
The correspondence between the crack flexibility and depth can be performed according to 
different models proposed in the literature [19,21,22,52]; in this paper the crack compliance, 
closely related with its flexibility, is computed according to the model proposed in [52], under 
the hypothesis of rectangular cross section. In particular, considering a slenderness of the beam 
equal to 0.05h L =  the flexibility 1λ corresponds to a crack depth / 0.336d h = , where h  is the 
height of the cross section and d  the depth of the crack. 
In this simulation, and in all the others reported in the paper,  the same opportune values of the 
input parameters for the genetic algorithm, chosen through several preliminary tests, are adopted: 
the crossover and the mutation rates are respectively set equal to 80% and 1%, the total number 
of generations is fixed at 150 and initial populations of 100P =  individuals are considered.  
For this application, a spatial discretisation with 19N =  nodes and a crack intensity 
discretisation of max 10g =  possible damage levels  up to max 0.1λ =  with 0.01λΔ = , according to 
Eq. (7), are adopted. Notice that, in this case, the space of the possible chromosomes, whose 
dimension is 6.115909044841455*1019, contains the exact cracked configuration. In fact, the 
chromosome characterized by 18 zeros and the value of 7 at the 12th position, i.e. 
(0,0,0,0,0,0,0,0,0,0,0,7,0,0,0,0,0,0,0)exactC ≡ , corresponds exactly to the configuration to be 
identified.  
When no instrumental errors are introduced, the numerical procedure should be able to recover 
the correct chromosome irrespectively of the applied load intensity. For the considered case two 
measures are considered at the locations ξm1=0.1 and ξm2=0.9, and the corresponding 
displacements, due to a uniformly distributed normalised load intensity 50oq = , are 𝑢!! =0.221175 and 𝑢!! = 0.229575 obtained by Eq. (3). To verify the robustness of the algorithm 
100 events have been performed; the correct chromosome has been found by the procedure in 98 
cases in a very short computing time of 6.1 min. The results are spread around the mean value 
with standard deviations of 0.016 and 0.002 for position and intensity, respectively.  
6.1.1 The influence of the measurement locations on the identification of crack parameters 
The two measurement points in the previously described application have been set at the left and 
at the right of the cracked cross section in accordance to the sufficient conditions formulated in 
the literature for a correct crack identification [39,40]. The analytical procedure proposed in the 
the latter papers show clearly that, in case the measurements are detected differently from the 
above requirement, an erroneous crack parameter identification is reached and the reader is 
therein carefully warned.  
For this reason the influence of the position of the 2N =  measurement points on identified 
values is here studied to test the robustness of the genetic algorithm based proposed procedure. 
 
 
Figure 5. Identification of a single crack for different locations of two measurement points. 
 As shown in Figure 5, a pinned-pinned beam in presence of a single crack with intensity 
λ1=0.07 and subjected to a uniform vertical load is considered.  
Two different crack locations are analysed:  
case 1) ξ1=0.33 in Figures 5a-5b;  
case 2) ξ1=0.73 in Figures 5c-5d.  
For each configuration one of the two measurement points is set at a fixed position while the 
influence of the position of the other measurement point is studied: 
case 1) ξm1=0.1 fixed and ξm2 variable from 0.2 to 0.9;   
case 2) ξm1 variable from 0.1 to 0.8 and ξm2=0.9.  
For each pair of measurement points the displacements given by the closed form solution in Eq. 
(3) were employed (without introducing any error) by the genetic algorithm to identify the crack 
properties over 10 events. The identified location of the crack is reported in terms of its mean 
value together with a representation of the standard deviation. The results show that, when the 
two measurement points are both on the same side of the crack, the identified mean values are 
sensibly different from the real ones, and the corresponding standard deviations are affected by 
high values. On the contrary, when the two measurement points are located at opposite sides of 
the crack, i.e. when the location of the varying measurement crosses the crack, the identified 
mean values of both position and intensity are very close to the real ones and the standard 
deviation of the obtained results turn out to be sufficiently small. The latter aspect seems to be a 
confirmation of what stated in [39,40] with respect to the optimal location of the measurement 
points, however it represents a rather different perspective to observe the same property.  
 
6.1.2 Comparison with available data in the literature and remeshing procedure 
The following application is a comparison with other results provided in the literature [28] and 
aims at identifying a single crack in a pinned-pinned beam subjected to a concentrated vertical 
load of normalised intensity 1 0.00175F =  at the abscissa 1 0.7143Fξ = . The crack parameters 
are, as reported in [28], ξ1=0.57143 and λ1=0.086785, where the crack intensity 1λ  is related to 
the crack depth  by means of the model proposed in [52]. In this case the displacement 
measurements are taken at the abscissae ξm1=0.14286, ξm2=0.85714    the corresponding 
normalised displacements, obtained by the closed form solution in Eq. (3), without considering 
any noise or measurement error, are:  𝑢!! = 1.22 ∗ 10!!,  𝑢!! = 1.6 ∗ 10!!. 
It is worth to notice that, for the case under study, considering a beam axis discretisation with 
19N =  nodes (i.e 0.05NξΔ = ) and a crack intensity discretisation characterized by 10 levels of 
d h
damage ( 0.01λΔ =  and max 0.1λ = ) no possible chromosome is able to correctly identify the 
actual location and intensity of the crack. 
In fact, given the adopted discretisation, the actual position and intensity of the existing crack to 
be detected does not belong to the overall number of possible different chromosomes maxP  .  
In order to identify the crack with the desired precision, an iterative procedure, based on a more 
detailed spatial discretisation of a restricted portion of the beam (re-meshing), is here employed. 
At the generic i-th iteration a new crack position discretisation is introduced in a restricted beam 
portion centred around at the crack position identified in the (i-1)-th iteration. Consistently, a 
more refined discretisation of the crack intensity values is also adopted in the i-th iteration 
around the previously identified value. In each iteration the discretisation resolution is doubled, 
i.e. 
1
/ 2
i iN N
ξ ξ
−
Δ = Δ , 1 / 2i iλ λ −Δ = Δ . The latter procedure, representing an application of the 
bisection method, allows to achieve the desired precision for the crack location and the crack 
intensity identification. 
 
 Figure 6. The proposed re-meshing procedure for crack identification  
 According to the above described iterative remeshing procedure, four iterations with increasing 
mesh resolutions were performed, leading to the results shown in Figure 6 where the identified 
values of the damage parameters over 10 events are reported together with the step amplitude.  
As it can be observed the proposed re-meshing procedure allows to achieve very good results 
even with a small number of nodes (and therefore of chromosomes), thus drastically reducing the 
computing time. It is worth to notice that the identified values correspond to the maximum 
possible precision compatible with the level of the considered discretisation.  
In the following sub-section the latter application will be the object of further investigation to 
assess the sensitivity of the adopted identification strategy with respect to instrumental errors. 
 
6.1.3 Sensitivity of the procedure to instrumental errors 
In order to assess the robustness of the procedure with respect to possible instrumental errors in 
this section the previously described application (see [28]) is re-analysed by corrupting the input 
data. Precisely, the available displacement measurements, simulated by means of the exact 
closed form solution in Eq. (3), are modified by adding a random instrumental absolute error 
 as follows: 
                                        (10) 
where 2M =  and R is a zero mean random variable uniformly distributed in . 
Figure 7 shows the normalised errors ξη  and λη  on the identified crack position and intensity, 
respectively, for increasing values of the instrumental error ε  in the range [0-0.0000015], 
defined as follows  
Lε ε=
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i r
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i r
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                                        (11) 
where the subscripts i and r stand respectively for identified and real, while ξµ  and λµ are the 
mean values of the identified crack position and intensity, respectively, calculated, for each value 
of the normalised instrumental error ε , over 5 different realizations of the random distributions 
of the random number R appearing in the corrupted displacement measurements in Eq. (10).  
 
Figure 7. Sensitivity of the identified damage parameters to increasing instrumental error: (a) damage 
location and (b) intensity. 
 
In order to improve the accuracy of the obtained results in the same Figure 7 the same 
normalised error in terms of damage position and intensity are reported when a supplementary 
measure is added in the middle cross section of the beam. The simulated displacement value at 
the abscissa ξm3=0.5, which turns out to be  𝑢!! = 3.316 ∗ 10!!, has been also considered 
affected by an instrumental errors according to Eq. (10).  
The maximum normalised instrumental error corresponds to a percentage error in the measures 
which ranges between 4.5% and 12.5% according to the selected measure. As it can be clearly 
observed, as the measurement absolute error ε  increases also the identified values tend to be less 
precise; in any case the error in the identification of both locations and intensity of the cracks is 
comparable with the percentage displacement measurement error that ranges,  in the case of the 
maximum normalised instrumental error, between 13,1% and 23.7% .  
As it can be clearly observed from the figures, the introduction of the further data, which 
theoretically would not be necessary in order to identify two parameters, turns out to be very 
effective for the solution accuracy improvement of the inverse problem in presence of 
instrumental errors. The latter aspect represents a significant advantage with respect to the 
explicit solutions available in the literature [28] which rely exclusively on two measurements for 
each crack.  
Furthermore, the possibility of using a larger number of measurements than those strictly needed, 
allows overcoming the annoying problem of the correct disposal of the measurement points on 
the left and right side of the crack. Ideally the whole deflection profile could be accounted for. 
6.1.4 Comparison with an experimental test 
The application reported in this sub-section is devoted to the validation of the procedure with an 
experimental test whose results are available in the literature [53].  
A clamped-clamped aluminium beam (E=570.0 GPa, ρ=52.703103 kg/m3) with length 
60cmL =  and with a rectangular cross section (width 5cmd = and height 0.6cmh = ) is studied 
(Figure 8). The beam presents two symmetric cuts at the abscissa of 25.5 cm, such that d/h=0.5, 
corresponding to the normalised damage parameters 1 0.425ξ =  and 1 0.03λ = . The beam is 
subjected to two load scenarios characterized by a vertical concentrated load of 1 50NF =  
(normalised value 1 0.2857F = ) at the abscissae 15 cm  and 30 cm, respectively.  
The adopted beam axis discretisation takes into account 99 equally spaced nodes and in order to 
identify two damage parameters by the measurements, inevitably affected by instrumental errors, 
three values of the measured displacements are taken into account, as suggested in the previous 
sub-section, as reported in Figure 8.  
  
Figure 8. Clamped-clamped beam with a single crack  
 
Table 2. Identification procedure on a clamped-clamped cracked beam 
Load 
abscissa 
Measure 
abscissa 
Measured 
displacement 
mean 
ξ1 
stdev  
ξ1 
mean 
λ1 
stdev 
λ1 
0.5 
0.15 0.000328167  
0.358 
 
 
0.173 
 
 
0.048 
 
 
0.0204 
 
0.35 0.001179983 
0.75 0.0007495 
0.25 
0.15 0.000319667  
0.4266 
 
 
0.153 
 
 
0.0299 
 
0.026 0.35 0.000813833 
0.75 0.000304667 
 
The mean values, over 10 events, of the identified damage parameters “mean 1ξ ” and “mean 1λ
” together with the related standard deviations “stdev 1ξ ”, “stdev 1λ ” are reported in the Table 
2.  As it can be noticed the damage parameters are identified with reasonable precision, in 
particular for the un-symmetric load condition. 
6.2 Multi-cracked beams 
The identification of multiple cracks represents a more challenging issue with respect to the case 
of a single crack and, in the present paragraph, it will be shown that the proposed procedure is 
able to identify an arbitrary number of cracks with accuracy. 
6.2.1 Identification of two cracks  
A first validation of the above statement has been obtained by considering a cantilever beam 
subjected to a uniform distributed load and affected by two concentrated cracks at the abscissae  
ξ1=0.2 and ξ2=0.4 with an intensity of λ1=0.02  and λ2=0.04, respectively, (Figure 9). 
 
 
Figure 9. Cantilever  beam with two concentrated cracks  
 
For this application a spatial discretisation with 99 nodes ( 0.01NξΔ = ) and a crack intensity 
discretisation of 10 possible damage levels ( ) are adopted.  
With the considered data and the adopted discretisation, the algorithm is able again to lead to the 
0.01λΔ =
exact cracked configuration since the latter is included in the space of the possible chromosomes. 
In fact, the chromosome characterized by 97 zeros and the values of 2 at the 19th position and 4 
at the 39th position corresponds exactly to the configuration to be identified.  
When no instrumental errors are introduced, the numerical procedure is able to recover the 
correct chromosome irrespectively of the applied load intensity. For the case under study four 
measurements are considered at the locations ξm1=0.25, ξm2=0.35, ξm3=0.65 and ξm4=0.95, and 
the corresponding displacements due to a uniformly distributed load of intensity 50oq =  are 𝑢!! = 0.00913802,  𝑢!! = 0.03426302, 𝑢!! = 0.42088802   and 𝑢!! = 1.79988802  which 
will be considered as simulated experimental values in the application. The damage scenario 
with the best fitness over 100 events is associated to the identified values reported in Table 3. 
Table 3. Identification procedure on a double cracked cantilever beam 
 
 
 
 
 
Real 0.2 0.4 0.02 0.04 
Identified 0.2 0.4 0.02 0.04 
 
6.2.2 Identification of more than two cracks 
In order to investigate on the performance of the proposed procedure for the identification of an 
increasing number of cracks, a simply supported beam with  n = 1,…,5  and subjected to a 
uniform transversal load is here considered. The cracks are equally spaced along the beam axis 
and characterised by the same severity ( ,  i = 1,…,5 ). The measurement points have 
been set according to the following formulas: 
,2 1
,2
1 1
1 3
1,...,
1 1
1 3
m i
m i
i
n
i n
i
n
ξ
ξ
−
⎧ ⎛ ⎞= −⎜ ⎟⎪ +⎪ ⎝ ⎠ =⎨
⎛ ⎞⎪ = +⎜ ⎟⎪ + ⎝ ⎠⎩
                                      (12) 
specifically devised to respect the condition that the number of measurements is 2M n=  and 
0.05iλ =
each crack lies between two successive measurement positions. 
Regarding the adopted discretisation, 99 nodes were considered ( 0.01NξΔ = ) and a crack 
intensity discretisation of 10 possible damage levels ( 0.01λΔ = ), which correponds to a 
maximum level of damage max 0.1λ = .  
Table 4. Real and identified damage parameters in five different configurations, with an increasing 
number of cracks 
n            
1 
Real 0.5 0.05         
Identified 0.5 0.05         
Err [%] 0.00 0.00         
2 
Real 0.33 0.05 0.67 0.05       
Identified 0.33 0.05 0.67 0.05       
Err [%] 0.00 0.00 0.00 0.00       
3 
Real 0.25 0.05 0.5 0.05 0.75 0.05     
Identified 0.21 0.05 0.5 0.06 0.77 0.05     
Err [%] 4.00 0.00 0.00 10.00 2.00 0.00     
4 
Real 0.2 0.05 0.4 0.05 0.6 0.05     
Identified 0.17 0.05 0.41 0.05 0.61 0.06     
Err [%] 3.00 0.00 1.00 0.00 1.00 10.00     
5 
Real 0.17 0.05 0.33 0.05 0.5 0.05 0.67 0.05 0.83 0.05 
Identified 0.19 0.05 0.39 0.06 0.54 0.05 0.70 0.06 0.86 0.03 
Err [%] 2.00 0.00 3.00 10.00 4.00 0.00 3.00 10.00 3.00 20.00 
 
 
The identified locations and intensities of  n = 1,…,5  cracks are reported in Table 4 with the 
corresponding real values, considering, for each case, the damage scenario with the best fitness 
over 100 events. The errors reported in Table 5 are defined as follows:  
[ ]
[ ]
max
: % 100
: % 100
i r
i r
Damagelocation Err
Damageintensity Err
ξ
λ
ξ ξ
λ λ
λ
= ⋅ −
−
= ⋅
                                      (13) 
for the identified crack position and intensity, respectively.  
 
Figure 10.  Errors on identified parameters of each crack in different damage scenarios Red= real 
values; blue= identified values 
In Figure 10 the errors on the identified damage parameters regarding each crack, due to the 
adopted chromosome discretization, are plotted for the different damage scenarios with an 
increasing number of cracks from 1n =  to 5 starting from the top of the figure.  
For every damage scenario each crack, either real or identified, is indicated reporting above the 
corresponding abscissa a slim rectangle in which the intensity λ is represented by a coloured 
filling of different levels varying from 0 to 0.1 (red is the real crack intensity, blue is identified 
crack intensity).  
The cases of a single and two cracks, reported in Figure 11, show the best performance 
characterised by zero errors both on the identified locations and intensities. When the number of 
cracks increases different errors arise both on the identification of the location and the intensity 
of each single crack which are, however, contained in acceptable ranges. 
6.2.3 Robustness of the procedure  
A crucial aspect in damage identification is the unknown number of cracks to be detected. In 
fact, while the maximum number of potentially identifiable cracks is equal to half the 
measurement points, the real number could be equal or less than that value. This circumstance 
may therefore produce very different damage scenarios which often correspond to similar values 
of the measured displacement thus deeply complicating the identification procedure. 
In the following it will be shown that the proposed procedure is capable of identifying a number 
of cracks lower than those potentially identifiable, i.e. cn n< , with sufficient accuracy. 
First, a numerical example of a single cracked ( 1n = ) pinned-pinned beam subject to an uniform 
transverse load is considered in two scenarios with a different number of potentially identifiable 
cracks ( 2,3cn = ). The measurement points ( 4 for 2cM n= = ;  6 for 3cM n= = ) are uniformly 
distributed along the beam. For this application a spatial discretisation with 99 nodes (
0.01NξΔ = ) and a crack intensity discretisation of 10 possible damage levels ( 0.01λΔ = ) are 
adopted for each of the 100 different events.  
The results of the identification procedure, obtained by data simulated with the closed form 
solution in Eq. (3), are reported in Table 5 and demonstrate that the winning chromosome 
reaches the maximum possible fitness value. In fact, the proposed strategy is able, also in view of 
the adopted discretisation, to identify exactly the damage parameters even though the number of 
cracks is lower than those potentially identifiable strictly dependent on the number of available 
measurements. 
Table 5. Identification procedure on a single cracked pinned-pinned beam with, respectively, two or 
three potentially identifiable cracks 
 
2  3  
 Real Identified Real Identified 
1ξ  0.8 0.8 0.71 0.71 
1λ  0.08 0.08 0.03 0.03 
 
As a second example, two cracks ( 2n = ) occurring on a pinned-pinned beam subjected to a uniform 
transverse load are to be identified in two different case by the knowledge of 6,8M =  displacement 
measurements data corresponding to 3,4cn =  potentially identifiable damages, respectively.  
Table 6. Identification procedure on a double cracked pinned-pinned beam with three and four 
potentially identifiable cracks 
 
3 4 
 Real Ident. Real Ident. 
 
0.35 0.35 0.25 0.25 
 
0.05 0.05 0.05 0.05 
 
0.8 0.79 0.50 0.49 
 
0.05 0.05 0.05 0.05 
 
 
cn
cn
According to the known conditions, the measurement points are double than the potentially 
identifiable cracks and are uniformly distributed along the beam. The same crack position and 
intensity discretisations of the previous example are adopted, as well as the same parameters for the 
genetic algorithm. The exact results are recovered by the proposed procedure based on uncorrupted 
measurement data simulated by means of Eq. (3) as shown in Table 6. 
The last application concerns a clamped-clamped beam with three cracks ( 3n = ) subjected to a 
concentrated load at the abscissa 0.4Fξ =  with 8M =  uniformly distributed measurement points, 
and 4cn =  potentially identifiable cracks. The results of the proposed identification procedure 
based on uncorrupted measurement data simulated by means of Eq. (3) show good accuracy as 
reported in Table 7 which includes both the real and the identified data. 
Table 7. Identification procedure on clamped-clamped beam with three cracks when four damage are 
potentially identifiable 
 Real Ident. 
 
0.25 0.26 
 
0.05 0.03 
 
0.5 0.5 
 
0.05 0.05 
 
0.75 0.76 
 
0.05 0.04 
 
7. Conclusions 
In this paper a novel strategy for the static identification of cracks in beam-like structures is 
presented. The identification procedure is based on a closed form solution which allows accounting 
for an arbitrary number of cracks without enforcing continuity conditions at the damaged section, 
thus making the procedure robust and numerically effective. The closed form expressions are 
coupled with the genetic algorithm optimization method through an original definition of the 
chromosomes. An original implementation of the method in the agent based software environment 
NetLogo is performed. 
The proposed strategy is able to detect an arbitrary number of cracks either when it coincides with 
the maximum number of potentially identifiable cracks (equal to half the measurement points), or 
when it is less than that value.  Validations of the method are provided for single and multi-cracked 
beams, for different boundary conditions and load scenarios. The influence of the measurement 
points and instrumental errors is studied showing the advantage of the proposed procedure with 
respect to other strategies available in the literature. 
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