Let f be a function on a set of variables V. For each x ∈ V , let c(x) be the cost of reading the value of x. An algorithm for evaluating f is a strategy for adaptively identifying and reading a set of variables U ⊆ V whose values uniquely determine the value of f . We are interested in finding algorithms which minimize the cost incurred to evaluate f in the above sense. Competitive analysis is employed to measure the performance of the algorithms. We address two variants of the above problem. We consider the basic model in which the evaluation algorithm knows the cost c(x), for each x ∈ V. We also study a novel model where the costs of the variables are not known in advance and some preemption is allowed in the reading operations. This model has applications, for example, when reading a variable coincides with obtaining the output of a job on a CPU and the cost is the CPU time.
INTRODUCTION
We study the fundamental problem of evaluating a function by sequentially selecting a subset of variables whose values uniquely identify the function's value. This basic problem arises in several domains of computer science as illustrated by the following typical examples.
Automatic diagnosis systems have been studied for a long time by the Artificial Intelligence community. These systems employ a sequence of tests and based on their outcomes, they provide a diagnosis (e.g., a patient has cancer or not, a component of a system is failing or not). In general, it is not necessary to perform all the available tests in order to determine the correct diagnosis. Since different tests might incur also very different costs, it is reasonable to look for testing procedures that minimize the cost incurred to produce the diagnosis. The analogy with the function evaluation problem is clear once we think of the diagnosis as a function of the tests that can be performed.
In the field of computer-aided games, a central structure is represented by the so-called game tree [Russell and Norvig 1995] . A game tree is a record of the possible developments of the game, according to the possible moves played by the two opponents. In a game tree, each node represents a state of the game. The root is the current state. The children of a node ν represent the set of possible states reachable from ν according to the moves available to the player that moves in state ν. Therefore, players' possible moves are represented by alternating levels of edges. A computer builds a game tree of a certain depth in order to precalculate the possible developments of the game starting from the current position. It is possible to assign a value to each leaf-state that measures how good that state is for the computer-player. On the basis of these values, it is then possible to evaluate all the intermediate states and, in particular, by knowing the child of the root with maximum value, to decide for the most fruitful next move. The problem here is that the evaluation of some leaf state might involve expensive computations whilst not all the leaf-states need be evaluated to compute the node of maximum value in the first level. Again we find the problem of evaluating a function by only looking at a cheap set of its variables.
Finally, query optimization is a major issue in the area of databases [Hellerstein 1998 ]. Query optimization refers to the problem of defining strategies to evaluate queries in order to minimize the user response time. In a typical database query, thousands of tuples are scanned to determine which of them match the query. By carefully defining a strategy to evaluate the attributes, one can save a considerable amount of computational time. In general, it is not necessary to evaluate all attributes of a tuple in order to determine whether it matches the query or not and a smart choice of the attributes to evaluate first can avoid very expensive, and, what might be worse, redundant attribute evaluations.
All three above scenarios share the same basic problem, that is, a function f over a set of variables V must be computed and, for many inputs of the domain, not all the variables need to be read in order to determine the value of f on those inputs. A deterministic algorithm for this problem adaptively reads the value of the variables of f until the values read so far uniquely determine the value of f . Classically, each read operation is assumed to incur a unit-cost and the number of variables read (for the worst-case input setting) is the measure used to analyze the efficiency of the algorithms. However, it is well known that a large class of functions of interest enjoy the evasiveness property, that is, in the worst case any deterministic algorithm must read all the variables. Such classes show that the worst-case analysis is not generally able to distinguish among the performances of different algorithms for the function evaluation problem. Other measures that employ probabilistic and competitive analysis have been investigated in the literature (see, e.g., Tarsi [1983] , Snir [1985] , and Charikar et al. [2002] .)
Following [Charikar et al. 2002] , here we address the variant of the function evaluation problem where different variables can incur different reading costs and competitive analysis is employed to measure the performance of the evaluation algorithm. We shall refer to this model as the Competitive Function Evaluation with Known Costs (CFEKC). We also introduce a variant of the CFEKC in which the algorithm has no prior knowledge of the costs, and refer to it as Competitive Function Evaluation with Unknown Costs (CFEUC).
Competitive Function Evaluation with Known Costs (CFEKC)
A function f over a set of variables V = {x 1 , x 2 , . . . , x n } has to be evaluated for a fixed but unknown assignment σ , that is, a choice of the values for the variables of V . Each variable x i has an associated non-negative cost c(x i ) which is the cost incurred to probe x i , that is, to read its value x i (σ ). For each i = 1, . . . , n, the cost c(x i ) is fixed and known beforehand. The goal is to adaptively identify and probe a minimum cost set of variables U ⊆ V whose values uniquely determine the value of f for the given assignment, regardless of the values of the variables not probed. The cost c(U ) of U is the sum of the costs of the variables it contains, that is, c(U ) = x∈U c(x). We use f (σ ) to denote the value of f with respect to σ , that is, f (σ ) = f (x 1 (σ ), . . . , x n (σ )).
A set of variables U ⊆ V is a proof with respect to a given assignment σ for the variables of V if the value f (σ ) is determined by the values that σ assigns to the variables of U regardless of the values assigned to the other variables.
An evaluation algorithm A for f is a decision tree, that is, a rule to adaptively read the variables in V until the set of variables read so far is a proof for the value of f . The cost of algorithm A for an assignment σ is the total cost incurred by A to evaluate f under the assignment σ . Given a cost function c(·), we let c f A (σ ) denote the cost of the algorithm A for an assignment σ and c f (σ ) the cost of the cheapest proof for f under the assignment σ. We say that A is ρ-competitive if c f A (σ ) ≤ ρc f (σ ), for every possible assignment σ . We use γ A c ( f ) to denote the competitive ratio of A, that is, the minimum ρ for which A is ρ-competitive. The best possible competitive ratio for any deterministic algorithm, then, is
where the minimum is computed over all possible deterministic algorithms A.
With the aim of evaluating the dependence of the competitive ratio on the structure of f , one defines the extremal competitive ratio γ A ( f ) of an algorithm A as
The best possible extremal competitive ratio for any deterministic algorithm, then, is
This last measure is meant to capture the structural complexity of f independent of a particular cost assignment and algorithm. In order to clarify some of these definitions, let us consider the Boolean function f = (x 1 AND x 2 ) OR (x 2 AND x 3 ) OR (x 3 AND x 4 )
together with the costs c(x 1 ) = 3, c(x 2 ) = 5, c(x 3 ) = 4 and c(x 4 ) = 1. For the assignment σ R = (1, 0, 1, 1), we have f (σ R ) = 1 and U = {x 3 , x 4 } as the only proof of minimum cost. Therefore, c f (σ R ) = 4 + 1. On the other hand, for the assignment σ S = (1, 0, 0, 0), we have f (σ S ) = 0 and the cheapest proof is {x 2 , x 4 }. Thus, c f (σ S ) = 5 + 1. Let now A be an algorithm that reads first x 1 , then x 2 , and so on, just skipping a variable x i if, due to the values read so far, the value of x i cannot affect the value of f . Thus, it is not hard to verify that c f A (σ R ) = 13, since A reads the variables x 1 , x 2 , x 3 , x 4 . Furthermore, c f A (σ S ) = 12, since in this case, A reads x 1 , x 2 and x 3 .
Competitive Function Evaluation with Unknown Costs (CFEUC)
In the case that the values of the variables are outputs of computer programs, then the cost of obtaining these values is the CPU time necessary to run the corresponding job. It is reasonable to assume, in such cases, that the cost incurred for obtaining the value of a variable is not known beforehand. This motivates us to extend the CFEKC model to consider scenarios where the costs are not known in advance.
Algorithms for this new model, denoted by CFEUC, are allowed to use preemption: in the CFEUC, every time the algorithm tries to read a variable, x, it doesn't simply pay its cost and gets its value. Instead the algorithm pays an installment on x. Only if, together with this last amount, the total sum of what has been spent so far on x is enough to cover the unknown cost c(x), then the value of x is released. More formally, an algorithm for the CFEUC probes the variables by using the operation Read (x, t) , where x ∈ V and t is a real number. Executing such an operation, the algorithm pays an amount of at most t. This is like the present installment for covering the unknown cost c(x) of x. Let δ(x) be the total amount spent by the algorithm in Read operations on x before executing the present Read (x, t) . If δ(x) + t ≥ c (x) , that is, by paying t the algorithm finishes covering the cost of x, then only c(x) − δ(x) is charged for the operation Read(x, t) and the value of x is released. Conversely, if δ(x) + t < c(x), the algorithm pays t but it does not get the value of x. At any later step, the process of reading x can be resumed or the algorithm can decide to ignore x and concentrate only on other variables. Note that when the value of x is finally obtained, the total cost incurred by the algorithm for the reading of x is c(x).
In this way, the process of reading a variable resembles the execution of a job that can be stopped and resumed several times before producing the desired output. Every time the job is resumed, a new time-slot starts. Only if this timeslot is sufficient the job is going to produce its output. Otherwise, when the timeslot has passed, the job is stopped. At any later step, it can be resumed or its output can be eventually decided to be unnecessary and ignored, whilst only other jobs are taken to completion. When a job produces its value, before the end of the timeslot assigned, the remaining time in this slot can be used by other jobs, that is, the corresponding computational resource is not spent (note once more the analogy with our model).
Our Contributions
We present efficient algorithms for both models that achieve in general optimal and always very high competitiveness for several classes of functions that have been widely studied in the area. We focus on the class of monotone Boolean function and particularly on the evasive monotone Boolean functions, for which any deterministic evaluation algorithm must read all the variables in the worst case. AND/OR trees and threshold tree functions constitute two important representative classes of evasive monotone Boolean functions and they will have a special place in our investigation. The former are tree circuits with both AND and OR gates and with each leaf corresponding to a distinct variable. Threshold trees are a generalization of AND/OR trees where AND and OR gates are replaced by threshold gates. Finally, in order to prove the generality of our techniques, outside the realm of Boolean functions, we study the functions "minimum of a list" and "sorting a list". For the former, we are able to determine the exact extremal competitiveness.
Our main contributions are as follows:
(1) A simple polynomial-time algorithm for the CFEKC model that achieves optimal competitive ratio γ f c for every function f that can be represented by a threshold tree. Apart from some technical details, the algorithm consists of iteratively reading a variable that lies in the intersection of the cheapest minterm and the cheapest maxterm 1 of f . (2) We present the Linear Programming Approach (LP A) that allows the design of polynomial-time algorithms with competitiveness γ ( f ) (or close to it) for many classes of functions. This approach takes into account the cost and the "impact" of a variable to decide the order in which the variables are read. While the cost of a variable is a very objective measure, its impact is more subjective. However, we understand that some variables may have more impact than others for evaluating a function. As an example, consider once more the function presented in (1). It seems to be of common sense that the variable x 2 has more impact than x 1 . In our approach, a linear program is used to define the impacts of the input variables for the function under consideration and, then, both the impacts and the costs are used to define the next variable to be probed. The competitive ratio of an algorithm obtained via this approach is directly provided by the cost of the optimal (sometimes a particular suboptimal) solution of the linear program. We shall remark that the Linear Programming approach is very general since it does not assume anything about the structure of the function and, in addition, we believe that the notion of impact introduced here may be of independent interest for the study of many classes of functions.
The main result we obtain via the LP A is to exactly determine γ ( f ) for monotone Boolean functions. In fact, we prove that γ ( f ) = PROOF( f ), where PROOF( f ) is the size of the largest minimal proof for f . In order to obtain this result, we come up with a short geometric construction that provides an upper bound on the cost of an optimal solution of the linear program that the LP A associates to f . Actually, we show that the bound γ ( f ) ≤ PROOF( f ) holds for a much more general class of functions that strictly includes the whole class of Boolean functions.
We also discuss efficiency issues related to the evaluation of monotone Boolean functions. First, we consider that f can be accessed through an oracle that returns f (σ ), for every possible assignment σ . In this case, we present a (2γ ( f ) − γ ( f ))-competitive algorithm that calls this oracle a polynomial number of times. We also discuss the scenario where f is represented by its list of minterms.
In order to illustrate the power and the generality of the LP A, we show how to use it to obtain the following algorithms. (a) A γ ( f )-competitive polynomial-time algorithm for the case where f is the function "minimum of a list". (b) A (n − 1)-competitive polynomial-time algorithm for the case where f is the function "sorting a list". This improves the best upper bound known so far for this problem [Gupta and Kumar 2001] . (3) An extension of the Linear-Programming-based approach for the CFEUC model. This allows the design of efficient algorithms that achieve competitive ratio equal or close to the best possible one. In particular, we obtain 9:6 F. Cicalese and E. S. Laber (a) For the class of monotone Boolean functions, an exponential-time algorithm with the best possible competitive ratio and a polynomial-time algorithm whose competitive ratio is at most twice the optimal competitive ratio. Both results assume the existence of an oracle that returns f (σ ) for every assignment σ so that exponential (polynomial) time shall be understood as an exponential (polynomial) number of calls to this oracle. (b) For the class of threshold tree functions, a polynomial-time algorithm with optimal competitive ratio.
Related Work
Competitive Analysis. The seminal paper for the study of the effect that priced information has on basic algorithmic problems is due to Charikar et al. [2002] . Among others, the function evaluation problem for the classes of AND/OR trees and threshold trees is addressed there. For monotone Boolean functions representable by AND/OR trees, a γ f c -competitive pseudopolynomial algorithm is provided. A variant of this algorithm is shown to achieve 2γ f c -competitiveness, in pseudopolynomial time, for the class of threshold trees. Note that as opposed to the one in Charikar et al. [2002] , the new algorithm we present here for evaluating threshold trees is much simpler, does not lose the factor of 2 and, more importantly, runs in polynomial time.
The extremal competitive ratio of functions was also considered in Charikar et al. [2002] . In particular, it is shown that γ ( f ) = PROOF( f ) for every function f representable by an AND/OR tree. Here, we show that this identity holds for every monotone Boolean function f and we present a class of Boolean functions for which γ ( f ) < PROOF( f ), establishing an interesting dichotomy. In addition, it is mentioned in Charikar et al. [2002] the existence of an exponential time algorithm with competitive ratio 2 × PROOF( f ) for the class of monotone Boolean functions. For different representations of f, we present algorithms with competitive ratio slightly smaller than 2 × PROOF(F), which are polynomial in the representation of f.
After Charikar et al. [2002] , a number of papers on this topic have appeared in the literature [Gupta and Kumar 2001; Khanna and Tan 2001; Kannan and Khanna 2003; Maheshwari and Smid 2003; Laber 2004; Laber 2005a, 2005b; Kaplan et al. 2005; Angelov et al. 2008; Gupta and Kumar 2005] . Several other classes of functions have been considered, for example, the functions "minimum of a list", "sorting a list" and "searching a sorted list". The linear programming approach introduced here can be used to devise efficient algorithms for some of these functions. In fact, for the function "minimum of a list" we obtain an algorithm with optimal competitive ratio γ ( f ). The best result known so far is an algorithm with competitive ratio (γ ( f ) + 1) [Gupta and Kumar 2001] . Moreover, for the function sorting a list we obtain an algorithm with competitive ratio (n − 1), which improves the (2n)-competitive ratio achieved by the algorithm proposed in Gupta and Kumar [2001] .
Other Models. Other measures for analyzing the performance of function evaluation algorithms have also been considered in the literature. Both deterministic and randomized algorithms have been investigated. For the former, worst-case analysis and probabilistic analysis have been employed to understand the behavior of the proposed algorithms.
For an arbitrary monotone Boolean function f , there is a strategy that probes at most k × l variables in the worst case in order to determine the value of f , where k and l are, respectively, the sizes of the largest minterm and the largest maxterm of f [Buhrman and de Wolf 2002] . AND/OR trees and threshold trees functions are well known examples of evasive functions. Thus, worst-case analysis is of no use to distinguish among algorithms for evaluating functions in these classes.
For 2-uniform AND/OR tree functions, 2 a randomized algorithm that reads at most n 0.753 variables in expectation is presented by Snir [1985] and its optimality is proved by Saks and Wigderson [1986] . It is also known that for any AND/OR tree function f , any randomized algorithm is expected to probe (n 0.51 ) in the worst case [Heiman and Wigderson 1991] . The majority function is a particular case of threshold tree functions where the underlying tree is 3-uniform and the threshold is always 2. Lower and upper bounds on the randomized complexity of the recursive majority function are presented in Jayram et al. [2003] .
There are also results that assume some probability distribution on the values of the variables. Tarsi [1983] presents an algorithm for balanced AND/OR trees, a class that includes uniform AND/OR trees, and shows its optimality for the case where the values of the variables are drawn from an identical independent distribution (i.i.d). Greiner et al. [2006] consider the evaluation of AND/OR trees where the variables have non-uniform reading costs and non-uniform independent probabilities of evaluating to 1. An algorithm that minimizes the expected cost for AND/OR trees of depth at most 2 is presented in this article. The complexity of this problem for general AND/OR trees is unknown. Kaplan et al. [2005] consider the more general problem where the probabilities are not necessarily independent. They show that this problem is N P-Complete even for AND/OR trees of depth 1 and they present a 4-approximation algorithm for AND/OR trees of depth 1.
Organization of the Article
In Section 2, we present basic concepts and definitions that are used throughout the paper. In Section 3, we present a polynomial-time competitive algorithm for threshold tree functions in the CFEKC model. In Section 4, we introduce the Linear Programming Approach and we show how it can be employed to design efficient algorithms in the CFEKC model. In Section 5, we consider the CFEUC model and we show how to extend the linear programming approach to design efficient algorithms for this model. Finally, in Section 6, we present our final remarks.
PRELIMINARIES
We now fix the basic notation used in this paper and, for the sake of self-containment, we recall some basic definitions, together with some fundamental facts, that will be repeatedly used later in the description and analysis of our algorithms.
Let f be a function over a set of variables V = {x 1 , x 2 , . . . , x n }. An assignment σ of the variables of f is a choice of the values for variables of V . We shall use x i (σ ) to denote the value of x i under the assignment σ and f (σ ) to denote the value of f with respect to σ , that is,
Given an assignment σ for the variables of V and a set of variables Y ⊆ V , we use σ Y to denote the assignment σ restricted to the variables of Y , that is, σ Y is the assignment for the variables of Y that satisfies
Let Y ⊆ V be a set of variables and let σ be an assignment for the variables of Y . We use f Y,σ to denote the function over V \ Y obtained from f by fixing the values of the variables in Y as given by σ . Consider, for example, the function f in (1). Let Y = {x 2 , x 4 } and σ = (x 2 = 1, x 4 = 1). Then, we have f Y,σ = x 1 OR x 3 . In general, throughout this paper, Y will denote the set of variables read so far by an algorithm that evaluates f and σ will be the assignment given by the values obtained when the variables of Y are read. Thus, in order to simplify the notation, we will usually write f Y instead of f Y,σ whenever the assignment σ is clear from the context.
We say that a set of variables U ⊆ V is a proof for f with respect to assignment σ for the variables of V if and only if f U,σ U is constant. A variable x ∈ V is redundant if the value of f does not depend on the value of x. Throughout this text, with the only exception of Section 4.5.2, we assume that V does not contain redundant variables.
Let v be a value in the range of f. A v-proof for f is a set of variables C ⊆ V such that there is an assignment σ , with f (σ ) = v, for which C is a proof for f with respect to σ .
We say that C ⊆ V is a v-certificate for f if C is a v-proof for f and it is minimal, that is, for any x ∈ C, the set C \ {x} is not a v-proof for f. More generally, we say that a set C ∈ V is a certificate for f if there exists a v such that C is a v-certificate for f.
The following proposition follows directly by these definitions:
PROPOSITION 2.1. For all assignments σ , every proof for f with respect to σ contains a certificate.
The size of the largest certificate for f is denoted by PROOF( f ). The following proposition directly implies a monotonicity property of PROOF( f ) with respect to function restriction. This shows that each minimal proof for f Y,σ Y is contained in some minimal proof for f which proves the desired result.
We shall now introduce the main classes of functions we shall focus on.
Functions with Cartesian Product Domain
The broadest class of functions we shall be interested in includes all functions whose domain is given by the Cartesian product of the domains of the single variables. We use F × to denotes this class. In other words, F × is the the class of functions whose variables' values can be chosen independently of each other. For instance, a function g :
In fact, for g, both variables have individually domain {0, 1} but the function is not defined in (0, 0).
Note that F × contains the class of all (total) Boolean functions. In Section 4.5, we will cope with some special functions not in F × . The following proposition states fundamental properties of the certificates for a function in F × . 
This clear contradiction gives the desired result.
Monotone Boolean Functions
A Boolean function f over the set of variables V = {x 1 , . . . , x n } is monotone increasing iff f (σ ) ≤ f (σ ), for each pair of assignments σ and σ such that x i (σ ) ≤ x i (σ ), for i = 1, . . . , n. Here, we use monotone Boolean functions for monotone increasing Boolean functions.
Following standard notation, we refer to the 1-certificates (0-certificates) of a monotone Boolean function f as the minterms (maxterms) of f. We also use k( f ) and l( f ) to denote the size of the largest minterm and the largest maxterm of f. Then, in particular,
As an example, in the function presented in (1), {x 1 , x 2 } is a minterm and {x 2 , x 4 } is a maxterm.
Let F ⊆ 2 V be a family of sets over the ground set V . A hitting set for F is a set S such that S ∩ C = ∅ for every nonempty C ∈ F. In addition, a minimal hitting set for F is a hitting set S such that, for every x ∈ S, S \ {x} is not a hitting set for F.
The next proposition states a fundamental relation between the minterms and the maxterms of f . The proof is an immediate consequence of the minimality property of the certificates of a function and Proposition 2.3. A simple consequence of this proposition is the following property of monotone Boolean functions. It will be useful to prove lower bounds on the extremal competitive ratio of monotone Boolean functions. PROPOSITION 2.5. Let f be a monotone Boolean function. Then, for every minterm (maxterm) C of f and for every x ∈ C, there is a maxterm (minterm) C of f such that C ∩ C = {x}.
The next proposition will be useful to analyze the complexity of some of our algorithms. It states that if the representation of f is such that for any given σ we can efficiently obtain the value that f takes in σ, then we can also efficiently find a minterm (maxterm) of f. 
Moreover, if such a minterm (maxterm) exists, it can be found in polynomial time.
PROOF. We only present the procedure for finding a minterm. An analogous procedure can be easily constructed for finding a maxterm.
By hypothesis, it is possible to verify in polynomial time whether V is a 1-proof by evaluating f on the assignment σ where every variable of V is set to 1 and the remaining ones are set to 0. If f (σ ) = 0, then V is not a 1-proof, hence it contains no minterm.
If f (σ ) = 1, then, due to the monotonicity of f , V is a 1-proof. Hence, V contains a minterm. To find one such minterm in V we check for each v ∈ V whether the set V \ {v} is still a 1-proof. This can be done in the same way as done for V . Since we must iterate at most |V | times, the procedure is again polynomial in n. If all tests fail then V is a minimal 1-proof whence it is the minterm wanted. Otherwise, there exists v ∈ V such that V = V \ {v} is a 1-proof. We then recurse on V . Since we can recurse at most |V | times, the whole procedure is polynomial.
Threshold Tree Functions. A threshold tree over a set of Boolean variables V is a rooted tree T , where each internal node is associated with a positive integer number and each leaf is associated with a distinct variable of V . The value of a leaf is the value of its associated variable. The value of a node whose associated integer is t (a t-node) is 1 if at least t of its children have value 1 and it is 0, otherwise. The value t is also called the threshold value of the node. A threshold tree function is the Boolean function computed by a threshold tree T , that is, the function mapping the values of the leaves of T to the value of the root of T .
AND/OR Tree Functions. In a threshold tree, a node ν whose threshold value is 1 computes the Boolean OR of the values of its children. Such a node is called an OR node. Analogously, a node ν whose threshold value is equal to the number of its children computes the Boolean AND of their values. In this case, we call ν an AND node.
An AND/OR tree can be defined as a threshold tree containing only AND and OR nodes. An AND/OR tree function is a function computed by an AND/OR tree.
Both AND/OR tree and threshold tree functions are evasive monotone Boolean functions. Therefore, this definition of minterms and maxterms holds also for threshold and AND/OR tree functions. We shall see that, in the case of these subclasses of monotone Boolean functions, the tree structure allows a compact representation and computation of the minterms and maxterms.
In the following, when dealing with these two classes of tree functions, we shall sometimes abuse notation and identify a tree T with the function it computes. Thus, if f is the function computed by a tree T , we shall also write T for f . Then, in particular, T Y will denote the function obtained by fixing the value of the leaves in Y in accordance with the values read so far.
Moreover, let V be the set of variables associated with the leaves of T . Given a set of variables C ⊆ V and a subtree T of T we shall write C ∩ T for the variables of C that are associated with the leaves of T .
3 Accordingly, we shall write C \ T to denote the variables of C that are not in the subtree T .
We finish this section with a list of notations employed throughout this article. 
: the best possible competitive ratio attained by any deterministic algorithm that evaluates f when the cost function is c(·), that is, γ
3 Note that this is the same as identifying the subtree T with the set of variables associated to its leaves.
-γ A ( f ): the extremal competitive ratio of A with respect to f , defined by γ
THE CFEKC MODEL -OPTIMAL COMPETITIVENESS FOR THRESHOLD TREE FUNCTIONS IN POLYNOMIAL TIME
In the CFEKC model, the evaluation algorithm has complete access to the costs of the variables. In this section, we shall present a polynomial-time algorithm for the class of threshold tree functions that has optimal competitiveness for any cost assignment.
The Certificates of a Threshold Tree Function
We shall start our treatment of threshold tree functions by providing a characterization of the minterms and maxterms for this subclass of monotone Boolean functions. Let T be a threshold tree rooted on a t-node r. If r is a leaf, then r is both a minterm and a maxterm of T . If r is not a leaf, then let T 1 , . . . , T p be the subtrees of T rooted at the children of r. We have that C is a minterm for T if and only if there exists a subset R ⊆ {1, . . . , p}, with |R| = t, such that:
Analogously, C is a maxterm for T if and only if there exists a subset
We shall show that this characterization allows us to easily compute the cheapest minterm (maxterm) recursively in polynomial time.
A Lower Bound on the Competitive Ratio
We shall now recall a lower bound from Charikar et al. [2002] on the competitive ratio of any deterministic algorithm that evaluates threshold trees. In the following theorem, [ p] denotes the set {1, 2, . . . , p}. In addition, for a subset I ⊆ [ p], I( j) denotes the jth smallest element of I.
THEOREM 3.1 (PROPOSITION 2.11 IN CHARIKAR ET AL. [2002]). Let T be a threshold tree rooted at a t-node r and let c(·) be a cost function on the leaves of T . If r is a leaf, then define
If r is not a leaf, let T 1 , . . . , T p be the subtrees rooted at the children of r. Then, define 
If the cheapest proof that T evaluates to 1 (0) costs y, then θ T 1 (y) (respectively, θ T 0 (y)) is a lower bound on the cost that any algorithm must incur in the worst case in order to determine the value of T . Hence,
We shall note that one can easily prove by induction that functions θ T 0 (·) and θ T 1 (·) are nondecreasing. This observation will be useful for the analysis of GREEDY-MIN algorithm presented in the next section.
A Polynomial-Time Algorithm for Evaluating Threshold Trees
Here, we present an algorithm whose competitive ratio matches the lower bound given by the previous theorem. Basically, the algorithm consists in iteratively reading a variable that lies in the intersection of the minimum cost minterm and the minimum cost maxterm that still may be a proof for the value of f with respect to the assignment under consideration.
We shall now define a total order χ on the family of all minterms of f . This order guarantees that minterms of smaller costs precede those of larger costs. In addition, it defines a way to break ties among minterms that have the same cost. For each minterm C of f we define rank f (C) as the ordinal position of C in χ (i.e., the number of minterms that precede C in χ , plus 1). When the function f is clear from the context we shall write rank(C) instead of rank f (C).
In order to give an example of the way ranks are computed, let us consider the following function:
together with the costs c(x i ) = 1 for each i ≤ 3 and c(x i ) = 1/2, for each i ≥ 4. In this case, the permutation π = (x 2 , x 3 , x 1 , x 6 , x 5 , x 4 ) induces a total order χ on the minterms of f in which rank f ({x 4 , x 5 , x 6 }) = 1, rank f ({x 2 , x 3 }) = 2, rank f ({x 1 , x 2 }) = 3 and, finally, rank f ({x 1 , x 3 }) = 4.
By the value of a minterm we shall mean the AND of the values of its variables. Let Y ⊆ V be a set of variables. We shall say that a minterm C of f is Y -active if its value remains unknown after reading the variables in Y . The algorithm GREEDY-MIN examines the minterms of f in order of increasing rank. We shall say that a minterm C of f is selected by GREEDY-MIN if and only if C is one of the minterms chosen by GREEDY-MIN at the line (*) of the main loop. Note that, according to this definition, it may happen that a minterm C is not selected although some of its variables are read. The algorithm GREEDY-MIN does not specify which variable in C is read; it only requires that such a variable is also contained in U . This motivates the following definition: Definition 3.3 (Implementation). An implementation for the algorithm GREEDY-MIN is a rule that defines the variable to read in the minterm selected.
The following lemma will be useful in the recursive analysis of the cost incurred by GREEDY-MIN on a threshold tree. The desired result will be a direct consequence of the following claim.
CLAIM. For i = 1, 2, . . . , q, the following properties hold: is a subtree of T X i rooted at some child of r. Since U i is a minterm of T X i , the characterization of minterms given at the beginning of this section assures that either
Thus, the value of T m is not known after the variables of X m i are read. We now prove by induction the existence of the desired implementation I m . Recall that GREEDY-MIN selects the minterms in order of rank. By the item (i) of the Claim, we have that rank T m (C 1 ∩ T m ) = 1. Then, every implementation of GREEDY-MIN over T m starts by selecting C 1 ∩ T m . In particular, there exists one that starts by probing x 1 . This settles our induction basis.
Suppose (induction hypothesis) that there exists an implementation I m with the desired properties for the first i (i < q) variables read. We shall now prove that, in fact, I m may choose x i+1 as the next leaf to probe and this is done while C i+1 ∩ T m is the minterm selected. This will complete our induction and establish the desired result.
By item (iii) of this claim, the value of T m is still unknown after the variables of the set X 
, I m can proceed reading x i+1 . LEMMA 3.5. Let C be a minterm of T . Then, for every assignment σ , the cost spent by GREEDY-MIN before the value of C is determined is at most θ T 1 (c(C)). PROOF. The proof is by induction on the height of the tree. For the basis, we assume that T has height 0, that is, T is a single leaf . In this case, the result trivially holds since the unique minterm is and θ 1 (c( )) = c( ).
Let us assume that the result holds for every threshold tree of height at most h. Let T be a tree of height h + 1 rooted at a t-node r. In addition, let T 1 , . . . , T p be the subtrees rooted at the children of r. We assume w.l.g. that
CLAIM. Let C be a minterm of T selected by I before the value of C is determined. If rank(C ) < rank(C), we must have
Let Y be the set of variables that have already been read at the point of the execution when I selects for the first time a minterm of rank at least rank(C * ) + 1. Note that there is a variable, say x, in C * ∩ Y with value 0, for otherwise either C * is Y -active or the value of T is known at this point. If x ∈ C ∩ T i , then C is not a Y -active minterm. Otherwise, if x ∈ C \ T i , then C is not a Y -active minterm. In both cases, C is not selected before the value of C is determined.
(ii) For the sake of contradiction, we assume that c(
The same arguments employed in the case (i) allow us to obtain a contradiction.
The proof of the claim is complete. Fix i ∈ {1, 2, . . . , p}. Let x 1 , . . . , x q be the variables read by I in the subtree T i before determining the value of C. In addition, for j = 1, . . . , q, let C j be the minterm selected by I when x j is probed. It follows from Lemma 3.4 that there is an implementation I i for T i such that the sequence of the first q variables read by I i are x 1 , . . . , x q and, for j = 1, . . . , q, C j ∩ T i is the minterm selected by I i when x j is probed. The previous claim guarantees that c(
Thus, by applying the induction hypothesis for the implementation I i and minterm C q ∩T i we have that the cost incurred due to the variables of T i is at most θ
1 (c max ), otherwise. Note that we use the monotonicity of θ T i 1 (·) to establish the last two inequalities. Therefore, the cost spent by I before determining the value of C is at most
where this inequality follows from (2) when we set I = {1, . . . , t} and y i = c(C ∩ T i ), for i = 1, . . . , t. This completes the proof of the induction step.
The Algorithm GREEDY-MAX. Let GREEDY-MAX be the variant of GREEDY-MIN that selects and evaluates the maxterms of f instead of the minterms. Proceeding as before and using the dualities between minterms and maxterms, and between θ T 0 and θ T 1 , one can easily prove the following result: LEMMA 3.6. Let C be a maxterm of T . Then, for every assignment σ , the cost spent by GREEDY-MAX before the value of C is determined is at most θ T 0 (c(C)). We note that a claim analogous to the one in Lemma 2 (respectively, Lemma 3) can be found in Charikar et al. [2002, Theorem 2.12] 
We have two cases.
Case (i) f (σ ) = 1. Let C 1 be a proof of minimum cost for f with respect to σ . It follows from Lemma 3.
where the last inequality follows from Theorem 3.1.
Case (ii) f (σ ) = 0. Let C 0 be a proof of minimum cost for f with respect to σ . It follows from Lemma 3.6 that c f
where, again, the last inequality follows from Theorem 3.1.
For the polynomial implementation of G * for a threshold tree T , the only point that must be clarified is how to find a minterm (maxterm) of T Y contained in the Y -active minterm (maxterm) of T with minimum rank.
First, we note that the minterm with minimum rank in a threshold tree can be easily found by using the given recursive characterization of minterms for threshold trees. Let r, the root of T , be a t-node with p children r 1 , . . . , r p . For i = 1, . . . , p, let T i be the subtree of T rooted at r i . Let C i be the minterm of minimum rank for T i . Let i 1 , . . . , i p be the permutation of 1, . . . , p such that C i j precedes C i k in the total order χ for each j < k. Then, it is not hard to verify that C = C i 1 ∪ · · · ∪ C i t is the minterm of minimum rank for T .
Therefore, we can construct C bottom up on T in polynomial time since at each node ν we only need to sort the minterms of minimum rank for the subtrees rooted at the children of ν.
Then, we observe that the Y -active minterm C of T with minimum rank is exactly the one with minimum rank in the tree T obtained from T through the removal of all the leaves that have already been read and found to have value 0 assigned. Finally, a minterm of T Y contained in C can be found by applying Proposition 2.6 with V = C and f = T Y .
A maxterm of T Y contained in the Y -active maxterm of T with minimum rank can be similarly found.
THE CFEKC MODEL -A LINEAR PROGRAMMING APPROACH
Designing efficient competitive algorithms with respect to the γ f c measure for general functions seems to be a challenging task. In this section, we pursue the less ambitious, but still important goal of designing efficient algorithms that are competitive with respect to the γ ( f ) measure.
We shall describe a novel schema for the design of algorithms for the CFEKC model. We call this new methodology the Linear Programming Approach (LP A). As suggested by the name itself, this schema is based on the solution of a linear program defined on the variables of the function under consideration and constrained on its minimal proofs. The LP A is precisely formalized in the pseudocode in Figure 3 .
The linear program LP f is used in the LP A to estimate how important a variable is in the process of evaluating f , that is, its impact. It tries to capture the intuitive idea that the relevance of a variable is proportional to the number of proofs it appears in and inversely proportional to the size of these proofs (small proofs tend to include variables with higher impact).
The linear programming approach consists of reading a variable that minimizes the ratio between its evaluation cost and its impact as estimated by the solution available for the linear program LP f . The cost function is then updated (scaled), which allows us to charge to every potential proof a fraction of the cost spent by the method. The procedure is then recursively applied on the new instance obtained by fixing the value of the variable just read and using the scaled cost function.
We remark that the LP A extends the General Approach introduced in Cicalese and Laber [2005a] . In fact, the latter can be considered a restriction of the LP A, in which the impact of a variable takes values in {0, 1/ p} for some (implementation dependent) integer 0 < p ≤ n. Due to this constraint, the General Approach suffers from some intrinsic limitations (see Cicalese and Laber [2005a] ) that are not inherited by the new methodology we present here. As an example, our main result, γ ( f ) = PROOF( f ) for any monotone Boolean function f (Corollary 4.8), cannot be proved via the General Approach.
The Linear Programming Approach
Let f be the function to evaluate and V its set of variables. Let P = {P ⊆ V |P is a minimal proof with respect to some assignment σ for f }. We define the following linear program LP f where we have one non-negative real variable s(x) for each variable x ∈ V and one constraint for each certificate P ∈ P:
Algorithm 3 formalizes the Linear Programming Approach. It is more precise to talk about the Linear Programming Approach as a meta-algorithm, due to the very high level description of the step that requires to find a solution s Y of LP f Y . An implementation of this meta-algorithm is then obtained by fixing the rule used to choose at each iteration the feasible solution of LP f Y .
We shall now present two lemmas that are the key results for the analysis of the implementations of LP A that will be presented in this section. More precisely, these lemmas allow to straightforwardly give an upper bound on the extremal competitiveness of an implementation of the linear programming approach in terms of the feasible solutions selected for the linear program. Therefore, in the different implementations presented, we shall simply verify the feasibility of the solution used for the linear ; Read(u); 
PROOF. If f has only one variable, the result holds. We assume as induction hypothesis that the result holds for every function that depends on less than n variables. Let f be a function that depends of n variables and let c(·) be a cost function such that γ
σ ). Let u be the first variable selected by LP. Let us denote s ∅ (·) with s(·).
wherec denotes the new cost function after that the costs of the variables in V have been decreased in the for loop of the LP A pseudo-code. Let X be the cheapest proof for f with respect to cost function c(·) and assignment σ . Moreover, let X be the cheapest proof for f {u} with respect to cost functionc and assignment σ V \{u} . Note that X \ {u} is also a proof for f {u} with respect to assignment σ V \{u} . By the definition of the linear program LP f , we have v∈X s(v) ≥ 1. Then,
Putting together the inequalities (4) and (5) and noting thatc
Since f {u} depends on less than n variables, the induction hypothesis yields
Remarkably, the previous lemma does not rely on any assumption on the structure of f . The following alternative formulation will be also used. Definition 4.3. The fractional cover number of a function f is defined by
LEMMA 4.2. Let LP be an implementation of LP A. For a fixed iteration of the while loop of LP, let Y be the set of those variables that have been evaluated so far. Let U be the family of subsets Z ⊂ Y that, at some point, coincide with the set of variables read by LP while evaluating f. Let s Z (·) denote the feasible solution of the linear program LP f Z employed by LP, for each Z ∈ U. It holds that
γ LP ( f ) ≤ max ⎧ ⎨ ⎩ max Z∈U x∈V \Z s Z (x), γ LP ( f Y ) ⎫ ⎬ ⎭
An Upper Bound for Functions in the Class
where s * Y (·) denotes the optimal solution of LP f Y . Using this definition, Lemma 4.1 states that for every function f the inequality γ ( f ) ≤ ( f ) holds. We shall now show an upper bound on the fractional cover number of any function f ∈ F × in terms of the size of its largest proof. Our main contribution to the study of the extremal competitive ratio of function evaluation algorithms will be an immediate consequence of this result. In fact, we shall be able to close the gap on the best possible extremal competitiveness for monotone Boolean functions and show that γ ( f ) = PROOF( f ) holds for every such function.
We shall now turn to a more geometrical point of view. Therefore, we shall start by fixing some additional notation. v i since the coordinates of v will be non-negative whenever we use the 1 -norm. Given two points p, q ∈ R n , we shall denote with p · q their dot product, that is, p · q = n j=1 p i q i . We need the following simple technical result: PROPOSITION 4.4. Let S ⊂ R n be a convex set and let u be a point in R n . In addition, let v be a point in S closest to u in 2 -norm. Then, u − w 2 ≥ v − w 2 for all w ∈ S.
PROOF. We can assume that u ∈ S and that u, v, w, are not collinear; otherwise, the result trivially holds. Assume (absurdum hypothesis) that there exists a point w * ∈ S such that ||u − w * || 2 < ||v − w * || 2 . Let be the plane including u, v, and w * , and let v ∈ be the point on the segment joining v and w * , such that ||v − w * || 2 = ||u − w * || 2 . Note that, because of the convexity of S, we have v ∈ S.
The triangle T of vertices v , w * , u, is isosceles with the angles in u and v being equal. Moreover, by the hypothesis of noncollinearity of u, v, w * and ||u − w|| 2 > 0, these angles are both acute. Thus, the angle vv u, external to T , is bigger than 90 o . Let us now consider the triangle T * with vertices vv u. Because of vv u > 90 o , in T * , the biggest side is vu, that is, the one opposite to the angle vv u. Hence, in particular, ||v − u|| 2 > ||v − u|| 2 , contradicting our original hypothesis that v is the point of S closest to u. The proof is complete.
We shall show that, for any function f ∈ F × , there exists a feasible solution s for the linear program LP f that has 1 -norm not larger than PROOF( f ). We shall use the following geometric construction. For each value v in the range of f we consider the convex hull of the characteristic vectors of the v-certificates of f. We take the point p with the smallest 2 -norm in the union of these convex hulls. Let v be such that p belongs to the convex hull of the v-certificates and let w = v be an arbitrarily selected value in the range of f. We prove that the desired s is given by the closest point (in 2 -norm) to p among the points in the convex hull of the w-certificates of f. LEMMA 4.5. For every nonconstant function f ∈ F × , we have ( f ) ≤ PROOF( f ).
PROOF. Let Q be the range of f . Note that |Q| ≥ 2, because f is not constant. For each v ∈ Q, let P v denote the set of v-certificates for f. Thus, P = v∈Q P v .
For each P ∈ P, let p
n be defined by p P i = 1 if x i ∈ P, and p P i = 0, otherwise.
6 Abusing notation, let us denote with conv(v) the convex hull of the set {p P | P ∈ P v }. The following easy claim will be useful:
holds for each y ∈ conv(v) and for each certificate P ∈ P v .
PROOF OF THE CLAIM. For each pair of certificates P ∈ P v , P ∈ P v , Proposition 2.3 assures that P ∩ P = ∅. Thus, p P · p P ≥ 1. Since y ∈ conv(v) we have that y = P∈P v λ P p P , where P∈P v λ P = 1 and λ P ≥ 0, for each P ∈ P v . Thus, we have
The proof of the claim is complete. Now, let us rewrite LP f in the following equivalent way:
LP f : Minimize s 1 : s · p P ≥ 1, for every P ∈ v P v and s ≥ 0 .
Let z be a point with minimum 2 norm among the points in v∈Q conv (v) , that is, z 2 ≤ y 2 , for each y ∈ v∈Q conv(v). Let v be such that z ∈ conv(v). In addition, let v * be an arbitrarily chosen element in Q − {v}. Let z * be the point in conv(v * ) closest to z in the 2 -norm, that is, z − z * 2 ≤ z − y * 2 , for any y * ∈ conv(v * ). We shall prove that z * is a feasible solution for LP f and z * 1 ≤ PROOF( f ). For the latter, it is enough to observe that z * ∈ conv(v * ) implies that z * =
P∈P v * λ P p P , for some non-negative scalars λ P such that P∈P v * λ P = 1. Thus,
We now prove the feasibility of z * . By this claim, we immediately have that z * ·p P ≥ 1 for any P ∈ P u , with u ∈ Q, and u = v * . It remains to prove that z * · p P ≥ 1, for each P ∈ P v * .
By Proposition 4.4, we have ||z * − y * || 2 ≤ ||z − y * || 2 , for each y * ∈ conv(v * ). In particular, for each P ∈ P v * , we have
Recall that for any p and q it holds that
By the choice of z, we have that ||z|| 2 ≤ ||z * || 2 , which together with (7) yields z * · p P ≥ z · p P ≥ 1, where the last inequality follows by this claim. Summarizing, we have shown that for any function f satisfying the hypothesis, the optimal solution s * of LP f , has cost not greater than PROOF( f ). In particular, for every restriction f Y of f, denoting with s * Y the optimal solution of LP f Y , we have
, where the last inequality follows from Proposition 2.2. This concludes the proof.
We have the following result.
PROOF. Directly from Lemmas 4.1 and 4.5.
The Extremal Competitiveness of Monotone Boolean Functions
In Charikar et al. [2002] , the inequality γ ( f ) ≥ max{k( f ), l( f )} was proved for every function f that can be represented by an AND/OR tree. Here, we show that this bound extends to the class of general monotone Boolean functions. The proof of the lower bound is similar to that employed in Charikar et al. [2002] .
THEOREM 4.7. If f is a monotone Boolean function, then
PROOF. Let us consider an algorithm A. We construct an assignment σ A that is "bad" for A as follows: Let C be the largest minterm in f . For x / ∈ C, we set x(σ A ) = 0 and c(x) = 0. For every variable x ∈ C, we set c(x) = 1. Finally, for every variable x ∈ C, except the last one read by A, we set x(σ A ) = 1.
The algorithm spends |C| to prove that f (σ A ) = 0. In fact, since C is a minterm A cannot conclude that f evaluates to 0 before reading all variables in C. On the other hand, the cheapest proof costs exactly 1 since, by Proposition 2.5, there is a maxterm for f whose intersection with C is exactly the last variable read by A. Thus, γ ( f ) ≥ k( f ). By using an analogous argument, one can prove that γ ( f ) ≥ l( f ).
This together with the upper bound provided by Theorem 4.6 allows us to exactly determine the best possible extremal competitive ratio to evaluate monotone Boolean functions. We have the following:
PROOF. Straightforwardly, by Theorems 4.7 and 4.6.
Monotone Boolean Functions: Efficiency Issues
Let f be a monotone Boolean function. A reasonable implementation of the LP Ashould be able to find a "good" feasible solution for LP f in polynomial time. By good, we mean that the objective value associated with such a solution should not be far from that associated with the optimal one.
In fact, by Corollary 4.8, an optimal implementation of the LP A, that is, one that always uses an optimal solution to the LP f is guaranteed to achieve the optimal extremal competitive ratio.
However, although there are polynomial-time algorithms for solving the linear program problem, their application is limited since the number of equations of the linear program (number of certificates) may be exponential on the size of the function representation and, even worse, the separation problem may be N P-Complete. Given this scenario, it is also reasonable to look for suboptimal solutions that can be constructed efficiently.
Clearly, the existence of a polynomial-time implementation of the LP A, critically depends on the representation given for the function f under consideration. We shall discuss three possible such situations. First, we shall assume that the function f is accessed via an oracle that can provide for any σ the value f (σ ). Later, we shall consider the case when the function is given via the list of its minterms, for example, via a minimal DNF. Finally, we shall discuss the case of functions with a compact circuit representation like threshold tree and AND/OR tree functions.
4.4.1. The Oracle Representation. The two implementation we present in this section are based on a common idea. They both use the bound associated with a feasible solution that assigns non-zero values only to the variables included in the union of some minterms and maxterms. The first implementation consists of arbitrarily choosing a minterm C 1 and a maxterm C 0 , and considering the feasible solution obtained by setting s(v) = 1 for each variable v ∈ C 0 ∪ C 1 . This boils down to always selecting a variable of minimum scaled cost in the union of a minterm and a maxterm of f Y arbitrarily chosen. In the second implementation we shall consider a slightly more involved choice of the solution for LP f defined on collections of minterms and maxterms. We shall prove that such a choice can sometimes produce an improvement in the bound attained. Throughout this section, by a polynomial-time algorithm, we mean an algorithm that performs at most O(n c ) operations (including the number of calls to the oracle) for some constant c. 
PROOF. By Proposition 2.4, we have that |C ∩ (C 0 ∪ C 1 )| ≥ 1, for every certificate C for f . Thus, for every certificate C for f , x∈C s(x) ≥ 1, which implies that s is a feasible solution for LP f .
Furthermore, we have
.10. There exists an implementation I 1 of the Linear Programming Approach that runs in polynomial time and it achieves competitive ratio
PROOF. Let I 1 be the implementation of the Linear Programming approach that, at each iteration, uses the feasible solution for LP f Y given in Lemma 4.9. Thus, Lemma 4.1 together with Proposition 2.2 yields
By Proposition 2.6, the minterm and the maxterm necessary for the feasible solution can be constructed in polynomial time. Whence, I 1 can be implemented in polynomial time.
The implementation I 1 uses a feasible solution that sets to 1 the impact of the variables in the union of a single minterm and a single maxterm arbitrarily chosen.
The following lemma provides a more clever construction of the feasible solution that generalizes and refines the previous one by considering variables in disjoint families of minterms and maxterms. } be a maximal family of disjoint minterms for f . We have:
CLAIM. There is a minterm C 1 for f such that C 1 ⊆ C∈M 0 C and there is a maxterm
We shall only present here the proof for the existence of a minterm contained in the union of the sets in M 0 . The proof of the existence of a maxterm contained in the union of the sets in M 1 can be obtained by employing the same argument. Suppose (absurdum hypothesis) that each minterm C contains a variable that is not included in the union of the maxterms in M 0 . This implies that V \ C∈M 0 is a hitting set for the family of minterms of f . LetĈ be a minimal hitting set for the family of minterms of f that is included in V \ C∈M 0 . It follows from Proposition 2.4 thatĈ is a maxterm and, by construction,Ĉ is disjoint of any maxterm of M 0 . This contradicts the hypothesis that M 0 is maximal. The proof of the claim is complete. Assume now that m 0 ≤ m 1 (the opposite case m 0 > m 1 can be analogously dealt with). Let C 1 be a minterm contained in C∈M 0 C. Let C 0 be the maxterm of M 0 that has the largest intersection with C 1 . We have 
otherwise.
We show that both s 1 and s 2 are feasible solutions for LP f and provide upper bounds on the corresponding objective functions. The desired feasible solution s will be chosen to be the one between s 1 and s 2 with minimum objective value. We shall show that the feasible solution provided by such s satisfies the bound claimed.
Let C be a certificate for f . Proposition 2.4 together with the disjointness of both M 0 and M 1 imply that |C ∩ (
By using, again, the disjointness of both M 0 and M 1 , we have
By Proposition 2.4, for each i, j ∈ {1, . . . , m 0 } it holds that |C
Whence, we have
On the other hand, as regards s 2 , we have |C ∩ (C 0 ∪ C 1 )| ≥ 1, which immediately implies the feasibility of the solution s 2 . Moreover, we have |C 0 | ≤ l( f ) and
By definition, s is the function between s 1 and s 2 which has the smaller overall sum, whence
The desired result is then established by considering the value of m 0 that maximizes the value of the min expression. It remains to prove that we can construct s in polynomial time. The families M 0 and M 1 can be generated in polynomial time with the aid of Proposition 2.6. In fact, in order to generate M 1 , we proceed as follows. First, we look for a minterm C 1 1 contained in V . Next, we look for a minterm C 1 2 contained in V \ C 1 1 . We repeat this process until we cannot find a minterm any more. At this point, M 1 is a maximal family of disjoint minterms. The family M 0 can be similarly constructed. In addition, also the minterm C 1 can be obtained in polynomial time using Proposition 2.6 with V = C∈M 0 C. THEOREM 4.12. There exists an implementation I 2 of the Linear Programming Approach, which runs in polynomial time and it achieves competitive ratio γ
PROOF. Directly by Lemma 4.1, Proposition 2.2 and Lemma 4.11.
We remark that when either every minterm has size at most 2 or every maxterm has size at most 2, the algorithm I 2 achieves the optimal extremal competitive ratio. 
4.4.2. The Minterm Representation. Let us now assume that f is given as the list of its minterms. Let A be the binary matrix whose rows are given by the characteristic vectors of the minterms of f (indexed over the set of the n variables of f ). Let B be the binary matrix whose rows are the characteristic vectors of the maxterms of f, that is, the minimal hitting sets of the family of the minterms. An optimal implementation of the LP A has to find the vector of minimum 1 -norm in the polyhedron A = {p | Ap ≥ 1, Bp ≥ 1, p ≥ 0}. We observe that the number of maxterms can in general be exponential in the number of minterms. Therefore, even if the input to the algorithm is now the whole set of minterms, it is still the case that the size of the LP f can be exponential in the size of the representation of f. Furthermore, the separation problem of LP f consists of solving the minimum hitting set problem, a well-known N P-Complete problem [Ausiello et al. 1999] .
With the aim of looking for "good" feasible solutions for LP f that can be constructed in polynomial time, we can try to construct another polyhedron B with the following properties: (i) it is contained in the polyhedron A and (ii) linear functions can be optimized over it in polynomial time. Clearly, the vector of minimum 1 -norm in the polyhedron B will give us a feasible solution for LP f in polynomial time. However, letting p * B and p * A denote vectors of minimum 1 -norm in B and A, respectively, we must take care of defining B in such a way that p * B 1 is not much larger than p * A 1 . Let M = {z ∈ R n + | Az ≥ 1}. We can define B as follows:
Since every row x in the maxterm matrix B satisfies Ax ≥ 1, we have that x ∈ M and then B ⊆ A. Moreover, although B is defined by an infinite number of constraints (one for any z ∈ M) the corresponding separation problem can be solved in polynomial time as we argue in the next lemma.
We are ready to describe our implementation. Let B Y (M Y ) be the polyhedron defined like B (M) but replacing A by the matrix A Y of the minterms of the restriction f Y of f. Let I be the implementation of LP A that always selects the feasible solution to LP f y corresponding to the point of minimum 1 norm in B Y . Then, the following result holds.
LEMMA 4.14. The implementation I runs in polynomial time and achieves competitive ratio
PROOF. The competitive ratio follows from Lemma 4.1 and the previous observation that B Y is included in the polyhedron defined by the constraints of LP f Y .
In order to prove the time complexity we notice that the linear program
can be used to verify whether an arbitrarily chosen p ∈ R n−|Y | satisfies the constraint p · z ≥ 1 for each z ∈ M Y . In fact, let z * be the optimal solution to LP B . It is easy to see that p · z ≥ 1 for each z ∈ M Y if and only if z * · p ≥ 1. In the negative case, z * is indeed a vector in M Y for which p does not satisfy the constraint required.
Moreover, clearly we can verify in polynomial time whether A Y · p ≥ 1, or, conversely, find a row vector of A Y for which p violates the condition. Therefore, we have a polynomial time separation procedure. By using the ellipsoid method [Grötschel et al. 1981] , together with this separation procedure, we obtain a polynomial-time algorithm to find the point with minimum 1 -norm in B Y .
In the absence of efficient algorithms that achieve competitive ratio significantly better than 2PROOF( f ) this lemma provides a promising direction of investigation. In fact, given two points in R n , a and b,
It is easy to show that B Y includes every point c = a ∨ b, where a (b) is an arbitrary point in the convex hull of the minterms (maxterms) of f Y . This observation allows us to show immediately that γ However, we believe that this upper bound on γ I is loose. In addition, from a practical point of view, the implementation proposed in the previous lemma seems to be a reasonable approach to evaluate monotone Boolean functions in the presence of costs. We are not aware of any other procedure with a theoretical performance for this purpose.
One possible drawback of the aforementioned implementation is the necessity of the ellipsoid method. However, this requirement can be circumvented by using the theory of blocking polyhedra (see, e.g., Graham et al. [1996, Ch. 30] ). In fact, it is possible to prove that B is indeed the projection of the polyhedron
onto the space of the variables y. In the definition of C, m is the number of minterms of f . To see this, we first note that the projection of C onto the space of the variables y is
where a 1 , . . . , a m are the characteristic vectors of the minterms (rows of matrix A). Now, recall that given a set X ∈ R n one defines the blocker of X as the set Graham et al. [1996, Ch. 30, Corollary 6.8]) . Therefore, using this notation we can rewrite the polyhedron B as (B(a 1 , . . . , a m ) 
Thus, we have the claimed correspondence between B and C.
Since C is defined by a polynomial (in fact linear) number of constraints, a point of minimum 1 -norm in B can be quickly obtained as follows: take a point in C whose first n coordinates have minimum sum, and project it in R n . The question of whether there exists a polynomial time algorithm for evaluating monotone Boolean functions with optimal extremal competitive ratio γ ( f ) = PROOF( f ) remains as a main open problem. We should observe however that the number of possible strategies to evaluate f is doubly exponential in n. Therefore, from a computational complexity perspective, even an optimal implementation of LP A (exponential running time) is somehow interesting.
4.4.3. Special Subclasses: AND/OR Trees and Threshold Trees. For functions that have a compact circuit representation we can obtain a polynomial time algorithm 8 if the separation problem for LP f is solvable in polynomial time. This is the case, for example, of threshold trees and, a priori, of AND/OR trees, two previously studied classes of functions in this area of investigation (see, e.g., Charikar et al. [2002] , and Cicalese and Laber [2005a , 2005b 
PROOF. By virtue of Corollary 4.8, it is enough to prove that, for any threshold tree function f, an optimal solution to LP f can be found in polynomial time.
Let f = f (x 1 , . . . , x n ) be a monotone Boolean function represented by a threshold tree. Let P denote the set of certificates for f. For each C ∈ P, let p C be the characteristic vector of C. Given y ∈ [0, 1] n we can, in polynomial time, check whether y is a feasible solution for LP f , and if not, find a constraint that is not satisfied. To this aim, it is enough to compute a = min C∈P {y · p C }. If a ≥ 1, then clearly y is a feasible solution of the LP f . Conversely, argmin C∈P {y · p C } gives a violated constraint. Notice that finding the minterm (maxterm) C that minimizes y · p C is equivalent to finding the minimum cost minterm (maxterm) for the threshold tree when the cost assignment is given by y, that is, c(x i ) = y i , for i = 1, . . . , n. As we observed at the end of Section 3, the minimum-cost minterm (maxterm) for a threshold tree can be easily found in polynomial time using the recursive characterization of the certificates of a threshold tree given in Section 3.1.
Since AND/OR tree functions constitute a subclass of threshold tree functions, the above theorem holds a priori for the class of monotone Boolean functions that can be represented by AND/OR trees. We remark that an algorithm with optimal extremal competitiveness for AND/OR trees was first presented in Charikar et al. [2002] . Also, an algorithm with optimal extremal competitiveness for threshold trees was given in Cicalese and Laber [2005b] .
However, the algorithm for threshold trees (AND/OR trees) obtained via our LP approach, as opposed to the ones in Charikar et al. [2002] and Cicalese and Laber [2005b] , can be easily turned into an optimal algorithm for the CFEUC model, as we shall show in Section 5.
Beyond Monotone Boolean Functions
The LP A does not require any assumption on the structure of the function to evaluate. This feature makes it a very general method. In this section, we shall give more evidence of its broad applicability and effectiveness. We first discuss the case of arbitrary Boolean functions. Then, we show how the LP A can be used to obtain efficient and highly competitive algorithms for classes of functions of a completely different structure: finding the minimum of a list and sorting a list. 4.5.1. Arbitrary Boolean Functions. Since the class of Boolean functions belong to F × it follows from Theorem 4.6 that γ ( f ) ≤ PROOF( f ) for every Boolean function f . Then, it it is natural to ask whether Corollary 4.8 holds without the monotonicity assumption, that is, whether γ ( f ) = PROOF( f ) for every Boolean function f . The following example shows that γ ( f ) can be smaller than PROOF( f ). We have PROOF( f ) ≥ 4 since {x 1 , x 2 , x 3 , x 4 } is a 0-certificate for the assignment (x 1 = 0, x 2 = 0, x 3 = 0, x 4 = 0, z = 0). In addition, a careful inspection shows that ( f ) = 3 which implies, by Lemma 4.
We shall note however that γ ( f ) = ( f ) for this function. In fact, we do not know any Boolean function f for which γ ( f ) < ( f ). This example can be generalized to show that that γ ( f ) can be much smaller than PROOF( f ).
4.5.2. Finding the Minimum. We are going to show how the LP A can be implemented to provide a very competitive solution to the problem of finding the minimum value in a totally ordered set in the context of function evaluation with costs. This problem was originally considered in Charikar et al. [2002] .
We want to compute the function min{v 1 , . . . , v n } when v 1 , . . . , v n are variables taking values in some totally ordered set. As is customary, we shall evaluate the performance of an algorithm that solves this problem in terms of the comparisons that it performs. 9 We shall assume that each pair of variables, v i , v j has an associated cost c(v i , v j ) that has to be paid to compare them. Different comparisons may incur different costs.
In order to fit this problem into the CFEKC model, we can reformulate it as follows. Let S = {v 1 , . . . , v n } be the set of the variables of the function min we want to compute and let G = (S, E) be an undirected complete weighted graph. The edge v i v j of E corresponds to the comparison of the elements v i and v j of S and its weight c(v i , v j ) corresponds to the comparison cost between these two elements.
An assignment defines an orientation for each edge of G. Without loss of generality, we assume v i v j oriented from v i into v j if v i ≤ v j . An assignment is feasible if it defines a transitive orientation. When an algorithm probes an edge, it learns the outcome of the corresponding comparison and then it fixes the orientation accordingly. Given a set of undirected edges F and an assignment σ , we use F σ to denote the set of directed edges obtained by orientating the edges of F according to σ . A proof for the identification of the minimum in S with respect to a feasible assignment σ is a set of edges P such that there is a vertex v ∈ S that reaches every other vertex in the graph G P = (S, P σ ). Let be the set of all feasible assignments and let f min : → S be the function that maps each feasible assignment σ ∈ on the vertex of S with in-degree equal 0 when the edges of G are orientated according to σ , that is, the only vertex of S that can reach all the others.
Therefore, the problem of computing the function min{v 1 , . . . , v n } becomes the problem of evaluating f min : → S in the CFEKC model with cost function c(·). Charikar et al. 2002; Gupta and Kumar 2001] . We are now going to show a simple implementation of the LP A that matches this upper bound, that is, with competitiveness n − 1.
Then, we present an ad hoc modification of our algorithm that shows that the actual optimal competitiveness for this problem is n− 2, for all n ≥ 11. This question had been left open in all previous works on the same problem.
In order to explain our implementation, let us assume that a set W of edges has already been processed, that is, their orientations are known (obviously at the expense of the corresponding cost). Here, we should see W as a set of directed edges. Let
Let Z ⊆ S be the set of vertices that are still candidates to be the variable of minimum value, that is, those vertices with indegree 0 in G W . Note that |Z| = 1 means that the minimum has already been determined. In our implementation, we define U Y as the set of undirected edges in G that connect an element u of Z to an element v for which we do not know whether or not u is larger than v, that is, U Y = {uv|u ∈ Z and (u, v) / ∈ Y }. Abusing our notation somewhat, f min Y will denote the restriction of f min obtained by fixing the orientation of the edges in Y accordingly. We immediately have the following easy alternative proof of the bound previously given in Charikar et al. [2002] and Gupta and Kumar [2001] . 
Since |Z| ≥ 2, we have
We observe that the analysis in the proof of this theorem gives a competitive ratio of n − 2 whenever |Z| ≥ 4.
In fact, the optimal competitive ratio turns out to be exactly n − 2. In order to prove this result, we devise the algorithm Z 3 , which is (n− 2)-competitive for restrictions f min Y where the number of candidates for the minimum is equal to 3. Then, by Lemma 4.2, we have that the implementation of the linear programming approach that executes MIN until |Z| = 3 and then switches to Z 3 has competitive ratio n− 2. The details about Z 3 can be found in Appendix A.
We remark that for the minimum function we can not apply Theorem 4.6. In fact, f min ∈ F × , since a feasible assignment is a transitive orientation and, as a consequence, it is not free in choosing the orientation of the edges in the graph G independently of each other.
4.5.3. The Sorting Function. Gupta and Kumar [2001] presented a (2n)-competitive algorithm for sorting a list of n elements in the CFEKC model. Here, we improve this result by showing a simple implementation of our linear programming approach that has (n − 1) competitive ratio. To the best of our knowledge, the problem of determining the extremal competitive ratio of sorting as a function of n remains open. So far, the best-known lower bound is log n [Gupta and Kumar 2001] .
We proceed as before and model the problem over a (complete) graph G = (S, E) with vertices S = {v 1 , . . . , v n } representing the items to sort and edges representing the comparisons. An assignment is an orientation of the edges. An assignment is feasible if it defines a transitive orientation. When an algorithm probes an edge, it learns the outcome of the corresponding comparison and then it fixes the orientation accordingly. In analogy with the way we modeled the minimum function, let be the set of all feasible assignments and let f sort :
→ n be the function that maps each feasible assignment σ ∈ to the permutation π of the vertices of S where the ith vertex of π , for i = 1, . . . , n, has in-degree equal to i − 1 in the graph obtained by orientating the edges of G in accordance with the assignment σ . In other words, f sort computes the Hamiltonian path in G induced by σ.
Therefore, the problem of sorting the elements of S = {v 1 , . . . , v n } with nonuniform comparison costs is equivalent to the problem of evaluating f sort : → n in the CFEKC model.
Let us denote with W the set of edges that have already been processed, that is, their orientations are known (obviously at the expense of the corresponding cost). Again, we think of W as a set of directed edges. Let G W = (S, W) and
In perfect analogy with the case of the minimum function, we shall abuse our notation a bit, and use f PROOF. The transitivity of G Y guarantees that each node with an outgoing edge to a also has an outgoing edge to b. In addition, we have that (a, b) in G Y and (b, a) / ∈ G Y . Thus, the in-degree of b is larger than that of a.
PROPERTY 2. If u has in-degree smaller than k
PROOF. Let v be a node in T k * . By the previous property, we have that the only nodes with an outgoing edge to v are those with in-degree smaller than k * , that is, the nodes inT = T 0 ∪ · · · ∪ T k * −1 . In addition, by definition of k * there are at most k * nodes inT .
It follows that each node inT has an outgoing edge to v, since v has in-degree exactly k * .
PROPERTY 3. If z has in-degree larger than k * , then there is a node w ∈ T k * such that the edge (w, z) is in G Y .
PROOF. Let F be the set of nodes with in-degree at least k * that reach z in G Y . First, we note that F = ∅, otherwise, the in-degree of z would be at most k * since only the nodes in T 0 ∪ · · · ∪ T k * −1 could reach z. Now, let w be node in F with minimum in-degree. Let y be a node that reach w in G Y . By Property 1, the in-degree of y is smaller than w and, moreover, the in-degree of y must be smaller than k * ; otherwise, it contradicts the choice of w. Since there are only k * nodes with in-degree smaller than k * and, by construction, the in-degree of w is at least k * it follows that the in-degree of w is exactly k * .
Let m = |T k * | and v 1 , . . . , v m be the vertices in T k * . Let N i be the set of vertices that are reachable from v i in G Y . It follows from Property 3 that
It follows from Properties 1 and 2 and the definition of s Y () that an edge e is assigned value greater than 0 in s Y () , in particular 1/(m − 1), if and only if one of the following conditions holds (i) e connects a vertex v i ∈ T k * to a vertex with in-degree larger than k * that does not belong to N i or (ii) e connects two vertices in T k * . Therefore, the number of edges that are assigned a nonzero value is given by
where the inequality follows from (9). It follows that
We now focus on the feasibility of s Y (). Let P be a proof for f sort Y with respect to assignment σ and recall that P σ is the set of directed edges obtained when the edges of P are oriented in accordance with σ . It follows that each vertex v ∈ T k * but one (the one with minimum value) has in-degree larger than k * in the graph G = (S, Q), where Q is the set of directed edges obtained by taking the transitive closure of the edges in Y ∪ P σ . This implies that P σ \ Y has at least |T k * | − 1 edges incident in vertexes of T k * . Since each of them receives value 1/(|T k * | − 1) in s Y (), we have that e∈P s Y (e) ≥ 1.
We have proved ( f sort ) ≤ n − 1.
The following result is a direct consequence of the previous lemma together with Lemma 4.1. THEOREM 4.19. There exists a polynomial-time implementation SORT of the LP A such that γ SORT ( f sort ) ≤ n − 1.
Some Remarks on the Effectiveness of LPA
We want to finish this section with some remarks about the LP A and the analytic tools we developed in this section. We have proved that our machinery is very effective for monotone Boolean functions. In fact, we have γ ( f ) = ( f ) for the whole class of monotone Boolean functions. On the other hand, there are functions outside F × , for example, the minimum function and the function searching for an element in a sorted list also considered in Charikar et al. [2002] , for which one can prove that γ ( f ) < ( f ). It would be nice to further investigate the effectiveness of our methodology for arbitrary Boolean functions and, more generally, for functions in F × . In particular, it would be interesting to know whether ( f ) = γ ( f ) for functions in this class.
COMPETITIVE FUNCTION EVALUATION WITH UNKNOWN COSTS
In this section, we study the new model of Competitive Function Evaluation with Unknown Costs (CFEUC).
In this model, we assume that the cost c(x) of reading a variable x is unknown to the algorithm. The only information available regarding the costs is that each variable costs at least a certain fixed and known amount M. Moreover, in the CFEUC model the evaluation strategies are preemptive. In fact, the process of paying for reading a variable x can be stopped and resumed several times before its value is actually obtained. Recall that an algorithm for the CFEUC probes the variables by using (possibly several) operations Read (x, t) , where x ∈ V and t is a real number. In particular, by executing a Read(x, t), the algorithm pays an amount of at most t for reading x. Let δ(x) be the total amount spent by the algorithm in Read operations on x before executing the present Read (x, t) .
, that is, by paying t the algorithm finishes covering the (unknown) cost of x, then only c(x) − δ(x) is charged for the operation Read(x, t) and the value of x is released. Conversely, if δ(x) + t < c(x), the algorithm pays t but it does not get the value of x. The process of reading x can be resumed at a later step or the algorithm can decide to stop reading x and execute Read operations only on other variables. It is important to notice that the value of a variable x, if eventually obtained, is always acquired at a total cost of c(x).
As an obvious adaptation of the notion of competitiveness given in the basic model, here, we define the competitive ratio of an algorithm A as the minimum ρ for which c f A (σ ) ≤ ρc f (σ ) for every assignment σ and for every feasible cost function c(·). For the sake of definiteness, a cost function is feasible if it satisfies c(x) ≥ M, for every x ∈ V , where M is the positive constant known to the algorithm.
Moreover, we remark that if preemption is not allowed, there is no hope of finding efficient strategies. In fact, as opposed to CFEKC, here, the algorithm is evaluated against an adversary that can set both the costs and the values of the variables adaptively. Therefore, if the algorithm was not allowed to read a variable a bit at a time, the adversary could force it to pay an arbitrarily high cost for getting one value, precluding any possibility of being competitive.
Here, we show how to extend the LP Apresented in last section to address the CFEUC model. Let f be the function to evaluate and V its set of variables. The Extended Linear Programming Approach (X LP A for short) is presented in the pseudo-code below. Since the costs of the variables are not known, it is not possible to select the variable that minimizes the cost/impact ratio as in the LP A. Then, the X LP A employs the solution of LP f Y , at each external iteration (while loop), to fix the relative speed at which each variable is read.
By a phase, we mean one iteration of the repeat loop in the X LP A. In each phase, for each variable x whose value is unknown, the amount t ×s Y (x) is spent (for a suitable t). We say that a phase is interrupted if a new value is revealed during its execution. variables in C are assigned value 1 but the last one read by A. Let C be a maxterm of f which intersects C exactly in the last variable read by A. Clearly, C is a proof with respect to σ A . Moreover, since |C | ≤ l( f ) then the cost of C is at most h+
is a lower bound on the competitive ratio of any deterministic algorithm. Since this expression goes to k( f ) as h goes to ∞, we have that k( f ) − is a lower bound on the competitive ratio of any deterministic algorithm, for every > 0.
A similar argument shows that l( f )− is also a lower bound. The proof is complete.
In order to obtain good implementations for X LP A we shall either solve LP f or, at least, find a feasible solution close to the optimal one. In Section 4, we show how to obtain "good" feasible solutions for LP f for the class of monotone and threshold tree functions. These solutions can be turned into analogous results for the CFEUC model, via Lemma 5.1. In particular, by putting together this lemma (using α = 1 and t IN → 0) with Lemmas 4.5, 4.11, and Theorem 4.15, we obtain the following. By virtue of Theorem 5.2, the exponential-time max{k( f ), l( f )}-competitive algorithm for monotone Boolean functions and the polynomial time one for threshold tree functions are essentially optimal.
FINAL REMARKS
Boolean functions. We made some progress in this direction by presenting algorithms with competitive ratio smaller than 2γ ( f ). We believe that a deeper investigation of the LP formulation presented in Section 4.4.2 can lead to even better results. In fact, we feel that our understanding of the possibilities/limits of the LP A is far from being complete.
A final observation regards the extension of this approach to take care of statistical information on the variables' values. In fact, the CFEKC considered here is based on the competitive analysis measure that does not take into account such statistical information. If, on the one hand, this makes the model robust, on the other hand there are applications in which the availability and exploitation of such information can provide significant advantage. The extension of the LP A in this direction should be another main goal for continued research.
APPENDIX A. THE TECHNICAL PROOF FOR THE MINIMUM FUNCTION
The results in the following Fact 1, Lemma A.1, and Facts 2, 3 are useful for our analysis. Though technical, we shall include them here for sake of completeness. The reader might skip their proofs in a first reading. .
PROOF. By induction on i.
For i = 1, we have C 1 = x n /x 1 > t − 1. Thus, we immediately get the desired inequality x 1 < 1/(t − 1)x n . Furthermore,
Let i > 1 and let C j > t − 1 for each j = 1, 2, . . . , i. Thus, by induction hypothesis x j < t j−1 /((t − 1) j )x n for all j = 1, . . . , i − 1 and
From C i > t − 1, we immediately get x i < t i−1 /((t − 1) i )x n . Moreover, by using both the induction hypothesis and the Fact 1, we have the desired inequality Assume that C j > n − 2 for each j = 1, 2, . . . , n − 2. It follows from Lemma A.1 that
A simple calculus shows that (n − 1) n−2 /(n − 2) n−2 < n − 2 for any n ≥ 5.
Analogously, we have the following: and let i * = argmin{C i }. The strategy Z 2 which decides the order to evaluate the edges in U Y , works as follows: Case 1. j ≤ n−2. Z 2 probes one edge at a time in this order until an edge that reduces Z (proving that either v a or v b has an incoming edge) is found.
Case 2. j = n − 1. Z 2 probes the i * − 1 edges with smallest weights one at a time until an edge that reduces Z is found. If it happens that none of these i * − 1 edges is directed towards one of the vertices in Z, then the edge v a v b is probed and the minimum is finally found.
Let e i be the edge representing the cheapest proof for f Y . Trivially, i ≤ j. We argue in accordance with the previous cases. Case 1. j ≤ n − 2. In this case, Z 2 probes exactly i edges of weight no larger than w(e i ) before it finds the minimum. Recall that i ≤ j ≤ n− 2: Thus, Z 2 pays at most n− 2 times the cost of e i , as claimed.
Case 2. j = n − 1. If i < i * , we have exactly the same situation as in Case 1. Conversely, if i ≥ i * , the ratio between the cost incurred by the algorithm and the cost of the cheapest proof is given by 
and let i * = min{i | C i ≤ n − 2}. The algorithm Z 3 that chooses the order in which the edges of U Y are probed works as follows.
Case 1. j ≤ 2n − 7. Then, Z 3 probes the edges in this order of nondecreasing weight until it finds an edge directed towards Z. Then, the algorithm uses Z 2 to complete the search in the reduced set Z, which, at this point, contains only two candidates for the minimum.
Case 2. j ∈ {2n − 6, 2n − 5}. Then, Z 3 probes the i * − 1 edges with smallest weights one at a time and as soon as an edge that is directed towards Z is found, it executes the procedure Z 2 since the new set of candidate solution has cardinality 2. If conversely none of these i * − 1 edges is directed towards one of the vertices in Z, then the edge v a v b is probed. This obviously reduces the set Z of candidate solutions to one of cardinality 2. Hence, the algorithm can continue by running Z 2 .
Let i 1 and i 2 be the indices of the edges in the cheapest proof, with i 1 < i 2 . Recall the definition of the indices j and i * just given. Obviously i 1 ≤ j. We shall argue following the case based description of the algorithm.
Case 1. j ≤ 2n − 7. If i 1 ≤ n − 2, then Z 3 spends at most (n − 2)w(e i 1 ) to find the first edge directed towards Z. Then, because of the competitiveness of Z 2 it will spend at most (n − 2)w(e i 2 ) to find the second edge directed towards Z and complete the proof. Hence, the overall competitiveness is upper bounded by n − 2.
Conversely, suppose that i 1 ≥ n − 1. In this case, Z 3 spends i 1 w(e i 1 ) to find the first useful edge. Then, it spends at most (2n − 4 − i 1 )w(e i 2 ) to discover the second useful edge. This is clearly true if k ≤ 2n − 4. On the other hand, if k = 2n − 3, we have that the remaining instance for Z 2 has 2n − 3 − i 1 edges. Since i 1 ≤ 2n − 7, we have that 2n − 3 − i 1 ≥ 4. Thus, the analysis of the competitiveness of Z 2 given in the previous section guarantees that the competitive ratio to find the final edge is at most one less than the number of remaining edges, that is, 2n − 4 − i 1 . Putting together the cost incurred for finding the two edges directed towards Z, we have that the competitiveness
