Abstract. The minimum rank of a graph has been an interesting and well studied parameter 6 investigated by many researchers over the past decade or so. One of the many unresolved questions on 
parameters, including chromatic number, independence number, domination number 82 and others such as the Hadwiger number (see [20] ). Since the matrix community has 83 been referring to these suspected inequalities as graph complement conjectures, we 84 continue to use these names within this work as well.
85
Observe that if we define the maximum nullity of G as Hypothesis is equivalent to the requirement that certain manifolds intersect transver-95 sally (see [18] ). The parameter µ(G) is defined ([9] in English) to be the maximum 96 nullity among symmetric matrices A = [a ij ] ∈ S(G) that satisfy:
97
• A satisfies the Strong Arnold Hypothesis.
98
• For all i = j, a ij ≤ 0.
99
• A has exactly one negative eigenvalue (counting multiplicity). isomorphic to H. In [9] and [10] it is shown that µ and ν are minor monotone.
116
For any graph G, the Hadwiger number h(G) is the maximum size of a clique 117 minor in G. It is straightforward to verify that ν(K s ) = s − 1 whenever s > 1, so by 118 minor monotonicity we have:
119
Observation 1.5. Let G be a graph.
120
Given this relationship (and the fact that it is common to use h(G) − 1 as a lower bound when establishing the value of ν(G), it is reasonable to ask whether a version of GCC is true for the Hadwiger number. The bound would be (h(G)− 1)+ (h(G)− 1) ≥ |G| − 2 or equivalently,
There is a body of literature on Hadwiger number Nordhaus-Gaddum type problems,
121
and it is known [20] that (1.5) is not true for all graphs G (or even for most graphs 122 of large order). The next example gives a specific graph for which (1.5) fails. As is 123 standard, we let κ(G) denote the vertex connectivity of G, i.e., if G is not complete,
124
it is the smallest number k such that there is a set of vertices S, with |S| = k, for hence a vertex of degree at most 6 in the minor, because G 12 is 6-regular.
133
Note that κ(G 12 ) = 5 and κ(G 12 ) = 6, so ν(G 12 ) + ν(G 12 ) ≥ 11 > |G 12 | − 2. So
134
G 12 satisfies GCC ν and hence GCC and GCC + .
135
In 1997 the following related conjecture was made: GCC + , but it does imply GCC.
141
In Section 2 we turn to the case of k-trees, and making use of some recent analysis 142 on the minimum ranks of the complements of k-trees, we will establish that the GCC,
143
GCC + , and GCC ν are valid for this class of graphs as well. In Section 3 we consider Theorem 2.1.
If G is a partial 3-tree, then
Finally, in the same work they observe (using the above results and results from
164
[22], [23] ) that GCC ν holds for k-connected partial k-trees.
165
Corollary 2.3.
In particular, if G is a k-tree, then G satisfies GCC ν .
166
As a consequence of Theorem 2.1 and the fact that tw(G) is the minimum k such 167 that G is a partial k-tree, we have the following corollary.
168
Corollary 2.4. If GCC ν fails for a graph G, then κ(G) < tw(G).
169
Since the Hadwiger number minus one is a lower bound for ν, we have the fol-170 lowing consequence of Theorem 2.1.
171
Corollary 2.5. If G is a partial k-tree with h(G) = k + 1, then G satisfies
Proof. Apply Observation 1.5 and Theorem 2.1.
173
Observation 2.6. If G is a graph for which ν(G) ≥ |G| − h(G) − 1 (respectively,
Previously, GCC was known to hold for all graphs on seven or fewer vertices, since for all such graphs, the minimum ranks have been exhaustively computed [11] .
178
Here we extend this result (and eliminate the need for exhaustive computation) and 179 determine properties of a minimum counterexample to GCC, GCC + , or GCC ν .
180
Corollary 2.7. If GCC ν fails for some graph G, then ν(G) ≥ 3 and ν(G) ≥ 3. 
This reduces to |G| > 8, as desired.
187
Note that GCC µ (Conjecture 1.7) holds for any graph G of order at most 7, since 188 for such a graph either G or G must be planar, and, as observed in the paragraph 189 following Conjecture 1.7, GCC µ holds for all planar graphs (see also [21] ).
190
Since it is established that any graph having tree-width at most three satisfies
191
GCC ν (and hence GCC), we can improve the bounds in Corollaries 2.7 and 2.8 for
192
GCC by examining the forbidden minors for tree-width three, which are K 5 , the 193 complete tripartite graph K 2,2,2 , the graph V 8 shown in Figure 2 .2 with the numbering 194 that will be used throughout the discussion of this graph, and the Cartesian product Proposition 2.9. ν(K 2,2,2 ) = ξ(K 2,2,2 ) = 4, ξ(V 8 ) = 4, and ξ(C 5 P 2 ) = 4.
200
Proof. For ν(K 2,2,2 ) = ξ(K 2,2,2 ) = 4, note that mr(K 2,2,2 ) = 2 and let
Then the positive semidefinite matrix A = B T B ∈ S(K 2,2,2 ), rank A = 2, and it is 201 straightforward to verify that A satisfies the Strong Arnold Hypothesis (which can be 202 checked using a computer symbolic package).
203
For ξ(V 8 ) = 4, note that M(V 8 ) = 4 (see the Möbius ladder in [3]) and let
Since rank A = 4 and A satisfies the Strong Arnold Hypothesis, 4
4.
205
For ξ(C 5 P 2 ) = 4, note that M(C 5 P 2 ) = 4 [3] and let
Then A ∈ S(C 5 P 2 ), null(A) = 4, and A satisfies the Strong Arnold Hypothesis. Corollary 2.11. If G is a graph with |G| ≤ 10, then GCC holds for G.
213
The method used to establish Corollaries 2.10 and 2.11 does not work for GCC ν Finally, vector 7 is in the null space of columns 2, 5, and 6, so it is a multiple of
221
(1 + b 2 , 0, −bc, c), and vector 8 is a multiple of (1 + a 2 , −ac, 0, c). But vectors 7 and 8 222 are required to be orthogonal, implying 1 + 3. Joins of Graphs. All unions and joins in this paper involve disjoint graphs. Recall that, if G 1 and G 2 are disjoint graphs, the union and the join of G 1 and G 2 , denoted respectively by G 1 ∪ G 2 and G 1 ∨ G 2 , are the graphs defined by
where E consists of all the edges {u, v} with u ∈ V (G 1 ), v ∈ V (G 2 ). A union or a join of r graphs is defined inductively by
Some of the results in this section rely on a "Rotation Lemma" as it was referred 
with no zero columns such that P A has h rows, N A has k rows and A = P 
233
Observe that for such a representation to exist, we must have that h ≥ i + (A) 234 and k ≥ i − (A). In fact, the matrix P A represents the positive inertia of A, and N A 235 represents the negative inertia of A. Also note that if A is positive semidefinite, then 236 N A may be chosen to be the zero matrix.
237
Any symmetric matrix having all columns nonzero has a nonzero (h, k)-represen-238 tation whenever both h ≥ i + (A) and k ≥ i − (A). However, not every symmetric ma-239 trix has a nonzero (i + (A), i − (A))-representation, due to the presence of zero columns.
240
In particular if G is a graph with no isolated vertices, then any matrix A ∈ S(G) with
observe that if A has a nonzero (h, k)-representation, then, by padding both P A and 243 N A with zero rows as needed, it follows that A has a nonzero (h
for A and a (h, k)-orthogonal matrix Q, it follows that Q P A N A is also a nonzero
247
(h, k)-representation for A. The previous fact can be verified by direct computation.
248
We are now in a position to state a revised version of the rotation lemma that 249 was presented in [4, Lemma 2.3]. We remark here that the proof is basically the same 250 as the one presented in [4] and is not repeated here.
251
Lemma 3.2. Let G and H be two graphs and let A ∈ S(G) and B ∈ S(H).
respectively with h ≥ 2. Then there exists an (h, k)-orthogonal matrix Q such that
Note that in Lemma 3.2 we must have
Also observe that if k = 0, we obtain a result for positive semidefinite matrices in 253 S(G) and S(H) maximum nullity or minimum rank), they take the maximum.
260
Theorem 3.3.
[10] For disjoint graphs G and
For example, whereas mr(G) = 1 implies 
Since A satisfies the Strong Arnold Hypothesis, X = 0, so Y = 0 and B satisfies the 276 Strong Arnold Hypothesis.
277
Theorem 3.7. Let G and H be graphs. If Otherwise,
Proof. Assume first one of conditions (1) and (2) 
286
Assume first that mr ν (G) = 1. Since G has an edge, the case
is excluded and G = K t for some t ≥ 2. Since mr ν (G) ≥ mr ν (H), mr ν (H) ≤ 1.
288
Furthermore, either H has an edge, in which case
So assume mr ν (G) ≥ 2. Since G has an edge, by Lemma 3.5 we can choose a ν-optimal matrix A for G such that every column of A has a nonzero entry. If H = K r , then we can also choose a ν-optimal matrix B for H such that every column of B has a nonzero entry. If H = K r , then r ≤ mr ν (G) by hypothesis, so we can choose a diagonal matrix B ∈ S(H) having all diagonal entries positive and rank B = r ≤ mr ν (G) = rank A. Note that i + (A) = rank A = mr ν (G). Then, by Lemma 3.2, we may construct a positive semidefinite matrix C = A * T * B (where * denotes a matrix all of whose entries are nonzero) with rank C = i + (A) = mr ν (G). Since A and B satisfy the Strong Arnold Hypothesis, any such matrix C satisfies the Strong Arnold Hypothesis. Thus it follows that
by also applying Lemma 3.6. This completes the proof for the case in which G and
292
H satisfy condition (1) or (2).
293
For all remaining cases, we may assume that H = K r and r > mr ν (G). Then
because if C ∈ S(G ∨ H) is positive semidefinite, then C contains an r × r diagonal 294 matrix with positive diagonal (associated with H).
295
Either G has an edge or G = K s with s ≤ r. If G has an edge, choose a ν- Proof. It suffices to prove the result for G ∨ H. First assume H = K r and r > mr ν (G), so by Theorem 3.7, mr ν (G ∨ H) = r = |H|. By Theorem 3.3,
and G ∨ H satisfies GCC ν .
302
Now assume G and H satisfy GCC ν and satisfy condition (1) or (2) of Theorem 3.7, so
Without loss of generality, mr ν (G) ≥ mr ν (H).
303
Suppose first that ν(G) ≥ ν(H). Then
using the fact that G satisfies GCC ν . Thus G ∨ H satisfies GCC ν .
304
Now suppose that ν(H) > ν(G) ≥ 1. Thus
Using reasoning similar to that above,
305
A graph is said to be decomposable if it can be expressed as a sequence of joins 306 and unions of isolated vertices (these graphs are also known as cographs). We also 307 note that the complement of a decomposable graph is again decomposable.
308
Corollary 3.9. If G is a decomposable graph, then G satisfies GCC ν . We also define jmr + (∅) = 1.
323
The notion of join minimum rank is needed here, as the minimum rank of the join 
342
We now move onto further notions of the core that will be relevant for the following 343 discussion.
344
Definition 3.14. For any graph G, the symmetric core, denoted by G is defined 
359
Lemma 3.17. For any graph G = ∅: The proof of (2) is similar and is omitted here.
367
Corollary 3.18. For any graph G = ∅:
370
Lemma 3.19. If G is a graph such thatG satisfies GCC (respectively, GCC + ), 
377
Lemma 3.20. Let G and H be graphs. Then
where the inequality can be strict. In the positive semidefinite case,
with equality provided both G = ∅ and H = ∅.
378
Proof. These results are immediate if either G = ∅ or H = ∅, so assume that both G = ∅ and H = ∅. In both cases we use Lemma 3.13. In the positive semidefinite case, assume G = ∅ has r 1 isolated vertices and H = ∅ has r 2 isolated vertices. Then jmr + (G) = mr + (G) + r 1 and jmr + (H) = mr + (H) + r 2 , by Lemma 3.13. Another application of Lemma 3.13 yields
In the symmetric case, an inequality appears since jmr(G) = mr(G) + min{2, r} ≤ mr(G) + r, whenever r ≥ 2. To verify an instance of a strict inequality, consider G = H = K 2 .
379
Then jmr(G) = jmr(H) = 2 and jmr(G ∪ H) = 2.
380
Lemma 3.21. Suppose G is a given graph. Then jmr(G) = 1 (jmr + In particular, in a non-anomalous decomposable graph G with mr(G) ≤ 2, there 394 are at most two i for which |G i | 3 and G i =G i .
395
We now need to state a result that was originally used in 
403
For the positive semidefinite case, suppose jmr + (G) = mr + (G). Then G has no isolated vertices and any matrix A ∈ S + (G) with rank A = mr + (G) has a (jmr + (G), 0)-representation. On the other hand, if jmr + (G) = mr + (G) + r where r ≥ 1, then G =G ∪ K r . Let P be a nonzero (mr + (G), 0)-representation for any optimal matrix in S(G). Then 
426
Define h = max{h G , h H } and k = max{k G , k H }. Then, by padding with zero rows as needed, there exist nonzero (h, k)-representations for A and B, respectively. Then, by Lemma 3.2, we may construct a symmetric matrix in S(G ∨ H) with rank at most h + k. Thus it follows that
Observe that among the four possible sums of h + k, the maximum is always bounded 427 above by jmr(G) + jmr(H) − 2, as desired.
428
For 1(b), consider first the case when jmr(G) ≥ 3 and jmr(H) = 2. As with the argument applied in the case above, choose A ∈ S(G) with a nonzero (h G , k G )-representation in which h G + k G = jmr(G), and h G ≥ 2, k G ≤ jmr(G) − 2; and choose B ∈ S(H) having a nonzero (h H , k H )-representation, with h H ≥ 1, k H ≤ 1, and h H + k H = 2. As above, we can construct, by Lemma 3.2 a matrix in S(G ∨ H) with rank at most h + k, where h = max{h G , h H } = h G and k = max{k G , k H }. It follows that
Under 1(b), the next case to consider is jmr(G) ≥ 3 and jmr(H) = 1 Then, as in the previous case, we may choose A ∈ S(G) having a nonzero (h G , k G )-representation, with h G + k G = jmr(G), and with h G ≥ 2, k G ≤ jmr(G) − 2. Further, since jmr(H) = 1, H = K r for some r ≥ 1 (Lemma 3.21), so let B ∈ S(H) with i + (B) = 1 and i − (B) = 0. Applying Lemma 3.2, we can construct a matrix in S(G ∨ H) with rank at most h G + h K . Then we have Specializing to the case of decomposable graphs, we have the next result, which not only demonstrates that they satisfy GCC (or GCC + ), but they satisfy a slightly 434 stronger condition.
435
Theorem 3.25. If G = ∅ is a decomposable graph, then jgap(G) ≤ 1 (respec-436 tively, jgap + (G) ≤ 1).
437
Proof. The proof is by induction on the order of the decomposable graph. Observe that if G = K 1 , then jmr(G) = jmr(G) = |G| = 1. Hence jgap(G) = 1 for the base case. Now, consider two arbitrary decomposable graphs G and H, each with jgap at most one. For the decomposable graph G ∨ H, assume first that G ∨ H is not anomalous and jmr(G) ≥ jmr(H). In this case, Observe that for any graph X, jmr(X) = |X| if and only if X = K 1 or X = K 1 ∪ K 1 . 
447
The argument in the positive semidefinite case can be proved in a similar manner 448 in the nonanomalous case by using Corollary 3.23.
449
We are now in a position to state and prove the main results of this subsection 450 on the join and union of graphs and the GCC. The positive semidefinite case follows in a similar manner.
458
The following are immediate consequences of the above results. easily be seen to satisfy GCC (or GCC + ).
475
Requiring the inductive core to satisfy GCC seems critical. Suppose G is a graph that does not satisfy GCC. Without loss of generality, we may assume that G =G (by Lemma 3.19). For the purposes of this argument, we actually need to assume that mr(G) + mr(G) = |G| + 4 (if it is larger than 4, the argument below can be modified). Define the new graph 
