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Function theoretic methods derive Bernstein type theorems for a class of second 
order elliptic partial differential equations to determine the disk of regularity and 
growth of solutions at the boundary. ‘(‘1 1991 Academic Press. Inc. 
INTRODUCTION 
Regular solutions of the Helmholtz type equation 
-rp[H] := [iJrr+r-’ d,+r~-2des+F(r2)] H(r,0)=0 (1) 
that are single-valued and real on the x-axis are studied in an open disk. 
Here, (r, 19) are polar coordinates and F is an entire function of r2. The 
problem at hand is to utilize the convergence rate of the best “polynomial” 
solutions approximating H on a closed disk to determine the disk of 
regularity and the growth of H at the circumference. 
The growth measures of H are taken from definitions of order and type 
corresponding with the theory of analytic functions on a disk. The order 
and type are computed directly from the coefficients when H is expanded 
in a series of particular solutions; or indirectly, from the optimal 
approximates. Results based on the approximation are referred to as 
Bernstein theorems [3] after their antecedents in analytic function theory. 
Bernstein criteria have been applied to the Stokes-Beltrami system to 
compute the disk of analyticity and growth of pseudoanalytic functions 
(P. A. McCoy [lo]). These contain generalized biaxially symmetric poten- 
tials (GBASP) and their stream functions as special cases. The existence of 
GBASP as entire harmonic functions and the order and type measures 
unlocked from optimal harmonic polynomial approximates were studied in 
P. A. McCoy [9]. Studies of entire function GBASP, as well as solutions of 
related equations, were determined from the series expansion coefftcients as 
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in R. P. Gilbert [4], E. Kreyszig and M. Kracht [6], and the references 
therein. 
Necessary and sufficient conditions of Bernstein type exist on a disk 
(P. A. McCoy[8]) for a solution of Eq. (1) to be the restriction of an entire 
function solution. The kernel of the transform used in that study lacked the 
proper form to analyze solution growth, in particular, growth of a solution 
at the boundary of a bounded domain of regularity. This seems to be an 
intrinsic property of Bergman operators. Here the Bergman approach is 
modified by constructing new, but related transforms, whose kernels are 
sufficient for transporting characteristics of complex functions from a disk 
to solutions of Eq. (1). 
PRELIMINARIES 
Let H(r, 0) := H(r, 8) be a regular solution of Eq. ( 1) in some 
sufftciently small star-shaped neighborhood Q about the origin. Stefan 
Bergman [ 1 ] found that 
ff(r, 0) = ~‘Cf(z)l := 1 /II E(r2, f).f(cr) &(f), 
0 = z( 1 - t2)/2, d/i(t) = (1 - t2))l’* dt, 
where z = r eis E 1;2 and the associate f is analytic for 22 E Sz. The kernel is 
expressed as the power series, 
E(r*, t) = 1 + f tZnQ’*“) (r2), 
n=l 
analytic for t E [ - 1, + l] and entire for r B 0. The Taylor coefficients 
Q(*“) (Y*) are entire function solutions of the system 
8r2(Qc2’ (r2)) + 2P(r2) = 0, Q”’ (r2) = 1, 
where n = 1, 2, 3, . . . , 
(2n + 1) &2(Q(2n+2)) + 28r2(r2Q(*9 + F(r2) Q(2n) --n &*Q(*“) = 0 
and for n = 1, 2, 3, . . . , 
Q (2n+2)(r2) IrzO=O. 
A complete set of solutions relative to compact convergence on a disk 
D, : IzI < R whose radius is sufficiently small is 
4?[z”] = (r/R)” G,(r*) ein8, 
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where 
G,(r2) =j’: Et 2, t)( 1 - f2)n dl*( t) (2) 
for n = 0, 1, 2, 3, . . . . In particular when F(r*) = 1, Eq. (2) is related to 
Sonine’s integral for the Bessel function J, of the first kind of order n; and, 
L~?[z”] = r(1/2) r(n + l/2) J,(r’) einO, n=0,1,2 ).... 
The radius of a disk D, is an exceptional value if G,(R*) = 0 for some 
index n. We see from Eq. (7) that radii R that are not exceptional are 
isolated in the sense that there does not exist a subsequence {nk} for which 
G,,(R2) + 0. Henceforth, we shall restrict our attention to disks whose 
radii are not exceptional. 
We define the basic set of particular solutions 
Dn(r, e”) = [r”G,(r2)/R”G,(R2)] ein8 (3) 
normalized by 
@,, (R, e”‘) = eino, n = 0, 1, 2, 3, . . . 
The set is complete relative to compact convergence, and, a function 
HE Y(DR), the space of regular solutions on D,, has the uniformly 
convergent expansion 
H(r, eie) = f un4Pn(r, eie) 
II=0 
(4) 
with the a, real. The plan is to associate H with a function fe d’(DR), the 
space of analytic functions on D,, 
f(z)= f a,zn, ZED,. (5) 
n=O 
This will be carried out by constructing an integral operator whose kernel 
is defined relative to the basis { @“} rather than the basis {.@ [z”]} taken 
by Bergman. The idea for the operator is similar to that used by Z. Nehari 
[ 111 in studying the singularities of zonal harmonics. 
The kernel for the operator is expressed as the series 
KR(I) := f I”CG,(r2)IG,(R2)I. (6) 
n=O 
To prove convergence, we apply an analysis like that found in S. Bergman 
409:154/l-14 
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[Z] directly. In other words, given E>O, there is an index N(E) for which 
n 3 N(E) implies that 
(1 -a)< IG,(r2)/G,(R2)1 6(1 +E). (7) 
This bound leads to a compactly convergent geometric series on 
(i, Y) E { I[1 d 1 -E) x D, majorizing the kernel. 
The integral operator defined by 
fJ(r, ei”) := T, Cf(z)l = (VW J,:, =, ME KR(i)f(z/i) 4/i, z = re”/R, 
(8) 
maps functions f~ &‘( DRc, ~ ,,) onto regular solutions HE Y( D,(, ~ ej). 
Note that if the radius R were exceptional, the series (4), (5), and (6) may 
be summed by omitting the appropriate indices. A modification of T, is 
induced that maps between the corresponding subspaces; or, an alternate 
formulation could be carried out that would be unique modulo sets of 
particular solutions 93[z”]. The envelope method shows that the singular 
set of H = T, [f], E JO, is contained in the singular set of J 
An inverse operator is constructed by the transform 
f(z)= T,-‘[H] = (1/27ri) i {ff(Rz/iM1 -O> 4/i (9) 
l<l=R(I-E) 
on the disk DRcI PE) c D,. In a similar fashion, the envelope method verifies 
that if the singularities of H are on IzI = R, the singularities of 
f = T&r1 [ H], E JO, are located there also. Thus, the disk of regularity of H 
and the disk of analyticity off coincide. 
THE DISK OF REGULARITY 
Bernstein theorems in function theory identify a real analytic function on 
the disk IzI <R = 1 as the restriction of an analytic function defined on an 
open disk of (maximal) radius R > 1 by computing the sequence of errors 
in the optimal polynomial approximates converging for R = 1. This section 
concerns development of Bernstein criteria for solutions of the differential 
equation 9’[ H] = 0 on bounded open disks. 
The maximum modulus of a function H on D, is 
M(r, H):=max{lH(s,eiB)I :s<r}. 
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Let H be regular on the closure A* of the unit disk A: IzI < 1 and define 
the norm of H as 
llHllp:= j{ IHIPrdrdB C 1 
1 :p 
, l<p<a 
IIHII := A* 
IIf a := Fyi M(r, H), p=co. 
The spaces of polynomial solutions of fixed degree n = 0, 1, 2, 3, . . . are 
II, := P:P(r, e”)= i 
i 
ckQk(rr e”), ck real 
I 
. 
k=O 
The minimum distance between H and Z7, is given by the Bernstein 
approximates that optimize 
E,(H):=inf{llH-Pll:p~Z7,}, n=o, 1,2,3 . . . . (10) 
The first objective is to compute the radius of the largest disk [disk of 
regularity] on which H is a regular solution. In doing this, we shall find 
that the approximates compare asymptotically with the series coefficients. 
THEOREM 1. Let H be a regular solution of Y[H] = 0 on the closed unit 
disk. Then H is the restriction of a solution whose disk of regularity is D, 
(R> l), ifand only if, 
lim sup[E,(H)]““= R-l. 
n-m (11) 
ProoJ: The verification is for the exponent p E (1, co). The other cases 
are similar. To establish the necessity of Eq. (ll), let H be a solution of 
Eq. (1) with disk of regularity D,. Because the disk of regularity of H and 
the disk of analyticity of the associate coincide, the expansion coefficients 
of H satisfy 
liy S,“p lakl”k=Rp’. (12) 
We will use this property to estimate the distance from H to n,. Let 
E >0 be chosen so that 0 := (R-l +E) < 1. Then there are an index 
no = no (E, R - ’ ) and a positive constant MO = M(n,) for which k > no 
implies that ]akl d Mogk. Consider the tail of the series 
ITno ei”)l := IH(r, eiO)-P,O(r, e”)l <MO f gk I@k(r, @)I 
k=no+ 1 
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From Eq. (7) there is a second index n, (E) such that k 2 n,(s) implies that 
I@k@, ei”)l < (r/RJk(l + E) < M,(E) 
for reie E D,. Combining these estimates for n = max{ n,, n, } gives 
IT, (r, de)1 6 M(E) f ak=M(&) a”/(1 -a) 
k=n 
with M(E) = M&f,. Integrating the pth power of 1 T,, over A* and forming 
the (l/p)th power of the result produces 
IIH-P,IIp<nM(~)o”/(l -a). 
This leads to the sequence 
[E,(H)] Ilk< [rcM(&)/(l -a)]“k(R-I+&), k = n, n + 1, . . . . 
whose upper limit is bounded above by 
lim sup [E, (H)] ‘In < R - l. 
n-m (13) 
The next step is to establish that R-’ is the lower bound as well. Choose 
a polynomial P E ZZ,- 1. Then, the coefficients may be expressed by 
a,r” = 
s 
,2’ (F( r, ei”) - (P(r, eis)) eCine dtl, n = 1, 2, 3, . . . . 
Integrating this identity, making a simple estimate, and applying Holder’s 
inequality show that 
b,ll(n + 2) = J ( ~~~rflrdr~~~~‘j~*lH(r,eie)lprdrdB 
G CIIH- Pll p, 
where C is a positive constant independent of n. The net result is a bound 
IanI G C(n + 2) IW- PIIp 
that is independent of the choice of P E l7,_ I. Thus, we find that 
la,l~C(n+2)L,W), n = 1, 2, 3, . . . . 
Passage to the limit gives 
lim sup IanI l/n < lim sup [E,(H)]““. 
n-m n-m (14) 
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Comparison of Eqs. (12), (13), and (14) establishes that 
lim sup ) a, 1 ‘I” = lim sup [E, (H)] iIn = R - ’ (15) n-cc n-m 
and completes the proof of the necessity. To reverse the argument, consider 
a regular solution H on the closed unit disk that satisfies the Bernstein con- 
dition stated in Eq. (11). From Eq. (14), the value of R is a lower bound 
for the radius convergence of H. If the series in fact converges for a greater 
value, one can incorporate a few points from the previous reasoning to 
arrive at a different value for the Bernstein limit. This contradiction estab- 
lishes the reciprocal of the limit as the radius of convergence of the series. 
GROWTH AT THE BOUNDARY 
The definitions of order and type for H are the same as those of the 
associated analytic functionf (G. R. MacLane [7]). A solution H is said to 
be of regular growth {p, r}, having order p (0 < p < co) and type z on D,, 
if and only if, it satisfies 
p = lir;n_sRup log + log + M( r, H)/(log( R/R - I)) 
t = lim-sip log + M( Y, H)/( R/( R - Y))~. 
In particular, the analytic function [cf. Eq. (5)] associated with H has 
order 
pr= lim+szp log+ log+( Iu,,( R”)/(log n-log+ log+( IanI R”)) 
with a similar formula for type. Working with the estimate 
IG, (r*)/G,(R’)I + 1 for large n, one can relate the coefficients of H with 
the growth of the maximum modulus function in the order-type definitions. 
The result follows. 
THEOREM 2. Let H be a regular solution of Y(H) = 0 on D, (R > 1). 
And, let H have the series expansion 
H(r, ei”) := ,f a,Qi”(r, eie), 
?I=0 
Then (i) the order p(H) is 
p=lim suplog’ log+(la,l R”)/(logn-log+ log’la,J R”). 
n-rm 
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And (ii) the type r(H) is 
-c = MPAP + 1 )I P+‘limsuplog+(~a,~ R”)p+l/np. n-n: 
The basic information is now available to compute growth on the disk 
from the Bernstein limit. These are immediate applications of the identity 
expressed by Eq. (15) to the order and type calculations stated in 
Theorem 2. The end result of the analysis is summarized. 
THEOREM 3. Let H be a regular solution of P’(H) = 0 on D, (R > 1). 
Then (i) the order p(H) is 
p = lim sup log+ log+(E,(H) R”)/(log n-log+ log+(E,(H) R”)). 
II’5 
And (ii) the type t(H) is 
r = l/(p/(p + l))pf’ lim sup log+(E,(H) Rn)p+l/np. 
n-m 
Remarks. A modification of S. Bergman’s integral operator %Y[ f], 
together with an inverse operator, was constructed based on the approach 
used by Nehari in the proof of his singularities theorem for Legendre series. 
These permitted growth measures for analytic functions to be function 
theoretically extended to second order elliptic equations on a disk. 
With reference to Bernstein criteria on unbounded domains, earlier work 
of P. A. McCoy [S] provided exact conditions relative to a disk for a 
solution of Eq. (1) to be the restriction of an entire function solution. The 
kernel of the transform used in that paper did not lend itself to the analysis 
of growth at infinity. At this point, growth theorems similar to those found 
in P. A. McCoy [9] for entire function GBASP do not seem to be direct 
applications of the method introduced here and remain open. 
However, generalization to elliptic equations of the type 
[A, + F(r’)] H(r, ei”) = 0 (16) 
for A,,, the n-dimensional axially symmetric Laplacian, is possible. It may 
be carried out by mapping between analytic functions, harmonic functions, 
and solutions of Eq. (16) by modifying transforms developed by 
R. P. Gilbert [S]. The kernels of the operators (but not the weight func- 
tions) are dimension independent, so that the basic analysis, although 
somewhat tedious because of the composition process, is the same as for 
the problem discussed in this paper and will not be considered further. 
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