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1. Introduction
The Camassa–Holm equation
ut − utxx + 3uux = 2uxuxx + uuxxx, t > 0, x ∈R,
is a model for wave motion on shallow water, where u(t, x) represents the ﬂuid’s free surface above
a ﬂat bottom (or equivalently, the ﬂuid velocity at time t  0 in the spatial x direction).
Since the equation was derived physically by Camassa and Holm [5,6], many researchers [26–28]
have paid extensive attention to it. The equation has a bi-Hamiltonian structure [23] and is completely
integrable [1,6,8,15,24]. It is a re-expression of geodesic ﬂow on the diffeomorphism group of the
circle [17] and on the Virasoro group [16]. Its solitary waves are peaked [8,19], and they are orbitally
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wave solutions of the governing equations for water waves representing waves of great height – see
the recent discussions in [9,14].
The Cauchy problem of the Camassa–Holm equation has been studied extensively. It has been
shown that this equation is locally well-posed [7,11,29,31,35,36] for initial data u0 ∈ Hs(R) with s > 32 .
More interestingly, it has not only global strong solutions modelling permanent waves [7,10,12,35,36]
but also blow-up solutions modelling wave breaking [7,10–13,29,31,35,36]. On the other hand, it has
global weak solutions with initial data u0 ∈ H1, cf. [3,4,18,34]. Moreover, the initial–boundary value
problem for the Camassa–Holm equation on the half-line and on a ﬁnite interval were studied recently
in [21,22]. The advantage of the Camassa–Holm equation in comparison with the KdV equation lies in
the fact that the Camassa–Holm equation has peaked solitons and models wave breaking [6,7,11].
In general, it is diﬃcult to avoid energy dissipation mechanisms in a real world. Ott and Sudan
[30] investigated how the KdV equation was modiﬁed by the presence of dissipation and the effect of
such dissipation on the solitary solution of the KdV equation, and Ghidaglia [25] investigated the long
time behavior of solutions to the weakly dissipative KdV equation as a ﬁnite-dimensional dynamical
system.
Similarly, we would like to consider the dissipative Camassa–Holm equation:
ut − utxx + 3uux + L(u) = 2uxuxx + uuxxx, t > 0, x ∈R,
where L(u) is a dissipative term, L can be a differential operator or a quasi-differential operator
according to different physical situations. We are interested in the effect of the weakly dissipative
term on the Camassa–Holm equation. In the paper, we would like to consider the weakly dissipative
Camassa–Holm equation:
ut − utxx + 3uux + λ(u − uxx) = 2uxuxx + uuxxx, t > 0, x ∈R, (1.1)
where L(u) = λ(I − ∂2x )u is the weakly dissipative term and λ > 0 is a constant.
The local well-posedness, global existence and blow-up phenomena of the Cauchy problem of
Eq. (1.1) on the line [33] and on the circle [32] were studied recently. We found that the behaviors of
Eq. (1.1) are similar to the Camassa–Holm equation in a ﬁnite interval of time, such as, the local well-
posedness and the blow-up phenomena, and that there are considerable differences between Eq. (1.1)
and the Camassa–Holm equation in their long time behaviors. The global solutions of Eq. (1.1) decay
to zero as time goes to inﬁnity provided the potential y0 = (I − ∂2x )u0 is of one sign (see [32,33]).
This long time behavior is an important feature that the Camassa–Holm equation does not possess.
It is well known that the Camassa–Holm equation has peaked traveling wave solutions. But the fact
that any global solution of Eq. (1.1) decays to zero means that there are no traveling wave solutions
of Eq. (1.1).
Another difference between Eq. (1.1) and the Camassa–Holm equation is that Eq. (1.1) has not the
following conservation laws:
I1 =
∫
S
u dx, I2 =
∫
S
(
u2 + u2x
)
dx,
which play an important role in the study of the Camassa–Holm equation.
Eq. (1.1) has the same blow-up rate as the Camassa–Holm equation does when the blow-up occurs,
cf. [32]. This fact shows that the blow-up rate of the Camassa–Holm equation is not affected by the
weakly dissipative term. But the occurrence of blow-up of Eq. (1.1) is affected by the dissipative
parameter, cf. [32,33].
In this paper, we will present a new global existence result and a new blow-up result for strong
solutions to Eq. (1.1) with certain proﬁles. To obtain global existence from local results is a matter
of a priori estimates. One method to prove global existence or wave breaking for Eq. (1.1) is to try
to follow a nice idea of Constantin [7], that is, we show that for a large class of initial proﬁles the
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a continuous family of diffeomorphisms of the line associated to Eq. (1.1). However, those ideas in
[7] heavily depend on the conservation law I2 which is an H1-norm. To deal with this diﬃculty and
make wave breaking possible, we ﬁrst obtain a priori estimate L∞-norm of the solution, then we ﬁnd
the slope of the solution decays to zero as t goes to inﬁnity with the same order as the solution itself
does. As a result, this leads to wave breaking phenomenon too (see Theorem 4.1 below).
The remainder of the paper is organized as follows. In Section 2, we recall the local well-posedness
of the Cauchy problem of Eq. (1.2) with initial data u0 ∈ Hs(R), s > 32 , the precise blow-up scenario
of strong solutions, and several useful results which are crucial in the proof of global existence and
blow-up phenomena for Eq. (1.1) from [32,33]. In Section 3, by using a useful a priori estimate for
the L∞-norm of the strong solutions to Eq. (1.1), we will present a new global existence result for
strong solutions to Eq. (1.1) with certain initial proﬁles. The last section is devoted to establish a new
blow-up result and to show the existence of a breaking point where the slope of the solution becomes
inﬁnity exactly at breaking time.
Notation. Throughout this paper, we denote by ∗ the convolution. For 1  p ∞, the norm in the
Lebesgue space Lp(R) will be written by ‖ · ‖Lp , while ‖ · ‖Hs , s > 0, will stand for the norm in the
classical Sobolev spaces Hs(R).
2. Preliminaries
In this section, we recall the local well-posedness result, the precise blow-up scenario of the
weakly dissipative Camassa–Holm equation (1.1) and several useful lemmas from [32,33] in order
to pursue our goal.
Consider the Cauchy problem of the weakly dissipative Camassa–Holm equation (1.1):
{ yt + uyx + 2ux y + λy = 0, t > 0, x ∈R,
y = u − uxx, t > 0, x ∈R,
u(0, x) = u0(x), x ∈R.
(2.1)
Note that if p(x) = 12 e−|x| , x ∈R, then (1− ∂2x )−1 f = p ∗ f for all f ∈ L2(R) and p ∗ y = u. Using this
identity, we can rewrite (2.1) as follows:
⎧⎨
⎩ut + uux + ∂x
(
p ∗
(
u2 + 1
2
u2x
))
+ λu = 0, t > 0, x ∈R,
u(0, x) = u0(x), x ∈R.
(2.2)
The local well-posedness of the Cauchy problem (2.2) with initial data u0 ∈ Hs(R), s > 32 , can be
obtained by applying the Kato’s theorem [32,33]. As a result, we have the following well-posedness
result.
Lemma 2.1. (See [32,33].) Given u0 ∈ Hs(R), s > 32 , there exist a maximal T = T (u0) > 0 and a unique
solution u to Eq. (2.1) (or Eq. (2.2)), such that
u = u(·,u0) ∈ C
([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)).
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 → u(·,u0) : Hs(R) →
C([0, T ); Hs(R))∩C1([0, T ); Hs−1(R)) is continuous and the maximal time of existence T > 0 can be chosen
to be independent of s.
By using the local well-posedness in Lemma 2.1 and the energy method, one can get the following
precise blow-up scenario of solutions to Eq. (2.1).
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time T > 0 if and only if
lim
t→T inf
{
inf
x∈R
[
ux(t, x)
]}= −∞.
Consider the following differential equation associated with the solution u to Eq. (2.1)
{
qt = u(t,q), t > 0, x ∈R,
q(0, x) = x, x ∈R. (2.3)
Applying classical results in the theory of ordinary differential equations, one can obtain the following
two results on q which are crucial in the proof of global existence and blow-up solutions.
Lemma 2.3. (See [32].) Let u0 ∈ Hs(R), s 3, and let T > 0 be the maximal existence time of the correspond-
ing solution u to Eq. (2.1). Then Eq. (2.3) has a unique solution q ∈ C1([0, T )×R,R). Moreover, the map q(t, ·)
is an increasing diffeomorphism of R with qx(t, x) > 0 for all (t, x) ∈ [0, T ) ×R.
Lemma 2.4. (See [32].) Let u0 ∈ Hs(R), s 3, and let T > 0 be the maximal existence time of the correspond-
ing solution u to Eq. (2.1). Then we have
y
(
t,q(t, x)
)
q2x(t, x) = y0(x)e−λt , ∀(t, x) ∈ [0, T ) ×R,
where y = u − ∂2x u.
We ﬁnally recall the following useful lemma which will be used in the sequel.
Lemma 2.5. (See [32,33].) Let u0 ∈ Hs(R), s > 32 , and let T > 0 be the maximal existence time of the corre-
sponding solution u to Eq. (2.1). Then we have
∥∥u(t, x)∥∥2H1 = e−2λt∥∥u0(x)∥∥2H1 , ∀t ∈ [0, T ).
3. Global existence
In this section, we will establish a new global existence theorem for strong solutions to Eq. (2.1).
Theorem 3.1. Assume u0 ∈ Hs(R), s > 32 , is such that the associated potential y0 = (I − ∂2x )u0 satisﬁes
y0(x)  0 on (−∞, x0] and y0(x)  0 on [x0,∞) for some point x0 ∈ R. Then the corresponding solution
u(t, x) to Eq. (2.1) exists globally in time. Moreover, the global solution decays to 0 in the Hs-norm as time
goes to inﬁnity.
Proof. Applying Lemma 2.1 and a simple density argument, we only need to show that the above
theorem holds for some s > 32 . Here we assume s = 3 to prove the above theorem.
Let T > 0 be the maximal existence time of the solution u(t, x) to Eq. (2.1) with the initial pro-
ﬁle u0, as given by Lemma 2.1.
By the relation u(t, x) = p ∗ y with p(x) = 12 e−|x|, x ∈R, we have
u(t, x) = 1
2
e−x
x∫
−∞
eξ y(t, ξ)dξ
+ 1
2
ex
∞∫
e−ξ y(t, ξ)dξ, t ∈ [0, T ), x ∈R, (3.1)x
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ux(t, x) = −1
2
e−x
x∫
−∞
eξ y(t, ξ)dξ
+ 1
2
ex
∞∫
x
e−ξ y(t, ξ)dξ, t ∈ [0, T ), x ∈R. (3.2)
For t ∈ [0, T ), let q(t, ·) be the increasing diffeomorphism of the line whose existence is guaranteed
by Lemma 2.3. Thus, we deduce from Lemma 2.4 that for t ∈ [0, T ),
{
y(t, x) 0, x q(t, x0),
y(t, x) 0, x q(t, x0).
(3.3)
By (3.3) and the formulas (3.1)–(3.2), we infer that
ux(t, x) = −u(t, x) + ex
∞∫
x
e−ξ y(t, ξ)dξ
−u(t, x), x q(t, x0), (3.4)
while
ux(t, x) = u(t, x) − e−x
x∫
−∞
eξ y(t, ξ)dξ
 u(t, x), x q(t, x0). (3.5)
The relations (3.3)–(3.5) show that
ux(t, x)−
∥∥u(t, ·)∥∥L∞ , (t, x) ∈ [0, T ) ×R. (3.6)
By the Sobolev imbedding theorem and Lemma 2.5, we get
∥∥u(t, ·)∥∥2L∞  12
∥∥u(t, ·)∥∥2H1 = e−2λt2 ‖u0‖2H1 . (3.7)
Therefore, (3.6) and (3.7) yield
ux(t, x)−e
−λt
√
2
‖u0‖H1 −
1√
2
‖u0‖H1 , (t, x) ∈ [0, T ) ×R. (3.8)
The above inequality and Lemma 2.2 imply T = ∞. This proves that the solution u(t, x) exists globally
in time.
Following the same argument in the proof of (2.6) in [32], we also have
d
dt
(∫
y2 dx+
∫
y2x dx
)
= −5
∫
ux y
2
x dx−
∫
ux y
2 dx− 2λ
(∫
y2 dx+
∫
y2x dx
)
. (3.9)R R R R R R
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Gronwall’s inequality,
‖y‖2H1  e−λt‖y0‖2H1
for large t . The above inequality implies that the corresponding global solution decays to 0 in the
H3-norm. This completes the proof of the theorem. 
Remark 3.1. Theorem 3.1 improves considerably the previous global existence result in Theorem 3.1
of [32], where the assumption y0  0 on R or y0(x) 0 on R is needed.
Remark 3.2. Note that the global solution to the Camassa–Holm equation on the line does not gener-
ally decay to zero as time goes to inﬁnity. Theorem 3.1 shows that there is a considerable difference
between Eq. (2.1) and the Camassa–Holm equation on the line in their long time behaviors. More
precisely, the energy dissipation will affect the long time behavior of global solutions to the Camassa–
Holm equation.
4. Blow-up
In this section, we will establish a new blow-up result for strong solutions to Eq. (2.1) with certain
proﬁles and determine the blow-up set of these blowing-up strong solutions.
Theorem 4.1. Assume u0 ∈ Hs(R), s > 32 , is such that the associated potential y0 = (I − ∂2x )u0 satisﬁes
y0(x)  0 on (−∞, x0] and y0(x)  0 on [x0,∞) for some point x0 ∈ R and y0 changes sign, and assume
further that
λ < − c0
2(1+ c0)u
′
0(x0),
where c0 = 2(u
′
0(x0))
2−2u20(x0)
‖u0‖2H1
> 0. Then the corresponding solution u(t, x) to Eq. (2.1) blows up in ﬁnite time.
Proof. As mentioned before, we only need to show that the above theorem holds for s = 3. Let T > 0
be the maximal existence time of the solution u to Eq. (2.1) with the initial data u0 ∈ H3(R).
Differentiating Eq. (2.2) with respect to x, in view of ∂2x p ∗ f = p ∗ f − f , we have
utx = −1
2
u2x − uuxx + u2 − p ∗
(
u2 + 1
2
u2x
)
− λux. (4.1)
Combining (4.1) and (2.3), we obtain
d
dt
ux
(
t,q(t, x0)
)= utx(t,q(t, x0))+ uxx(t,q(t, x0)) d
dt
q(t, x0)
= utx
(
t,q(t, x0)
)+ uxx(t,q(t, x0))u(t,q(t, x0))
= −1
2
u2x
(
t,q(t, x0)
)+ u2(t,q(t, x0))
− p ∗
(
u2 + 1
2
u2x
)(
t,q(t, x0)
)− λux(t,q(t, x0)). (4.2)
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e−x
x∫
−∞
eη
[
2u2(t, η) + u2x(t, η)
]
dη u2(t, x) (4.3)
and
ex
∞∫
x
e−η
[
2u2(t, η) + u2x(t, η)
]
dη u2(t, x). (4.4)
By (4.3)–(4.4), in view of p(x) = 12 e−|x| , x ∈R, we obtain
(
p ∗
[
u2 + 1
2
u2x
])
(t, x) 1
2
u2(t, x), ∀(t, x) ∈ [0, T ) ×R.
Combining this inequality with (4.2) we deduce that
d
dt
ux
(
t,q(t, x0)
)+ λux(t,q(t, x0)) 1
2
u2
(
t,q(t, x0)
)− 1
2
u2x
(
t,q(t, x0)
)
, t ∈ [0, T ). (4.5)
Note that for t ∈ [0, T ), q(t, ·) is an increasing diffeomorphism of R with qx(t, x) = 0 on [0, T ) × R,
we infer from Lemma 2.4 that for t ∈ [0, T )
{
y(t, x) 0, x q(t, x0),
y(t, x) 0, x q(t, x0).
(4.6)
Deﬁne
V (t) := e−q(t,x0)
q(t,x0)∫
−∞
eξ y(t, ξ)dξ, t ∈ [0, T ),
and
W (t) := eq(t,x0)
∞∫
q(t,x0)
e−ξ y(t, ξ)dξ, t ∈ [0, T ).
Since y(t,q(t, x0)) = 0 for t ∈ [0, T ), it follows that
d
dt
V (t) = −V (t) d
dt
q(t, x0)
+ e−q(t,x0)
q(t,x0)∫
−∞
eξ yt(t, ξ)dξ, t ∈ (0, T ). (4.7)
Integrating by parts with respect to x, in view of (2.1), we obtain
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−∞
eξ yt(t, ξ)dξ = −λ
q(t,x0)∫
−∞
eξ y(t, ξ)dξ
−
q(t,x0)∫
−∞
eξ
(
u(t, ξ)y(t, ξ)
)
x dξ −
q(t,x0)∫
−∞
eξux(t, ξ)y(t, ξ)dξ
= −λ
q(t,x0)∫
−∞
eξ y(t, ξ)dξ +
q(t,x0)∫
−∞
eξu(t, ξ)y(t, ξ)dξ
−
q(t,x0)∫
−∞
eξu(t, ξ)ux(t, ξ)dξ +
q(t,x0)∫
−∞
eξux(t, ξ)uxx(t, ξ)dξ
= −λ
q(t,x0)∫
−∞
eξ y(t, ξ)dξ +
q(t,x0)∫
−∞
eξu2(t, ξ)dξ
+ 1
2
q(t,x0)∫
−∞
eξu2x(t, ξ)dξ −
[
eξu(t, ξ)ux(t, ξ) − 1
2
eξu2x(t, ξ)
]
ξ=q(t,x0)
.
Substituting the above obtained expression into (4.7) and using (2.3), we get
d
dt
V (t) + λV (t) = −u(t,q(t, x0))V (t) − u(t,q(t, x0))ux(t,q(t, x0))
+ e−q(t,x0)
q(t,x0)∫
−∞
eξ
[
u2(t, ξ) + 1
2
u2x(t, ξ)
]
dξ
+ 1
2
u2x
(
t,q(t, x0)
)
, t ∈ [0, T ).
Since the representation formulas (3.1) and (3.2) yield
V (t) + ux
(
t,q(t, x0)
)= u(t,q(t, x0)), t ∈ [0, T ),
it follows from (4.3) that
d
dt
V (t) + λV (t)−u(t,q(t, x0))V (t) − u(t,q(t, x0))ux(t,q(t, x0))
+ 1
2
u2x
(
t,q(t, x0)
)+ 1
2
u2
(
t,q(t, x0)
)
= 1
2
u2x
(
t,q(t, x0)
)− 1
2
u2
(
t,q(t, x0)
)
, t ∈ [0, T ). (4.8)
In an analogous way we obtain
d
W (t) + λW (t) = u(t,q(t, x0))W (t) − u(t,q(t, x0))ux(t,q(t, x0))dt
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∞∫
q(t,x0)
e−ξ
[
u2(t, ξ) + 1
2
u2x(t, ξ)
]
dξ
− 1
2
u2x
(
t,q(t, x0)
)
.
Using (4.4) and the relation
W (t) − ux
(
t,q(t, x0)
)= u(t,q(t, x0)),
we get
d
dt
W (t) + λW (t) u(t,q(t, x0))W (t) − u(t,q(t, x0))ux(t,q(t, x0))
− 1
2
u2x
(
t,q(t, x0)
)− 1
2
u2
(
t,q(t, x0)
)
= 1
2
u2
(
t,q(t, x0)
)− 1
2
u2x
(
t,q(t, x0)
)
, t ∈ [0, T ). (4.9)
Taking into account the inequalities (4.6) and representation formulas (3.1)–(3.2), we have that
u2x
(
t,q(t, x0)
)
> u2
(
t,q(t, x0)
)
, t ∈ [0, T ).
Noticing that the assumptions ensure V (0) > 0 and W (0) < 0, we thus infer from (4.8) and (4.9)
respectively that on (0, T )
V (t) e−λt V (0) > 0
and
W (t) e−λtW (0) < 0.
Assume now that T = ∞, i.e. that the solution exists globally in time. Next, we show that this will
lead to a contradiction.
By (3.1)–(3.2), we have
u2
(
t,q(t, x0)
)− u2x(t,q(t, x0))= V (t)W (t).
From (4.8) and (4.9), we then obtain
V (t) e−λt+ 12λ W (0)e−λt− 12λ W (0)V (0),
W (t) e−λt− 12λ V (0)e−λt+ 12λ V (0)W (0).
Thus, we get
u2x
(
t,q(t, x0)
)− u2(t,q(t, x0))−e−2λt+ 12λ (V (0)−W (0))(1−e−λt )V (0)W (0) > 0. (4.10)
Using (4.10) and (3.7), in view of V (0) > 0 and W (0) < 0, we infer
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u2(t,q(t, x0))
−2e 12λ (V (0)−W (0))(1−e−λt ) V (0)W (0)‖u0‖2H1
−2 V (0)W (0)‖u0‖2H1
> 0.
The above inequality implies
u2
(
t,q(t, x0)
)
 1
(1+ c0)u
2
x
(
t,q(t, x0)
)
, (4.11)
where
c0 = −2 V (0)W (0)‖u0‖2H1
= 2(u
′
0(x0))
2 − 2u20(x0)
‖u0‖2H1
> 0.
Take
g(t) := ux
(
t,q(t, x0)
)
, t ∈ [0,∞).
It then follows from (4.5) and (4.11) that
d
dt
g(t) + λg(t)− c0
2(1+ c0) g
2(t), t  0. (4.12)
Since u2x(t,q(t, x0)) > u
2(t,q(t, x0)), we get from (4.5) that
g(t) e−λt g(0), t  0.
In view of (3.2), we have g(0) < 0. Thus, we get g(t) < 0 for t  0. Therefore, we deduce from (4.12)
that
d
dt
(
1
g(t)
)
− λ
g(t)
 c0
2(1+ c0) , t  0. (4.13)
Solving (4.13), we obtain
(
1
g(0)
+ c0
2λ(1+ c0)
)
eλt − c0
2λ(1+ c0) 
1
g(t)
< 0, t  0. (4.14)
From the assumption of the theorem, we know that
1
g(0)
+ c0
2λ(1+ c0) > 0.
This implies ( 1g(0) + c02λ(1+c0) )eλt → ∞ as t → ∞. In view of (4.14), we obtain a contradiction. This
proves that T < ∞. 
We state here that Eq. (2.1) has the same blow-up rate as the Camassa–Holm equation does when
the blow-up occurs.
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y0(x)  0 on (−∞, x0] and y0(x)  0 on [x0,∞) for some point x0 ∈ R and y0 changes sign, and assume
further that
λ < − c0
2(1+ c0)u
′
0(x0),
where c0 = 2(u
′
0(x0))
2−2u20(x0)
‖u0‖2H1
> 0. Let T < ∞ be the blow-up time of the corresponding solution u(t, x) to
Eq. (2.1) with initial data u0 . Then we have
lim
t→T
(
min
x∈R
[
ux(t, x)
]
(T − t)
)
= −2,
while the solution remains uniformly bounded.
The proof of the theorem is similar to that of Theorem 3.1 in [32], so we omit it.
We now provide some information about the blow-up set of a breaking solution for Eq. (2.1) and
show that there is at least one point where the slope of the solution becomes inﬁnity exactly at
breaking time.
Theorem 4.3. Assume u0 ∈ Hs(R), s > 32 , is such that the associated potential y0 = (I − ∂2x )u0 satisﬁes
y0(x)  0 on (−∞, x0] and y0(x)  0 on [x0,∞) for some point x0 ∈ R and y0 changes sign, and assume
further that
λ < − c0
2(1+ c0)u
′
0(x0),
where c0 = 2(u
′
0(x0))
2−2u20(x0)
‖u0‖2H1
> 0. Let T < ∞ be the blow-up time of the corresponding solution u(t, x) to
Eq. (2.1) with initial data u0 . Then we have
lim
t→T ux
(
t,q(t, x0)
)= −∞,
where q(t, ·) is the diffeomorphism of the line given by (2.3).
Proof. Fix t ∈ [0, T ). It follows from (3.1), (3.2) and (4.6) that for any x q(t, x0),
ux(t, x) = −u(t, x) + ex
∞∫
x
e−ξ y(t, ξ)dξ
= −u(t, x) + ex
q(t,x0)∫
x
e−ξ y(t, ξ)dξ + ex
∞∫
q(t,x0)
e−ξ y(t, ξ)dξ
−u(t, x) + ex
∞∫
q(t,x0)
e−ξ y(t, ξ)dξ
−u(t, x) + eq(t,x0)
∞∫
q(t,x0)
e−ξ y(t, ξ)dξ
= −u(t, x) + u(t,q(t, x0))+ ux(t,q(t, x0))
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ux(t, x) = u(t, x) − e−x
x∫
−∞
eξ y(t, ξ)dξ
= u(t, x) − e−x
q(t,x0)∫
−∞
eξ y(t, ξ)dξ − e−x
x∫
q(t,x0)
eξ y(t, ξ)dξ
 u(t, x) − e−x
q(t,x0)∫
−∞
eξ y(t, ξ)dξ
 u(t, x) − e−q(t,x0)
q(t,x0)∫
−∞
eξ y(t, ξ)dξ
= u(t, x) − u(t,q(t, x0))+ ux(t,q(t, x0)).
From the above two inequalities and (3.7), we deduce that for (t, x) ∈ [0, T ) ×R,
ux(t, x) ux
(
t,q(t, x0)
)− 2∥∥u(t, ·)∥∥L∞
 ux
(
t,q(t, x0)
)− √2‖u0‖H1 . (4.15)
Since T < ∞, it follows from Lemma 2.2 that
lim
t→T inf
{
inf
x∈R
[
ux(t, x)
]}= −∞.
Thus, from (4.15) it is easy to conclude limt→T ux(t,q(t, x0)) = −∞. This completes the proof of the
theorem. 
Finally, we indicate that the blow-up set consists of one point for a large class of initial data.
Theorem 4.4. Let u0 ∈ Hs(R), s > 32 , u0 ≡ 0 be odd and such that the associated potential y0 = (I − ∂2x )u0
is nonnegative on (−∞,0), and assume that
λ < − c0
2(1+ c0)u
′
0(0),
where c0 = 2(u
′
0(0))
2−2u20(0)
‖u0‖2H1
> 0. Then the corresponding solution to Eq. (2.1) with initial proﬁle u0(x) breaks
in ﬁnite time at zero but nowhere else.
Proof. Since the solution u(t, x) to Eq. (2.1) with the odd initial data u0 is also odd, we can prove the
theorem by following the similar proof of Theorem 5.8 in [7]. 
Remark 4.1. Theorem 4.1 shows that the occurrence of blow-up of strong solutions to Eq. (2.1) is
affected by the dissipative parameter, whereas Theorems 4.2–4.4 show that the blow-up rate and
the blow-up set of strong solutions to the Camassa–Holm equation is not affected by the weakly
dissipative term.
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