In this paper, we define and study the convergence of DNWR and NNWR for the second order wave equation
x ∈ Ω , 0 < t < T, u(x, 0) = u 0 (x), u t (x, 0) = v 0 (x),
u(x,t) = g(x,t), x ∈ ∂ Ω , 0 < t < T,
where Ω ⊂ R d , d = 1, 2, 3, is a bounded domain with a smooth boundary, and c denotes the wave speed.
Domain decomposition and algorithms
To explain the new algorithms, we assume for simplicity that the spatial domain Ω is partitioned into two non-overlapping subdomains Ω 1 and Ω 2 . We denote by u i the restriction of the solution u of (1) to Ω i , i = 1, 2, and by n i the unit outward normal for Ω i on the interface Γ := ∂ Ω 1 ∩ ∂ Ω 2 .
The Dirichlet-Neumann Waveform Relaxation algorithm (DNWR) consists of the following steps: given an initial guess h 0 (x,t), t ∈ (0, T ) along the interface Γ × (0, T ), compute for k = 1, 2, ...
where θ ∈ (0, 1] is a relaxation parameter.
The Neumann-Neumann Waveform Relaxation algorithm (NNWR) starts with an initial guess w 0 (x,t), t ∈ (0, T ) along the interface Γ × (0, T ) and then computes simultaneously for i = 1, 2 with k = 1, 2, ...
where θ ∈ (0, 1] is also a relaxation parameter.
Kernel estimates and convergence analysis
We present here the case d = 1, with Ω = (−a, b), Ω 1 = (−a, 0) and Ω 2 = (0, b). By linearity, it suffices to study the error equations, f (x,t) = 0, g(x,t) = 0, u 0 (x) = v 0 (x) = 0 in (2) and (3), and to examine convergence to zero.
Our convergence analysis is based on Laplace transforms. The Laplace transform of a function u(x,t) with respect to time t is defined byû(x, s) = L {u(x,t)} := ∞ 0 e −st u(x,t) dt, s ∈ C. Applying a Laplace transform to the DNWR algorithm in (2) in 1d, we obtain for the transformed error equations
Solving the two-point boundary value problems in (4), we get
and inserting them into the updating condition (last line in (4)), we get by induction
Similarly, the Laplace transform of the NNWR algorithm in (3) for the error equations yields for the subdomain solutionŝ Proof. For a = b, equation (5) reduces toĥ k (s) = (1 − 2θ ) kĥ0 (s), which has the simple back transform h k (t) = (1 − 2θ ) k h 0 (t). Thus for the DNWR method, the convergence is linear for 0 < θ < 1, θ = 1 2 . For θ = 1 2 , we have h 1 (t) = 0. Hence, one more iteration produces the desired solution on the whole domain.
For the NNWR algorithm, inserting a = b into equation (6), we obtain similarly 
Proof. Using that e −2bs/c < 1 for Re(s) > 0, we expand 1 + e −2bs/c −1 into an infinite binomial series to obtain 
Now if θ = 1 2 , we see that the linear factor in (7) vanishes, and convergence will be governed by convolutions of G a b (s). We show next that this choice also gives finite step convergence, but the number of steps depends on the length of the time window T . Proof. With θ = 1 2 we obtain from (7) for k = 1, 2, . . .
c + e
m,n being the corresponding coefficients. Using the inverse Laplace transform
H(t) being Heaviside step function, we obtain
(am + bn)/c)H(t − 2(am + bn)/c).
Now if we choose our time window such that T ≤ 2k min 
and we see that for NNWR, the choice θ = 
where d
m,n are the corresponding coefficients. Now we use (9) to back transform and obtain
c , we get w k (t) = 0, and the conclusion follows. ⊓ ⊔
Numerical Experiments
Having obtained convergence bounds at the continous level in the previous section, we perform now numerical experiments to measure the actual convergence rate of the discretized DNWR and NNWR algorithms for the model problem
with Ω 1 = (−3, 0) and Ω 2 = (0, 2), so that a = 3 and b = 2 in (4, 5, 6). We discretize the wave equation using the Leapfrog scheme on a grid with
, where u and u k are respectively the exact solution and the solution in k-th iteration.
We test the DNWR algorithm by choosing h 0 (t) = t 2 ,t ∈ (0, T ] as an initial guess. In Figure 1 , we show the convergence behavior for different values of the parameter For the NNWR method, using the same initial guess, we show in Figure 2 on the left the convergence curves for different values of the parameter θ for T = 16, We finally compare in Figure 3 the performance of the DNWR and NNWR algorithms with the Schwarz Waveform Relaxation (SWR) algorithms from [9, 7] with and without overlap. We consider the same model problem (11) with Dirich- 
Conclusions
We introduced the Dirichlet-Neumann and Neuman-Neumann Waveform Relaxation algorithms for the second order wave equation, and analyzed their convergence properties for the one dimensional case and a two subdomain decomposition. We showed that for a particular choice of the relaxation parameter, convergence can be achieved in a finite number of steps. Choosing the time window lengh carefully, these algorithms can be used to solve such problems in two iterations only. For a detailed analysis for the case of multiple subdomains, see [11] .
