34
During behavioral quiescence, such as slow wave sleep and anesthesia, the neocortex is 35 in a deactivated state characterized by the presence of slow oscillations. During arousal, slow 36 oscillations are absent and the neocortex is in an activated state that greatly impacts information 37 processing. Neuromodulators acting in neocortex are believed to mediate these state changes, but 38 the mechanisms are poorly understood. We investigated the actions of noradrenergic and 39 cholinergic activation on slow oscillations, cellular excitability and synaptic inputs in 40 thalamocortical slices of somatosensory cortex. The results show that neuromodulation abolishes 41 slow oscillations, dampens the excitability of principal cells, and rebalances excitatory and 42 inhibitory synaptic inputs in thalamocortical-recipient layers IV-III. Sensory cortex is much more 43 selective about the inputs that can drive it. The source of neuromodulation is critically important 44 in determining this selectivity. Cholinergic activation suppresses the excitatory and inhibitory 45 conductances driven by thalamocortical and intracortical inputs. Noradrenergic activation 46
suppresses the excitatory conductance driven by intracortical inputs but not by thalamocortical 47 inputs, and enhances the inhibitory conductance driven by thalamocortical inputs but not by 48 intracortical inputs. Thus, noradrenergic activation emphasizes thalamocortical (sensory) inputs 49 relative to intracortical inputs, while cholinergic activation suppresses both. 50 51 52
INTRODUCTION 54
The thalamus and neocortex generate a variety of electrical activities during different 55 behavioral states that have profound consequences on signals flowing through them. During slow 56 wave sleep and anesthesia, cortical networks are typically in a so-called deactivated or 57 synchronized state that consists of spontaneous "slow oscillations", which are characterized by 58 rhythmic cycles of synaptically mediated depolarization and increased firing (Up states) followed 59 by a decrease of synaptic inputs leading to membrane hyperpolarization and cessation of firing 60 (Down states) (Cowan and Wilson 1994; Steriade et al. 1993b ). During arousal, vigilance and 61 paradoxical sleep, cortical networks are typically in a so-called activated or desynchronized state 62 characterized by the absence of slow oscillations (Castro-Alamancos 2009; Moruzzi and Magoun 63 slow oscillations are poorly understood. For instance, the effects of these neuromodulators on 78 the network activity observed in cortical slices have not been studied before. 79
Using thalamocortical slices from adult mice that produce persistent network activity 80 resembling slow oscillations, we studied the impact of noradrenergic and cholinergic activation 81 on network activity and on thalamocortical and intracortical synaptic inputs in the somatosensory 82 cortex. Our investigation focused on principal excitatory (regular spiking pyramidal and spiny-83 stellate) cells in the main thalamocortical-recipient layers (IV-III) of somatosensory cortex; a few 84 identified inhibitory (fast spiking -FS; based on firing and morphology) cells were also studied. 85
We found that neuromodulation sets an activated state that consists of dampened excitability in 86 principal cells, abolishment of slow oscillations, and rebalancing of synaptic inputs; with an 87 emphasis on thalamocortical inputs during noradrenergic activation. 88 89 METHODS 90
All procedures were reviewed and approved by the Animal Care Committee of Drexel 91
University. Slices were prepared as previously described (Rigas and Castro-Alamancos 2009; 92 2007) from adult (>8 weeks) CD-1 mice. Mice were deeply anesthetized with an overdose of 93 ketamine hydrochloride. Upon losing all responsiveness to a strong tail pinch the animal was 94 decapitated and the brain was rapidly extracted. Slices (400 μm thick) were cut in the 95 thalamocortical plane (Agmon and Connors 1991) using a vibratome. Slices were transferred to 96 an interface chamber where they were bathed constantly (1-1.5 ml/min) with artificial 97 cerebrospinal fluid (ACSF) at 32.5 o C. The ACSF contained (in mM): NaCl (126), KCl (3.5), 98 NaH 2 Po 4 (1.25), NaHCO 3 (26), MgSO 4 7H 2 O (1), Dextrose (10), CaCl 2 2H 2 O (1). This buffer 99 results in the generation of persistent network activity resembling slow oscillations in cortical 100 slices . Field potential (FP) recordings were made in the area of the 101 barrel cortex using low impedance (~0.5 MΩ) glass pipettes filled with ACSF. Blind whole-cell 102 recordings were obtained mostly from cells in layers IV and III (IV-III) of somatosensory cortex 103 using patch electrodes of 4-12 MΩ impedance. A couple of cells were located in the lower part 104 of layer II (at the border with layer III) and a few were layer V pyramidal cells whose apical 105 dendrites were patched in layer IV. For current clamp recordings, the electrodes were filled with 106 internal solution containing (in mM): 135 K-gluconate, 4 KCl, 2 NaCl, 0.2 EGTA, 10 Tris-107 Phosphocreatine, 0.3 trisGTP, 10 HEPES, 4 MgATP (290 mOsm). Under our conditions, the 108 Nernst equilibrium potential for Clis -81 mV and for K + is -96.7 mV. In most cases, the internal 109 solution contained neurobiotin (0.2%) to label the recorded cells. Junction potentials were 110 corrected. 111
After each experiment, the slices were fixated in 4% paraformaldehyde with 1% 112 glutaraldehyde, later cryoprotected with sucrose (30%) and re-sectioned on a cryostat (80 µm). 113
Sections incubate in 0.3% hydrogen peroxide, followed by 0.2% Triton X-100 and by incubation 114 in 2% goat serum. Incubation with ABC reagent (Vectorlabs, CA) occurs overnight. The 115 following day, diaminobenzidine is applied to the sections. After color development, sections are 116 mounted and cleared in xylene. The labeled cells were faithfully reconstructed using Neurolucida 117 (Microbrightfield, VT). 118
Concentric bipolar stimulating electrodes were used to electrically stimulate the thalamus 119 (thalamocortical) and cortex (intracortical). The FP electrode was first used to identify the 120 cortical region with the strongest and shortest latency response evoked by thalamic stimulation. 121 Intracellular recordings were obtained from layers IV-III adjacent to the FP electrode. 122
Thalamocortical EPSPs met two criteria; they depressed at 20 Hz and had short latencies (<2.5 123 ms). The intracortical stimulating electrode was placed lateral to the recording electrodes (~400 124 µm) in layer III. Drugs were dissolved in the ACSF at the indicated concentrations. 125
In these slices, during the control period, the membrane potential of cortical cells 126 fluctuates between Up and Down states, and Up states are well known to affect both the intrinsic 127 and synaptic properties of cortical cells ; Rigas and Castro-Alamancos 128 2009; Waters and Helmchen 2006) . Therefore, all measurements during the control period were 129 performed during the Down state; i.e. all traces used were determined to be free of Up states for 130 at least 200 ms before the onset of the stimulus tested. Up states were typically detected offline 131 by using a threshold detector in the FP recording (see (Rigas and Castro-Alamancos 2009; 2007) . 132
Relatively rare transient FP events that are not Up states are easily rejected by setting the 133 detection algorithm to reject short duration events (<50 ms). In addition, all detected events are 134 sent to a sorting algorithm (similar to those used to sort spikes) and this allows classifying all 135 detected Up states based on several projections (e.g. principal components, etc). Finally, all 136 detected events (selected or unselected as Up states) are inspected by eye to assure that the 137 procedure was adequate. 138 Intracellular current pulses, extracellular electrical stimulation, and/or glutamate pulses 139 were applied (alternated) at a minimum of 5 sec apart between each other, and each recurred at 140 an interval of 10 sec or higher. Negative current pulses (100 ms; 0.1-0.2 nA) were applied at 141 least every 10 sec to monitor input resistance. Synaptic potentials were evoked at least 5 sec 142 apart from each electrode, and during each stimulus the membrane potential could be set at a 143 different membrane potential by applying negative and positive current pulses (>100 ms before 144 the synaptic stimulus onset), up to the level which produced spontaneous firing. This allowed 145 deriving the reversal potential for each point of the synaptic response (Moore and Nelson 1998), and estimating the excitatory and inhibitory synaptic conductance (Gsyn exc and Gsyn inh , 0 mV 147 and -81 mV reversal potential, respectively) before and during neuromodulation (Shu et al. 148 2003) . Reversal potential for each point was estimated by calculating the y-intercept of the best 149 fit line between the baseline-corrected (subtract values 5 ms prior to the stimulus) Vm values (x-150 axis) and the Vm values (y-axis). Total conductance for each point was estimated by calculating 151 the inverse slope of the best fit line between the injected current (x-axis) and the Vm values (y-152 axis). The synaptic conductance (Gsyn) is the total conductance minus the baseline conductance. 153
Gsyn inh for each point was estimated as the product of the reversal potential and the synaptic 154 conductance divided by the Nernst equilibrium potential for inhibitory (Clis -81 mV) currents. 155
Gsyn exc for each point was Gsyn minus Gsyn inh . We assume that membrane capacitance is a 156 constant for each cell during our experiments and that during the period we measure (<15 ms 157 poststimulus) the synaptic conductance is composed primarily of glutamatergic excitation and 158 Clmediated inhibition. 159
Glutamate iontophoresis was performed by applying negative current pulses (~100 nA; 160 500-1000 ms) to glass micropipettes filled with glutamate (1M in saline; 7.4 pH). The 161 micropipettes targeted the dendrites and were usually located in layer III about 100-300 µm 162 away from the recording electrode. To study isolated IPSPs, synaptic responses were evoked by 163 an intracortical stimulating electrode in the presence of CNQX (10-20 µM) and AP5 (25-50 164 µM). Variable current pulses were tested during control and during neuromodulation by 165 applying short sequences of 500 ms current pulses of different intensities every 2 sec (usually 166 between -0.5 and +0.4 nA at 0.1 or 0.05 nA intervals; repeated several times). Population 167 measurements were done during 10 min before (control) and 5-20 min after (neuromodulation) 168 drug application, when the effects of the drug were stable. 
Neuromodulators abolish slow oscillations 178
We conducted simultaneous intracellular (whole-cell) and FP recordings from 179 microelectrodes placed in layers IV-III of the somatosensory cortex, as in previous studies (Rigas 180 and Castro-Alamancos 2009; 2007). Figure 1A shows spontaneous slow oscillations consisting 181 of Up and Down states recorded from a layer IV pyramidal cell (cell9 is reconstructed in Fig.  182 5A). In the intracellular recording, the Up state is characterized by barrages of postsynaptic 183 potentials (PSPs) that depolarize the recorded neuron by 5-15 mV for the duration of the network 184 event. The Up state is clearly reflected in the FP recording as a synchronous population 185 (network) event. During the Down state, cortical cells are relatively hyperpolarized and there is 186 little synaptic or network activity. Figure 1B shows that electrically stimulating the thalamus 187 triggers Up states in neocortex very effectively. Thus, in thalamocortical-recipient cortical cells, 188 the thalamocortical-evoked intracellular and FP responses consist of a short-latency postsynaptic 189 potential (PSP; <5 ms) that is followed by a longer-latency (>10 ms) Up state Alamancos 2007). Non-thalamocortical recipient cells only produce the longer-latency Up state 191 (see below). 192
Bath application of noradrenaline (NE, 50 µM) completely abolished spontaneous (Fig. 193 1A and 1C) and thalamocortical-evoked Up states but not the short-latency PSP that precedes the 194 Up state (Fig. 1B ). This effect was evident in both the FP and intracellular recordings. Population 195 analyses revealed that NE (10-50 µM) abolished spontaneous Up states in all experiments tested 196 (n=22 at 50 µM and n=15 at 10 µM; p<0.01); the incidence of spontaneous Up states was nil 197 during NE (Fig. 1C ). To estimate the effect of NE on thalamocortical-evoked Up states, we 198 measured the peak amplitude of the long-latency FP response (15-50ms poststimulus; (Rigas and 199 Castro-Alamancos 2007)) and found a significant decrease for both doses (n=13 at 50 µM and 200 n=15 at 10 µM; p<0.01). However, only the higher dose (50 µM) produced a complete 201 abolishment of evoked Up states in all experiments (Fig. 1C ). Therefore, we used this dose for 202 the remainder of the study. 203
We next set out to determine the effect of cholinergic activation on spontaneous and 204 evoked Up states by testing the effects of the cholinergic agonist carbachol (CA). Figure 2A Therefore, we used this dose for the remainder of the study. 213
It is worth noticing that the cell in figure 2B corresponds to an identified layer V 214 pyramidal cell (cell 31 is reconstructed in Fig. 5B ) patched in layer IV. This non-thalamocortical 215 recipient cell responded to thalamocortical stimulation with an Up state but with a negligible 216 short-latency PSP, indicating a sparse thalamocortical input. Importantly, the FP shows a clear 217 short-latency population response, reflecting a significant short-latency response in other 218 thalamocortical-recipient cells. Thus, by triggering Up states, thalamocortical activity is capable 219 of driving (albeit at long latencies) cells that receive rather poor thalamocortical input. But 220 neuromodulators abolish this long-latency activity, resulting in a more restricted short-latency 221 drive of thalamocortical-recipient cells in neocortex during neuromodulation. 222 223
Specific receptors mediate the actions of neuromodulators on slow oscillations 224
We next tested the effects of specific receptor agonists on spontaneous ( Fig. 3A Regarding noradrenergic activation, we found that the α1-adrenergic agonist phenylephrine (50 229 µM) completely abolished spontaneous and thalamocortical evoked Up states. However, the α2-230 adrenergic agonist clonidine (100 µM) significantly suppressed but did not completely abolish 231 the occurrence of spontaneous Up states, and did not significantly suppress thalamocortical-232 evoked Up states. Similarly, the β-adrenergic agonist isoproterenol (50 µM) significantly 233 suppressed, but did not completely abolish, spontaneous and thalamocortical-evoked Up states. 234
Regarding cholinergic activation, since CA is a robust muscarinic agonist (like 235 acetylcholine it has a higher affinity for muscarinic receptors than for nicoinic receptors), we 236 tested the effect of nicotine (10 µM) and found that it did not suppress spontaneous (Fig. 3A 
Neuromodulators affect the excitability of cortical cells 293
To further determine the effects of NE and CA on the intrinsic excitability of cortical 294 cells, we conducted two sets of tests on cellular excitability. The first involved testing variable 295 negative and positive current pulses injected to each cell before and during neuromodulation. 296
The second involved testing the effects of glutamate pulses and a constant positive current pulse 297 on each cell before and after neuromodulation. 298
In the first set of cells, we tested current pulses (500 ms) of varying amplitudes (from -0.5 299 to +0.1 nA at 0.1 nA intervals) on the sustained membrane potential change measured just before 300 the offset of the pulse. Current pulses were applied during the Down state in control and during 301 neuromodulation. We also determined the effects of the neuromodulators on the ability of the 302 same positive current pulses (several pulses between +0.1 to +0.4 nA) to evoke spikes during 303 control and during neuromodulation. The majority of our cells displayed inward rectification 304 (i.e. input resistance increased with depolarization around resting membrane potential). This 305 means that, in many cortical cells, slope conductance is not linear but negative, and this can be 1987; Stafstrom et al. 1982) . Figure 6A and 6B shows the responses of a spiny stellate cell (cell 309 13 in Fig. 5A ) and a pyramidal cell (cell 8 in Fig. 5A ) to current pulses before and during NE. 310
There were two major effects of neuromodulation that were similar for both NE and CA. First, 311 input resistance decreased significantly for all current pulses during NE (n=18 cells; Fig. 6C ) or 312 CA (n=20 cells; Fig. 6D ). Second, the number of spikes evoked by the same positive current 313 pulses (mean firing rate evoked by several increasing pulses) was significantly reduced for 314 virtually every cell during NE ( Fig. 6E; n=22, p<0 .01) and CA ( Fig. 6F; n=11 , p<0.01); during 315 neuromodulation more current is required to evoke the same number of spikes as during control. 316
There were a few notable exceptions. During NE, the identified FS cells (cell 11 in Fig. 5A and 317 the cell in Fig 7B) strongly increased their firing rate in response to the same current pulses 318 compared to control (cell 11 changed from 45±11 Hz during control to 178±7 Hz during NE). 319
Also during NE, an identified stellate cell (cell 10 in Fig. 5A ) also increased its firing rate (from 320 16±2 Hz during control, to 25±2 Hz during NE). During CA, the only cell showing an increase in 321 evoked firing was cell 31, which is an identified layer V pyramidal cell patched in layer IV. 322
In the second set of cells, we tested the effect of glutamate iontophoretic pulses (1000 323 ms) applied to the dendrites of the recorded cells. Each glutamate pulse alternated with a positive 324 intracellular current pulse (500 ms) applied through the recording electrode to monitor evoked 325 spikes. This allowed measuring responses evoked by both intracellular current and glutamate 326 pulses before and during neuromodulation. Figure 7 shows examples from four different cells 327 ( Fig. 7A-D ; 5 trials overlaid) and population data (Fig. 7E,F ). We measured both the area of 328 depolarization produced by the glutamate pulses ( Fig. 7E ) and the number of spikes evoked by 329 the intracellular current pulses (Fig. 7F ). During NE, the depolarization evoked by glutamate pulses and the number of spikes evoked by either the glutamate or current pulses were 331 significantly suppressed (Fig. 7A) . This was the case in all the cells tested (n=11), except for an 332 identified FS cell (partially reconstructed multipolar cell shown in the inset in Fig. 7B ). This was 333 the only cell in which NE increased the number of spikes evoked by both glutamate and current 334 pulses (similar to the effect of NE on current pulses in cell11 described above). Thus, in principal 335 cells (regular spiking excitatory cells), NE produced a significant suppression of responses to 336 both glutamate and intracellular current pulses (n=10, p<0.01; Fig. 7E and 7F ). CA (Fig. 7C ) 337 produced a similar effect (n=7, p<0.01; Fig. 7E and 7F ). In contrast, nicotine (Fig. 7D) , which 338 does not block Up states, had no significant effects on responses to either glutamate or 339 intracellular current pulses (n=4; Fig. 7E and 7F ). We also tested the effect of TTX in several 340 cells and found that, while abolishing ongoing synaptic events and evoked spikes, it had little 341 effect on the constant direct depolarization produced by the glutamate pulse ( Fig. 7D ; gray 342 traces). 343
In conclusion, neuromodulation caused by NE or CA suppresses the input resistance of 344 cortical cells resulting in a high-conductance state, during which the excitability of principal 345 (excitatory) cells in sensory cortex is suppressed. However, based on two identified cells, NE 346 increases the excitability of FS (inhibitory) cells. Thus, the abolishment of Up states in sensory 347 cortex by neuromodulators is accompanied by increases in membrane conductance that appears 348 to shunt the ability of excitatory currents to drive action potentials in principal cells. 349 350
Neuromodulators rebalance synaptic inputs 351
In a group of cells, we measured the effects of NE and CA on short-latency 352 thalamocortical and intracortical evoked responses. Synaptic responses were evoked by a single 353 stimulus to the thalamus or locally in the upper layers of cortex, as previously described (Rigas 354 and Castro-Alamancos 2009; 2007). Figure 8A shows the effect of NE on a spiny stellate cell in 355 layer IV (cell 13), and on the simultaneously recorded FP response. NE caused a significant 356 increase in the amplitude of the short-latency FP response, at the same time the cell was slightly 357 depolarized and the EPSP showed only weak changes. To further assess the impact of 358 neuromodulators on these responses, we recorded the synaptic responses of each cell at different 359 membrane potentials set by variable current pulses (Fig. 8B) . This was then used to estimate the 360 excitatory and inhibitory synaptic conductance evoked by thalamocortical and intracortical 361 stimuli ( Fig. 8C ). Thus, figures 8D-G show population data measuring the amplitude of FP 362 responses ( Fig 8B) , the slope of the EPSP measured at resting membrane potential (Fig. 8F) , and 363 the amplitude of excitatory ( Fig. 8F ) and inhibitory (Fig. 8G The results show that NE significantly enhanced the amplitude of FP thalamocortical 371 responses (n=11, p<0.01) but suppressed intracortical responses (n=22, p<0.01). The enhanced 372 FP thalamocortical response caused by NE did not reflect either a significant change in EPSP 373 slope (n=11) or excitatory synaptic conductance (n= 10). The suppressed FP intracortical 374 response caused by NE reflected both a significant reduction in EPSP slope (n=22) and in 375 excitatory synaptic conductance (n=12). CA significantly suppressed the amplitude of FP 376 thalamocortical (n= 13, p<0.01) and intracortical responses (n=10, p<0.01). The suppressed FP 377 thalamocortical response caused by CA reflected a significant reduction in EPSP slope (n=13) 378 and in excitatory synaptic conductance (n= 9). The suppressed FP intracortical response caused 379 by CA reflected a significant reduction in EPSP slope (n=16) and in excitatory synaptic 380 conductance (n= 12). 381
Interestingly, NE significantly enhanced the inhibitory conductance evoked by 382 thalamocortical stimuli, but not by intracortical stimuli (Fig. 8G) . In contrast, CA significantly 383 suppressed the inhibitory conductance evoked by both thalamocortical and intracortical stimuli. 384
To further determine the impact of these neuromodulators on inhibitory responses, in another 385 group of cells (some of which are reconstructed in Fig. 5C ), we measured the effects of NE and 386 CA on isolated IPSPs evoked by a local intracortical stimulating electrode in the presence of 387 CNQX (20 µM) and AP5 (50 µM). Figure 9A shows Gsyn inh for two identified cells (cells 33 388 and 38 in Fig. 5C ) before and during application of NE. Although NE may have some effects on 389 long-latency inhibitory responses, the short-latency inhibitory response (<15 ms), which is 390 mediated by GABA A receptors (not shown), is not significantly suppressed by NE (n=6; Fig.  391 9C). In contrast, CA had a significant suppressive effect on inhibitory responses, similar to 392 previous work (Kruglikov and Rudy 2008) . Figure 9B shows Gsyn inh for two identified cells 393 (cells 36 in Fig. 5C , and a partially reconstructed spiny stellate cell, not shown) before and 394 during application of CA. Inhibitory synaptic responses were significantly suppressed by CA 395 (n=7, p<0.01; Fig. 9C ). 396
Our results, obtained from identified FS cells, imply that FS cells are more excitable 397 during NE. If this is the case, they may spontaneously spike more during NE. Consequently, the 398 membrane potential noise measured in principal cells during isolated IPSPs should reflect this 399 increase. We measured the spontaneous membrane potential noise by computing the FFT power 400 spectrum of the membrane potential in several cells (only spontaneous subthreshold activity 401 periods without firing or evoked responses were measured) in the 5-100 Hz frequency, which 402 reflects mainly synaptic activity (Jacobson et al. 2005) . The results show that this frequency 403 range significantly increased during NE in four out of the six principal cells tested (n= 6), while 404 membrane potential noise did not increase in any of the principal cells subjected to CA (n=7). 405
This supports the contention that FS cells are more excitable during NE, but not during CA. 406
These results indicate that neuromodulators impact synaptic inputs differently. 407
Noradrenergic activation suppresses intracortical but not thalamocortical excitatory inputs, and 408 wanted to determine if these neuromodulators would also abolish abnormal oscillations. Figure  422 10 shows the typical activity produced in somatosensory cortex during 4-AP (25 µM). The 423 spontaneous activity is fairly regular and consists of long paroxysmal depolarizing shifts (long 424 events) that recur every few minutes (Fig. 10A) . The depolarization produced by each long event 425 lasts many seconds (5-15 sec) and drives ~10 Hz oscillations on top of it ( Fig. 10B; see followed by much shorter paroxysmal depolarizing shifts (short events) that recur every few 428 seconds (~ 5 sec; based on interevent time histograms). The depolarization produced by each 429 short event lasts between a few hundred milliseconds and a few seconds (<3 sec) and can also 430 drive short epochs of ~10 Hz oscillations on top of it ( Fig. 10C ). When the period of short events 431 stops it gives rise to a variable period of silence during which the synaptic (subthreshold) noise 432 increases until a new long event occurs and the sequence is repeated. 433
We found that application of either NE or CA did not abolish ongoing abnormal network 434 activity (Fig.11) . Instead, these modulators tended to slightly decrease the strength of the long 435 events. To quantify these effects we detected, sorted and measured short and long events 436 separately during equivalent time periods (15 min) before and during NE or CA application. 437
Each long event was measured during a 15 sec time window from onset, while each short event 438 was measured during a 3 sec time window. 439
Regarding long events, we found that either NE (n=12) or CA (n=10) did not affect the 440 incidence of long events (Fig.11A ) but both neuromodulators decreased the number of spikes 441 ( Fig. 11B; p<0 .05), as well as the area of depolarization from baseline ( Fig. 11C; p<0 .01) that 442 each long event produced. Moreover, a power spectrum analysis of the FP activity during long 443 events showed that both NE and CA significantly suppressed the 5-25 Hz range (Fig. 11D Regarding short events, NE increased the incidence of short events (Fig. 11A; p<0 .05) 447 and increased the area of depolarization (Fig. 11C; p<0 .05), while CA had no significant effects 448 on these measures. Moreover, while NE had no significant effect on the FP power spectrum of 449 short events (Fig. 6D) , CA significantly suppressed FP activity of short events in the 5-50 Hz 450 range ( Fig. 6E; 5-10 found that cholinergic activation hyperpolarizes many principal cells (spiny stellate and 489 pyramidal) in layers IV-III. Although it is important to point out that the previous studies were 490 done using submerged slices, young rats, and 2 mM Ca ++ ACSF; as opposed to an interface 491 chamber, adult mice and 1 mM Ca ++ ACSF used here. We also found that noradrenergic 492 activation depolarizes these principal cells. Despite the differential effects on membrane 493 potential between cholinergic and noradrenergic activation, in both cases, principal cells were 494 less excitable during neuromodulation. In contrast to principal cells, FS cells were more 495 excitable during noradrenergic activation; an effect that has been observed in rat frontal cortex 496 (Kawaguchi and Shindou 1998) of noradrenergic activation on thalamocortical and intracortical synaptic inputs have been less 523 studied previously. We found that while intracortical excitatory inputs were suppressed by 524 noradrenergic activation, thalamocortical excitatory inputs were not. In fact, thalamocortical 525 synapses appear to be able to compensate the dampening of cellular excitability observed in 526 principal cells during noradrenergic activation. 527
Because FS cells mediate recurrent inhibition driven by thalamocortical activity (Gibson 528 et al. 1999; Sun et al. 2006 ) and FS cells increase their excitability during noradrenergic 529 activation (Kawaguchi and Shindou 1998), but not during cholinergic activation (Kawaguchi 530 1997; Xiang et al. 1998 ), we should expect an increase in thalamocortical-evoked inhibitory 531 responses during this state. Indeed, inhibitory responses driven by thalamocortical activity were 532 enhanced by noradrenergic activation, while those driven by intracortical activity were not. The 533 enhanced inhibitory responses driven by thalamocortical activity appear to be caused by the 534 enhanced excitability of FS cells and cannot be attributed to a change in the efficacy of inhibitory 535 synapses, which did not change. 536
537
The state of sensory cortex during neuromodulation 538
The state of sensory cortex has several common features during noradrenergic and 539 cholinergic activation. First, there is a suppression of excitability in principal cells. In general, 540 principal cells are more selective about the inputs that can drive them. Second, the efficacy of 541 intracortical synaptic connections is suppressed. Third, slow oscillations, which define the 542 deactivated state, are abolished. The first two features surely contribute to the third feature. 543
There are also several differences that set different cortical modes during cholinergic and 544 noradrenergic activation. In fact, in the somatosensory thalamus these neuromodulators set very 545 distinct signal to noise ratios for sensory transmission, which are much larger during 546 noradrenergic activation (Hirata et al. 2006 ). In neocortex, the excitability of FS cells seems to 547 be enhanced selectively by noradrenergic activation (Kawaguchi 1997 Effect of NE and NE on long and short discharges caused by 4-AP. The panels show the 775 incidence of long and short events per minute (A), the firing rate during the long and short events 776 (B), the area of depolarization from baseline (C), and the FFT power of the FP activity (D and 777 E). Measurements of firing rate, membrane potential area, and FFT power were done during 15 778 sec and 3 sec for long and short events respectively. * p<0.01 779
