The role of bottom-up visual processes in category-speciWc object recognition has been largely unexplored. We examined the role of low-level visual characteristics in category speciWc recognition using a modular neural network comprising both unsupervised and supervised components. One hundred standardised pictures from ten diVerent categories (Wve living and Wve nonliving, including body parts and musical instruments) were presented to a Kohonen self-organising map (SOM) which re-represents the visual stimuli by clustering them within a smaller number of dimensions. The SOM representations were then used to train an attractor network to learn the superordinate category of each item. The ease with which the model acquired the category mappings was investigated with respect to emerging category eVects. We found that the superordinates could be separated by very low-level visual factors (as extracted by the SOM). The model also accounted for the well documented atypicality of body parts and musical instrument superordinates. The model has clear relevance to human object recognition since the model was quicker to learn more typical category exemplars and Wnally the model also accounted for more than 20% of the naming variance in a sample of 57 brain injured subjects. We conclude that purely bottom-up visual characteristics can explain some important features of category-speciWc phenomena.
Introduction
Most reports of category speciWc agnosia describe patients with impaired recognition of living things (e.g., animals, birds, and fruit) relative to nonliving things (e.g., vehicles, clothing, and furniture); while the converse pattern is reported much less frequently (for reviews, see Capitani, Laiacona, Mahon, & Caramazza, 2003; Laws, 2005) . Such cases have been very inXuential in current thinking about visual object processing and the organisation of semantic memory. One issue that has received considerable attention is the role of structural overlap in the emergence of category speciWc performance. In broad terms, structural overlap is the extent to which items from the same superordinate category share similar visual representations (e.g., to what extent do diVerent examples of fruit look similar?). The prevailing view has been that living thing categories have greater structural overlap than nonliving thing categories, and that the emerging visual crowding eVect predisposes living things towards recognition error (GaVan & Heywood, 1993; Humphreys & Forde, 2001; Tranel, Logan, Frank, & Damasio, 1997) . The essence of this account is that when the human visual system is presented with an item from a visually crowded category, the increased competition between stored representations has an inhibitory eVect on the activation of a distinct structural description. By contrast, structural similarity is viewed as being potentially advantageous for other tasks where uniquely identifying
