This paper is concerned with a class of zero-norm regularized and constrained composite quadratic optimization problems, which has important applications in the fields such as sparse eigenvalue problems, sparse portfolio problems, and nonnegative matrix factorizations. For this class of nonconvex and nonsmooth problems, we establish the KL property of exponent 1/2 of its objective function under a suitable assumption, and provide some examples to illustrate that the assumption holds.
Introduction
Let S p denote the space of all p × p real symmetric matrices equipped with the trace inner product. Given a matrix A ∈ S p and a proper lower semicontinuous (lsc) function θ : R p → (−∞, +∞], we are interested in the composite quadratic optimization problem 
where ν > 0 is the regularization parameter, x 0 is the zero-norm (cardinality) of x, and δ Ω (·) denotes the indicator function of Ω := {x ∈ R p | x 0 ≤ κ} for a positive integer κ.
Since the minimization of the function θ(x) + h(x) can be used to capture the structured sparsity, the composite quadratic optimization problem (1) has some important applications in a host of fields. A typical application is the sparse eigenvalue problem such as the sparse PCA (see, e.g., [31, 13, 4, 27] ), for which θ is taken as the indicator function of the (nonnegative) unit sphere. Another one is the sparse portfolio problem (see, e.g., [9, 16] ), for which θ corresponds to the indicator function of a simplex set. In addition, these models often appear as a module in some matrix factorization algorithms for nonnegative low rank optimization problems (see [28] ).
When designing algorithms for nonconvex and nonsmooth optimization problems, it is natural to care about whether they can converge globally to a stationary point in a fast rate. For the past several years, it has witnessed that the successful application of the KL property in analyzing the global convergence of first-order algorithms for nonconvex and nonsmooth optimization problems (see, e.g., [5, 6, 7, 8] ). In particular, the KL property of exponent 1/2 plays a crucial role in achieving the linear convergence rate. As recently discussed in [19] (see also [24] ), for primal lower nice functions, the KL property of exponent 1/2 is usually weaker than the metric subregularity of their subdifferential operators [3] or the Luo-Tseng error bound [23] , which are the common regularity to achieve the linear convergence of first-order methods (see, e.g., [17, 25, 30, 10] ). Thus, a valuable research direction is to discover which class of functions precisely possesses the KL property of exponent 1/2. Many classes of functions indeed satisfy the KL property by [5, Section 4] , it is not an easy task to verify whether they have the KL property of exponent 1/2 or not. We notice that some researchers have made some positive progress in this direction; for example, Li and Pong [14, 26] developed some calculation rules for the exponent of KL property, Liu et al. [15] established a restricted-type KL property of exponent 1/2 for the quadratic function over orthogonal constraints, and Zhang et al. [29] verified the KL property of exponent 1/2 for several classes of regularized matrix factorization functions over the set of their global optima.
The main contribution of this work is to establish the KL property of exponent 1/2 for the zero-norm composite function Θ. In Section 3, by exploiting the structure of the zero-norm function h, we show that Θ is the KL function of exponent 1/2 whenever the associated proper lsc function θ satisfies Assumption 3.1, and also illustrate that this assumption can be satisfied by some specific θ such as the indicator functions of the unit sphere, the nonnegative orthant cone, and the simplex set. It is worthwhile to point out that some zero-norm regularized and constrained optimization problems were discussed in [6, Section 5] and [7, Section 4] , but the KL property of exponent 1/2 was not provided there. Since the function h = δ Ω can be represented as the minimum of finitely many proper closed polyhedral functions, when A is positive semidefinite and θ is polyhedral, the KL property of exponent 1/2 of Θ is immediate by [ 
Notation and preliminaries
Throughout this paper, we denote by R p the p-dimensional Euclidean space. For a given x ∈ R p and δ > 0, B(x, δ) denotes the closed ball centered at x with radius δ; and for a set C ⊆ R p , δ C (·) means the indicator function of C, P C (·) denotes the projection operator onto C which may be multivalued, and when C is convex, C ∞ denotes the recession cone of C. For an extended real-valued f :
For a vector x, [[x]] and [[x]
] ⊥ denote the subspace generated by x and its orthogonal complement, respectively. For a matrix H ∈ S m and an index set J ⊆ {1, . . . , m}, H JJ means the submatrix consisting of those entries H ij with (i, j) ∈ J × J. The notation S denotes a unit sphere whose dimension is known from the context. Let C ⊆ R p be a closed set. By [21, Exercise 8.14] , the (regular) subdifferential of the indicator function δ C at a point x ∈ C is precisely the (regular) limiting normal cone to C at x. For the definitions of the regular normal cone N C (x), the limiting normal cone N C (x) and the proximal normal cone N C (x) of C at x, please refer to [21, Chapter 6] . The following lemma provides the generalized subdifferential characterizations of δ S . Since its proof is easily obtained by using [21, Exercise 6.7&Exercise 8.14], we omit it. Lemma 2.1 Consider an arbitrary point x ∈ S. Then the following equalities hold:
Generalized subdifferentials of h
First we provide the generalized subdifferentials of the zero-norm function. Its regular and limiting subdifferentials were given in [2] . Here we supplement the horizon subdifferential, which along with the result of [2] implies that the zero-norm function is regular.
Proof: The first three equalities are by [2, Theorem 1]. For convenience, let J = supp(x) and Ξ = ξ ∈ R p | ξ J = 0 . We next prove that Ξ = ∂ ∞ h(x), i.e., the third equality
x, it follows that supp(x k ) = J for all sufficiently large k, and v k J = 0 for all large enough k. Along with λ k v k J → v J , we have v J = 0. Then, ∂ ∞ h(x) ⊆ Ξ. Conversely, take an arbitrary v ∈ Ξ. Let x k = x, λ k = 1 k and v k = kv for each k. Clearly,
and Ξ ⊆ ∂ ∞ h(x) follows. Thus, Ξ = ∂ ∞ h(x). Recall that ∂h(x) is closed and convex. Since 0 ∈ ∂h(x) and tv ∈ ∂h(x) for any v ∈ ∂h(x) and t ≥ 0, by [20, Theorem 8.3] we have ∂h(x) = [ ∂h(x)] ∞ . The last equality follows. We complete the proof. ✷
The following lemma provides the generalized subdifferentials of h = δ Ω at x ∈ domh. Though the proof can be found in [1] , Appendix D includes a different but direct proof. 
(2)
Regular zero-norm composite functions
We first argue that the function h + δ S is regular, which requires the following lemma.
Together with u + ωx = 0 and x ∈ S, it is immediate to obtain ω = 0, and consequently u = v = 0. The desired result then follows by [21, Corollary 10.9]. ✷ By Lemma 2.2 and 2.3, the assumption of Lemma 2.4 is satisfied by the function ψ(·) = ν · 0 at any x ∈ R p and the function ψ = δ Ω at those x ∈ Ω with x 0 = κ. Then, from Lemma 2.4 and its proof, we immediately obtain the following result.
The following proposition states which class of proper closed convex functions ψ is such that ψ + h is regular, whose proof is found in Appendix C. When h(·) = ν · 0 , this proposition extends the result of [11, Lemma 3.3].
Proposition 2.2 Suppose that ψ : R p → (−∞, +∞] is a proper closed piecewise linearquadratic convex function or an indicator function of some closed convex set C ⊆ R p . Then, when h(·) = ν · 0 , for any x ∈ domψ,
When h = δ Ω , these equalities hold at any x ∈ domψ with x 0 = κ; and at any x ∈ domψ with x 0 < κ it only holds that ∂(ψ + h)(x) ⊆ ∂ψ(x) + ∂h(x). (ii) for all s ∈ (0, η), ϕ ′ (s) > 0,
Kurdyka-Łojasiewicz property
If the corresponding ϕ can be chosen as ϕ(s) = c √ s for some c > 0, then f is said to have the KL property at x with an exponent of 1/2. If f has the KL property of exponent 1/2 at each point of dom ∂f , then f is called a KL function of exponent 1/2. 
KL property of exponent 1/2 of Θ
In this section, we shall show that the function Θ in (1) has the KL property of exponent 1/2 in the set of its critical points when θ satisfies the following Assumption 3.1.
The proper lsc function θ satisfies the following conditions:
(iv) for any integer 1 ≤ m ≤ p and H ∈ S m , the function g m (z) :
(v) for any given x ∈ domθ, it holds that min ξ∈∂θ(
where J = supp(x) and g |J| is defined by part (iv) with m = |J| and H = A JJ . Proof: Fix an arbitrary x ∈ critΘ. Write J = supp(x) and J := {1, . . . , p}\J. Let g |J| be the function defined as in Assumption 3.1(iv) with m = |J| and H = A JJ . By
Fix an arbitrary η 2 ∈ (0, ν 3 ). By Assumption 3.1(i), when θ(x) = 0 for x ∈ domθ, the continuity of the function x → x T Ax implies that there is δ 2 > 0 such that
when θ is continuous on dom∂Θ, the continuity of the function x → x T Ax + θ(x) at x implies that there exists δ 2 > 0 such that
Take δ = min(δ 1 , δ 2 ) and η = min(η 1 , η 2 ). Let x be an arbitrary point from the set
Clearly, x ∈ domθ. We next argue by two cases that
Also,
Then, combining (7) with Θ(x) < Θ(x) + η and θ(x) = 0 = θ(x), we deduce that x 0 ≤ x 0 . In addition, by reducing δ if necessary, we also have x 0 ≥ x 0 . Thus, x 0 = x 0 . Notice that supp(x) ⊇ supp(x) (if necessary by shrinking δ). The stated (6) holds.
Case 2: θ is continuous on dom∂Θ. In this case, it necessarily holds that
Then, by following the same arguments as Case 1, the stated equation (6) 
This, by Lemma 2.2, implies that the following inequalities hold
where the second equality is using Lemma 2.2 and (6), and the last inequality is due to Assumption 3.1(v). In addition, by equation (6) and the expressions of Θ and g |J| ,
where the third equality is due to Assumption 3.1(ii). Since x ∈ [Θ(x) < Θ < Θ(x) + η] and η ≤ η 1 , the last equation implies that (3) and inequality (9) , Proof: Fix an arbitrary x ∈ critΘ. We proceed the arguments by the two cases as below. 
Take an arbitrary 
By Lemma 2.3(i), the rest arguments are similar to those of Theorem 3.1. We omit them. 
In addition, by the continuity there exists δ 1 > 0 such that for all x ′ ∈ B(x, δ 1 ), supp(x ′ ) ⊇ supp(x). Notice that I includes finite index sets. We set δ = min(δ 1 , min I∈I δ I ), η := min I∈I η I and c := min I∈I c I . Take an arbitrary
Clearly, x ∈ domθ ∩ Ω and J := supp(x) ⊇ supp(x). From the inclusion (11), we have
where J = {1, 2, . . . , p}\J, the first equality is due to Lemma 2.3(ii) and supp(x) = J, and the last equality is implied by Assumption 3.1(v). In addition, from x ∈ domθ ∩ Ω, J = supp(x) ⊇ supp(x), and the definitions of Θ and g J , it follows that
Thus, from inequalities (14) and (13), Thus, the Θ associated to θ is the KL function of exponent 1/2. It is worthwhile to point out that though the result of [15, Theorem 1] implies that each g m is a KL function of exponent 1/2, its proof is not easy to follow. We provide a concise proof in Appendix B. 
So, Assumption 3.1(v) holds. Thus, Θ associated to θ is the KL function of exponent 1/2. It is worthwhile to point out that when h(·) = ν · 0 , since h is not representable as the minimum of finite many proper closed polyhedral functions, the criterion in [14, Corollary 5.2] can not be used to identify the KL exponent of Θ; when h = δ Ω , though Θ is representable as the form in [14, Equation (35) ], it is not continuous on dom ∂Θ = ∆, and the criterion in [14, Corollary 5.2] can not be used to identify its KL exponent. 
is also a KL function of exponent 1/2.
Conclusions
We have established the KL property of exponent 1/2 for the zero-norm regularized and constrained composite quadratic function Θ, provided that the involved proper lsc function θ satisfies Assumption 3.1. Some specific examples for θ are also provided to show that such an assumption can be satisfied. Since the family of KL functions of exponent 1/2 is lack of the stability (for example, if f : R p → (−∞, +∞] is a KL function of exponent 1/2, then its linear perturbation f (x)+ c, x for some c ∈ R p may not belong to this family), their identification is not an easy task even for convex functions. Our future work will focus on this property of other classes of zero-norm composite functions.
Take δ = min(ε, ε ′ , ε ′′ ). Fix an arbitrary x ∈ B(x, δ) ∩ M. Clearly, it holds that
, and from (17) and (16),
When f (x) = f (x), this inequality automatically holds. The desired result holds. ✷
Appendix B
For any integer m ≥ 1 and matrix H ∈ S m , define g(z) := z T Hz + δ S (z) for z ∈ R m . Lemma 1 in Appendix A and [15, Theorem 1] imply that g is a KL function of exponent 1/2. This part gives a different proof of this result, which needs the following lemmas. Proof: By Lemma 2 it is immediate to obtain the following characterization for critψ:
Clearly, for each x ∈ crit ψ, d i = x, Dx with i ∈ supp(x). For any z ∈ dom ∂ψ, we have dist(0, ∂ψ(z)) 2 = min u∈∂ψ(z)
Now fix an arbitrary x ∈ crit ψ. From (19) it immediately follows that x, Dx x−Dx = 0. We next proceed the arguments by two cases as will be shown below. 
By the continuity of the function ·, D· , there exists δ > 0 such that for all z ∈ B(x, δ)∩S,
Choose an arbitrary η > 0. Fix an arbitrary
Clearly, x ∈ S. From equation (20) , it follows that
where the third equality is due to (19) , the first inequality is by the definition of J 1 , and the last inequality is due to (21) . On the other hand, by the definition of ψ,
where the fourth equality is due to (19) , the fifth one is by the definition of J 1 , and the inequality is since ψ(x) − ψ(x) > 0. From the above inequalities (22) and (23),
By the arbitrariness of x, the function ψ has the KL property with exponent 1/2 at x. From the arbitrariness of x in critψ, ψ is a KL function of exponent 1/2. ✷ Now we prove that g is a KL function of exponent 1/2. Fix an arbitrary z ∈ critg. Let H have the eigenvalue decomposition as in Lemma 2. Then y = P T z ∈ critψ where ψ is defined as in Lemma 3 with D = Λ. By Lemma 3, there exist η > 0, δ > 0 and c > 0 such that
Fix an arbitrary z ∈ B(z, δ) ∩ [g(z) < g < g(z) + η]. Clearly, z ∈ S. Write y = P T z. Then y ∈ S and g(z) = ψ(y). Together with g(z) = g(y), it follows that
In addition, from (18) and the eigenvalue decomposition of H, it is easy to check that ∂g(z) = P ∂ψ(y).
Thus, dist(0, ∂g(z)) = dist(0, P ∂ψ(y)) = dist(0, ∂ψ(y)) ≥ c ψ(y) − ψ(y). Together with ψ(y) − ψ(y) = g(z) − g(z), it follows that g has the KL property with exponent of 1/2 at z. By the arbitrariness of z in critg, g is a KL function of exponent 1/2.
Appendix C
We first characterize the tangent and normal cones to the simplex set ∆ that are likely known to experts. Since the proofs are short, we provide them for convenience.
Lemma 4 Let ∆ be the simplex set given in Example 3.2. Consider an arbitrary x ∈ ∆. Write J = supp(x) and J = {1, 2, . . . , p}\J. Then The proof of Proposition 2.2: First, we assume that ψ is a proper closed piecewise linear-quadratic convex function. From Lemma 2.2 and 2.3, the multifunction ∂h is piecewise, i.e., its graph is the union of finitely many polyhedral sets. So, ∂h is locally upper Lipschitzian at each point x ∈ R p by [18, Proposition 1], which implies that ∂h is metrically subregular at each point of its graph. In addition, Sun [22] showed that a proper closed convex function ψ is piecewise linear-quadratic iff ∂ψ is piecewise polyhedral. By combining [18, Proposition 1] and [12, Section 3.2], we get the result. Now assume that ψ = δ C . Fix an arbitrary point x ∈ C. Write J = supp(x) and J = {1, . . . , p}\J. Define the subspace L := {x ∈ R p | x i = 0 for i ∈ J}. By Lemma 2.2, ∂h(x) = N L (x). Take an arbitrary v ∈ ∂(δ C + h)(x). From Definition 2.1, it follows that 0 ≤ lim inf 
By the arbitrariness of x, this implies that ∂δ C (x) + ∂h(x) = ∂(δ C + h)(x) for any x ∈ C. Next we argue that ∂(δ C + h)(x) ⊆ ∂δ C (x) + ∂h(x). Take an arbitrary v ∈ ∂(δ C + h)(x).
There exist x k −−−→ δ C +h
x and v k ∈ ∂(δ C + h)(x k ) with v k → v as k → ∞. From the previous arguments, v k ∈ ∂δ C (x k ) + ∂h(x k ) for each k. Since x k → x, we have x k = 0 and supp(x k ) ⊇ J for all sufficiently large k. Since δ C (x k ) + h(x k ) → δ C (x) + h(x), we must have x k ∈ C and h(x k ) → h(x) for all sufficiently large k. The latter, along with supp(x k ) ⊇ J, implies that supp(x k ) = J for all sufficiently large k. So, ∂h(x k ) = ∂δ L (x k ) for large enough k. Combing with (24) and v k ∈ ∂δ C (x k ) + ∂h(x k ), we have v k ∈ ∂δ C∩L (x k ). Then, v ∈ ∂(δ C + δ L )(x) = ∂δ C (x) + ∂δ L (x) = ∂δ C (x) + ∂h(x). The stated inclusion holds. The previous arguments imply the following relations:
Suppose that ∂δ C∩L (x) = ∅ (if not, the last equation implies the result). Then, we have
where the second equality is by [21, Exercise 8.14] , and the third one is due to [21, Proposition 8.12 ]. Thus, the first part of the desired results follows. Using the same arguments as above, we can obtain the second part. The proof is completed. ✷
