Debris flows in the mountainous regions south west of Beijing, China occur 20 frequently and often result in considerable mass movements with disastrous 21 consequences for human life, infrastructure and agriculture. Obtaining chronological 22 information on such events is important for the prediction of the return frequency of 23 these debris flows, risk assessment and climate change research. In this project, we 24 use quartz single-grain optically stimulated luminescence (OSL) methods to 25 determine the burial ages of five debris flow samples from the Zhai Tang region ~60 26 km west of Beijing. OSL characteristics were found to be acceptable despite the low 27 inherent brightness of quartz extracted from these samples. Single-grain thermal 28 transfer was determined to be negligible and beta dose recovery experiments were 29 satisfactory. The quartz single-grain dose distributions strongly indicate that the 30 samples were poorly bleached prior to deposition; relative over-dispersions are larger 31 than 60%. Minimum age modelling indicates that all five samples were deposited 32 within the past few hundred years, indicating that catastrophic debris flows are 33 occurring under the historically-recent land-use pattern. 34 35
INTRODUCTION 39
Debris flows are frequent events in mountainous areas; in China they lead to the 40 death of 300-600 people every year and annual losses of ~2 billion yuan 41 (~US$ 300M, Cui et al., 2000) . Although catastrophic debris flows are an unavoidable 42 component of the evolution of mountain landforms (Šilhán and Pánek, 2010) , their 43 impact can be reduced by quantifying risk in time and space. Fortunately, debris flow 44 deposits provide a record of the size and frequency of debris flows, as well as of other 45 agents of landscape evolution; they can reflect rainfall, terrain and tectonic 46 movements (Cui et al., 1996) . In the region of interest in this study, the mountainous 47 quartz grains were mounted in a monolayer on 9.7 mm stainless steel discs using 156 silicone oil. Each multi-grain aliquot contained about 150 grains. 157
Calibrated 90 Sr/ 90 Y beta sources (~0.1 Gy.s -1 ) fitted on the Risø TL/OSL-DA-20 158 readers were used for laboratory irradiations. The dose rates delivered by these beta 159 sources varied by <5% (standard deviation) across the sample area. Correcting for 160 spatial non-uniformity of the sources (Lapp et al., 2012) did not result in significant 161 changes to measured dose or over-dispersion (OD) . 162
The single-aliquot regenerative dose (SAR) procedure (Murray and Wintle, 2000, 163 2003; Wintle and Murray, 2006) was used for dose estimation. A preheat of 200 C 164 for 10 s, a cut heat of 180C, a heating rate of 5 C s -1 , and a 4.5 Gy test dose were 165 used in all dose measurements. The dose response curves consisted of a minimum of 166 three regeneration doses, a zero dose point (i.e. a measurement of recuperation) and a 167 repeat (recycling) point. In addition, each aliquot was checked for feldspar 168 contamination by the measurement of the IR depletion ratio (Duller, 2003) . For 169 single-grain measurements, the largest regeneration dose given was 160 Gy; all 170 single-grain doses larger than 160 Gy are derived using extrapolation and these dose 171 estimates are thus likely to be less reliable. 172
Multi-grain signals were derived from the summation of the initial 0.64 s of 173 stimulation. The immediately following 0.64 s of stimulation was used for 174 background subtraction. Single-grain signals were derived from the summation of the 175 first 0.06 s of the stimulation curves and the last 0.16 s of stimulation was used for 176 background subtraction. Sensitivity-corrected OSL dose-response curves were fitted 177 using a single saturation exponential function, passing through the origin. 178
Only De estimates with a relative uncertainty of the natural test dose signal less 179 than 30% were accepted (sTn <30%). In addition, dose estimates were accepted only if 180 (i) recycling and IR depletion ratios lay between 0.8 and 1.2 and (ii) sensitivity 181 corrected recuperation signals were consistent with 0 at two standard deviations. Nodose estimates could be derived for ~46% of the otherwise accepted grains, because 183 the sensitivity corrected natural signal was in saturation on the laboratory dose 184 response curve. 185
These criteria led to the rejection of 99% of the measured single grains. In 186 addition, 54% of the multi-grain aliquots gave sensitivity-corrected natural signals 187 that lay at or above saturation of the laboratory dose-response curve (out of a total of 188 54 aliquots of sample ZT-1, -2, -4.) 189
DOSE RATES 190
By their nature, the deposits are very heterogeneous, but every effort was made 191 to take OSL samples at least 10 cm from the nearest large clast, to minimise the risk 192 of significant perturbation of the gamma dose rate. Potentially light-exposed material 193 (~80 g) taken from the ends of the sample tube was ground and homogenized , cast in 194 wax and stored for more than 21 days to ensure equilibrium between 226 Ra and 222 Rn. 195 The radionuclide concentrations were then measured using calibrated high resolution 196 gamma spectrometers (Murray et al., 1987) . Dose rates (Table 1) 
LUMINESCENCE CHARACTERISTICS 202
Multi-grain aliquots (~150 grains each) were first measured to assess the 203 suitability of these samples for OSL dating. Fig. 2 shows a normalised OSL decay 204 curve from a multi-grain aliquot from sample ZT-2 (open triangles) and from 205 calibration quartz (filled circles). The latter is known to be fast component dominated 206 (Hansen et al., 2015) , and the comparison demonstrates that the OSL signal from ZT-207 2 is also fast-component dominated. The inset in Fig. 2 shows a typical dose response 208 curve from multi-grain aliquots, fitted with a single saturating exponential function 209 passing though the origin. 210
THERMAL TRANSFER AND DOSE RECOVERY 211
Single-grain thermal transfer was measured for sample ZT-2 using a preheat of 212 200 °C for 10 s and a cutheat of 180 °C , by initially bleaching the sample using the 213 blue LEDs twice for 100 s with an intervening pause of 10,000 s. The resulting dose 214 distribution (Fig. 3a) has an arithmetic average dose of 340±190 mGy (n=20). The 215 corresponding CAMUL (Arnold et al., 2009 ) dose is 180±160 mGy (CAMUL is used 216 because of the presence of non-positive dose estimates). We then performed three 217 beta dose recovery experiments using sample ZT-1, ZT-3 and ZT-4, respectively ( Fig.  218 3b,c, and d). The grains were loaded into the single-grain discs and bleached as before 219 prior to being given beta doses of 0.9 Gy (ZT-1, N=3000, Fig. 3c ), 3 Gy (ZT-3, 220 N=3300, Fig. 3b ) and 6 Gy (ZT-4, N=2300, Fig. 3d ), respectively. The resulting dose 221 recovery ratios are 0.92±0.16 (n=23, OD=51±22%, CAMUL), 0.99±0.09 (n=24, 222 OD=33±7%, CAM) and 0.96±0.05 (n=28, OD=17±7%, CAM), respectively. We 223 deduce that our chosen SAR protocol is able to measure a laboratory dose given to 224 these samples before any thermal treatment with sufficient accuracy. 225
If we do not make use of the standard rejection criteria given in section 3.3 226 (except for sTn<30%) the corresponding dose recovery ratios are 1.04±0.14 (n=27, 227 OD=50±16%), 1.02±0.07 (n=40, OD=33±5%) and 0.96±0.05 (n=31, OD=16±7%), 228 respectively. We conclude that applying the standard rejection criteria does not 229 significantly change the measured dose or the OD, but these criteria do reduce the 230 accepted grain population by ~20%, on average. 231 232
DE DISTRIBUTION AND ANALYSIS 233
A total of >29,000 individual grains (at least 4,800 for each sample, see Table 2 ) 234
were measured for the five natural samples. After application of the standard rejection 235 criteria, between 0.8 and 1.0% of the grains gave results accepted into the dose 236 distribution and the majority of these grains were only weakly luminescent; the 237 median of the intensity of the test dose signal of the accepted grains was 8.3 Gy -1 238 (summed over the initial 60 ms of stimulation; 273 grains, 5 samples). 239
The five natural single-grain dose distributions are shown as scatter plots in Fig.  240 4, where the OSL signals from the natural test dose are plotted against the equivalent 241 dose. The doses range broadly range between 0 and 300 Gy, but note that dose 242 estimates larger than 160 Gy (see section3. Table  256 2. The relative number of grains identified as well-bleached range between 13 and 257 50%. The sample expected to be youngest (ZT-5) has the highest proportion of well-258 bleached grains.
In the above analysis, we have only included individual dose estimates which pass 260 the standard rejection criteria given in section 3.3, although the dose recovery 261 experiments showed that applying these criteria led to the rejection of ~20% of the 262 grain population without any significant change to measured dose or over-dispersion. 263
If we now consider dose estimates based on all grains with sTn<30% (i.e. not using 264 other standard rejection criteria), then the average ratio of Db calculated using grains 265 passing all the rejection criteria to grains only passing sTn<30% is 0.99±0.04 (n=5 266 samples), but the average relative uncertainty on individual dose estimates is ~30% 267 larger if all standard rejection criteria are used. Thus, using the all the standard 268 rejection criteria has no impact on the absolute minimum doses determined, but the 269 Using minimum dose modelling relying on individual uncertainties to derive 274 minimum dose is usually very dependent on the assigned uncertainties (e.g. Thomsen 275 et al., 2007; Medialdea et al., 2014) . In the above, we implicitly assumed that the 276 dispersion observed in the beta dose recovery experiments is similar to the dispersion 277 to be expected in a naturally well-bleached dose distribution of the same material. 278
However, this is unlikely to be an accurate approach in samples that, for instance, 279
were exposed to a heterogeneous environmental beta dose (e.g. Thomsen et al., 2007 , 280 Gué rin et al., 2015 . To investigate how sensitive our minimum dose estimates are to 281 the size of the assigned additional uncertainty the additional uncertainty input 282 parameter (a) was varied between 10 and 40%, i.e. varied over the range of over-283 dispersions commonly reported for well-bleached dose distributions (e.g. Arnold and 284
Roberts, 2009). Fig. 5 shows how the estimated burial dose Db (normalized to the 285 value derived using a = 14%, as derived from the beta dose recovery experiments) 286 varies as a function of a. For a given sample, all estimates of Db are consistent witheach other although there is, as expected, a systematic increase in Db with a. The 288 average ratio of Db calculated using an a value of 40% to that calculated using a value 289 of 14% is 1.44±0.08 (n=5 samples). 290 291
SYNTHETIC ALIQUOT RESULTS 292
Although we focus on measurement of single-grains in this study, it is interesting 293 to examine the doses that would have been measured using small multi-grain aliquots. 294
Given the inherently low OSL sensitivity of these samples (few grains giving 295 detectable OSL signals and most grains that are detectable have dim OSL signals), 296 measurements of small multi-grain aliquots, each containing ~100 grains, might be 297 expected to behave as single grains measurements, and so give dose distributions 298 from which one could derive accurate deposition doses. As there was insufficient 299 sample to undertake both single-grain and multi-grain measurements, we here 300 examine the difference between these two approaches by combining the OSL signals 301 from individual single-grain discs (each containing 100 single grains) to generate 302 "synthetic" multi-grain aliquots. The synthetic multi-grain CAMUL doses are given in 303 Table 2 ; these range between 29 and 62 Gy and are very similar to the corresponding 304 CAMUL doses for the single-grain measurements (with the exception of sample ZT-2). 305
However, none of these synthetic aliquots give doses smaller than 2 Gy and thus 306 minimum dose modelling would significantly overestimate that of single-grain 307 minimum dose modelling (see Table 2 ). Thus, despite of the low OSL sensitivity of 308 these samples, multi-grain measurements (~100 grains per aliquot) are likely to 309 produce significant overestimates of the burial age compared to those provided by 310 true single-grain measurements. 311
6 AGES AND DISCUSSION 313
The resulting single-grain OSL ages are given in Table 2 . The five weighted 314 average (CAMUL) ages range from 7±1 to 22±4 ka, similar to that from the synthetic 315 multi-grain ages (13±3 to 24±4 ka) and to fine-grain IRSL and GLSL results reported 316
by Lu et al., 2003 . However, these average ages are affected by incomplete bleaching 317 and thus significantly overestimate the burial age. 318
It is likely that minimum dose modelling of single-grain dose distributions 319 provides a more accurate estimate of the burial dose. However, the calculated 320 minimum doses from minimum dose modelling are dependent on the size of the 321 assigned uncertainties (see Fig. 5 ). In the literature, it has often been argued that a 322 "typical" over-dispersion for well-bleached samples is 15-20% (e.g. Arnold et al., 323 2008; Demuro et al., 2008; Turney et al., 2008) , i.e. an additional uncertainty of 15-324 20% should be added to estimates of uncertainty based on intrinsic sources of 325 variability (e.g. Poisson statistics, curve fitting errors etc.). Others (e.g. Thomsen et 326 al., 2007; Medialdea et al., 2014; Sim et al., 2014) have argued that it would be more 327 appropriate to use an additional uncertainty based on the over-dispersion determined 328 in laboratory dose recovery experiments (preferably irradiated using a gamma 329 source), although the latter approach presumably underestimates for samples exposed 330 to significant dose rate heterogeneity during burial. However, Gué rin et al. (2015) 331 showed beta dose heterogeneity arising from non-uniform distribution of potassium in 332 the sediment is of concern "when the average grain size is in the sand and gravel 333
range (rather than silt or clay), the potassium content is low (<1%), and the total 334
dose rate is small (<1 Gy ka -1 )". Thus, at this stage, it is less likely that our samples 335 are significantly affected by beta dose rate heterogeneity. In any case, based on the 336 beta dose-recovery experiments, the minimum uncertainty with which an individual 337 dose estimate can be known is 14±9%, although we acknowledge that this over-338 dispersion may be underestimated. Nonetheless, this minimum additional uncertainty 339 must be added (in quadrature) to the uncertainties assigned to individual dose 340 estimates based on Poisson statistics and dose response curve fitting errors, if a true 341 minimum estimate of uncertainty on individual single grain dose estimates is to be 342 used in later analysis. 343
The minimum single-grain (IEU) ages (using an additional uncertainty of 14%, 344 see Table 2 ) are all consistent with an average age of 320±25 y and there appears to 345 be no stratigraphic relationship between ages of the samples. If an additional 346 uncertainty of 40% is assumed, all IEU ages are consistent with an average age of 347 470±50 y. Thus, we conclude that these debris flow samples were all deposited in a 348 short span of time (<100 years) within the last 500 years. population, which more than doubled from 300,000 to 670,000; this must also have 365 increased pressure on agriculture. The resulting landscape degradation presumably ledto increased runoff; certainly there were frequent floods from ~650 to ~360 years ago 367 in the Lugu (now Yongding) River, into which the Ma Lan Gou feeds (Hou et al., 368 1985) . We deduce that the Zhai Tang with clearly identifiable leading edges at low doses. Using doses derived from 377 simulated multi-grain data (synthetic aliquots) the ages of these deposits range 378 between 13±3 and 24±4 ka, very similar to previously published fine-grain ages (Lu 379 et al., 2003) and average single-grain ages. However, using single-grain dose 380 distributions in combination with minimum dose modelling, the relative number of 381 grains identified to be well-bleached range between 13 and 50%, strongly suggesting 382 that multi-grain OSL techniques greatly overestimated the burial ages for these 383 samples. We conclude that these debris flow samples were probably all deposited in a 384 short span of time (<100 years) within the last 500 years, and tentatively associate 385 these sediments with the historically-recorded catchment exploitation. Our results are 386 of direct relevance to the assessment of mass movement hazard in the Men Tou Gou 387 District, and we conclude that there is no evidence to suggest that the current risk of 388 further debris flows has been mitigated. 
