Two-particle rapidity (or pseudorapidity) correlation function C(y1, y2) was used in analysing fluctuation of particle density distribution in rapidity in high-energy heavy-ion collisions. In our research, we argue that for a centrality window, some additional correlation may be caused by a centrality span, when the mean two-and single-particle densities over a centrality window are used directly in the calculation , just like N (y1, y2) / [ N (y1) N (y2) ]. We concentrate on removing the influence of collision-centrality span on correlation function, and two calculation methods are raised. In one method, correlation coefficients are considered to be the ratios of probabilities (not the particle density). In the other method, a relative multiplicity is introduced to unity the events of different centralities. For testing the methods, ampt model is used and a toy granular model is built to simulate the fluctuation of particle density in rapidity.
I. INTRODUCTION
Hot and dense matter is created in high-energy heavyion collisions. The fluctuation of stopping at early stage may lead an event-by-event fluctuation of particle density in rapidity at final stage [1] [2] [3] [4] [5] [6] [7] [8] . The particle density fluctuation in rapidity can be fully parameterized with a group of polynomials [1] , such as Chebyshev polynomials [1] , Legendre polynomials [2] or some other orthogonal polynomials, just like ρ (y; a 1 , a 2 , · · · ) = ρ 0 (y) 1 + ∞ n=0 a n T n (y) ,
where ρ(y; a 1 , a 2 , · · · ) is the single particle density of an event, ρ 0 (y) is the mean particle density over the events. In Ref. [2] , T n (y) ≡ n + 1 2 P n (y/Y ), where the P 0 (x) = 1, P 1 (x) = x, P 2 (x) = (3x 2 − 1)/2, · · · are Legendre polynomials and illustrated in Fig. 1 , and Y characterizes the range of rapidity fluctuation, |y| < Y (Here, Y = 6). The event-by-event fluctuation of the rapidity distribution is described by the parameters a n . For instance, a 1 reflects the asymmetry [9] of particle density distribution in rapidity of an event. a 1 is null in the symmetrical collision system, and a 2 1 does not have to be null. The variance reflects how the longitudinal shape is changing event by event. On the other hand, purely statistical particle multiplicity fluctuation can also cause event-by-event fluctuation in rapidity. Therefore, a 2 n = (a obs n )
2 − (a ran n ) 2 was used for describing pure event-by-event shape fluctuation (nonstatistical component of these longitudinal harmonics) [2] , where a obs n characterizes the fluctuations due to finite number of particles in the events, and a ran n corresponds purely statistical fluctuation, see Ref. [2] or Appendix A. * ronghuahe2007@163.com Two-particle rapidity correlation function C(y 1 , y 2 ) was used for calculating a 2 n [1, 10] . The definition of two-particle rapidity correlation function (2PC) can be obtained by comparing the double charged hadrons inclusive cross section d 2 σ 2ch /dy 1 dy 2 to the product of single charged particle inclusive cross sections dσ 1ch /dy. The definition of correlation function C(y 1 , y 2 ) can be expressed as (dσ 1ch /dy 1 ) (dσ 1ch /dy 2 ) (2) where σ ch is the total charged hadron production cross section, and n ch is the charged hadron multiplicity. The ratio of multiplicity moments is caused by the normalization of single-and double-charged hadron inclusive cross sections as dy 1 dy 2 d 2 σ 2ch /dy 1 dy 2 = n ch (n ch − 1) σ ch ,
dy (dσ 1ch /dy) = n ch σ ch .
This definition Eq. (2) insures that C (y 1 , y 2 ) ≡ 1 when the charged hadrons are uncorrelated [11] .
In recent years, two-particle correlation function was usually written as
where ρ 2 (y 1 , y 2 ) and ρ 1 (y) are two-and single-particle density distribution, respectively [12] [13] [14] [15] [16] [17] . (The differences between Eqs. (2) and (5) are discussed in Sec. II and Appendix C.) At a given a 0 , a 1 , · · · ρ 2 (y 1 , y 2 ; a 0 , a 1 , · · · ) = ρ 1 (y 1 ; a 0 , a 1 , · · · )ρ 1 (y 2 ; a 0 , a 1 , · · · ). Because ρ 2 (y 1 , y 2 ) and ρ 1 (y) are averages over a i , 2PC could be expressed as [1, 2] 
and a m a n was expressed as [1, 2] a m a n = 1
see Ref. [1, 2] or Appendix B.
But for a centrality window (which is not narrow enough), if the averages ρ 2 (y 1 , y 2 ), ρ 1 (y 1 ), and ρ 1 (y 2 ) are calculated over the events of different centralities, we found that some positive additional correlations may be caused (discussed in detail in Sec. II and Appendix C). For solving such a problem in the calculation of C(y 1 , y 2 ) for a centrality window, in Ref. [2] , events were divided into narrow centrality intervals according to their total multiplicity. And then 2PCs were calculated in each event class. At last, an average of the 2PCs of the centrality intervals was made as the final result of the whole window. By the way, this method is denoted by C average for being distinguished with other methods in this paper.
In this paper, we try to calculate C(y 1 , y 2 ) of a centrality window from other ways to remove or reduce the influence of the centrality window span (or the influence of the mixing of events of different centralities), and a multiphase transport (ampt) model [18] at √ s N N = 200 GeV of Au+Au collisions is utilized. For testing the methods, we made a toy granular model to simulate the event-byevent fluctuation of particle density in rapidity.
This paper is organized as follows. We discuss the additional positive correlations calculated with Eq. (5) in Sec. II. Sec. III shows the methods used for removing or reducing the influence of centrality span. In Sec. IV, the calculation methods are tested with ampt model and a toy granular model. A summary is given in Sec. V.
II. ADDITIONAL POSITIVE CORRELATION
We argue that the mixing of events of different centralities may cause some additional positive correlations, and the reasons are shown as follows.
It is said in section I that ρ 1 (y) and ρ 2 (y 1 , y 2 ) are mean single particle density in rapidity and mean double particle density over events, respectively. If the events are divided into event classes according to the centrality 2 , single-and double-particle densities in rapidity can be expressed as the averages over the event classes, just like
where ρ 1 (y; ε) and ρ 2 (y 1 , y 2 ; ε) stand for the mean singleand double-particle densities of an event class around centrality ε. For explaining where the possible additional positive correlation come from, we assume that C(y 1 , y 2 ; ε) of the event classes are equal to each other (Here, a centrality window divided into n event classes), and ρ 1 (y; ε) decreases with increasing centrality ε. Under these assumptions, 2PC of the whole centrality window is bigger than 2PCs of event classes, just like
because of
Inequality (11) is discussed in detail in Appendix C. We argue that the "additional correlation" is caused by averaging single-and double-particle densities over a centrality window which is not narrow enough. For describing such a phenomenon, two-particle pseudorapidity correlation function of the string melting ampt model (partonic scattering section is 3 mb) of Au+Au collisions at √ s N N = 200 GeV is utilized. As shown in Fig. 2 , the centrality window 5%-15% is divided into two sub-windows 5%-10% and 10%-15%, and 2PC of 5%-15% (Fig. 2a) is higher obviously than 2PCs of 5%-10% (Fig. 2b ) and 10%-15% (Fig. 2c) . We guess that if the influence of centrality window span on C(η 1 , η 2 ) is removed, 2PC of 5%-15% should be in the middle of 2PCs of 5%-10% and 10%-15% (discussed in Sec. IV).
It is worth to note that in the calculation of 2PC in Fig. 2 , ρ 1 (η) is calculated as the ratio of charged particles number N (η) in a pseudorapidity interval around η to the interval width δη (in this paper, δη = 0.1), just like N (η) /δη. And similarly,
be calculated with the equation
. Considering the situation η 1 = η 2 , the expression was written as
in Ref. [2] . On the other hand, for explaining the additional positive correlations, we make an extreme example as follows. We assume that there is no correlation between particles. In other words, particles emit independently and randomly. For a certain centrality ε (not a centrality window), C(y 1 , y 2 ; ε) = ρ2(y1,y2;ε) ρ1(y1;ε)ρ1(y2;ε) = 1, which is equivalent to ρ 2 (y 1 , y 2 ; ε) = ρ 1 (y 1 ; ε)ρ 1 (y 2 ; ε). For a centrality window, we assume that ρ 1 (y 1 ; ε) and ρ 1 (y 2 ; ε) both decrease with increasing ε, so for the centrality window,
which is equivalent to C(y 1 , y 2 ) bigger than 1. The detailed discussion is shown in Appendix C.
Where is the additional positive correlation come from? In the normalized definition of two-particle rapidity correlation function Eq. (2), it is obvious when the charged hadrons are uncorrelated, C(y 1 , y 2 ) ≡ 1. We guess that the additional positive correlation is caused by the 2PC expression Eq. (5) where the particle density distributions are utilized. Single-and double-particle density distributions in rapidity can be expressed as
Therefore, the difference between Eqs. (2) and (5) is a ratio n ch 2 / n ch (n ch − 1) . It's notable that for a specific centrality (or a centrality window narrow enough), if we assume that n ch obeys a Poisson distribution (the variance of n ch is equal to its expectation), n ch 2 / n ch (n ch − 1) = 1. But when the centrality window is not narrow enough, the assumption of the Poisson distribution may be not suitable 3 , and some positive correlation may be added.
III. METHODS
For removing or reducing the influence of the mixing of events of different centralities, in Ref. [2] , events in a centrality window were divided into some narrow centrality intervals. In this section, we try to solve this problem from other ways.
A. C defintion method
In this method, we deduce the expression of C(y 1 , y 2 ) (which can be used directly in calculation) from its definition. Eq. (2) can be written in another way as
where P same (y 1 , y 2 ) is the probability density of a pair of particles with rapidities y 1 and y 2 chosen from the same event, P diff (y 1 , y 2 ) is the probability of a pair of particles chosen from different events, which is equal to the product of the single particle probability densities P (y 1 ) and P (y 2 ). 5 P same and P diff can be expressed as
where i and j stand for the event numbers. δy 1 and δy 2 are the widths of the rapidity bins around y 1 and y 2 , respectively. N (y 1 ) and N (y 2 ) are the numbers of particles falling into y 1 -and y 2 -bins. n ch is the number of charged particles in an event in rapidity range [−Y, Y ] (In this paper, Y = 6). By taking Eqs. (15) and (16) into Eq. (14), two-particle rapidity correlation function can be calculated with
when the number of events is big enough. And Eq. (17) could be understood as
In this part, we try to introduce a relative multiplicity to calculate C(y 1 , y 2 ) without the influence of centrality fluctuation (or centrality span) in a centrality window.
6
From the discussion in Sec. II, we consider that Eq. (5) is suitable for calculating C(y 1 , y 2 ) at a specific centrality (real centrality) or a centrality interval which is narrow enough. The single-and double-particle densities in rapidity can be calculated as
where N (y) is the number of particles in the rapidity bin around y, and δy is the bin width. Therefore, for a 5 P diff (y 1 , y 2 ) = P 1 (y 1 )P (y 2 ) is only suitable for the discussion under the assumption: for a centrality window, the shapes of mean single-particle probability density distribution P 1 (y) of different centralities are similar with each other. In other words, the C definition method should be used for a centrality window which is not too wide. In our test with the ampt model of Au+Au collisions at √ s NN = 200 GeV, when the centrality window is not wider than 5%, it works well. 6 The core idea of the relative multiplicity was raised in the research about removing or reducing the influence of centrality fluctuation on forward-backward multiplicity correlation strength [26] . specific centrality, 2PC can be calculated with
where ε stands for the specific centrality, and the averaging over the events is denoted by · · · ε. The collision centrality depends on the impact parameter. But in experiments, the impact parameter cannot be determined directly, so in this method, charged particle multiplicity within a rapidity range (which does not overlap the y 1 and y 2 bins) was used, and called reference multiplicity N ref [27] . The reference range is illustrated in Fig. 3 .
In this method, reference multiplicity is used not only for centrality cut. For a certain centrality ε, the expectation of reference multiplicity is denoted by µ ref . Therefore, 2PC at ε can be expressed as
where
and are called ideal relative multiplicity. In a centrality window (Here, it is a reference multiplicity window in fact), if we assume that the shapes of rapidity probability distributions of different centralities are similar with each other, n * (y) ε = n * (y) . Therefore, 2PC of the centrality window can be expressed as (discussed in detail in Appendix D)
where · · · without a sub-index stands for the average over the centrality window. But this equation cannot be used for calculating 2PC directly, because for an event, the ideal relative multiplicities n * (y 1 ), n * (y 2 ) and reference multiplicity expectation µ ref cannot be gotten experimentally. For a centrality window (reference multiplicity window), the relationship between the averages of "relative multiplicity" and "ideal relative multiplicity" can be expressed as (see Ref. [26] or Appendix D).
Taking Eq. (22) into Eq. (21), 2PC can be expressed as It is seen obviously in Fig. 4 that 2PCs are all very week and around 1, and the results with different methods are similar with each other. For the C average and C relative methods, 2PC of 5%-15% is in the middle of 2PCs of 5%-10% and 10%-15%, and this phenomenon is more reasonable than the results in Fig. 2 , which are calculated with the ratio of
Unfortunately, the C defintion method is suitable for the centrality windows wider than 5%. By the way, the vertical scale in Fig. 4 is different from Fig. 2 . In other words, for ampt model, C(η 1 , η 2 ) calculated with the C average , C definition , and C relative methods are weaker than the results in Fig. 4 . In addition, they are closer to 1, and even lower than 1 (negative correlation).
On the other hand, we build a toy granular model to simulate the particle density fluctuation in rapidity. This idea is borrowed from some researches about two-pion correlation [28] [29] [30] [31] and some similar simulation based on blast-wave model [32] [33] [34] . We assume that an event is composed of some random granules, and the particles in a granule share the same collective rapidity. Fig. 5 illustrates the particle density distributions of the granules in a random event. In Fig. 5, N g is the number of granules, µ g is the expectation of number of particles in a granule, σ y is the half-width of the particle density distribution of a granule. Here, the rapidity of particles in a granule obeys a Gaussian distribution around the collective rapidity, and the collective rapidity distribution is borrowed from mean rapidity distribution of ampt model used above, though this assumption is rough.
More
n calculated with C average , C average and C average are similar with the results of derivation as shown in subgraph (a), (b), and (c), respectively. But for n = 0, the differences between them can be observed as shown in subgraph (d).
In addition, we observe that a 2 n increases with centrality in Fig. 6 . It can be explained as: when the multiplicity expectation µ g of granules is set, for less central events, there are less granules, which may lead to more violent fluctuation of particle density distribution.
V. SUMMARY
The additional positive correlation is presented in the calculation utilizing the ratio of two-particle density ρ 2 (y 1 , y 2 ) to product of single-particle densities ρ 1 (y 1 )ρ 1 (y 2 ) with ampt model of Au+Au collisions at √ s N N = 200 GeV. We argue that this phenomenon is due to a mixing of events of different centralities in a centrality window. In other words, this phenomenon may be caused by the centrality span. For removing or deducing the influence of centrality mixing (or centrality span), the C definition and C relative methods are raised. In C definition method, the expression for calculating C(y 1 , y 2 ) is deduced from the normalized ratio of two-particle probability to product of single-particle probability [Eq. (2)]. In C relative method, a relative multiplicity is introduced for 4 . C(η1, η2) calculated with Caverage [2] , C definition , and C relative method are drawn in the 1st, 2nd, and 3th columns. In subgraph (a) to (i), C(η1, η2) of 5%-10%, 10%-15%, and 5%-15% are shown. In subgraph (j) to (r), for a specific η1, C(η1, η2) of 5%-10%, 10%-15%, and 5%-15% are shown, which can be understood as a sectional view of C(η1, η2), and η1 is signed with a dashed line. The y distribution of particles in an event can be understood as the sum of statistical fluctuation and the particle density distribution without statistical fluctuation, and the latter can be seen as a collective part, and the former can be seen as a non-collective part. Before the discussion, some functions are defined as follows:
(1) ρ(y; a 0 , a 1 , a 2 , · · · ): the particle density without statistical fluctuation (which can be understood as the "collective" part).
(2) ρ ran (y; a , n = 1 to 8 〉 , n = 1 to 8 〉 
where T n (y) ( n = 0, 1, 2, · · · ) are complete orthogonal basis functions. Because the observed particle density distribution ρ obs (y; a 
By utilizing the orthogonality of T n (y), for an event,
It is assumed that a ran n is independent of a m , no matter whether m = n or m = n. Therefore, + a m a n .
Appendix B: calculating aman with two-particle rapidity correlation function Two-particle rapidity correlation function can be expressed as
For the events including only statistical fluctuation, C ran (y 1 , y 2 ) = 1, so that
Taking Eq. (B2) into Eq. (B1) and utilizing Eq. (A10),
a m a n T m (y)T n (y),
a m a n T m (y 1 )T n (y 2 )+T m (y 2 )T n (y 1 ) 2 (B3) By utilizing the normalization and orthogonality expressed as
which is equivalent to Eq. (8).
Appendix C: positive correlation caused by centrality span
In this part, we explain where the additional positive correlation is from, when 2PC is calculated with Eq. (5). In a centrality window, we assume that the 2PCs of narrow sub-windows are equal to each other. For example, in the centrality window 10%-20%, we assume C(y 1 , y 2 ; 10%) = C(y 1 , y 2 ; 11%) = · · · = C(y 1 , y 2 ; 20%) = c.
(C1) Here, C(y 1 , y 2 ; ε) stands for the 2PC of a centrality bin around ε, the bin widths are all equal to 1%, c is a constant. Hence, ρ 2 (y 1 , y 2 ; 10%) ρ 1 (y 1 ; 10%)ρ 1 (y 2 ; 10%) = ρ 2 (y 1 , y 2 ; 11%) ρ 1 (y 1 ; 11%)ρ 1 (y 2 ; 11%)
Besides, we assume that
where, · · · stands for the average over all the centrality bins within 10%-20%. By comparing Eqs. (C1) and (C8), we argue that some additional positive correlation may be caused by a wide centrality span. It is notable that in the derivation above, this proposition is used
It is proved as follows.
Appendix D: detailed derivation of C relative method
In this section, some detailed derivations about the C relative method are added. For a certain centrality ε, C(y 1 , y 2 ; ε) can be expressed as Eq. (20), just like
Here, we assume C(y 1 , y 2 ; ε) of different centralities in the window are equal to each other, and denoted by C(y 1 , y 2 ; window). If we assume the shapes of singleparticle probability density distribution in rapidity of different centralities are similar with each other,
where · · · WITHOUT a sub-index ε stands for the average over the whole centrality window, and it is equivalent to · · · f (ε)dε, where f (ε) is the centrality probability density distribution in the window. Averaging both sides of Eq. (D2) over the events in the window and utilizing Eq. (D3),
(D4) It is equivalent to Eq. (21) .
On the other hand, under the Gaussian assumption, we deduce the relationship between the averages about ideal relative multiplicity n * (y) and relative multiplicity n(y) as follows. Here, for a measured N ref , we assume that µ ref obeys a Gaussian distribution as It is worth to note that the Gaussian approximation is not suitable enough for the most central events such as 0%-5%, and it is discussed in detail in Ref. [26] . When the most central windows are avoided, under the Gaussian assumption, 
= 1 and
By utilizing Eqs. (D6) and (D7), the relationship between n(y 1 ) , n(y 2 ) , n(y 1 )n(y 2 ) , n 2 (y 1 ) ,
Similarly, n(y 2 ) = n * (y 2 ) . Here, the correlation between n * (y 1 ) (or n * (y 2 )) and n ref is ignored. Taking Eq. (D8) into Eq. (D4) and ignoring the correlation between n * (y 1 ) (or n * (y 2 )) and µ ref , the expression of 2PC of the C relative method [Eq. (23) ] can be gotten.
Appendix E: theoretical expression of C(y1, y2) and aman of granular model C(y 1 , y 2 ) and a m a n of the granular model are deduced as follows. In this part, G(x; µ, σ) stands for a Gaussian function of x with an expectation µ and standard deviation σ. In this toy granular model, we assume:
(1) number of particles m g in a granule obeys a Gaussian function G(m g ; µ g , √ µ g ); (2) the normalized collective rapidity probability distribution function is denoted by f g (y g ); (3) rapidity of particle in a granule obeys a Gaussian function around the collective rapidity y g , which is denoted by G(y; y g , σ y ).
For an event with N g granules, when the granular multiplicity m gi and the granule rapidity y gi (where the sub-index i = 1, 2, . . . , N g is the ordinal number of granules) are known, the single-and double-particle density distributions can be expressed as
When the granule-multiplicity expectation µ g and the granular collective rapidity distribution f g (y g ) are both known,
The theoretical expression of 2PC of the granular model is calculated as the ratio of ρ 2 (y 1 , y 2 ) to ρ 1 (y 1 )ρ 1 (y 2 ) (Here, the number of granules N g is a constant),
Taking Eq. (E5) into Eq. (8), a m a n can be expressed as
T m (y 1 )T n (y 2 )dy 1 dy 2 − 2δ m0 δ n0 N g .
The factor In addition, for simplifying the expression of a m a n , we assume that granule-rapidity distribution f g (y y ) is a Gaussian function with an expectation 0 and a standard deviation σ yg , denoted by
For simplifying the following expressions, we define α ≡ σ 2 y /σ 2 yg , which can be understood as a relative width of granule in rapidity. Taking Eq. (E7) into Eqs. (E5) and (E6), C(y 1 , y 2 ) and a m a n can be expressed as T n (y 1 )T n (y 2 )dy 1 dy 2 − 2µ g δ m0 δ n0 M .
Under the Gaussian assumption of f g (y g ), the rapidity distribution in events can be expressed as dN ch dy ∝ G(y; y g , σ y )f g (y g ; σ yg )dy g = 1 √ 2π √ α + 1σ yg exp − y 
which can be understood as a Gaussian distribution with a half-width σ event,y = √ α + 1σ yg . Taking σ event,y into Eqs. (E8) and (E9), C(y 1 , y 2 ) and a m a n are expressed respectively as C(y 1 , y 2 ) = 1 M
(1 + µ g )(α + 1) (α + 2) α exp − y T n (y 1 )T n (y 2 )dy 1 dy 2 − 2µ g δ m0 δ n0 M ,
