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Abstract. We establish a new connection between the theory of totally positive Grassman-
nians and the theory of M-curves using the finite–gap theory for solitons of the KP equation.
Here and in the following KP equation denotes the Kadomtsev-Petviashvili 2 equation (see (1)),
which is the first flow from the KP hierarchy. We also assume that all KP times are real.
We associate to any point of the real totally positive Grassmannian GrTP(N,M) a reducible
curve which is a rational degeneration of an M–curve of minimal genus g = N(M − N), and
we reconstruct the real algebraic-geometric data a´ la Krichever for the underlying real bounded
multiline KP soliton solutions. From this construction it follows that these multiline solitons
can be explicitly obtained by degenerating regular real finite-gap solutions corresponding to
smooth M-curves. In our approach we rule the addition of each new rational component to the
spectral curve via an elementary Darboux transformation which corresponds to a section of a
specific projection GrTP(r + 1,M −N + r + 1) 7→ GrTP(r,M −N + r).
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1. Introduction
Since the seminal works of Schoenberg, Gantmacher and Krein [50, 19], totally positive ma-
trices have appeared in connection with problems from different areas of pure and applied math-
ematics, including small vibrations of mechanical systems, statistical mechanics, approximation
theory, combinatorics, graph theory (for more details see [38, 47]). A generalization of total
positivity for generic reductive groups and their flag varieties was introduced by Lusztig in [36].
In [37] this construction was extended to the partial flag manifolds, including Grassmannians
associated with arbitrary reductive groups. A parametrization of the totally non-negative part
of a flag variety was obtained by Marsh and Rietsch in [40]. The development of criteria to test
total positivity is also deeply related to the foundation of the cluster algebra theory of Fomin and
Zelevinsky [17, 18]. Relevant recent applications include the development of Poisson geometry
in cluster algebras[20], and the computation of scattering amplitudes for on–shell diagrams for
the planar limit of N = 4 super Yang Mills theory[4, 5]. In recent years, total positivity has
proven to be an efficient tool to investigate the asymptotic properties of multi–line solitons for
the KP equation [6, 7, 8, 10, 11, 14, 28, 29, 30] which we study in this paper in the finite–gap
setting.
The topological classification of real algebraic curves is also deeply connected with the theory
of integrable systems and statistical models. In particular M-curves [24], i.e. real algebraic curves
with maximal number of components, naturally arise in the theory of integrable systems, such
as the real finite-gap theory of the KP equation [16] the theory of finite-gap at one energy
two-dimensional Schro¨dinger operators at the energies below the ground state [52, 53], quantum
cluster systems [21] and in statistical models such as dimer models [27]. Let us point out that
in these papers the M-curves (Harnack’s curves) arise as the spectral curves for two-dimensional
models with double-periodic boundary conditions or their quasiperiodic generalizations, and,
generically, they are smooth. An investigation of the relative positions of the branches of real
algebraic curves of given degree (and similarly for algebraic surfaces) is the first part of the
Hilbert’s 16th problem. The term M-curve was first introduced by Petrovsky [46] (“M” means
“maximal”). Additional information about this topic can be found in the review papers [44, 54].
In this paper we establish a connection of different nature between the theory of totally positive
Grassmannians, and rational degenerations of M curves, in the framework of the solitonic limit
of real finite gap solutions for the Kadomtsev-Petviashvili 2 (KP) equation
(1) ∂x
(−4∂tu+ 6u∂xu+ ∂3xu)+ 3∂2yu = 0,
where ∂z denotes the usual partial derivative with respect to the variable z.
We recall that a relevant question is: can all real regular KP multisoliton solutions
be obtained by degenerating real regular finite-gap KP solutions. The importance of this
problem was pointed out by S.P. Novikov. In this paper we provide a positive answer to the
above question for real bounded regular multiline KP solitons, associated to the principal cell
GrTP(N,M).
We remark that, even if the same soliton solution can be obtained from different degenerate
algebraic–geometric data, Baker–Akhiezer functions are still an important tool of integration in
such limiting case [15]. For instance, in the case of the open Toda lattice, such approach has
been used by Krichever and Vaninsky [34] to construct a Baker–Akhiezer function on a reducible
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singular curve which is the limit of the hyperelliptic spectral curve associated to the periodic
Toda lattice.
Multiline KP solitons can be obtained from the Wronskian method [56, 41, 42, 25] starting
from N independent solutions of the heat hierarchy depending on M phases and are naturally
identified with a certain finite–dimensional reduction of the Sato Grassmannian [49]. The KP
multiline soliton solutions are real bounded and regular for all (x, y, t) if and only if they are
parametrized by points in the totally nonnegative part of the Grassmannian, GrTNN(N,M) [29].
The asymptotic behavior in space–time and the tropicalization for this class of solutions has been
thoroughly investigated in [10, 11, 28, 29, 30] using the combinatorial classification of Postnikov
[48] of GrTNN(N,M). According to Krichever scheme of KP finite gap theory [31, 32], this
family of solutions also originates from regular quasi–periodic solutions in the solitonic limit.
In this paper we show that real bounded regular multiline KP soliton solutions originate from
regular real quasi–periodic finite-gap solutions in the solitonic limit.
Regular real quasi–periodic solutions are parametrized by degree g non–special divisors on
genus g Riemann surfaces which possess an antiholomorphic involution of decomposing type
which fixes the maximum number g+ 1 of ovals [16]∗. In such a case, there exists a homological
basis of cycles such that the α cycles correspond to g (finite) ovals and the essential singularity
of the wavefunction is in the remaining (infinite) oval. Finally, for a fixed spectral curve, such
solutions are parametrized by degree g non–special divisors of the Baker–Akhiezer function with
exactly one pole in each finite oval. In the solitonic limit a certain number of cycles shrinks and
the non–singular curve degenerates to a reducible curve of rational type.
Let us fix the M phases, κ1 < · · · < κM . Then generic regular bounded multi–line KP solitons
are parametrized by points in GrTP(N,M) ⊂ GrTNN(N,M), i.e. points in the Grassmannian
with all Plu¨cker coordinates strictly positive [48]. These solutions then depend on N(M − N)
parameters (the dimension of the Grassmannian). We show that for any compact subset in
GrTP(N,M) we may fix a spectral curve, which is a rational degeneration of regular M–curves
of genus N(M −N), and the solutions are parametrized by N(M −N) point divisors on it.
The starting point of the construction is the following observation: for any soliton data in
GrTP(N,M), the Sato dressed wave function is defined on CP1, which we denote Γ0, with M+1
marked points (the phases κ1, . . . , κM and the essential singularity P0). On Γ0, the normalized
Sato dressed wave function is a Baker–Akhiezer function for the given soliton data with a real
N–point divisor. To obtain a degree N(M−N) divisor, in our construction we attach additional
components to Γ0 in such a way that the resulting reducible curve possesses the N(M −N) + 1
real components (ovals), and we extend the Baker–Akhiezer function to these new components
so that the degree of the divisor matches the number of finite ovals and the reality constraints
of Dubrovin–Natanzon theorem. To make effective the relation between Sato’s and finite–gap
approaches for this family of KP soliton solutions in GrTP(N,M), we use total positivity in
classical sense. Our construction gives a new relation between the theory of integrable systems,
the theory of algebraic curves and total positivity. In [2], we modify our approach and extend
the present construction to all positroid cells in the stratification of GrTNN(N,M) characterized
in [48].
A relevant open question is the characterization of the regular M–curves whose rational limit
has been constructed here and in [2]. Another important open question is also the thorough in-
vestigation of the following problem: start from a given reducible curve and a divisor compatible
with the reality and regularity conditions in [16] and identify the soliton data in GrTNN(N,M).
∗In the following, with a slight abuse of notation, we call regular M–curves the Riemann surfaces satisfying
Dubrovin and Natanzon’s hypotheses.
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In [1], one of us has identified the (M − 1)–dimensional variety of soliton data in GrTP(N,M)
associated to a specific rational degeneration of a hyperelliptic curve and proved that the vacuum
KP divisor for such soliton data coincides with the Toda divisor found in [34].
In a forthcoming paper we also plan to investigate explicitly the relations between our con-
struction and the characterization of the asymptotic behaviour of the multi–line solitons in
[11, 30], i.e. to characterize the asymptotics of the zero divisor D(x, y, t,~0) on Γ(ξ). Finally it
would be relevant to investigate possible connections between KP soliton theory and statistical
models such as dimers in the disk [35] or with field theoretical models in the framework of
the planar limit of N = 4–SYM [4, 5] through their common combinatorial characterization in
GrTNN(N,M).
1.1. Main results and plan of the paper. The main result of this paper is that, for soliton
solutions associated with the principal cell GrTP(N,M), we can always fix algebraic–geometric
data on reducible curves, generating these solutions, with additional requirements that these
curves are rational degenerations of some family of regular M–curves and that the divisor points
satisfy the reality and regularity conditions of [16].
The first nontrivial case we study is GrTP(1,M) (see also [1]). In this case the curve Γ is
obtained by attaching a second copy of CP1 to Γ0 at the phases κ1, . . . , κM , and it is the rational
degeneration of a hyperelliptic M-curve of genus M−1. The divisor has degree M−1 and exactly
one point in each real finite oval. We do the construction of the KP wavefunction on Γ in two
steps. We first extend the Sato vacuum wavefunction to a degree M − 1 meromorphic function,
Ψ(P,~t)†, on Γ\{P0} with exactly one simple pole in each finite oval (see (13)) and such that at the
Darboux marked point Q1 belonging to the infinite oval, Ψ(Q1,~t) coincides with the generator
of the dressing transformation for the KP solution (see (14)). Then, after normalization, the
dressing of Ψ, Ψ˜(P,~t) has a degree M −1 pole divisor with exactly one simple pole in each finite
oval and its restriction to Γ0 is the normalized Sato dressed wavefunction (see Lemma 1).
For soliton data in GrTP(N,M), we use a similar scheme: we first glue (N + 1) copies of CP1,
Γ = Γ0 unionsq Γ1 unionsq · · · unionsq ΓN in pairs at some real ordered points creating N(M −N) + 1 ovals. We
then extend Sato vacuum (zero potential) wavefunction on Γ0\{P0} to a meromorphic vacuum
wavefunction on Γ\{P0} with a degree N(M −N) divisor on Γ\Γ0 such that exactly one divisor
point belongs to each finite oval and, at each marked Darboux point Qr, r ∈ [N ], we require that
Ψ coincides for all time with one of the N generators of the dressing transformation associated
to the given soliton data. Then, after normalization, the dressing of Ψ, Ψ˜(P,~t) has a degree
N(M −N) pole divisor with exactly one simple pole in each finite oval and its restriction to Γ0
is the normalized Sato dressed wavefunction (see Theorem 4). The advantage of this multistep
procedure is that it is easier to control indirectly the position of the effective KP divisor imposing
conditions on the vacuum wavefunction than to directly extend the Baker Akhiezer function to
Γ\{P0}.
In the general case GrTP(N,M), the main technical problem is to coherently glue more copies
of CP1 in pairs creating the necessary number of ovals, in such a way to control the position of
the effective divisor.
To solve this problem we use the following two-step construction:
(1) We provide an algebraic model of the vacuum wave function using total positivity to
control the values of the vacuum wavefunction at all marked points.
†Here and in the following, unless differently specified, ~t means the whole sequence of times ~t = (x, y, t, t4, t5, . . . )
associated to the KP hierarchy.
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(2) We introduce a family of curves depending on a parameter ξ  1, and we show that, for
any point in GrTP(N,M) there exists ξ0 such that for any ξ > ξ0 the analytic extension
of the Sato vacuum wave function to the curve Γ(ξ) coincides with the algebraic model.
The topological type of the resulting reducible rational curve Γ = Γ(ξ) is independent of
ξ  1 and it is the same for all points in GrTP(N,M). In particular the real part of Γ, ΓR has
N(M−N)+1 real ovals, and Γ is the rational degeneration of a regular M-curve of minimal genus
g = N(M − N). In section 7 we construct explicitly the reducible nodal curve associated to
generic points in GrTP(2, 4) and the underlying regular M–curve of genus 4, which is a 3-sheeted
covering of the Riemann sphere.
More precisely, the leading order behavior of the vacuum wavefunction Ψ(P,~t) at all marked
points of Γ(ξ), for ξ  1, is ruled explicitly by an algebraic recursion (see Theorems 5 and 6)
associated to a conveniently normalized totally positive band matrix Aˆ representing the soliton
datum in GrTP(N,M). The exact behavior of Ψ(P,~t) at the marked points on Γ(ξ) is ruled via
an upper triangular matrix Aˆ(ξ) explicitly computed in the proof of Theorem 6.
Thanks to the recursive relations in Theorem 5, we control the sign of Ψ at the double
points and, therefore, the position of the vacuum divisor in the ovals of Γ(ξ). In section 7 we
explicitly compute such vacuum divisor for the algebraic curve associated to generic soliton data
in GrTP(2, 4). The characterization of the vacuum wave–function is contained in Theorem 3
where we prove that Ψ(P,~t)
(1) coincides with Sato’s vacuum wavefunction on Γ0 ;
(2) is meromorphic of degree N(M −N) on Γ\{P0};
(3) possesses M −N simple poles on each Γr, r ∈ [N ];
(4) possesses exactly one simple pole in each finite oval of Γ;
(5) coincides with an explicit basis of heat hierarchy solution f
(r)
ξ (
~t), which generate the
Darboux transformation, at the marked Darboux point Qr ∈ Γr, for any r ∈ [N ] and for
all ~t.
Properties (4) and (5) are sufficient to guarantee the complete control of the position of the
effective divisor of the normalized KP wavefunction Ψ˜(P,~t) = Ψ˜ξ(P,~t), which is obtained ap-
plying the dressing (Darboux) transformation to the vacuum wavefunction: the effective divisor
D = D(ξ) satisfies both the conditions imposed by Dubrovin–Natanzon theorem and the con-
straints imposed by Sato dressing (see Theorem 4). More precisely, we prove that Ψ˜(P,~t) has
the following properties:
(1) its restriction to Γ0 coincides with Sato’s KP dressed wavefunction;
(2) it is meromorphic of degree N(M −N) on Γ\{P0};
(3) it possesses N poles on Γ0;
(4) it possesses M −N − 1 simple poles on each Γr, r ∈ [N ];
(5) it possesses exactly one simple pole in each finite oval of Γ.
We also provide explicit estimates for the position of the divisor D in Theorem 7 in the given
local coordinates. We stress that such local coordinates are associated to a totally positive basis
in Fomin–Zelevinsky sense [17] and, in this sense, we establish a natural correspondence between
points in GrTP(N,M) and the algebraic–geometric data associated to the corresponding soliton
solutions.
Plan of the paper:
• In section 2, we recall some known facts about regular finite gap and multi–soliton
solutions of the KP equation.
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• In section 3, we first associate the rational degeneration of a genus (M−1) hyperelliptic M–
curve and construct the effective divisor for soliton data in GrTP(1,M). Then we present
the main ideas of the algebraic–geometric construction for soliton data in GrTP(N,M).
• Section 4 contains the principal statements. In Theorem 4, we extend the Baker–
Akhiezer function for generic soliton data in GrTP(N,M) to the curve Γ(ξ). The proof
follows immediately from Theorem 3, in which we extend Sato’s vacuum wavefunction to
Γ(ξ) so that it takes the desired values at all marked points (double points and Darboux
points).
• The proof of Theorem 3 is carried out in detail in Section 5. The first part of the proof is
algebraic and fixes the leading order behavior of the vacuum wavefunction at the double
points and at the Darboux points (Lemma 2 and Theorem 5). The matrix associated
to such leading order behavior is in band form and we characterize its properties in
Appendix A. The second part of the proof (Theorem 6) is analytic and contains the
explicit construction of the vacuum wavefunction. Some Lemmas necessary to its proof
are in Appendix B.
• In section 6 we characterize the pole divisor D and the zero divisor D(~t) of the KP–
eigenfunction Ψ˜(P,~t).
• In section 7 we apply our construction to soliton data in GrTP(2, 4). In particular we
explicitly construct the curve Γ(ξ) and show that it is the rational degeneration of an M–
curve of genus 4. We also construct the vacuum divisor and check the algebraic identities
for the vacuum wavefunction in such case.
Notation: We use the following notations throughout the paper:
(1) N and M are positive integers such that N < M ;
(2) For s ∈ N let [s] = {1, 2, . . . , s}; if s, j ∈ N, s < j, then [s, j] = {s, s+1, s+2, . . . , j−1, j};
(3) For a given matrix A we denote by A
[i1,...,ip]
[j1,...,jq ]
the p × q submatrix of A formed by the
elements Aimjl , m ∈ [p], l ∈ [q];
(4) If p = q, ∆
[i1,...,ip]
[j1,...,jp]
(A) denotes the determinant of the submatrix A
[i1,...,ip]
[j1,...,jp]
.
(5) For a given matrix A, ∆[j1,...,jn](A) denotes the determinant of the n×n matrix, combined
from the last n rows of the columns j1,. . . , jn;
(6) ~t = (t1, t2, t3, . . . ), where t1 = x, t2 = y, t3 = t;
(7) θ(ζ,~t) =
∞∑
n=1
ζntn,
(8) We denote the real phases κ1 < κ2 < · · · < κM and θj ≡ θ(κj ,~t).
2. Multi–soliton KP solutions
The KP equation (1) was originally introduced by Kadomtsev and Petviashvili [26] to study
the stability of the Korteweg de Vries equation under weak transverse perturbation in the y
direction. It has remarkable properties coming from the fact that it is the first non trivial flow
[56] of the so–called KP Hierarchy (see the monographs [13, 15, 25, 43, 45]). The family of regular
real bounded KP multi–line soliton solutions may be characterized with different approaches:
the Wronskian method, a special reduction of the Sato Grassmannian and in the solitonic limit
of real finite–gap theory. Below we briefly recall how these solutions may be obtained via these
different approaches.
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2.1. The heat hierarchy and the dressing transformation. Let A = (Aij), be an N ×
M real matrix and fix κ1 < · · · < κM . In the following ~t = (x, y, t, t4, t5, . . . ) indicates an
infinite number of real times unless specified differently. Following [41], let us consider N linear
independent solutions
(2) f (i)(~t) =
M∑
j=1
Aije
θj , i ∈ [N ],
to the heat hierarchy‡
(3) ∂yf = ∂
2
xf, ∂tlf = ∂
l
xf, l = 2, 3, . . . ,
and define their Wronskian
(4) τ(~t) = Wr(f (1), . . . , f (N)) ≡
∑
I
∆I(A)
∏
i1<i2
i1,i2∈I
(κi2 − κi1)e
∑
i∈I
θi
where the sum is other all N–element ordered subsets I in [M ], i.e. I = {1 ≤ i1 < i2 < · · · <
iN < M} and ∆I(A) are the maximal minors of the matrix A, i.e. the Plu¨cker coordinates for
the corresponding point in the finite dimensional Grassmannian Gr(N,M).
The multi–line soliton solution to the KP equation (1) is defined by the following formula:
(5) u(~t) = 2∂2x log(τ(~t)).
For the full KP hierarchy it is rather easy to check that the condition ∆I(A) ≥ 0 for all I is
necessary and sufficient to have (5) regular and real bounded for all times. A very nontrivial
result of [29] states that this condition is necessary and sufficient also in the case of the first flow
from the KP hierarchy. In such case, the equivalence class of A , [A] is a point in the totally
non–negative Grassmannian [48]
GrTNN(N,M) = GL+N\MatTNNN,M ,
where MatTNNN,M is the set of real N ×M matrices of maximal rank N with nonnegative maximal
minors ∆I(A) and GL
+
N is the group of N ×N matrices with positive determinants.
Since left multiplication by N × N matrices with positive determinants preserves the KP
multisoliton solution u(~t) in (5), there is a natural bijection between KP regular real bounded
multi–line solitons (5) and points in GrTNN(N,M).
Let us recall the construction of the wave function for the multi–line soliton solutions. Ac-
cording to Sato theory [49] all KP soliton solutions may be obtained from the dressing (inverse
gauge) transformation of the vacuum eigenfunction Ψ(0)(ζ,~t) = exp(θ(ζ,~t)), which solves
∂xΨ
(0)(ζ,~t) = ζΨ(0)(ζ,~t), ∂tlΨ
(0)(ζ,~t) = ζ lΨ(0)(ζ,~t), l ≥ 2,
via the dressing (i.e. gauge) operator
W (~t) = 1−
∞∑
j=1
χj(~t)∂
−N
x ,
under the condition that W satisfies Sato equations
∂tnW = BnW −W∂nx , n ≥ 1,
‡We remark that the class of solutions to (3) that we consider in this paper is not the general one.
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where Bn = (W∂
n
xW
−1)+ is the differential part of the operator W∂nxW−1. Then
L = W∂xW
−1 = ∂x +
u(~t)
2
∂−1x + · · · , u(~t) = 2∂xχ1(~t),
and
Ψˆ(0)(ζ;~t) = WΨ(0)(ζ;~t)
are respectively the KP-Lax operator, the KP–potential (KP solution) and the KP-eigenfunction,
i.e.
LΨˆ(0)(ζ;~t) = ζΨˆ(0)(ζ;~t), ∂tlΨˆ
(0)(ζ;~t) = BlΨˆ
(0)(ζ;~t), l ≥ 2,
where Bl = (W∂
l
xW
−1)+ = (Ll)+.
The dressing transformation associated to the line solitons (5) corresponds to the following
choice of the dressing operator
W = 1− w1(~t)∂−1x − · · · − wN (~t)∂−Nx ,
where w1(~t), . . . , wN (~t) are uniquely defined as solutions to the following linear system of equa-
tions
(6) ∂Nx f
(i) = w1∂
N−1
x f
(i) + · · ·+ wNf (i), i ∈ [N ],
and, in such case, w1(~t) = ∂xτ/τ and u(~t) = 2∂xw1(~t) = 2∂
2
x log(τ). Moreover
(7) D(N) ≡W∂Nx = ∂Nx − ∂N−1x w1(~t)− · · · − wN (~t).
We observe that w1, . . . , wN is the solution to the linear system (6) if and only if
(8) D(N)f (i) ≡W∂Nx f (i) = 0, i ∈ [N ].
Moreover, if the above identity holds, then
∂tl(D
(N)f (i)) = 0, ∀l ∈ N,
that is, by construction, the N -th order Darboux transformation is associated with the N eigen-
functions f (1)(~t), . . . , f (N)(~t), of the KP Lax Pair with zero potential for the infinite multiplicity
eigenvalue.
The KP-eigenfunction associated to this class of solutions is
Ψˆ(0)(ζ;~t) = WΨ(0)(ζ;~t) =
(
1− w1(~t)ζ−1 − · · · − wN (~t)ζ−N
)
eθ(ζ,
~t),
or, equivalently,
(9)
D(N)Ψ(0)(ζ;~t) ≡W∂Nx Ψ(0)(ζ;~t) =
(
ζN − ζN−1w1(~t)− · · · − wN (~t)
)
Ψ(0)(ζ;~t) = ζN Ψˆ(0)(ζ;~t).
2.2. Real finite–gap KP solutions and M–curves. The general method to construct periodic
and quasi–periodic solutions to the KP equation is due to Krichever [31, 32]: let Γ be a smooth
algebraic curve of genus g with a marked point P0 and let ζ
−1 be a local parameter in Γ in
a neighborhood of P0 such that ζ
−1(P0) = 0. The triple (Γ, P0, ζ−1) defines a family of exact
solutions to (1) parametrized by degree g non-special divisors D defined on Γ\{P0}.
The finite gap solutions of (1) are constructed starting from the commutation representation§
[56]
(10) [−∂y +B2,−∂t +B3] = 0,
§The representation of KP as commutation of operators is also known in literature as Zakharov–Shabat equation
or zero–curvature condition.
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Ω 1
Ω 2 Ω 3
Ω 1
Ω 2 Ω 3
Figure 1. Left: a regular M-curve, g = 2, 3 real ovals (painted grey), involution σ is
reflection, orthogonal to the Π plane. Right: degeneration of a genus 2 M-curve, 3 real
ovals (painted grey).
where
B2 ≡ (L2)+ = ∂2x + u, B3 = (L3)+ = ∂3x +
3
4
(u∂x + ∂xu) + u˜,
and ∂xu˜ =
3
4∂yu. Then, the Baker-Akhiezer function Ψ˜(P,
~t) meromorphic on Γ\{P0}, with
poles at the points of the divisor D and essential singularity at P0 of the form
Ψ˜(ζ,~t) = eζx+ζ
2y+ζ3t+··· (1− χ1(~t)ζ−1 − · · · − χN (~t)ζ−N − · · · )
is an eigenfunction of the following linear differential operators
∂yΨ˜ = B2Ψ˜, ∂tΨ˜ = B3Ψ˜,
and in such case, imposing compatibility condition (10), u(~t) = 2∂xχ1(~t) satisfies the KP equa-
tion.
The divisor of poles D does not depend on the times ~t. In contrast to it, the divisor of zeroes
D(~t) depends on all times. The Abel transform of D(~t) is a linear function of times ~t, therefore
such transform linearizes the KP hierarchy. D is an effective divisor, therefore Ψ(ζ,~0) ≡ 1, and
at the point ~t = ~0 the divisor of zeroes coincides with the divisor of poles, D(~0) = D. The last
identity justifies the use of the same letter for both divisors.
After fixing a canonical basis of cycles a1, . . . , ag, b1, . . . , bg and a basis of normalized holo-
morphic differentials ω1, . . . , ωg on Γ, that is
∮
aj
ωk = 2piiδjk,
∮
bj
ωk = Bkj , j, k ∈ [g], the KP
solution takes the form
(11) u(x, y, t) = 2∂2x log θ(xU
(1) + yU (2) + tU (3) + z0) + c1,
where θ is the Riemann theta function and U (k), k ∈ [3] are vectors of the b–periods of the
following normalized meromorphic differentials, holomorphic on Γ\{P0} and with principal parts
ωˆ(k) = d(ζk) + . . . , k ∈ [3], at P0 (see [31, 16]).
The necessary and sufficient conditions for the smoothness and realness of the solution (11)
associated with smooth curve Γ of genus g have been proven by Dubrovin and Natanzon (see
[16] and references therein): Γ must be an M–curve, that is it possesses an antiholomorphic
involution¶
σ : Γ→ Γ, σ2 = 1, σ(P0) = P0, σ∗(ζ) = ζ¯,
such that the set of fixed points of σ consists of g+ 1 ovals (the maximum number of ovals [23]),
Ω0,Ω1, . . . ,Ωg. These ovals are called “fixed” or “real”. The set of real ovals divides Γ into two
connected components. Each of these components is homeomorphic to a sphere with g+1 holes.
In Figure 1[left] we show an example.
¶Here ·¯ denotes complex conjugation.
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On such smooth M–curve of genus g it is possible to fix a basis of cycles such that the essential
singularity P0 belongs to one oval Ω0 (which is called “infinite” oval), and the remaining g fixed
ovals Ωj , j ∈ [g] coincide with the aj-cycles of this basis:
σ(aj) = aj , σ(bj) = −bj , j ∈ [g].
We call the ovals Ωj , j ∈ [g] “finite”. Finally, in order to have regular real quasi–periodic
solutions it is necessary and sufficient that each finite oval contains exactly one pole
divisor point[16].
The proof that this condition is sufficient is rather simple. At ~t = ~0 each finite oval contains
exactly one zero divisor point. During real times evolution, each point of the zero divisor moves
in the corresponding oval, and no point of the zero divisor can touch the oval Ω0. Taking into
account that the singularities of the solution arise when a divisor point touches the point P0, we
see that for real times solutions are regular. It is easy to check that this argument is valid for
degenerate M-curves if the distance of the pole divisor from the intersection of the finite ovals
and the infinite ovals is positively bounded from below.
3. Algebraic-geometric approach to real bounded regular multiline KP
solitons
Soliton solutions of KP correspond to algebraic-geometric data associated to rational curves
obtained by shrinking some cycles to double points ([33], see also the book [15] and references
therein). After applying the Darboux transformation (7) we obtain the wave function (9) defined
on a Riemann sphere denoted by Γ0 throughout the paper, whose effective divisor D(0) =
{γ(0)l ; l ∈ [M − 1]} ⊂ Γ0\{P0}, consists of the N real simple poles of the dressed wavefunction
(9) at time ~t = ~0 = (0, 0, . . . ),
(12) (γ
(0)
l )
N − w1(~0)(γ(0)l )N−1 − · · · − wN−1(~0)γ(0)l − wN (~0) = 0, l ∈ [N ],
which satisfy κ1 ≤ γ(0)1 < γ(0)2 < · · · γ(0)N ≤ κM [39], after convenient labeling.
The sufficient part of Dubrovin and Natanzon’s proof holds also when the algebraic M-curve is
singular. Since the multi-soliton solutions associated to points in GrTNN(N,M) are real bounded
regular for all ~t, it is natural to expect that they may be associated to algebraic-geometric data
on reducible curves which are rational degenerations of regular M–curves. In the following we
provide such construction. For example, in Figure 1[right] we show the rational degeneration
of the smooth M–curve of Figure 1[left]. For what concerns the degenerate M-curve, we describe
them in terms of their real parts represented as a collection of circles in the plane (with non-
intersecting interiors) with marked points, where each marked point at one circle is connected
to the corresponding marked point at another circle. For an example, see Figure 2[left]. Let us
point out that this diagram is a pure topological representation, it does not respect the complex
structure. To obtain a degenerate M-curve it is necessary and sufficient that this diagram can be
drawn in the plane without intersection (see Figure 2).
In our text we present a solution of the following
Problem. Associate a rational degeneration of a smooth M–curve and a divisor
satisfying the reality and regularity conditions, to a regular real bounded multiline soliton
solution of KP represented by the following data:
(1) The fixed numbers M , N , M > N .
(2) A set of M real ordered phases κ1 < κ2 < · · · < κM .
(3) A point [A] in the totally positive Grassmannian GrTP(N,M).
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Remark 1. Of course, the solution to this problem is not unique, and our construction provides
an infinite number of curves depending on a parameter.
To be more precise, in our text we associate the following algebraic-geometrical objects to a
given soliton datum:
(1) A reducible curve Γ which is the rational degeneration of a smooth M–curve of genus
N(M −N) equal to the dimension of the totally positive Grassmannian. Γ has exactly
N(M −N) + 1 ovals. The curve Γ0 in our approach is one of the irreducible components
of Γ.
(2) On Γ we construct a unique wave–function Ψ˜ such that its restriction on Γ0 is the
normalized Sato wave function.
(3) On Γ\{P0} the wave function Ψ˜ has effective divisor of degree N(M−N) which coincides
with (12) on the restriction to Γ0. The essential singularity P0 ∈ Γ0 lies in the infinite
oval of Γ. Each finite oval of Γ contains exactly one divisor point.
In our paper we construct the wave function Ψ˜ in three steps:
(1) We first extend the vacuum wave function Ψ(0) = eθ(ζ;~t) from the curve Γ0 to the curve
Γ as a meromorphic function Ψ in Γ\{P0}. The poles of this function are called the
vacuum divisor. The function Ψ satisfies the heat hierarchy for all values of spectral
parameter ζ ∈ Γ.
(2) We then apply the Darboux transformation (dressing) D(N) to Ψ. In the algebraic–
geometric setting, the dressing corresponds to the following shift of the divisor: we add
a N -th order pole to the point P0 and N simple zeroes to some points Q1, . . . , QN . The
divisor of D(N)Ψ is non-effective.
(3) We renormalize the dressed wave function:
Ψ˜(ζ,~t) =
D(N)Ψ(ζ,~t)
D(N)Ψ(ζ,~0)
.
The divisor of Ψ˜ is the effective KP divisor.
Remark 2. If we work with regular spectral curves, the shift of the divisor corresponds to a
phase shift in the KP solution u(~t). In the case of degenerate curves, the Jacobian consists of
several components, and some of them correspond to trivial solutions of KP, and other ones
correspond to nontrivial solutions. By applying the Darboux transformation we jump from one
component to another, therefore we generate nontrivial solutions from the trivial ones.
Remark 3. The advantage of our multi-step procedure is that it is easier to control indirectly
the position of the dressed KP divisor via the position of vacuum divisor than directly extend
the Sato divisor to Γ. Indeed, we are able to control the sign of the vacuum wave function at all
double points and its value at the Darboux points through an algebraic lemma.
3.1. Algebraic-geometric construction for soliton data in GrTP(1,M). In the case of
soliton data [A] = [A1, . . . , AM ] ∈ GrTP(1,M), the expected minimal degree of the divisor is
M − 1 = dim (GrTP(1,M)). Since Sato constraints produce a one point divisor on Γ0, we
need to glue at least another copy of CP1 to Γ0 creating double points and M ovals. Then,
on such reducible curve, we must extend the wavefunction to a Baker–Akhiezer function with
M−1 poles with the following constraints: the poles are simple, the essential singularity P0 ∈ Γ0
belongs to one such oval and each other oval contains exactly one such pole.
To achieve such a goal, we make the ansatz that Γ is the rational degeneration of a hyperelliptic
curve of genus M − 1 such that all branch points are real. Let υ be the hyperelliptic involution
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Ω 3
Γ2
Γ1
Ω 1
Ω 1
Γ1
Γ2
Ω 2Ω 2
Ω 3
Γ1
Γ2
Ω 1
Figure 2. Left: The real part of degenerated M- curve from the previous example is
represented as a pair of circles with 3 connecting lines. Right: Not a M-curve, genus =2,
the diagram is non-planar, 1 real oval
and Γ1 = υ(Γ0). Here σ is the standard complex conjugation of the Riemann spheres Γ0, Γ1,
σΓ0 = Γ0, σΓ1 = Γ1. The double points κj , j ∈ [M ], are fixed points of both involutions σ, υ.
Finally, let Q1 = υ(P0). By definition, Γ = Γ0 unionsqΓ1 possesses M ovals, Ω0,Ω1,1, . . . ,Ω1,M−1 such
that P0, Q1 ∈ Ω0 and, for each l ∈ [M −1], Ω1,l is the topological circle formed by the connected
union of the intervals [κl, κl+1] ⊂ Γ0 and [υ(κl), υ(κl+1)] ⊂ Γ1 (see Figure 3).
We then extend the vacuum wavefunction Ψ(0)(P,~t) to a meromorphic function Ψ(P,~t) on
P ∈ Γ\{P0} with an (M − 1)–point divisor in the intersection of Γ1 with the finite ovals Ω1,l,
l ∈ [M − 1]. We also set the value of Ψ(Q1,~t) to the heat hierarchy solution f (1)(~t) so that the
Darboux transformation
D(1) = ∂x − ∂xf
(1)(~t)
f (1)(~t)
creates a non–effective divisor with one zero at Q1 for all ~t. Then, after normalization, the effec-
tive KP divisor satisfies both the reality and regularity conditions in [16] and Sato’s constraints.
Without loss of generality, let us choose the representative matrix [A] ∈ GrTP(1,M) which
satisfies
∑M
l=1Al = 1. Then, the vacuum wavefunction on Γ = Γ0 unionsq Γ1 is defined as follows
(13) Ψ(ζ,~t) =

Ψ(0)(ζ;~t) = eθ(ζ;~t), ζ ∈ Γ0,
Ψ(1)(ζ;~t) =
∑M
l=1AlEl(~t)
∏M
j 6=l(ζ − κj)∏M−1
r=1 (ζ − br)
, ζ ∈ Γ1
with
θ ≡ θ(ζ;~t) =
∑
i≥1
ζiti, El(~t) = e
θ(κl;~t), l ∈ [M ],
where the vacuum divisor bj consists of M − 1 real simple poles on Γ1, uniquely defined by the
gluing conditions:
Ψ(0)(κl;~t) = Ψ
(1)(κl;~t), l ∈ [M ].
It is easy to check that
κ1 < b1 < κ2 < b2 < κ3 < · · · < κM−1 < bM−1 < κM .
Moreover, by definition,
(14) Ψ(1)(Q1;~t) = lim
ζ→∞
Ψ(1)(ζ;~t) =
M∑
l=1
alEl(~t) = f
(1)(~t), ∀~t,
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Γ0
Γ1
0P
Q1
1κ 2κ
b1 b2 bM−1
Mκ...
υ
Γ0
Γ1
0P
Q1
1κ 2κ
γ 1
(1)
γ 1
(0)
γ M−2
(1)
Mκ
Ω 1,2 Ω 1,M−1Ω 0 Ω 1,1
...
Figure 3. The rational degeneration of an hyperelliptic curve is associated to soliton
data in GrTP(1,M). Left: the vacuum divisor. Right: a possible effective divisor after
the Darboux transformation.
is the heat hierarchy solution generating the Darboux transformation D(1) for the given soliton
data. Then, it is immediate to verify that the KP wavefunction
(15) Ψ˜(ζ,~t) =
D(1)Ψ(ζ,~t)
D(1)Ψ(ζ,~0)
=

Ψ˜(0)(ζ;~t) =
ζ−γ(0)1 (~t)
ζ−γ(0)1
eθ(ζ;~t), ζ ∈ Γ0,
Ψ˜(1)(ζ;~t) =
∑
1≤j<l≤M
AlAj(κl−κj)2El(~t)Ej(~t)
M∏
s 6=j,l
(ζ−κs)
f (1)(~t)
∑
1≤j<l≤M
AlAj(κl−κj)2
M∏
s 6=j,l
(ζ−κs)
, ζ ∈ Γ1,
has effective divisor D(1) = {γ(0)1 ; γ(1)1 , · · · , γ(1)M−2}, which satisfies the required conditions. Indeed
the following Lemma holds.
Lemma 1. [1] Let κ1 < · · ·κM , [A] ∈ GrTP(1,M) as above, and let Ψ˜(ζ,~t) be as in (15). Then:
(1) the restriction of the divisor D(1) on Γ0 consists of one pole: D(1) ∩ Γ0 = {γ(0)1 }, where
γ
(0)
1 =
∑M
j=1 Ajκj∑M
j=1 Aj
;
(2) D(1) ∩ Γ1 = {γ(1)1 , . . . γ(1)M−2}, where γ(1)r , r ∈ [M − 2], are the real simple roots of∑
1≤j<l≤M AlAj(κl − κj)2
∏M
s 6=j,l(ζ − κs) = 0;
(3) each finite oval contains exactly one pole and no pole is in the infinite oval, #
(D(1) ∩ Ω1,l) =
1, for any l ∈ [M − 1], and D(1) ∩ Ω0 = ∅.
Moreover, if γ0 coincides with a double point, that is for some l¯ ∈ [2,M − 1], γ(0)1 = κl¯, then
also γ
(1)
l¯−1 = κl¯ and D(1) ∩
(
[κl¯−1, κl¯+1]\{κl¯}
)
= ∅.
We remark that the case in which γ
(1)
0 coincides with a double point is not generic and, for
any  > 0 there exists ~t0 = (x0, y0, t0, 0, . . . ) with ||~t0|| <  such that γ(0)1 (~t0) 6= κl¯. Finally,
D(1) ∩Ω0 = ∅ implies that, under our hypotheses, the pole divisor satisfies a stronger conditions
than in [39] , that is
γ
(0)
1 , γ
(1)
l ∈]κ1, κM [, ∀l ∈ [M − 2].
If we start from the vacuum wavefunction as in (13) and apply the Darboux transformation
D(N) associated to a generic point in GrTP(N,M), we obtain an effective divisor which coincides
with Sato’s on Γ0 and consists of further M − 1 distinct poles on Γ1. In [1] one of us (S.A.)
has characterized the (N − 1)–dimensional variety of soliton data in GrTP(N,M) such that the
Darboux transformation D(N) generates a non–effective divisor with a zero of order N in Q1, so
that the effective divisor has M−N−1 real simple poles on Γ1 and is compatible with Dubrovin
and Natanzon conditions (see Remark 2). Such multi–line solitons are naturally related to the
14 SIMONETTA ABENDA AND PETR G. GRINEVICH
k1 k2 k3 k4 k5 k6
(1)λ4
(1)
α4
(1)
α3(1)α2 Γ1(1)λ1 (1)λ2 (1)λ3
(2)λ4(2)λ3(2)λ2
(2)λ1
(2)
α2
(2)
α3
(2)
α4Γ2
(3)λ4(3)λ2
Γ3(3)λ1 (3)λ3
Γ0
(1)b1 (1)b2
(1)b3
(2)b1
(3)b1 (3)b2
(3)b3
(2)b2
(2)b3
P0
Q1
Q2
Q3
Ω 0
Ω 1,3Ω 1,1 Ω 1,2
Ω 2,3Ω 2,2
Ω 3,1
Ω 3,2 Ω 3,3
k3k2
k1
k4 k5 k6
Γ2
Ω 2,1
(1)
α2 Γ1
(1)
α3
(1)
α4
Γ0
(1)λ1 (1)λ4(1)λ3(1)λ2
(2)
α2
(2)
α4(2)α3
Γ3
(2)λ1 (2)λ2 (2)λ3
(2)λ4
(3)λ2(3)λ1
(3)λ3
(3)λ4
Q1
Q2
Q3
P0
Figure 4. Left: The real part of Γ for M = 6, N = 3. Right: The 10 real ovals of Γ
for M = 6, N = 3.
finite Toda lattice (see [1] and references therein) and correspond to a well–defined immersion
of GrTP(1,M) ↪→ GrTP(N,M), for any fixed N ∈ [M − 1]. In particular, in [1] it is remarked
that the KP vacuum divisor b1, . . . , bM−1 of the KP vacuum wavefunction (13) on Γ1 coincides
with the Toda divisor in [34] upon identification of the KP phases with the Toda spectrum and
of the soliton datum [A] ∈ GrTP(1,M) in the Toda IVP.
3.2. The algebraic-geometrical setting for soliton data in GrTP(N,M). Now we present
the main geometric construction of our paper.
Definition 1. The rational spectral curve. Assume that we have the following data
(1) The fixed numbers M , N , M > N .
(2) A set of M real ordered phases κ1 < κ2 < · · · < κM .
To such data we associate the curve Γ, obtained by gluing N + 1 copies of CP1, Γ0, Γ1, · · · ,ΓN ,
in the following way:
Denote by ζ the local parameter on each copy of CP1. We have the following marked points:
(1) On Γ0 we have M real ordered marked points κ1 < κ2 < . . . < κM and the infinite point
P0, ζ(P0) =∞.
(2) On each Γr, r ∈ [N ] we have M −N + 1 real negative ordered marked points in the local
coordinate ζ
(16) λ
(r)
1 = 0 > λ
(r)
2 > · · ·λ(r)M−N+1,
M −N real positive ordered marked points in the local coordinate ζ
(17) 0 < α
(r)
2 < α
(r)
3 < · · · < α(r)M−N+1,
and the infinite point Qr, ζ
−1(Qr) = 0.
To such data we associate the following set of gluing rules:
(1) We glue λ
(1)
l ∈ Γ1 to κN+l−1 ∈ Γ0, for l ∈ [M −N + 1];
(2) For any r ∈ [2, N ], we glue λ(r)1 ∈ Γr to κN−r+1 ∈ Γ0;
(3) For any r ∈ [2, N ], and for all l ∈ [2,M −N + 1], we glue λ(r)l ∈ Γr to α(r−1)l ∈ Γr−1.
Let us recall that we have the standard complex conjugation on each copy of CP1, and, taking
into account that we glue only real points, we obtain a complex conjugation on Γ. It is easy
to check that we construct a connected reducible curve whose real part possesses the needed
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Figure 5. Left: Ovals passing through double points in agreement with the planar
diagram. Right: Oval passing the double points not in agreement with planar diagram.
number of ovals. In Proposition 1 we characterize the topological properties of Γ and we show
the gluing rules and the ovals structure in Figure 4 for the case N = 3, M = 6.
Proposition 1. Let Γ = Γ0 unionsq Γ1 unionsq · · · unionsq ΓN be the connected reducible curve of Definition 1.
Then the real part of Γ which we denote ΓR possesses 1 + (M − N)N ovals and each oval is
topologically equivalent to a circle. Each double point of Γ is a common point to exactly a pair of
ovals. Let us denote Ω0 the oval containing the infinity point P0 ∈ Γ0 (we call this oval infinite),
and Ωr,n, r ∈ [N ], n ∈ [M −N ] be the remaining (M −N)×N (finite) ovals.
Then Qr ∈ Ω0, r ∈ [N ], Ωr,k are defined by the following properties:
(1) For r = 1, n ∈ [M −N ],
Ω1,n ∩ Γ0 = [κN+n−1, κN+n], Ω1,n ∩ Γ1 = [λ(1)n+1, λ(1)n ];
Ω1,n ∩ Γr = ∅, r ∈ [2, N ];
(2) For r ∈ [2, N ]
Ωr,1 ∩ Γ0 = [κN−r+1, κN−r+2], Ωr,1 ∩ Γr−1 = [λ(r−1)1 , α(r−1)2 ],
Ωr,1 ∩ Γr = [λ(r)2 , λ(r)1 ], Ωr,1 ∩ Γj = ∅, ∀j ∈ [N ]\{0, r − 1, r};
(3) For r ∈ [2, N ] and n ∈ [2,M −N ],
Ωr,n ∩ Γr−1 = [α(r−1)n , α(r−1)n+1 ], Ωr,n ∩ Γr = [λ(r)n+1, λ(r)n ],
Ωr,n ∩ Γj = ∅, ∀j ∈ [N ]\{r − 1, r};
Proof. The real ovals of Γ are defined as the union of the corresponding intervals. The structure
of the ovals can be easily determined from the gluing law settled in Definition 1. 
Remark 4. Our curve can be obtained as a degeneration of a smooth compact Riemann surface
of genus N × (M − N) with an antiholomorphic involution σ having N × (M − N) + 1 fixed
ovals. Therefore this smooth Riemann surface is an M–curve (see [44]), and it is natural to treat
Γ as as reducible rational M–curve.
Remark 5. In our representation of the real part of our curve as a planar diagram, we use
the following rule: the ovals pass the double points in such a way that they do not intersect
each other on the diagram (see Fig. 5). Moreover,a perturbation is admissible if respects the
antiholomorphic involution σ, and if it preserves the number of ovals (see Fig. 6). For example,
in the GrTP(1,M) case, we assume, that after perturbation the double points split into pairs of
real points. The perturbations splitting double points into pairs of complex conjugate point also
respect the antiholomorphic involution, but they reduce the number of ovals and are forbidden.
In Section 7 we represent rational degenerations of smooth M–curves corresponding to the
soliton data in GrTP(2, 4) as partial normalizations of reducible algebraic plane nodal curve
whose irreducible components are rational (for necessary definitions see [3]). We also show that
such reducibl plane curv is the rational degeneration of a smooth M–curve of genus 4.
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Figure 6. Left: A curve with double points and a pair of ovals passing through the
double point. Middle: An admissible perturbation of the curve: the number of ovals is
preserved. Right: This perturbation is not admissible since two ovals merge.
Let us now describe the analytic properties of the vacuum wave function. Let us introduce
the following notation: the restriction of Ψ to the component Γr is denoted by Ψ
(r); if P ∈ Γr
and ζ = ζ(P ), then
(18) Ψ(ζ,~t)
∣∣∣
Γr
= Ψ(r)(ζ,~t).
Definition 2. The vacuum wave function. Assume that we have the following data
(1) The reducible M–curve Γ as in Definition 1.
(2) A collection of N × (M − N) real divisor points b(r)k ∈ Γr, r ∈ [N ], k ∈ [M − N ] such
that λ
(r)
k+1 < b
(r)
k < λ
(r)
k .
To such data we associate the vacuum wave function Ψ(P,~t), where P is a point of the curve Γ,
and ~t is the vector of KP times (we may use the standard assumption that only a finite number
of tj 6= 0) with the following analytic properties:
(1) Ψ(0)(ζ,~t) is the Sato vacuum KP wave function:
(19) Ψ(0)(ζ,~t) = eθ,
where
(20) θ ≡ θ(ζ,~t) =
∑
i∈[∞]
ζiti, t1 = x, t2 = y, t3 = t, . . .
(2) For any fixed collection of KP times ~t the function Ψ(r)(ζ,~t), r > 0 is meromorphic in ζ
on Γr, and its divisor is exactly b
(r)
1 , . . . , b
(r)
M−N .
(3) Matching rules at the double points: at all double points of Γ obtained by gluing
a pair of points P1 ∈ Γi and P2 ∈ Γj the wave function has the same value for all ~t:
Ψ(P1,~t) ≡ Ψ(P2,~t). More precisely,
(a) For r = 1 and l ∈ [M − N + 1] the values of Ψ(1) at the point λ(1)l is equal to the
value of Ψ(0) at the point κN+l−1:
(21) Ψ(1)(λ
(1)
l ,
~t) = Ψ(0)(κN+l−1,~t), ∀~t;
(b) For r ∈ [2, N ] the value of Ψ(r) at the point λ(r)1 is equal to the value of Ψ(0) at the
point κN−r+1:
(22) Ψ(r)(λ
(r)
1 ,~t) = Ψ
(0)(κN−r+1,~t), ∀~t;
(c) For r ∈ [2, N ] and l ∈ [2,M −N + 1] the value of Ψ(r) at the point λ(r)l , is equal to
the value of Ψ(r−1) at the point α(r−1)l :
(23) Ψ(r)(λ
(r)
l ,
~t) = Ψ(r−1)(α(r−1)l ,~t), ∀~t.
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Proposition 2. The properties (1)-(3) uniquely define the function Ψ(P,~t). Moreover, for all
P ∈ Γ\{P0, b(r)j , r ∈ [N ], j ∈ M − n} the function Ψ(P,~t) is a smooth function in the variables
~t. If, in addition, P is a real point, i.e. σP = P , then Ψ(P,~t) is real for real ~t.
The proof of this statement is standard and we omit it.
Remark 6. Properties (1), (2) and (3) in Definition 2 immediately impose that the vacuum
wave function takes the following form:
(24) Ψ(r)(ζ,~t) =
M−N+1∑
l=1
B˚
(r)
l
∏
j 6=l(ζ − λ(r)j )∏M−N
k=1 (ζ − b(r)k )
V
(r)
l (
~t), r ∈ [1, N ],
for some real coefficients B˚
(r)
l , l ∈ [M − N + 1], and b(r)k , k ∈ [M − N ] depending only on ξ,
where
(25) V
(r)
l (
~t) =

eθN+l−1(
~t), l ∈ [M −N + 1], r = 1
eθN−r+1(
~t) l = 1, r ∈ [2, N ]
Ψ(r−1)(α(r−1)l ,~t) l ∈ [2,M −N + 1], r ∈ [2, N ].
Let us define fr(~t) = Ψ(Qr,~t), r ∈ [N ]. Then by applying the Darboux transformation
we obtain the dressed (unnormalized) KP wave function, associated to the set fr of the heat
hierarchy solutions. Then its normalization
(26) Ψ˜(P,~t) =
D(N)Ψ(P,~t)
D(N)Ψ(P,~0)
,
is the Baker-Akhiezer function for the KP multisoliton solution used in the Krichever construc-
tion in the case of reducible spectral curve. It also satisfy the Dubrovin-Natanzon reality and
regularity constraints.
Our goal is to solve the inverse problem: construct the spectral data from a given
soliton datum, consisting of M ordered phases and a point [A] of the totally positive
Grassmannian GrTP(N,M). Such inverse problem is equivalent to construct a curve and
a vacuum divisor such that the functions Ψ(Qr,~t) form a basis of heat hierarchy solutions
generating the Darboux transformation associated with the prescribed point [A].
A solution of this problem is given in the next Section. Assume that we have succeeded in
constructing such a curve and a vacuum divisor on it. Let us describe the action of the Darboux
transformation in the algebraic-geometrical terms.
Theorem 1. Assume that we fix the soliton data: a set of M real ordered phases K = {κ1 <
κ2 < · · · < κM} and a point of the totally positive Grassmannian [Aˆ] ∈ GrTP(N,M). If, to such
soliton data, we may associate a curve Γ as in Definition 1, a N(M −N) vacuum divisor b(r)j
as in Definition 2 and a representative matrix Aˆ, such that
(27) Ψ(Qr,~t) =
∑
j∈[M ]
AˆN−r+1j e
θj(~t), r ∈ [N ],
then the Darboux transformation D(N) associated to the soliton data (K, [Aˆ]) generates the fol-
lowing shift of divisor: we add N simple zeroes at the points Qr and N -th order pole at the
point P0.
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Figure 7. The KP effective divisor may be described as the following action
of the Darboux (dressing) D(N) transformation on the effective vacuum divisor:
poles are allowed to move inside the finite ovals in such a way that N poles lie
in Γ0 and M −N − 1 poles lie in each copy Γr, r ∈ [N ].
Proof. By construction, the Darboux transformed wave function is obtained from the vacuum
wave function by applying the N -th order ordinary differential operator D(N) such that Ψ(Qr,~t),
r ∈ [N ], generate its kernel. Therefore
(28) D(N)Ψ(Qr,~t) ≡ 0 for all ~t.
Property (28) exactly means that we add a simple zero at each Qr to the divisor. Near the point
P0 we have
(29) D(N)Ψ0(ζ,~t) = (ζ
N +O(ζN−1))eθ(ζ,~t),
therefore an N -order pole is added at P0. Since the operator D
(N) does not affect the poles b
(r)
j ,
r ∈ [N ], j ∈ [M −N ], of Ψ, the proof is complete. 
Remark 7. We remark that the gluing conditions at all double points are preserved by the
Darboux transformation for all ~t.
Let us now characterize the effective divisor (see also Figure 7).
Theorem 2. Under the hypotheses of Theorem 1, the normalized wavefunction
(30) Ψ˜(P,~t) =
D(N)Ψ(P,~t)
D(N)Ψ(P,~0)
, P ∈ Γ\{P0}
has the following analytic properties:
(1) Characterization of the effective divisor: Ψ˜(ζ,~t) is meromorphic for P ∈ Γ\{P0},
ζ = ζ(P ), and it possesses an N(M −N) divisor of real simple poles D = {γ(0)s , γ(r)l , s ∈
[N ], r ∈ [N ], l ∈ [M −N − 1]} independent on ~t and with the following properties:
(a) The restriction of Ψ˜(ζ,~t) to Γ0 (we use again notations (18) and denote it Ψ˜
(0)(ζ,~t))
is the normalized Sato KP wave function:
(31) Ψ˜(0)(ζ,~t) =
D(N)eθ(ζ,~t)
D(N)eθ(ζ,~0)
,
where θ(ζ,~t) is as in (20) and D(N) = ∂Nx − w1(~t)∂N−1x − · · ·wN (~t) is the Darboux
transformation associated to the soliton data (K, [A]), with K = {κ1 < · · · < κM}.
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Figure 8. Fig. 8: A small perturbation of a pair of zeroes at a double point.
In particular the divisor of poles restricted to Γ0 is {γ(0)s , s ∈ [N ]} and is the zero
set of the characteristic polynomial of D(N) at time ~t = ~0, i.e.
ζN − w1(~0)ζN−1 − · · ·wN (~0) = 0
(b) For any fixed collection of KP times ~t and r ∈ [N ] the restriction of Ψ˜(ζ,~t) to Γr
(we use again notations (18) and denote it Ψ˜(r)(ζ,~t)) is meromorphic in ζ on Γr,
and its divisor consists of M −N − 1 poles γ(r)1 , . . . , γ(r)M−N−1;
(c) There is exactly one divisor pole in each finite oval: # (D ∩ Ωr,l) = 1, for all r ∈ [N ],
r ∈ [M −N ]. Here we use the counting rule, see Definition 3;
(d) There is no pole in the infinite oval: D ∩ Ωr,l = ∅.
(2) Matching rules at the double points: at all double points of Γ obtained by gluing
a pair of points P1 ∈ Γri and P2 ∈ Γrj the wave function has the same value for all ~t:
Ψ˜(P1,~t) ≡ Ψ˜(P2,~t). More precisely,
(a) For r = 1 and l ∈ [M − N + 1] the value of Ψ˜(1) at the point λ(1)l is equal to the
value of Ψ˜(0) at the point κN+l−1:
(32) Ψ˜(1)(λ
(1)
l ,
~t) = Ψ˜(0)(κN+l−1,~t), ∀~t;
(b) For r ∈ [2, N ] the value of Ψ˜(r) at the point λ(r)1 is equal to the value of Ψ˜(0) at the
point κN−r+1:
(33) Ψ˜(r)(λ
(r)
1 ,~t) = Ψ˜
(0)(κN−r+1,~t), ∀~t;
(c) For r ∈ [2, N ] and l ∈ [2,M −N + 1] the value of Ψ˜(r) at the point λ(r)l is equal to
the value of Ψ˜(r−1) at the point α(r−1)l :
(34) Ψ˜(r)(λ
(r)
l ,
~t) = Ψ˜(r−1)(α(r−1)l ,~t), ∀~t.
Definition 3. (The counting rule) For ~t fixed, we call the divisor D(~t) of Ψ˜(ζ;~t) generic,
if no points of D(~t) lie at the double points of Γ, otherwise we call it non generic. In the non
generic case, we have at least a zero (resp. a pole) of Ψ˜(P,~t) at a double point P = X belonging
to a pair of finite ovals, that is X ∈ Γr1 ∩ Γr2, (r1 6= r2). In such case, the function Ψ˜(P,~t)
has simple zeroes (resp. simple poles) at X at both the components Γr1 and Γr2, i.e. we have
a collision of 2 divisor points γ
(r1)
k1
∈ Γr1 and γ(r2)k2 ∈ Γr2. Then we use the following counting
rule: if we have a pair of divisor points at a double point, then one of them is assigned to the
first oval and the other is assigned to the second oval.
The counting rule has the following interpretation. If we have a divisor point at a double
point, we may apply a generic small shift of ~t, and we obtain a generic divisor with the property
formulated in Theorem 2 (see Figure 8).
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4. The reducible M–curve and the effective divisor for soliton data in
GrTP(N,M)
In this section, in Theorem 4 we associate a spectral curve and an effective divisor to any given
soliton datum [Aˆ] ∈ GrTP(N,M) represented by the normalized band matrix Aˆ as in Definition 5.
More precisely, for any fixed sufficiently large positive parameter ξ, we construct such algebraic-
geometrical data on the spectral curve Γ(ξ) as in Definition 4. The proof of Theorem 4 follows
from Theorem 3, where we construct a vacuum wavefunction on Γ(ξ) satisfying all the properties
settled in Definition 2. We prove Theorem 3 in the next section: such proof is constructive and is
divided into an algebraic and an analytic part. In particular, we explicitly relate the elementary
Darboux transformations to a sequence of maps GrTP(1,M −N + 1)← GrTP(2,M −N + 2)←
. . .← GrTP(r−1,M −N +r−1)← GrTP(r,M −N +r)← . . .← GrTP(N,M), by constructing
a specific upper triangular representative matrix Aˆ(ξ) for the soliton datum in GrTP(N,M).
Such matrix Aˆ(ξ) rules the exact behavior of the vacuum wavefunction at all marked points and
it is obtained as a perturbation of the band matrix Aˆ which rules the dominant behavior of the
vacuum wavefunction at the same marked points. Finally, by construction, the two matrices
represent the same point in GrTP(N,M): [Aˆ(ξ)] = [Aˆ].
Definition 4. Specification of positions of the double points for the rational spectral
curve. Denote by Γ(ξ), ξ > 1, the spectral curve from Definition 1 with the following collection
of double points: on each Γr, r ∈ [N ]
(35) λ
(r)
1 = 0, λ
(r)
l = −ξ2(l−2), l ∈ [2,M −N + 1],
(36) α(r)s = ξ
2s−5, s ∈ [2,M −N + 1].
Remark 8. For soliton data in GrTP(1,M), M ≥ 4, we remark that Γ(ξ) in Definition 4 is not
equivalent as a complex variety to the rational degeneration of the hyperelliptic curve Γ used in
section 3.1.
Definition 5. To any given element of the totally positive Grassmannian GrTP(N,M) we as-
sociate the unique normalized band matrix:
(37)
Aˆ =

Aˆ11 Aˆ
1
2 Aˆ
1
3 Aˆ
1
4 . . . Aˆ
1
M−N+1 0 0 . . . 0 0 0
0 Aˆ22 Aˆ
2
3 Aˆ
2
4 . . . Aˆ
2
M−N+1 Aˆ
2
M−N+2 0 . . . 0 0 0
0 0 Aˆ33 Aˆ
3
4 . . . Aˆ
3
M−N+1 Aˆ
3
M−N+2 Aˆ
3
M−N+3 . . . 0 0 0
...
. . .
...
0 0 0 . . . 0 AˆN−1N−1 . . . . . . . . . Aˆ
N−1
M−2 Aˆ
N−1
M−1 0
0 0 0 0 . . . 0 AˆNN . . . . . . Aˆ
N
M−2 Aˆ
N
M−1 Aˆ
N
M

,
(38)
M−N+r∑
j=r
Arj = 1, r ∈ [N ],
and the following set of heat hierarchy solutions:
(39) f (N−r+1)(~t) =
M−N+r∑
j=r
Aˆrje
θj , r ∈ [N ].
It is easy to check that all elements Aˆij in this representation are positive.
M-CURVES AND TOTALLY POSITIVE GRASSMANNIANS 21
Remark 9. In Appendix A we review a certain number of properties of the band matrix Aˆ. In
particular, there are two different natural normalizations for banded matrices:
(1) Normalization (38) is convenient in the finite-gap approach, because it corresponds to
the normalization of the wavefunction for effective divisors.
(2) The normalization Aii = 1, i ∈ [N ], provides local affine coordinates xr,s on GrTP(N,M)
defined in Proposition 5 in Appendix A.
The connection between these two normalizations is very simple:
(40) Aˆij =
Aij
Aii +A
i
i+1 + . . .+A
i
M−N+i
.
Remark 10. The positive banded matrices arise in many applications, see, for example, [9],
[12].
Theorem 3. (The vacuum wavefunction on Γ(ξ)) Let the soliton data K = {κ1 < · · · < κM}
and [Aˆ] ∈ GrTP(N,M) be fixed, with Aˆ as in Definition 5. Let f (r)(~t), r ∈ [N ], be the heat
hierarchy solutions associated to Aˆ as in (39). Let Γ(ξ) denote the curve from Definition 4 for
ξ > 1.
Then for any sufficiently big ξ there exists an unique collection of divisor points b
(r)
k = b
(r)
k (ξ) ∈
]λ
(r)
k+1, λ
(r)
k [ and positive coefficients 
(r)
j = 
(r)
j (ξ), r ∈ [2, N ], j ∈ [r − 1] such that
(1)
(41) lim
ζ→∞
Ψ(1)(ζ,~t) = f (1)(~t),
(2) For r ∈ [2, N ]
(42) lim
ζ→∞
Ψ(r)(ζ,~t) =
f (r)(~t) +
∑r−1
j=1 
(r)
j f
(j)(~t)
1 +
∑r−1
j=1 
(r)
j
.
(3) At all double points the matching conditions of Definition 2 are fulfilled.
Moreover, if ξ → +∞, then all the parameters (r)j tend to 0.
Remark 11. The proof of Theorem 3 provides us with a small perturbation of the band matrix
Aˆ, Aˆ(ξ) which represents the same point in GrTP(N,M) as Aˆ: [Aˆ(ξ)] = [Aˆ]. Indeed the following
set of solutions of the heat hierarchy is uniquely associated to (42)
(43) f
(r)
ξ (
~t) ≡ f
(r)(~t) +
∑r−1
j=1 
(r)
j f
(j)(~t)
1 +
∑r−1
j=1 
(r)
j
=
M∑
j=N−r+1
Aˆ(ξ)N−r+1j e
θj , r ∈ [N ].
Then matrix Aˆ(ξ) is upper triangular by construction and it is defined starting from Aˆ in the
following way: for each r ∈ [N ], the (N − r+ 1)-th row of Aˆ(ξ) is the linear combinations of the
last r rows of Aˆ with the positive coefficients 
(r)
k (ξ), that is
Aˆ(ξ)N−r+1j = Aˆ
N−r+1
j +
r−1∑
k=1

(r)
k (ξ)Aˆ
N−k+1
j , j ∈ [M ].
The proof of this Theorem is provided in the section 5. We end this section with the Theorem
which summarizes the properties of the effective divisor of the normalized KP wavefunction Ψ˜
which is obtained dressing the vacuum wavefunction in Theorem 3.
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Theorem 4. (The effective divisor on Γξ) Let ξ  1, 1 ≤ N < M be fixed and let Γ = Γ(ξ)
be as in Definition 1. Let the soliton data K = {κ1 < · · · < κM} and [Aˆ] ∈ GrTP(N,M) be
fixed and let Ψ(ζ,~t) be the corresponding vacuum wavefunction on Γ satisfying Theorem 3. Let
D(N) = ∂Nx − w1(~t)∂N−1x − · · · − wN (~t) be the Darboux (dressing) transformation associated to
the soliton data. Then the effective divisor Dξ of the normalized dressed wavefunction
Ψ˜(ζ,~t) =
D(N)Ψ(ζ,~t)
D(N)Ψ(ζ,~0)
has degree N(M −N) and satisfies the reality and regularity conditions.
More precisely let us denote D(0) = {γ(0)k , k ∈ [N ]} the set of solutions to (12)
(γ
(0)
l )
N − w1(~0)(γ(0)l )N−1 − · · · − wN−1(~0)γ(0)l − wN (~0) = 0, l ∈ [N ]
and D(r)ξ = {γ(r)l (ξ), l ∈ [M −N − 1]} the set of solutions to
D(N)Ψ(r)(ζ,~0) = 0, r ∈ [N ].
Then Dξ = D(0) ∪ D(1)ξ ∪ · · · ∪ D(N)ξ and it has the following properties:
(1) Dξ ∩ Γ0 = D(0) and all points γ(0)k lying in Γ0 are pairwise different;
(2) For any fixed r ∈ [N ], Dξ ∩ Γr = D(r)ξ and all points γ(r)k (ξ) lying in Γr are pairwise
different;
(3) Dξ ∩ Ω0 = ∅;
(4) Dξ ⊂
⋃
r,j
Ωr,j, that is each γ
(r)
k (ξ) is real and lies in some finite oval;
(5) Each finite oval Ωr,j contains exactly one point of D according to the counting rule from
Definition 3.
The proof of Theorem 4 follows immediately from Theorems 1, 2 and 3.
Remark 12. Replacing the double points of the reduced curve Γ by thin handles, we pass from
real bounded regular solitons to real bounded regular quasiperiodic finite-gap solutions to the KP
equations. Moreover, in a neighborhood of the point [A] we can work with a fixed curve Γ and
we have a local bijection between the admissible divisors and an open subset in GrTP(N,M),
containing [A].
5. Proof of Theorem 3
The main ideas of the proof. The proof of the Theorem 3 may be divided in and algebraic
and an analytic part.
In the first part of the proof we present a recursive algebraic model of the principal cell of
GrTP(N,M), providing a birational map of this cell to the positive octant of RN(M−N). In
fact this construction can be treated as a special case of the Whitney theorem [55]. We start
defining natural projections: piN : Gr
TP(N,M)→ GrTP(N −1,M −1). If Aˆ is the band matrix
of Definition 5 representing the class [Aˆ] ∈ GrTP(N,M), then, removing the first row and the
first column of Aˆ we obtain a point in GrTP(N − 1,M − 1), represented by a (N − 1)× (M − 1)
band matrix with the same normalization of the initial Aˆ. Therefore we have a chain of maps:
(44)
GrTP(N,M)→ . . .→ GrTP(r,M−N+r)→ GrTP(r−1,M−N+r+1)→ . . .→ GrTP(1,M−N+1),
which we use to settle a recursive construction of the totally positive band matrix Aˆ starting
from the last row and moving up (Theorem 5). The key point in such construction is Lemma 2,
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where, to the r–th row of Aˆ, we associate a minimal set of M − N vectors with non–negative
entries with the following property: the band matrix obtained by adding the (r − 1)–
th row is totally positive if and only if the row r − 1 is a linear combination with
positive coefficients of these basic vectors and of the corresponding pivot vector. The
recursive procedure of Theorem 5 for the given band matrix Aˆ then follows from the following
two properties: 1) at any fixed step, the positive coefficients in Lemma 2 are uniquely defined by
the entries of the r–th row of Aˆ, and 2) the minimal set of vectors associated with the (r−1)–th
row is computed starting from the set of vectors associated with the r–th row via an explicit
transition matrix.
The second part of the proof uses the following idea: assume that we have a Riemann sphere
with M − N divisor points, M − N + 1 “input” points and M − N “output” points. Then
the value of the wave function at each output point is a linear combination of the values of
the wave function at the input points. The coefficients of this transition matrix depend on the
positions of the points and the divisor. We show that the transition matrices arising in
Theorem 5 admit arbitrary good approximation by transition matrices associated
with Riemann spheres by choosing proper marked points. Therefore we can construct a
family of spectral curves with divisors such that the asymptotics of the wave function at double
points for large ξ is ruled by the algebraic construction of the first part of the proof.
Moreover, this approximation is corrected at each step so that we obtain exact matching of
the vacuum wavefunction at the double points and control its value at the Darboux points. In
particular, we prove that Ψ(r)(ζ,~t) is positive if ζ > 0 for all ~t. Thus, the zeroes of the vacuum
wave function are located at the required positions.
5.1. The algebraic part. In this section Rn+ denotes the positive octant in the space Rn:
xj > 0, j ∈ [n]. Let us also remark that the positive octant in Rn is naturally isomorphic to a
collection of n+ 1 positive numbers {Bˆ1, Bˆ2, . . . , Bˆn+1} such that
Bˆ1 + Bˆ2 + . . .+ Bˆn+1 = 1.
(45) Bˆ1 =
1
1 + x1 + . . .+ xn
, Bˆj+1 =
xj
1 + x1 + . . .+ xn
, j ∈ [n].
Let us start from N = 1. In the case of GrTP(1,M) we have a very simple characterization:
the matrix Aˆ is totally positive if and only if it may be represented as:
(46) Aˆ = Bˆ1 · [1, 0, 0, . . . , 0] + Bˆ2 · [0, 1, 0, . . . , 0] + . . .+ BˆM · [0, 0, 0, . . . , 1],
where all Bˆi are positive. We fix the unique representative in [Aˆ] by assuming:
(47) Bˆ1 + Bˆ2 + . . .+ BˆM = 1.
Formulas (45)-(47) define a birational map R(M−1)+ → GrTP(1,M).
In the next Lemma we express the first row of the band matrix Aˆ as a linear combination with
positive coefficients of a minimal set of M −N + 1 vectors whose non–negative entries depend
only on the (N − 1)× (N − 1) minors of the band matrix obtained eliminating the first row and
the first column of Aˆ.
Lemma 2. (Principal Algebraic Lemma). Assume that Aˆ is an N ×M matrix in banded
form such that Aˆii > 0, Aˆ
i
j = 0, if and only if j < i or j > M − N + i and
∑M
j=1 Aˆ
i
j = 1 for
all i ∈ [N ]. Assume also that Aˆ has the following property: after removing the first row and the
first column from Aˆ we obtain a matrix Aˆ(0) such that [Aˆ(0)] ∈ GrTP(N − 1,M − 1).
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Then [Aˆ] ∈ GrTP(N,M) if and only if there exist Bˆn > 0, n ∈ [M −N + 1], such that
M−N+1∑
n=1
Bˆn = 1 and the first line of Aˆ can be represented in the following form
(48) [Aˆ11, Aˆ
1
2, . . . , Aˆ
1
M−N+1, 0, . . . , 0] =
M−N+1∑
n=1
BˆnEˆ
n,
where Eˆn denotes the following collection of vectors
(49) Eˆ1 = [1, 0, 0, . . . , 0], Eˆn = [0, En2 , E
n
3 , . . . , E
n
n , 0, . . . 0], n ∈ [2,M −N + 1],
Enj =
∆[j,n+1,...,n+N−2]∑n
s=2 ∆[s,n+1,...,n+N−2]
, j ∈ [2, n].
Moreover, in such case
(50) Bˆn =
 Aˆ
1
1, n = 1,
∆[n,...,n+N−1](
∑n
s=2 ∆[s,n+1,...,n+N−2])
∆[n,...,n+N−2]∆[n+1,...,n+N−1]
, n ∈ [2,M −N + 1].
Proof. To start with, let us present an alternative definition of the vectors Eˆn. Consider the
matrix Aˆ
[2,3,...,N ]
[2,3,...,n+N−2] obtained from Aˆ by taking the consequent columns 2, 3, . . . , n+N−2 and
removing the first row. Using the same Gaussian elimination process as above we can transform
Aˆ
[2,3,...,N ]
[2,3,...,n+N−2] to the banded form. Denote by A
′n the vector obtained from the first row of the
banded form of Aˆ
[2,3,...,N ]
[2,3,...,n+N−2] by adding one zero at the left-hand side and M−N−n+2 zeroes
at the right-hand side.
The Gaussian elimination does not affect (n− 1)-order minors, formed by the last n− 1 rows
and arbitrary columns. Therefore we have the following formulas:
(A′n)j =
{
∆[j,n+1,...,n+N−2]
∆[n+1,...,n+N−2]
j ∈ [2, n],
0 j = 1 or j > n+ 1,
and Eˆn =
(
A′n
)
·
(∑n
j=2(A
′n)j
)−1
.
Let us replace the first row of Aˆ by Eˆn, and denote the new matrix by A˜(n). Denote by
A˜
(n)
[j,j+1,...,j+N−1] the N ×N submatrices of A˜(n) formed by N consecutive columns starting from
the column j, j ≥ 2. If j ≤ n − 1, the first row of A˜(n)[j,j+1,...,j+N−1] is a linear combination of
the other rows, and det(A˜
(n)
[j,j+1,...,j+N−1]) = 0. If j > n, all elements of the first row are equal
to 0 and det(A˜
(n)
[j,j+1,...,j+N−1]) = 0. If j = n, the matrix A˜
(n)
[j,j+1,...,j+N−1] is lower-triangular,
therefore we have
det(A˜
(n)
[j,j+1,...,j+N−1]) = δ
n
j ·
∆[n,n+1,...,n+N−2]∆[n+1,n+2,...,n+N−1](∑n
s=2 ∆[s,n+1,...,n+N−2]
) ,
where n, j ∈ [2,M − N + 1], and δij denotes the standard Kronecker symbol. As a corollary
we immediately obtain that the vectors Eˆn, n ∈ [0,M −N ] are linearly independent, therefore
any vector with zero elements in the positions M −N + 2, M −N + 3, . . . , M can be uniquely
represented as a linear combination of these vectors.
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Denote by A˜ the matrix, obtained from Aˆ by replacing the first row with the vector, defined
by the formula (48). Then
∆[n,n+1,...,n+N−1](A˜) = Bˆn ·
∆[n,n+1,...,n+N−2]∆[n+1,n+2,...,n+N−1](∑n
s=2 ∆[s,n+1,...,n+N−2]
) ,
where n > 0,
∆[1,2,...,N ](A˜) = ∆[1,2,...,N ].
Therefore we have A˜ = Aˆ if and only if Bˆn are defined by (50) for n > 1, Bˆ1 = Aˆ
1
1.
If all minors of the matrix Aˆ are strictly positive, then all Bˆn > 0. Conversely, if all Bˆn > 0,
then all N -order minors of Aˆ formed by consequent columns are strictly positive, and applying
Lemma 6 we obtain that all N -order minors are strictly positive. It completes the proof. 
Corollary 1. Assume that the matrix Aˆ is the same as in the Principal Algebraic Lemma,
and all N × N minors of Aˆ are strictly positive. Denote by A˘ the matrix, obtained from Aˆ by
removing the last s columns, s < M−N . If we apply to A˘ the same procedure as in the Principal
Algebraic Lemma, we obtain a collection of vectors E˘n, n = 1, 2, . . . ,M −N − s+ 1, where E˘n
is obtained from Eˆn by removing the last s zeroes.
Proof. The proof follows directly from the following property of the collection Eˆn: to define the
element Eˆn it is sufficient to know the first N + n− 2 columns of the matrix Aˆ. 
In Lemma 2 the bases Eˆn are provided by explicit formulas. However, our construction of the
vacuum wavefunction for a given spectral curve requires a recursive procedure for calculating the
vectors Eˆn, since such vectors rule the large ξ asymptotic behavior of the vacuum wave function
at all double points and Darboux points. Next Theorem is the main result of this subsection
and it provides such recursive algebraic construction.
In Theorem 5 to each row of Aˆ we associate a unique collection of M − N + 1 normalized
vectors Eˆ(r)[j], j ∈ [M − N + 1] with non–negative entries, such that this row is expressed
as a linear combination of these vectors with positive coefficients Bˆ
(r+1)
l > 0, r ∈ [0, N − 1],
l ∈ [M −N + 1]. For each row we organize such a collection of vectors as an (M −N + 1)×M
matrix Eˆ(r). We show that matrices Eˆ(r) can be computed using a simple recursive procedure.
Theorem 5. (The recursive algebraic construction). Let N < M and let Aˆ be the totally
non-negative N×M band matrix as in Definition 5 representing a given point [Aˆ] ∈ GrTP(N,M).
For any r ∈ [0, N−1] let us define a normalized (M−N+1)×M matrix Eˆ(r) with non-negative
entries of the form:
Eˆ(r) =

Eˆ(r)[1]
Eˆ(r)[2]
...
Eˆ(r)[M−N+1]
 , Eˆ(r)[j] = [(Eˆ(r)[j])1, (Eˆ(r)[j])2, . . . , (Eˆ(r)[j])M ],
and normalization
∑M
s=1(Eˆ
(r)[j])s = 1, by the following formulas:
(1) For r = 0 the matrix Eˆ(0) is defined by: (Eˆ(0)[l])j = δ
N+l−1
j .
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(2) For r ∈ [1, N − 1] the matrix Eˆ(r) is defined by: (Eˆ(r)[1])j = δN−rj , and for n ∈ [2,M −
N + 1]
(51)
(Eˆ(r)[n])j =

0, if j ∈ [N − r]
∆[j;N−r+n,N−r+n+1,...,N+n−2]∑N−r+n−1
s=N−r+1 ∆[s;N−r+n,N−r+n+1,...,N+n−2]
, if j ∈ [N − r + 1, N − r + n− 1]
0, if j ∈ [N − r + n,M ].
For each r ∈ [N ] let us define a collection Bˆ(r)j , j ∈ [M − N + 1] of positive coefficients as
follows:
(1) For r = 1 the constants Bˆ
(1)
j are defined by: Bˆ
(1)
j = Aˆ
N
N+j−1, j ∈ [M −N + 1].
(2) For r ∈ [2, N ] the constants Bˆ(r)j are defined by:
(52)
Bˆ
(r)
j =
 Aˆ
N−r+1
N−r+1, if j = 1
∆[N−r+j,...,N+j−1](
∑N−r+j
s=N−r+2 ∆[s;N−r+j+1,N−r+j+2,...,N+j−2])
∆[N−r+j+1,...,N+j−1]∆[N−r+j,...,N+j−2]
, if j ∈ [2,M −N + 1]
Then the matrices Eˆ(r) and the coefficients Bˆ
(r)
j have the following properties:
(1) The constants Bˆ
(r)
l are normalized:
∑M−N+1
s=1 Bˆ
(r)
s = 1.
(2) For each r ∈ [1, N ] we have:
(53) Aˆ[N−r+1] =
M−N+1∑
j=1
Bˆ
(r)
j Eˆ
(r−1)[j],
(3) For each r ∈ [1, N ] we have:
(54) Eˆ(r)[2,M−N+1] = B(r)Eˆ(r−1),
where B(r) denotes the following (M −N)× (M −N + 1) matrix:
(55) B(r) =

Bˆ
(r)
1
Bˆ
(r)
1
0 0 . . . 0 0
Bˆ
(r)
1
Bˆ
(r)
1 +Bˆ
(r)
2
Bˆ
(r)
2
Bˆ
(r)
1 +Bˆ
(r)
2
0 . . . 0 0
Bˆ
(r)
1
Bˆ
(r)
1 +Bˆ
(r)
2 +Bˆ
(r)
3
Bˆ
(r)
2
Bˆ
(r)
1 +Bˆ
(r)
2 +Bˆ
(r)
3
Bˆ
(r)
3
Bˆ
(r)
1 +Bˆ
(r)
2 +Bˆ
(r)
3
. . . 0 0
...
...
...
. . . 0 0
Bˆ
(r)
1∑M−N
l=1 Bˆ
(r)
l
Bˆ
(r)
2∑M−N
l=1 Bˆ
(r)
l
Bˆ
(r)
3∑M−N
l=1 Bˆ
(r)
l
. . .
Bˆ
(r)
M−N∑M−N
l=1 Bˆ
(r)
l
0

Remark 13. For any fixed r ∈ [N ], the elements of the matrix Eˆ(r) and the coefficients Bˆ(r)j are
subtraction free rational expressions in the minors of Aˆ formed with its last k rows for k ≤ r,
so they may be expressed as subtraction free rational expressions in the elements xl,s, l ∈ [r],
s ∈ [M − N ] of the FZ-basis following Corollary 6. As a consequence, all the identities in the
above Theorem may be expressed in invariant form, that is they are associated to the given point
in the Grassmannian and not to the representative matrix Aˆ.
The proof of the Theorem is based on the following two Lemmas:
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Lemma 3. Let Aˆ be a totally positive N × M matrix in banded as in Definition 5 and let
s ∈ [N − 1] be fixed. Let us define
Bˆj =
{
Aˆss, j = 1
∆[s+j−1,...,N+j−1]·(
∑j−1
k=1 ∆[s+k;s+j,...,N+j−2])
∆[s+j−1,...,N+j−2]∆[s+j,...,N+j−1]
, j ∈ [2,M −N + 1].
Then
k∑
j=1
Bˆj =
∑k
j=1 ∆[s+j−1;s+k,...N+k−1]
∆[s+k,...,N+k−1]
, k ∈ [M −N + 1].
In particular
M−N+1∑
j=1
Bˆj =
∑M−N+1
j=1 ∆[s+j−1;M−N+s+1,...M ]
∆[M−N+s+1,...,M ]
=
M−N+s∑
j=s
Aˆsj ≡ 1.
Proof. The proof is by induction in l using the minors identity
∆[s+j−1;s+k−1,...,N+k−2]∆[s+k,...,N+k−1] + ∆[s+k−1,...,N+k−1]∆[s+j−1;s+k,...,N+k−2] =
∆[s+j−1;s+k,...,N+k−1]∆[s+k−1,...,N+k−2]
where s < s+ j − 1 < s+ k − 1 < N + k − 1.
Indeed for l = 1 we just have
Bˆ1 ≡ Aˆss =
∆[s...N ]
∆[s+1,...,N ]
.
Suppose the identity holds for l = k−1, then for l = k, using the minors identity, we immediately
get
k∑
l=1
Bˆl =
∆[s+k−1,...,N+k−1]
∑k−1
j=1 ∆[s+j;s+k,...,N+k−2]
∆[s+k−1,...,N+k−2]∆[s+k,...,N+k−1]
+
∑k−1
j=1 ∆[s+j−1;s+k−1,...,N+k−2]
∆[s+k−1,...,N+k−2]
=
∆[s;s+k,...,N+k−1] + ∆[s+k−1,...,N+k−1]
∆[s+k,...,N+k−1]
+
∑k−1
j=2 ∆[s+j−1;s+k,...,N+k−1]
∆[s+k,...,N+k−1]
During this calculation we used the following formula: due to the banded structure of Aˆ and
k ∈ [2,M −N + 1]: ∆[s;s+k−1,...,N+k−2]∆[s+k−1,...,N+k−2] =
∆[s;s+k,...,N+k−1]
∆[s+k,...,N+k−1]
= Aˆss. 
Lemma 4. Let Aˆ be a totally positive N ×M matrix in banded form as in Definition 5. Let
r ∈ [N − 1], k ∈ [2,M −N + 1] and j ∈ [N − r + 1, N − r + k − 1]. Then we have the following
identity
(56)
k−1∑
n=1
∆[N−r+n,...,N+n−1] ·∆[j;N−r+n+1,...,N+n−2]
∆[N−r+n+1,...,N+n−1] ·∆[N−r+n,...,N+n−2]
=
∆[j;N−r+k,...,N+k−2]
∆[N−r+k,...,N+k−2]
Proof. The proof is again by induction. For k = 2 we have j = N − r + 1, and the identity is
trivial. Let k > 2, and suppose that for all 2 ≤ k′ ≤ k − 2 the identity has been proven. Then
for j ∈ [N − r,N − r + k − 2] we can write∑k−1
n=1
∆[N−r+n,...,N+n−1]·∆[j;N−r+n+1,...,N+n−2]
∆[N−r+n+1,...,N+n−1]·∆[N−r+n,...,N+n−2] =
=
∑k−2
n=1
∆[N−r+n,...,N+n−1]·∆[j;N−r+n+1,...,N+n−2]
∆[N−r+n+1,...,N+n−1]·∆[N−r+n,...,N+n−2] +
∆[N−r+k−1,...,N+k−2]·∆[j;N−r+k,...,N+k−3]
∆[N−r+k,...,N+k−2]·∆[N−r+k−1,...,N+k−3] =
=
∆[j;N−r+k−1,...,N+k−3]
∆[N−r+k−1,...,N+k−3]
+
∆[N−r+k−1,...,N+k−2]·∆[j;N−r+k,...,N+k−3]
∆[N−r+k,...,N+k−2]·∆[N−r+k−1,...,N+k−3] =
=
∆[j;N−r+k−1,...,N+k−3]·∆[N−r+k,...,N+k−2]+∆[N−r+k−1,...,N+k−2]·∆[j;N−r+k,...,N+k−3]
∆[N−r+k,...,N+k−2]·∆[N−r+k−1,...,N+k−3] =
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Applying the minor identity to the numerator, we obtain∑k−1
n=1
∆[N−r+n,...,N+n−1]·∆[j;N−r+n+1,...,N+n−2]
∆[N−r+n+1,...,N+n−1]·∆[N−r+n,...,N+n−2] =
∆[j;N−r+k,...,N+k−2]·∆[N−r+k−1,...,N+k−3]
∆[N−r+k,...,N+k−2]·∆[N−r+k−1,...,N+k−3] =
=
∆[j;N−r+k,...,N+k−2]
∆[N−r+k,...,N+k−2]
.
Assume now that j = N − r + k − 1. Then we have only one nonzero term in our sum:
∆[N−r+k−1,...,N+k−2] ·∆[N−r+k−1;N−r+k,...,N+k−3]
∆[N−r+k,...,N+k−2] ·∆[N−r+k−1,...,N+k−3]
=
∆[N−r+k−1;N−r+k,...,N+k−2]
∆[N−r+k,...,N+k−2]
.

Now we are ready to prove Theorem 5.
Proof. The first item follows immediately from Lemma 3
The second statement is exactly the Principal Algebraic Lemma, applied to the matrix, ob-
tained from Aˆ by removing the first N − r rows and the first N − r columns. Applying the
formula (49) we immediately notice, indeed, that the vector Eˆ(r−1)[l] is obtained from Eˆl by
adding N − r zeroes from the left.
The last statement follows immediately from the Lemma 4. 
5.2. The analytic part. We do the proof recursively starting from the last line.
Let us introduce the following notation.
(57) ψ(r)n (~t) =
M∑
j=1
Eˆ
(r)[n]
j e
θj(~t) =
∑N−r+n−1
j=N−r+1 ∆[j;N−r+n,N−r+n+1,...,N+n−2]e
θj(~t)∑N−r+n−1
s=N−r+1 ∆[s;N−r+n,N−r+n+1,...,N+n−2]
,
where Eˆ
(r)[n]
j are as in Theorem 5. In Proposition 3 we compute the vacuum divisor points
on the component Γ1, and we check that, at leading order in ξ, the value of the vacuum wave
function at each double point coincides with that prescribed by Theorem 5, i.e. we check that
ψ
(0)
n (~t) and ψ
(1)
n (~t) respectively are the leading order behavior at λ
(1)
n and α
(1)
n when ξ  1 .
Proposition 3. Let ξ  1 be fixed, and let Γ = Γ(ξ) be as in Definition 4, with λ(1)l , l ∈
[M −N + 1], α(1)s , s ∈ [2,M −N + 1], as in (35) and (36). Let
Ψ(1)(ζ,~t) =
M−N+1∑
l=1
B˚
(1)
l
∏M−N+1
k 6=l (ζ − λ(1)k )∏M−N
k=1 (ζ − b(1)k )
eθN+l−1(
~t),
where B˚
(1)
l , b
(1)
k are unknown parameters. Then the requirements:
(1) lim
ζ→∞
Ψ(1)(ζ,~t) =
M∑
j=N
AˆNj e
θj(~t),
(2) Ψ(1)(λ
(1)
l ,
~t) = eθN+l−1(
~t) > 0, l ∈ [M −N + 1]
uniquely define the coefficients B˚
(1)
l = Aˆ
N
N+l−1, l ∈ [M − N + 1] and the divisor points b(1)k =
b
(1)
k (ξ) ∈]λ(1)k+1, λ(1)k [, k ∈ [M −N ]. Moreover Ψ(1) has the following properties:
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(1) Ψ(1)(ζ,~t) > 0, ∀ζ > 0, and for all real ~t. In particular, all α(1)n > 0, therefore
Ψ(1)(α
(1)
n ,~t) > 0 for all n and for all real ~t. Moreover, we have the following estimate:
for α
(1)
n as in (36), n ∈ [2,M −N + 1],
(58)
Ψ(1)(α(1)n ,~t) =
M∑
j=1
E
(1)[n]
j (ξ)e
θj(~t) =
(
ψ(1)n (~t) +
∑M
j=N+n−1 Aˆ
N
j e
θj(~t)ξ−2(j−n−N+1)−1∑N+n−2
s=N Aˆ
N
s
)
(1+O(ξ−1)),
where
ψ(1)n (~t) =
N+n−2∑
j=N
AˆNj e
θj(~t),
and for all n ∈ [2,M−N+1] the coefficients E(1)[n]j (ξ) defined by (58) have the following
properties:
(a) E
(1)[n]
j (ξ) ≡ 0, if j ∈ [N − 1];
(b) E
(1)[n]
j (ξ) are rational functions in ξ for all j ∈ [N,M ];
(c) lim
ξ→∞
E
(1)[n]
j (ξ) = Eˆ
(1)[n]
j , where Eˆ
(1) is as in Theorem 5 for r = 1.
(2) The elementary symmetric functions in the b
(1)
k (ξ),
Π(1)s (ξ) =
∑
1<j1<j2<···<js≤M−N
(
s∏
l=1
b
(1)
jl
)
, s ∈ [M −N ]
are rational functions in ξ with coefficients depending only on AˆNN+l, l ∈ [0,M −N ];
(3) For ξ  1, we have the following explicit asymptotic estimates for the divisor points b(1)k
on Γ1:
(59) b
(1)
k = −
∑k−1
l=0 Aˆ
N
N+l∑k
l=0 Aˆ
N
N+l
ξ2(k−1)(1 +O(ξ−1))), k ∈ [M −N ];
Proof. Requirement (1) is clearly equivalent to B˚
(1)
l = Aˆ
N
N+l−1, l ∈ [M −N + 1]. Requirement
(2) is equivalent to:
AˆNN+l−1
∏M−N+1
k 6=j (λ
(1)
j − λ(1)k )∏M−N
k=1 (λ
(1)
j − b(1)k )
= δjl , j, l ∈ [M −N + 1].
Then, using Lemma 7 in Appendix B with cl = Aˆ
N
N+l−1, l ∈ [M − N + 1], the coefficients
b
(1)
k , k ∈ [M − N ] are uniquely defined and satisfy the required asymptotics (59). If ζ > 0,
then Ψ(1)(ζ,~t) is a finite sum of positive terms. Finally the asymptotic behavior of Ψ(1)(α
(1)
n ,~t),
n ∈ [2,M −N + 1], easily follows from Lemma 7. 
Let us now present the construction and the properties of the vacuum wavefunction on each
Γr, for r ∈ [2, N ].
Theorem 6. Let ξ > 1 fixed and sufficiently big, λ
(r)
l , l ∈ [M −N + 1], α(r)s , s ∈ [2,M −N + 1],
r ∈ [N ], as in (35) and (36), f (i)(~t), i ∈ [N ] as in (39) and let Ψ(1)(ζ,~t) satisfy Proposition 3.
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For r ∈ [2, N ] let Ψ(r)(ζ,~t) as in (24) with V (r)l (~t) as in (25), l ∈ [M − N + 1]. Then for
r ∈ [2, N ] properties
(60) lim
ζ→∞
Ψ(r)(ζ,~t) =
f (r)(~t) +
∑r−1
j=1 
(r)
j f
(j)(~t)
1 +
∑r−1
j=1 
(r)
j
,
(61) Ψ(r)(λ(r)n ,~t) =
{
eθN−r+1(
~t), n = 1
Ψ(r−1)(α(r−1)n ,~t), n ∈ [2,M −N + 1],
uniquely define the coefficients B˚
(r)
l ≡
B
(r)
l
1 +
∑r−1
k=i 
(r)
k
, the parameters 
(r)
j and the divisor points
b
(r)
k ∈]λ(r)k+1, λ(r)k [. Moreover
(1) B
(r)
l = B
(r)
l (ξ), 
(r)
j = 
(r)
j (ξ) and the elementary symmetric functions in the divisor
points b
(r)
k = b
(r)
k (ξ),
Π(r)s (ξ) =
∑
1<j1<j2<···<js≤M−N
(
s∏
l=1
b
(r)
jl
)
, s ∈ [M −N ]
are all rational function in ξ with coefficients depending only on xl,s, l ∈ [r], s ∈ [M−N ];
(2) For ξ  1, B(r)l > 0, (r)j > 0 and:
(62) B
(r)
l =
{
AˆN−r+1N−r+1, l = 1,
Bˆ
(r)
l · (1 +O(ξ−1)), l ∈ [2,M −N + 1],
where Bˆ
(r)
l are defined by (52);
(63) 
(r)
j = η
(r)
j ξ
−j(1 +O(ξ−1)), j ∈ [1, r − 1],
where the positive constants η
(r)
j are as in (88) and may be explicitly computed using
(84) in Lemma 8 and (91) in Lemma 9;
(3) For ξ  1, the poles have the following asymptotics:
(64) b
(r)
k = −ξ2(k−1)
(∑k
l=1 Bˆ
(r)
l∑k+1
l=1 Bˆ
(r)
l
)
(1 +O(ξ−1)), k ∈ [M −N ];
(4) Ψ(r)(ζ,~t) > 0, for all ζ > 0 and for all ~t, r ∈ [2, N ]. In particular, all α(r)n > 0, therefore
Ψ(r)(α
(r)
n ,~t) > 0 for all n and for all ~t. Moreover, for any n ∈ [2,M −N + 1] and for all
~t,
(65)
Ψ(r)(α
(r)
n ,~t) =
∑M
j=1E
(r)[n]
j (ξ)e
θj(~t) =
{
ψ
(r)
n (~t) +
∑N+n−2
j=N−r+n σ
(r)
n,je
θj ξ−j+N−r+n−1∑N−r+n−1
s=N−r+1 ∆[s;N−r+n,N−r+n+1,...,N+n−2]
+
+
∑M
j=N+n−1 ∆[N−r+n,N−r+n+1,...,N+n−2;j]e
θj ξ−r−2(j−N−n+1)∑N−r+n−1
s=N−r+1 ∆[s;N−r+n,N−r+n+1,...,N+n−2]
}
× (1 +O(ξ−1)),
where the constants σ
(r)
n,j > 0 are recursively computed using Lemmas 9 and 10 and depend
only on the affine coordinates xl,k on Gr
TNN(N,M), l ∈ [r], s ∈ [M − N ], defined in
Proposition 5 in Appendix A. Moreover, for all n ∈ [2,M −N + 1]:
(a) E
(r)[n]
j (ξ) ≡ 0 if j ∈ [N − r];
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(b) E
(r)[n]
j (ξ) are rational functions in ξ, for j ∈ [N − r + 1,M ]
(c) lim
ξ→∞
E
(r)[n]
j (ξ) = Eˆ
(r)[n]
j , where Eˆ
(r) is as in Theorem 5.
Proof. of Theorem 6. The proof goes through several steps and by induction.
Step 1: Direct proof for r = 2. Let Ψ(1)(ζ,~t) be as in Proposition 3 and let
Ψ(2)(ζ,~t) =
B˚
(2)
1
∏M−N+1
k 6=1 (ζ−λ
(2)
k )∏M−N
k=1 (ζ−b
(2)
k )
eθN−1(~t) +
M−N+1∑
j=2
B˚
(2)
j
∏M−N+1
k 6=j (ζ−λ
(2)
k )∏M−N
k=1 (ζ−b
(2)
k )
Ψ(1)(α
(1)
j ,~t).
with all of the B˚
(2)
l =
B
(2)
l
1 + 
(2)
1
, for l ∈ [M −N + 1], (2)1 and b(2)k to be determined. Then:
a) We have
(66) lim
ζ→∞
Ψ(2)(ζ,~t) =
f (2)(~t) + 
(2)
1 f
(1)(~t)
1 + 
(2)
1
if and only if B
(2)
1 = Aˆ
N−1
N−1 and the remaining coefficients satisfy the linear system
M−N+1∑
l=2
B
(2)
l E
(1)[l]
s (ξ) = Aˆ
N
s 
(2)
1 + Aˆ
N−1
s , s ∈ [N,M ],
where the coefficients E
(1)[l]
s (ξ) are the rational functions in ξ defined in (58). Then it is straight-
forward to check both the uniqueness of the solution of the above system for almost all ξ > 1
and the regularity properties in ξ of the coefficients B
(2)
l and 
(2)
1 . Moreover, using Lemma 8
for r = 2 with σ
(1)
n,l = Aˆ
N
N+l−1, l ∈ [1,M − N + 1], n ∈ [2,M − N + 1], (58), the Principal Al-
gebraic Lemma 2 and Lemma 10, we immediately get the required estimates for the coefficients
(l ∈ [2,M −N + 1]),
B
(2)
l =
∆[N+l−2,N+l−1]
(∑l−1
j=1 Aˆ
N
N+j−1
)
AˆNN+l−2Aˆ
N
N+l−2
(
1 +O(ξ−1)
)
, 
(2)
1 =
AˆN−1M−1
ξAˆNM−1
(
1 +O(ξ−1)
)
.
Thanks to the positivity property of the matrix Aˆ we immediately have B
(2)
j > 0, j ∈ [M−N+1]
and 
(2)
1 > 0 for all ξ  1. Moreover, inserting ~t = ~0 in (66), we conclude
∑M−N+1
j=1 B˚
(2)
j (ξ) ≡ 1.
Finally all of the quantities my be expressed in invariant form using the FZ-basis xl,k, l = 1, 2,
k ∈ [M −N ].
b) The set of conditions
Ψ(2)(λ
(2)
1 ,~t) = e
θN−1(~t), Ψ(2)(λ(2)n ,~t) = Ψ
(1)(α(1)n ,~t), n ∈ [2,M −N + 1],
is equivalent to
B˚(N−1)n
M−N+1∏
k 6=n
(λn − λk) =
M−N∏
k=1
(λn − b(2)k ), n ∈ [1,M −N + 1].
Using Lemmas 3 and 7 in the case r = 2, with cj = B˚
(2)
j , we immediately obtain the required
conditions for the regularity in ξ, the position and the leading order expansion of the poles
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(k ∈ [M −N ]),
b
(2)
k = −ξ2(k−1)
AˆNN+k
(∑k
l=1 ∆[N−2+l,N−1+k]
)
AˆNN+k−1
(∑k+1
l=1 ∆[N−2+l,N+k]
)(1 +O(ξ−1)).
c) If ζ > 0, then Ψ(2)(ζ,~t) is a finite sum of positive terms. Finally, using Lemmas 9, 10 and
Theorem 5, we get that the coefficients E
(2)[n]
j (ξ) have the required regularity properties in ξ
and that they satisfy the asymptotic expansion (65)
Ψ(2)(α
(2)
n ,~t) =
M∑
j=1
E
(2)[n]
j (ξ)e
θj(~t) =
(∑N+n−3
j=N−1 ∆[j,N+n−2]e
θj +
(AˆNN+n−2)
2∆[N+n−3,N+n−1]
AˆNN+n−3Aˆ
N
N+n−1
eθj
ξ +
+
∑M
j=N+n−1
∆[N+n−2,j]e
θj
ξ2(j−N−n+2)
)
× (1+O(ξ−1))∑N+n−3
k=N−1 ∆[k,N+n−2]
;
Step 2: The induction procedure. Let r ∈ [3, N ] and let us suppose we proved the Theorem for
i = 2, . . . , r−1, and let us prove it for i = r. Let us denote B˚(r)l =
B
(r)
l
1+
∑r−1
j=1 
(r)
j
, for l ∈ [M−N+1]
and define
Ψ(r)(ζ,~t) =
B
(r)
1 e
θN−r+1(~t)
∏M−N+1
j 6=1 (ζ − λ(r)j )
(1 +
∑r−1
j=1 
(r)
j )
∏M−N
k=1 (ζ − b(r)k )
+
M−N+1∑
n=2
B
(r)
n Ψ(r−1)(α
(r−1)
n ,~t)
∏M−N+1
j 6=n (ζ − λ(r)j )
(1 +
∑r−1
j=1 
(r)
j )
∏M−N
k=1 (ζ − b(r)k )
,
with coefficients B
(r)
n , 
(r)
j and b
(r)
k to be determined.
a) We have
(67) lim
ζ→∞
Ψ(r)(ζ,~t) =
f (r)(~t) +
∑r−1
j=1 
(r)
j f
(j)(~t)
1 +
∑r−1
j=1 
(r)
j
if and only if B
(r)
1 = Aˆ
N−r+1
N−r+1 and the remaining coefficients satisfy the linear system
M−N+1∑
l=2
B
(r)
l E
(r−1)[l]
s (ξ) =
r−1∑
j=1
AˆN−r+j+1s 
(r)
j + Aˆ
N−r+1
s , s ∈ [N − r + 2,M ],
where the coefficients E
(r−1)[l]
s (ξ) are rational functions in ξ. Due to the compatibility of the
above linear system for almost all ξ > 1 and the regularity properties of the coefficients, there
immediately follow both the uniqueness for almost all ξ > 1 and the regularity properties in ξ
for B
(r)
l and 
(r)
j . Again, using Lemmas 2, 8 and 10, we immediately get the required asymptotic
estimates for the coefficients B
(r)
l (l ∈ [2,M −N + 1]) and (r)j , (j ∈ [r− 1]) as in (62) and (63),
respectively, when ξ  1. In particular, substituting ~t = ~0 in (67), we have ∑M−N+1l=1 B˚(r)l = 1.
b) The set of conditions
Ψ(r)(λ
(r)
1 ,~t) = e
θN−r+1(~t), Ψ(r)(λ(r)n ,~t) = Ψ
(r−1)(α(r−1)n ,~t), n ∈ [2,M −N + 1],
is equivalent to
B˚(r)n
M−N+1∏
j 6=n
(λ(r)n − λ(r)j ) =
M−N∏
k=1
(λ(r)n − b(r)k ), n ∈ [1,M −N + 1].
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Again, using Lemma 7 in the case cj = B˚
(r)
j , and Lemma 3, we immediately obtain the required
estimates for the regularity and for position of the poles b
(r)
k (k ∈ [M−N ]) as well as the leading
order estimates for (ξ  1) as in (64).
c) Finally, from Lemmas 9, 10 and Theorem 5, we get the required estimates for the regularity,
the sign and the leading order term expansion of Ψ(r)(αn,~t), for n ∈ [2,M −N + 1]. 
In Theorem 6 we provide the explicit construction of the normalized vacuum wave function,
with the properties required in Theorem 3. This remark completes the proof of Theorem 3.
6. Analytic properties of the effective divisor
6.1. Zero divisor for the vacuum wave function. In Theorem 6 we provide an explicit
estimate of the position of the vacuum pole divisor (64). Let us now present some estimates for
the position of vacuum zero divisor for sufficiently small times. We do not use directly these
formulas in our paper, but they may be useful in future inverstigations.
Corollary 2. Let ξ  1 be fixed, Γ = Γ(ξ) be as in Definition 1 and Ψ(ζ,~t) be the vacuum
wavefunction of Theorem 3. Then in each finite oval Ωr,n, (r ∈ [N ], n ∈ [M − N ]), Ψ(ζ,~t)
possesses exactly one simple pole b
(r)
n (ξ), whose position is independent of ~t, and exactly one
simple zero χ
(r)
n (ξ;~t). In particular
(1) b
(r)
n (ξ) ∈]λ(r)n+1, λ(r)n [⊂ Γr ∩ Ωr,n;
(2) χ
(r)
n (ξ;~0) = b
(r)
n (ξ);
(3) χ
(r)
n (ξ;~t) ∈]λ(r)n+1, λ(r)n [⊂ Γr ∩ Ωr,n, for all ~t;
(4) Assume that only a finite number of times is different from zero: tj = 0 for j > j0,
and all times t1, t2, . . . , tj0 lie in a compact domain K0. Then we have the following
asymptotic expansion in ξ  1:
(68)
χ
(r)
n (ξ;~t) = −
n∑
l=1
Bˆ
(r)
l V
(r)
l (
~t)
n+1∑
l=1
Bˆ
(r)
l V
(r)
l (
~t)
ξ2(j−1)(1 +O(ξ−1)) = −
N−r+n∑
j=N−r+1
∆[j;N−r+n+1,...,N+n−1]
∆[N−r+n+1,...,N+n−1]
eθj
N−r+n+1∑
j=N+r−1
∆[j;N−r+n+2,...,N+n]
∆[N−r+n+2,...,N+n]
eθj
ξ2(j−1)(1 +O(ξ−1)).
Proof. The number of poles b
(r)
k is equal to the number of ovals and their position is computed
in Proposition 3 and in Theorem 6. Therefore the number of zeroes of Ψ(ζ,~t) is equal to the
number of ovals. For ~t = (0, 0, . . .), by definition, the zeroes coincide with the divisor points,
and their positions continuously depend on ~t. A zero could leave a real oval only if it collides
with another zero coming from another oval. That is impossible since Ψ(r)(λ
(r)
j ,~t) > 0, for all ~t,
with r ∈ [N ], j ∈ [M −N + 1] (see Theorem 6). It means that for all times ~t each zero remains
in the same open interval ]λ
(r)
n , λ
(r)
n+1[.
All terms V
(r)
l (
~t) are of order 1 in ξ for (t1, . . . , tj0) ∈ K0. Let us write the function Ψ(r)(ζ,~t)
as a sum of simple fractions:
Ψ(r)(ζ,~t) = fr,ξ(~t) +
M−N∑
k=1
ψ
(r)
k (
~t)
ζ − b(r)k
,
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where fr,ξ(~t) is as in (43) and the positions of the poles are given by (64). Therefore
ψ
(r)
k (
~t) = ξ2k−2 ·

∑k
j=1 Bˆ
(r)
j V
(r)
j (~t)−
(∑k
j=1 Bˆ
(r)
j
)
V
(r)
k+1(
~t)(∑k+1
j=1 Bˆ
(r)
j
)2 Bˆ(r)k+1
 (1 +O(ξ−1)),
and inside the interval [λ
(r)
k+1, λ
(r)
k ] we have
(69) Ψ(r)(ζ,~t) = ξ2k−2 ·
(∑k+1
j=1 Bˆ
(r)
j V
(r)
j (~t)∑k+1
j=1 Bˆ
(r)
j
− ψ
(r)
k (
~t)
ζ − b(r)k
,
)
(1 +O(ξ−1)).
We complete the proof solving the equation Ψ(r)(ζ,~t) = 0 and using the approximation (69). 
We remark that the condition that each zero of Ψ(P,~t) lies in a well-defined open interval
]λ
(r)
j+1, λ
(r)
j [ for all ~t, is natural since Ψ(P,~t) represents a vacuum wave function: no collision is
possible for the zero divisor in this case!
6.2. Zero divisor for the normalized Darboux transformed wave function. We now
provide some estimates on the zero and pole divisors of the normalized wavefunction Ψ˜(ζ,~t).
The pole (effective) divisor has been characterized in Theorem 4. For the zero divisor Dξ(~t) we
adopt the following notation. By construction, for any fixed ~t, its restriction to Γ0 is D(0)(~t) =
{γ(0)k (~t), k ∈ [N ]} and it coincides with the set of solutions to (12)
(γ
(0)
l )
N (~t)− w1(~t)(γ(0)l )N−1(~t)− · · · − wN−1(~t)γ(0)l − wN (~t) = 0, l ∈ [N ].
The restriction of the zero divisor to Γr is D(r)ξ (~t) = {γ(r)l (~t), l ∈ [M −N − 1]} and it coincides
with the set of solutions to
D(k)Ψ(r)(ζ,~t) = 0, r ∈ [N ].
In the following theorem we estimate the position of the zero divisor in the case in which
only a finite number of times in ~t may be different from zero, and moreover they vary in a
neighborhood of ~0 = (0, . . . 0). In particular we give the explicit estimate for the position of the
effective divisor Dξ.
Theorem 7. (Estimate of the position of divisor Dξ) Let ξ  1 and let DΨ(r)(ζ,~t),
r ∈ [N ], as above. Assume that only a finite number of times may be different from zero:
tj = 0 for j > j0, and all times t1, t2, . . . , tj0 lie in a compact domain K0 containing the point
(t1, . . . , tj0) = (0, . . . , 0). Then for ξ  1, generically the following asymptotic expansion holds
for the zeroes of DΨ(r)(ζ,~t), ~t ∈ K0:
(70)
γ
(r)
n (~t) = −
∑n
l=1 Bˆ
(r)
l DV
(r)
l (
~t)∑n+1
l=1 Bˆ
(r)
l DV
(r)
l (
~t)
ξ2(n−1)(1 +O(ξ−1)) = −
∑N−r+n
j=N−r+1
∆[j;N−r+n+1,...,N+n−1]
∆[N−r+n+1,...,N+n−1]
P (0)(κj)e
θj
N−r+n+1∑
j=N+r−1
∆[j;N−r+n+2,...,N+n]
∆[N−r+n+2,...,N+n]
P (0)(κj)e
θj
ξ2(n−1)(1 +O(ξ−1)),
where P (0)(κj) =
N∏
l=1
(κj − γ(0)(~t)), j ∈ [M ]. In particular, for (t1, . . . , tj0) = (0, . . . , 0) ∈ K0 we
have the estimate of the effective divisor Dξ.
In Corollaries 3 and 4 we control the position of the both the pole and the zero divisor on
each sheet. Indeed, during the time evolution the divisor points can pass through the double
points X ∈ Γr1 ∩ Γr2 only in pairs and coming from different sheets (r1 6= r2), because of the
properties of Ψ˜(P,~t) settled in Theorem 2 (see Figure 9).
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Figure 9. A pair of divisor points passes through a double point.
In Theorem 4 we have shown that any finite oval contains exactly one point of the zero divisor
Dξ(~t). Let us provide additional information about the positions of the zero divisor points for
any fixed real ~t.
Corollary 3. Characterization of the zero divisor Dξ(~t) For any fixed ξ  1 and for any
real ~t, we have
(1) D(0)(~t) ⊂]κ1, κM [ and #
(D(0)(~t)∩]κ1, κM [) = N ;
(2) There is at most one divisor point in each interval [κj , κj+1], j ∈ [M − 1];
(3) For any r ∈ [N ], D(r)ξ (~t) ⊂]λ(r)M−N+1, α(r)M−N+1[ and
#
(
D(r)ξ (~t)∩]λ(r)M−N+1, α(r)M−N+1[
)
= M −N − 1;
(4) For any r ∈ [N ], there is at most one divisor point in each interval [λ(r)j+1, λ(r)j ], j ∈
[M −N ];
(5) For any r ∈ [N ], there is at most one divisor point in each interval [α(r)j , α(r)j+1], j ∈
[M −N ], where α(r)1 = λ(r)1 ;
(6) For any r ∈ [N ],
s(r)(~t) ≡ #
(
D(r)ξ (~t) ∩ [λ(r)1 , α(r)M−N+1[
)
≤ min{N − r,M −N − r}.
For any fixed real ~t, we have the complete control of the position of the divisor D(r)ξ (~t) and in
particular it is possible to estimate the position of the effective divisor.
Corollary 4. (Counting the number of positive poles and zeros on each sheet) For
any fixed ~t, the number of negative and positive divisor points in D(r)ξ (~t) is uniquely determined
for all r ∈ [N ] from D(0)(~t). Indeed let ~t be fixed and define
s(0) ≡ s(0)(~t) = #
(
D(0)(~t) ∩ [κN , κM [
)
;
s(r) ≡ s(r)(~t) = #
(
D(r)ξ (~t) ∩ [λ(r)1 , α(r)M−N+1[
)
; r ∈ [N ].
(1) s(r) is a decreasing function of r, r ∈ [0, N ] and s(N) = 0;
(2) s(r) ≤ min{N − r,M −N − r}, for all r ∈ [0, N ];
(3) If s(0) = 1, then s(r) = 0 for any r ∈ [N ].
(4) If s(0) > 1 and #
(D(0) ∩ [κN−1, κN [) = 1, then s(1) = s(0); otherwise s(1) = s(0) − 1;
(5) Let r ∈ [2, N ] be fixed and suppose that s(r−1) ≥ 1. Then:
if #
(D(0) ∩ [κN−r+1, κN−r+2[) = 1, then s(r) = s(r−1);
otherwise s(r) = s(r−1) − 1.
Corollary 5. Under the hypotheses of the Theorem 4 and for any fixed ~t, the following holds
true:
(1) DΨ(0)(κM ,~t) > 0, (−1)NDΨ(0)(κ1,~t) > 0;
(2) (−1)rDΨ(r)(α(r)M−N+1,~t) > 0, for all r ∈ [N − 1];
(3) Ψ˜(0)(κM ,~t) > 0, Ψ˜
(0)(κ1,~t) > 0;
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Figure 10. The topological scheme of spectral curve for soliton data GrTP(2, 4), Γ(ξ)
(left) is the partial normalization the plane algebraic curve (right), which is the rational
degeneration of the genus 4 M–curve in (76). The ovals in the nodal plane curve are
labeled as in the real part of its partial normalization.
(4) Ψ˜(r)(α
(r)
M−N+1,~t) > 0, for all r ∈ [N ].
Remark 14. In [39], Malanyuk states that if A is an element of GrTNN(N,M) then, for j ∈ [N ],
γ
(0)
j (
~0)are real, distinct and lie in [κ1, κM ]. Our estimates improve such result in the case
GrTP(N,M) and are optimal.
7. Γ(ξ) and the vacuum divisor for soliton data in GrTP(2, 4)
In this section we construct the rational curve and the vacuum pole divisor associated to
generic soliton data in GrTP(2, 4). The degenerate curve Γ(ξ) in Definition (4) is the partial
normalization of the nodal plane curve in (75), which is the rational degeneration of the genus
4 M–curve in (76). Let us recall that generic curves of sufficiently high genus can not be repre-
sented as plane curves without self-intersections [22], [3], therefore the partial normalization is
generically unavoidable. We plot both the topological model and the partial normalization for
this example in Figure 10.
7.1. Γ(ξ) and its desingularization for generic soliton data in GrTP(2, 4). According to
Definition 4, the degenerate curve Γ(ξ) is obtained gluing three copies of CP1: Γ0, Γ1 and Γ2.
On Γ0 we have 5 real marked points κ1 < κ2 < κ3 < κ4 and P0. Let ζ˜ ≡ ζ the local coordinate
on Γ0 such that ζ˜
−1(P0) = 0 and let us denote with the same symbol the phases and their local
coordinates, ζ˜(κj) = κj , j ∈ [4]. To simplify the expressions below and without loss of generality,
we take ζ˜(κ1) = 0.
On Γ1, we have 6 real ordered marked points, with ζ–coordinates: ζ(α
(1)
3 ) = ξ > ζ(α
(1)
2 ) =
ξ−1 > ζ(λ(1)1 ) = 0 > ζ(λ
(1)
2 ) = −1 > ζ(λ(1)3 ) = −ξ2 and ζ−1(Q1) = 0. The fractional linear
change of coordinates ζ 7→ ζ˜ is uniquely defined by the conditions that the ζ˜ coordinates of the
marked points λ
(1)
j ∈ Γ1, j ∈ [3], coincide with the ζ˜ coordinates of κj+1 ∈ Γ0: ζ˜(λ(1)1 ) = κ2,
ζ˜(λ
(1)
2 ) = κ3 and ζ˜(λ
(1)
3 ) = κ4:
(71) ζ˜ =
ξ2κ2(κ4 − κ3)− ζ[ξ2κ4(κ3 − κ2)− κ3(κ4 − κ2)]
ξ2(κ4 − κ3)− ζ[ξ2(κ3 − κ2)− (κ4 − κ2)]
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Then, it is easy to verify that
(72)
ζ˜(α
(1)
2 ) =
ξ2κ2(κ4−κ3)−(ξ−1)κ3(κ4−κ2)
ξ2(κ4−κ3)−(ξ−1)(κ4−κ2) = κ2 −
(κ3−κ2)(κ4−κ2)
ξ(κ4−κ3) +O
(
ξ−2
)
ζ˜(α
(1)
3 ) =
ξκ4(κ3−κ2)−κ3(κ4−κ2)
ξ(κ3−κ2)−(κ4−κ2) = κ4 +
(κ4−κ3)(κ4−κ2)
ξ(κ3−κ2) +O
(
ξ−2
)
ζ˜(Q1) =
ξ2κ4(κ3−κ2)−κ3(κ4−κ2)
ξ2(κ3−κ2)−(κ4−κ2) = κ4 +
(κ4−κ3)(κ4−κ2)
ξ2(κ3−κ2) +O
(
ξ−4
)
.
On Γ2, we have 4 real ordered marked points, with ζ–coordinates: ζ(λ
(2)
1 ) = 0 > ζ(λ
(2)
2 ) =
−1 > ζ(λ(2)3 ) = −ξ2 and ζ−1(Q2) = 0. The fractional linear change of coordinates ζ 7→ ζ˜ is
uniquely defined by the condition that the ζ˜ coordinates at the double points λ
(2)
j ∈ Γ2, j ∈ [3]
respectively coincide with the ζ˜ coordinates of κ1 ∈ Γ0, α(1)j ∈ Γ1: ζ˜(λ(2)1 ) = 0, ζ˜(λ(2)2 ) = ζ˜(α(1)2 )
and ζ˜(λ
(2)
3 ) = α
(1)
2 :
(73) ζ˜ =
(ξ2 − 1)ζ˜(α(1)2 )ζ˜(α(1)3 )ζ
ξ2(ζ˜(α
(1)
2 )− ζ˜(α(1)3 ))− ζ(ζ˜(α(1)3 )− ξ2ζ˜(α(1)2 ))
,
with ζ˜(α
(1)
2 ), ζ˜(α
(1)
3 ) as in (72). Then, it is easy to verify that
(74) ζ˜(Q2) =
(ξ2 − 1)ζ˜(α(1)3 )ζ˜(α(1)2 )
ξ2ζ˜(α
(1)
2 )− ζ˜(α(1)3 )
= ζ˜(α
(1)
3 ) +
ζ˜(α
(1)
3 )(ζ˜(α
(1)
3 )− ζ˜(α(1)2 ))
ξ2ζ˜(α
(1)
2 )
+O
(
ξ−4
)
and
ζ˜(Q2)− ζ˜(α(1)3 ) =
(κ4 − κ2)κ4
ξ2κ2
+O(ξ−3).
Then, in the local coordinates (µ˜, ζ˜), the reducible real algebraic curve Γ(ξ) corresponding to
the gluing rules of Definition 4 is the following plane nodal curve
(75) µ˜ · (µ˜− p0(ζ˜)) · (µ˜+ p2(ζ˜)) = 0,
where p0(ζ˜) =
∏3
j=1(ζ˜ − κj), p2(ζ˜) = κ2κ3κ4ζ˜(α(1)2 )ζ˜(α(1)3 )(ζ˜ − ζ˜(α
(1)
2 ))(ζ˜ − ζ˜(α(1)3 )). (75) is the rational
degeneration of the M–curve, which is the normalization of the following nodal curve:
(76) Γ(ξ)δ : µ˜ · (µ˜− p0(ζ˜)) · (µ˜+ p2(ζ˜))− δ2
(
p0(ζ˜) + p2(ζ˜)
ζ˜
)2
(κ4 +
1
2ξ
− ζ˜) = 0, |δ|  1.
It is easy to verify that the curve (76) has genus 4 for generic values of κjs and ξ  1. By
construction it also possesses the maximum number of ovals.
7.2. The leading order coefficients and vectors of the vacuum wavefunction. For com-
pleteness we compute the coefficients and the vectors of Theorem 5 for points in GrTP(2, 4). The
totally positive matrix in banded form defined in (80) expressed in function of the FZ-basis xl,s
is
A =
 1 x2,2 + x1,2x2,1x1,1x1,2 x2,2x1,2 0
0 1 x1,1 x1,2
 ,
and Aˆ is the corresponding normalized totally positive matrix, obtained dividing each Aij by
the sum of the elements on the i-th row (see Remark 9). Then the bases E(0), E(1) and the
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coefficients B
(1)
j , B
(2)
j , j ∈ [3] from the Principal Algebraic Lemma and Theorem 5 can be easily
calculated:
Eˆ(0) =
 0 1 0 00 0 1 0
0 0 0 1
 , Eˆ(1) =
 1 0 0 00 1 0 0
0 11+x1,1
x1,1
1+x1,1
0
 ,
Bˆ
(1)
1 =
1
1 + x1,1 + x1,2
, Bˆ
(1)
2 =
x1,1
1 + x1,1 + x1,2
, Bˆ
(1)
3 =
x1,2
1 + x1,1 + x1,2
(77)
Bˆ
(2)
1 = Aˆ
1
1 =
x1,2x1,1
x
(2)
D
, Bˆ
(2)
2 =
∆[2,3]
Aˆ23
=
x2,1x1,2
x
(2)
D
, Bˆ
(2)
3 =
∆[3,4](Aˆ
2
2 + Aˆ
2
3)
Aˆ23Aˆ
2
4
=
x1,1x2,2 + x2,2
x
(2)
D
,
where ∆[2,3] = Aˆ
1
2Aˆ
2
3 − Aˆ13Aˆ22, ∆[3,4] = Aˆ13Aˆ24 and x(2)D = x1,1(x1,2 + x2,2) + x1,2x2,1 + x2,2.
7.3. The vacuum divisor for soliton data in GrTP(2, 4). Let us calculate now the vac-
uum wave function from Theorem 6 for this example. In the local coordinate ζ, the vacuum
wavefunction takes the form
Ψ(0)(ζ,~t) = exp(θ(ζ,~t)), ζ ∈ Γ0,
Ψ(1)(ζ,~t) =
(ξ2+ζ)(ζ+1)eθ2(~t)+(ξ2+ζ)ζx1,1eθ3(
~t)+ζ(ζ+1)x1,2eθ4(
~t)
ζ2(1+x1,1+x1,2)+ζ(ξ2[1+x1,1]+x1,2+1)+ξ2
, ζ ∈ Γ1,
Ψ(2)(ζ,~t) =
(ζ+1)(ζ+ξ2)eθ1(~t)+B
(2)
2 ζ(ζ+ξ
2)V
(2)
2 (ξ,
~t)+B
(2)
3 ζ(ζ+1)V
(2)
3 (ξ,
~t)
C(2)(ζ2+ν
(2)
1 ζ+ν
(2)
2 )
, ζ ∈ Γ2
with
V
(2)
2 (ξ,~t) = Ψ
(1)(ξ−1,~t) = (1+ξ
3)eθ2(~t)+x1,1(ξ2−ξ+1)eθ3(~t)+x1,2eθ4(~t)
ξ3+ξ2x1,1−ξx1,1+x1,1+x1,2+1
=
(
eθ2(~t) +
x1,1
ξ e
θ3(~t) +
x1,2
ξ3
eθ4(~t)
)
(1 +O(ξ−1)),
V
(2)
3 (ξ,~t) = Ψ
(1)(ξ,~t) =
(ξ+1)eθ2(~t)+ξx1,1eθ3(
~t)+x1,2eθ4(
~t)
ξ(x1,1+1)+x1,2+1)
=
(
eθ2(~t)+x1,1eθ3(
~t)
x1,1+1
+ x12e
θ4(~t)
(1+x11)ξ
)
(1 +O(ξ−1)),
B
(2)
2 =
(ξx1,2x2,1−x1,2x2,1−x2,2)(ξ3+ξ2x1,1−ξx1,1+x1,1+x1,2+1)
(ξ−1)2ξ2x1,1x1,2 =
x2,1
x1,1
+O(ξ−1),
B
(2)
3 =
(ξ2x2,2−ξ(x1,2x2,1+x2,2)+x1,2x2,1+x2,2)(ξ(x1,1+1)+x1,2+1)
ξx1,1x1,2(ξ−1)2 =
x2,2(1+x1,1)
x1,1x1,2
+O(ξ−1),

(2)
1 =
ξ2x2,2−ξx1,2x2,1+x1,2x2,1+x2,2
ξ2x1,1x1,2(ξ−1) =
x2,2
x1,1x1,2 ξ
+O(ξ−2),
C(2) = 1 +B
(2)
2 +B
(2)
3 , ν
(2)
1 =
ξ2
C(2)
, ν
(2)
2 =
ξ2(1+B
(2)
2 )+1+B
(2)
3
C(2)
,
so that, in agreement with the estimates in Theorem 6, we have
1
C(2)
= Bˆ
(2)
1 +O(ξ
−1),
B
(2)
2
C(2)
= Bˆ
(2)
2 +O(ξ
−1),
B
(2)
3
C(2)
= Bˆ
(2)
3 +O(ξ
−1),
with Bˆ
(2)
j , j ∈ [3], as in (77).
The vacuum poles in Γ1 in the local coordinate ζ take the form
ζ(b
(1)
1 ) = − 11+x1,1 +
x1,1x1,2
ξ2(1+x1,1)3
+O(ξ−4),∈]− 1, 0[,
ζ(b
(1)
2 ) = − 1+x1,11+x1,1+x1,2 ξ2 −
x1,1x1,2
(1+x1,1)(1+x1,1+x1,2)
− x1,1x1,2
ξ2(1+x1,1)3
+O(ξ−4) ∈]− ξ2,−1[,
and, using (71), in the local coordinates ζ˜ we have
ζ˜(b
(1)
1 ) = −κ2x1,1(κ4−κ3)+κ3(κ4−κ2)x1,1(κ4−κ3)+κ4−κ2 +
x1,1(1+x1,1+x1,2)(κ4−κ3)(κ4−κ2)(κ3−κ2)
ξ2(1+x1,1)(x1,1(κ4−κ3)+κ4−κ2)2 +O(ξ
−4),∈]κ2, κ3[
ζ˜(b
(1)
2 ) = κ4 − (κ4−κ2)(κ4−κ3)x1,2ξ2(1+x1,1)(κ3−κ2) +O(ξ−4) ∈]κ3, κ4[.
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Similarly, the vacuum poles in Γ2 in the local coordinate ζ take the form
ζ(b
(2)
1 ) = − x1,1x1,1+x2,1 +
x1,1(x1,1x1,2x2,1+x1,2x2,1−x2,2
ξx1,2(x1,1+x2,1)2
+O(ξ−2) ∈]− 1, 0[,
ζ(b
(2)
2 ) = − x1,2(x1,1+x2,1)x1,2(x1,1+x2,1)+x2,2(1+x1,1)ξ2 + c
(2)
1 ξ +O(1) ∈]− ξ2,−1[,
with
c
(2)
1 =
x21,1(x
2
1,2x2,1+x1,2x2,1x2,2−x1,2x2,2)+x21,2(x1,1x22,1+x1,1x2,1−x1,1x2,2+x22,1−x2,1x2,2)
(x1,1(x1,2+x2,2)+x1,2x2,1+x2,2)2
+
+
x1,1x1,2x2,1x2,2−2x1,1x1,2x2,2−x1,1x22,2−x1,2x2,1x2,2−x22,2
(x1,1(x1,2+x2,2)+x1,2x2,1+x2,2)2
,
so that, using (73), in the local coordinates ζ˜ we have
ζ˜(b
(2)
1 ) =
κ2κ4x1,1
κ4x11+x21(κ4−κ2) −
(κ4−κ3)(κ4−κ2)
(κ3−κ2)ξ ,∈]0, ζ˜(α
(1)
2 )[,
ζ˜(b
(2)
2 ) = ζ˜(α
(1)
3 )− x2,2(1+x11)κ4(κ4−κ2)ξ2x1,2κ2(x1,1+x2,1) +O(ξ−3) ∈]ζ˜(α
(1)
2 ), ζ˜(α
(1)
3 )[.
The effective divisor may be easily computed applying the Darboux transformation generated
by f (1)(~t) = eθ2 + x1,1e
θ3 + x1,2e
θ4 and f (2)(~t) = eθ1 +
x2,2+x1,2x2,1
x1,1x1,2
eθ2 +
x2,2
x1,2
eθ3 .
Appendix A. Points in GrTP(N,M) and totally positive matrices in classical
sense
In this Section we provide the characterization of the positivity properties of the banded
matrices introduced in Definition 5. We show that such matrices are totally positive in classical
sense (see Proposition 4) and we parametrize GrTP(N,M) using the local coordinates xr,s,
r ∈ [N ], s ∈ [M − N ], which are naturally associated to our construction (see Proposition 5).
We believe that all results presented in this Appendix are known to experts, but we failed to
find an appropriate reference for some of them.
Points in the totally positive Grassmannian GrTP(N,M) may be represented by real N ×M
matrices with all maximal (N ×N) minors strictly positive. GrTP(N,M) is the top cell in the
sense of Postnikov’s decomposition [48] of the totally non-negative Grassmannian GrTP(N,M).
Let us discuss the relations between total positivity of matrices in the classical sense and the
property of total positivity in the Grassmannian.
Definition 6. We recall that a matrix B is called totally positive (respectively strictly totally
positive) if all minors of all orders of B are non-negative (respectively positive) [47].
It is easy to establish the following natural connection between points of GrTP(N,M) and
N × (M − N) strictly totally positive matrices (see [48]): let the N ×M matrix A, represent
a point in GrTP(N,M). Then, using the standard elementary operations on rows it can be
uniquely transformed to reduced row echelon form:
(78) ARRE =

1 · · · 0 0 0 | ±bN 1 ±bN 2 · · · ±bN M−N
. . . | · · ·
0 · · · 1 0 0 | b3 1 b3 2 · · · b3M−N
0 · · · 0 1 0 | −b2 1 −b2 2 · · · −b2M−N
0 · · · 0 0 1 | b1 1 b1 2 · · · b1M−N

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where the matrix B
(79) B =

b1 1 b1 2 · · · b1M−N
b2 1 b2 2 · · · b2M−N
b3 1 b3 2 · · · b3M−N
· · ·
bN 1 bN 2 · · · bN M−N

is strictly totally positive.
A convenient characterization of strictly totally positive matrices is the following.
Theorem 8. (Theorem 2.3 page 39, [47]) B is strictly totally positive if and only if all k-th
order minors of B composed by the first k rows and k consecutive columns, and also all k-th
order minors of B composed by the first k columns and k consecutive rows are strictly positive
for k = 1, . . . ,min{N,M−N}.
The number of such minors is N × (M −N) and they form a basis of coordinates for strictly
totally positive N × (M −N) matrices, since all of the other minors of B may be expressed in
terms of subtraction-free rational functions of such coordinates. Since any maximal minor of
ARRE is expressed as a minor of B, also all of the maximal minors of ARRE are expressed as
subtraction free rational functions of such coordinates, that is they form a totally positive basis
in Fomin–Zelevinsky sense [17].
In [51], Talaska studies the problem of reconstructing an element A ∈ GrTNN(N,M) from a
subset of its Plu¨cker coordinates ∆I(A). For each cell in the Gelfand–Serganova decomposition
of GrTNN(N,M) (see for instance [48] for necessary definitions), she characterizes a minimal set
of Plu¨cker coordinates T (L) sufficient to reconstruct the corresponding element using Postnikov
boundary measurement map and Le–diagrams [48]. In this way, she constructs a totally pos-
itive basis in Fomin–Zelevinsky sense T (L) associated to the Le–diagram [48] of any point in
GrTNN(N,M).
It is straightforward to check that for points in GrTP(N,M), Talaska’s basis of minors concides
with the basis in Theorem 8.
For our purposes it is convenient to transform the matrix A(RRE) to the banded form:
(80)
A =

1 A12 A
1
3 A
1
4 . . . A
1
M−N+1 0 0 . . . 0 0 0
0 1 A23 A
2
4 . . . A
2
M−N+1 A
2
M−N+2 0 . . . 0 0 0
0 0 1 A34 . . . A
3
M−N+1 A
3
M−N+2 A
3
M−N+3 . . . 0 0 0
· · ·
0 0 0 . . . 0 1 . . . . . . . . . AN−1M−2 A
N−1
M−1 0
0 0 0 0 . . . 0 1 . . . . . . ANM−2 A
N
M−1 A
N
M

Here all elements Aij with j < i or j > M −N + i are 0.
This transformation can be achieved by applying the Gauss elimination process starting from
the last column.‖
In Proposition 4 we show that A as in (80) is a totally positive matrix in classical sense. For
the proof we need the following result
‖ We observe that this transformation from the reduced row echelon form to the banded form corresponds to
left multiplication by a N ×N upper triangular matrix with unit determinant, therefore it preserves the point of
the Grassmannian.
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Lemma 5. Let A be a N×M matrix in the banded form (80) representing a point of GrTP(N,M).
Consider all n×n submatrices consisting of consecutive rows and arbitrary columns in increasing
order: A
[i,i+1,...,i+n−1]
[j1,j2,...,jn]
for all n ∈ [N ], i ∈ [N−n+1]. Then their determinants are non-negative:
∆
[i,i+1,...,i+n−1]
[j1,j2,...,jn]
≥ 0.
Moreover, this determinant is positive if and only if the corresponding submatrix has no zero
columns or rows. In particular, all elements Aij with i ≤ j ≤M −N + i are positive.
Proof. If the submatrix has a zero column, then the associated minor is zero. The condition
that the matrix has no zero columns means exactly that j1 ≥ i, jn ≤M −N + i+ n− 1. Then
∆
[i,i+1,...,i+n−1]
[j1,j2,...,jn]
= ∆[1,2,...,i−1,j1,j2,...,jn,M−N+i+n,...,M ] > 0.
In particular, for i ≤ j ≤M −N + i,
Aij = ∆[1,2,...,i−1,j,M−N+i+1,...,M ] > 0.
(Condition i ≤ j ≤ M − N + i guarantees that this minor has no repeating columns and the
columns are in increasing order). 
Proposition 4. Let A be a N × M matrix in the banded form (80) representing a point of
GrTP(N,M). Then the matrix A is totally positive.
Proof. We know already that all maximal (N×N) minors are strictly positive. By Theorem 2.13
in [47], page 56, Lemma 5 implies that the matrix A is totally positive. 
The following proposition shows that the representation of a point in GrTP(N,M) through
a totally positive matrix in banded form as in (80) is naturally linked to the strictly totally
positive N × (M − N) matrix B defined in (79) and gives another criterion to check the total
positivity property.
Proposition 5. Let A be a matrix in banded form with Aii = 1, i ∈ N , and Aij = 0 if and only
if j < i or j > M −N + i, with i ∈ [N ], j ∈ [M ]. Let
(81) xr,s = ∆
[N−r+1,...,N ]
[N−r+1+s,...,N+s](A), r ∈ [N ], s ∈ [M −N ].
Then A represents a point of GrTP(N,M) if and only if xr,s > 0, ∀r ∈ [N ], ∀s ∈ [M − N ].
Moreover in such a case
(82) xr,s =
{
∆
[1...r]
[s.....s+r−1](B), r ≤ s ≤M −N − k + 1,
∆
[r...r+s−1]
[1...s] (B), s < r ≤ N − s,
with B as in (79).
Proof. The minors xr,s may be transformed to maximal N × N minors of A, so they have to
be all positive. Let now A be in banded form with all xr,s > 0 as defined in (81) and put it in
RRE form. By definition it takes the form as in (78) with pivot set {1, . . . , N}. Let B be the
associated matrix as in (79). Then the minors of B formed by the first r rows and consecutive
columns and the minors formed by the first r columns and r consecutive rows, by construction,
are just the xr,s minors of the matrix A (r ∈ [N ], s ∈ [M −N ]) as in (82).
Then by Theorem 8, B is strictly totally positive if and only if xr,s are all positive and, in
such case, A represents a point GrTP(N,M). 
Remark 15. The coordinates xr,s coincide with the basis of minors in Lemma 5 and with a
totally positive basis in Fomin–Zelevinsky sense, and we shall refer to them simply as the FZ-
basis.
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The following Corollary is the key observation which allows to express the recursive construc-
tion of the M–curve and of the wavefunction in invariant form.
Corollary 6. Let A be the banded totally positive matrix defined above and representing a given
point in GrTP(N,M). Then all of its minors of any order are either zero because they contain
a zero row or a zero column, or they are subtraction–free rational espressions in the FZ–basis
xr,s. In particular the minors of A formed by the last r rows and r columns are subtraction free
rational expressions of the elements xl,s, l ∈ [r], s ∈ [M −N ] of the FZ-basis.
We also require the following version of Fekete’s Lemma (see [47], page 37), adapted to our
setting:
Lemma 6. Let N ≤M and assume A to be a N ×M banded matrix in the form (80) with the
following properties:
(1) Consider the submatrix Aˆ obtained from A by removing the first row and the first column.
All N − 1-order minors of Aˆ are positive.
(2) All N -order minors of A composed from consecutive columns are also positive.
Then all N -order minors of A are positive.
Appendix B. Lemmas for the proof of Theorem 6
The proof of Theorem 6 requires a series of analytic estimates which we provide in this
Appendix. We assume here that ξ  1.
In the next Lemma for a fixed r ∈ [N ] we assume that the vacuum wave function at infinity
is a linear combination of its values at the double points λj with positive coefficients, and we
show that there exists an unique collection of corresponding divisor points bk located in proper
intervals, we provide the estimates on the positions of the points bk, and for all marked points
αn we compute the vacuum wave function at leading order in ξ for all phases. The points αn
are the double points attached to the next component of the spectral curve.
Lemma 7. Let cn > 0, n ∈ [M−N+1] and such that
M−N+1∑
n=1
cn = 1. Let λ1 = 0, λk = −ξ2(k−2),
k = 2, . . . ,M −N + 1 and define
Cn(ζ) = cn
∏
j 6=n(ζ − λj)∏M−N
k=1 (ζ − bk)
, n ∈ [M −N + 1].
Then
Cn(λj) = δ
n
j ∀j, n ∈ [M −N + 1],
for uniquely defined poles bk= bk(ξ) ∈]λk+1, λk[, k ∈ [M −N ], such that for ξ  1,
bk(ξ) = −
∑k
j=1 cj∑k+1
j=1 cj
ξ2(k−1)(1 +O(ξ−1))).
Moreover, in such case ∀ζ ∈ C, ∑M−N+1n=1 Cn(ζ) = 1 and
(83) Cj(±ξ2s−5) =

cj∑s−1
l=1 cl
·(1 +O(ξ−1)) j ∈ [2, s− 1],
± cj
(
∑s−1
l=1 cl)
· (1+O(ξ−1))
ξ2(j−s)+1 j ∈ [s,M −N + 1].
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Proof. Let P (ζ) =
∏M−N
k=1 (ζ − bk). Then Cj(λj) = 1 if and only if P (λj) = cj
∏
k 6=j(λj − λk),
j ∈ [M−N+1]. Thanks to the positivity of the coefficients cj , P (λj) and P (λj+1) have opposite
signs j ∈ [M −N ] so that poles bk ∈]λk+1, λk[, k ∈ [M −N ].
By construction Q(ζ) =
M−N+1∑
j=1
Cj(ζ) is a rational function of degree less than or equal to
M −N and takes the value 1 in M −N + 1 points, from which we conclude that it is constant
to 1 everywhere.
The estimate for the leading order expansion of bk, k ∈ [M −N ], for ξ  1, follows from the
fact that, for any l ∈ [M −N ], the l-th symmetric product in bks is a linear combination of the
l-th symmetric products in λl for l 6= j, j ∈ [M −N + 1], that is
pˆil(b1, . . . , bM−N ) ≡
∑
1≤j1<j2<···<jl≤M−N
(∏l
s=1 bjs
)
=
∑M−N+1
j=1 cj pˆil(λ1, . . . , λˆj , . . . , λM−N+1)∑M−N+1
j=1 cj
(∑′
1≤j1<j2<···<jl≤M−N+1
(∏l
s=1 λjs
))
=
(∑M−N+1−l
j=1 cj
)
ξp(l) + l.o.t.,
where
p(l) = 2
M−N−1∑
j=M−N−l
j = l(2M − 2N − 1− l),
from which we easily get the assertion on the leading order behavior of the poles.
Finally the estimate on the asymptotic behavior of Cj(αs) , s ∈ [2,M − N ] easily follows
taking into account of the leading orders of λjs and bks. 
In the next Lemma we use the fact that the vacuum wave function at infinity Ψ
(r)
∞ (~t) is a linear
combination of its known values at the double points α
(r−1)
n with unknown coefficients B
(r)
n . We
impose that Ψ
(r)
∞ (~t) is equal to the heat hierarchy solution f r(~t) associated to the N − r + 1-th
row of the banded matrix Aˆ plus small correction, which is a linear combination of heat hierarchy
solutions associated to rows below. Then the resulting linear system uniquely defines both the
coefficients B
(r)
n and the small correcting constants 
(r)
k . Moreover, if ξ is sufficiently big, the
coefficients B
(r)
n , 
(r)
k are positive and may be explicitly estimated (see Formulas (87)-(88)). Let
us point out that the proof of positivity of B
(r)
n is essentially based on the Principal Algebraic
Lemma.
Lemma 8. Let r ∈ [2, N ] be fixed and ξ > 1. Let α(r−1)n (n ∈ [2,M −N + 1]) as in (36), and
Ψ(r)∞ (~t) = Aˆ
N−r+1
N−r+1e
θN−r+1 +
M−N+1∑
n=2
B(r)n Ψ
(r−1)(α(r−1)n ,~t),
for some B
(r)
n ∈ R and
(84)
Ψ(r−1)(α(r−1)n ,~t) =
∑M
j=1E
(r−1)[n]
j (ξ)e
θj(~t) =
{∑N−r+n
j=N−r+2 σ
(r−1)
n,j e
θj +
∑N+n−2
j=N−r+n+1
σ
(r−1)
n,j e
θj
ξj−N+r−n−1 +
+
∑M
j=N+n−1
σ
(r−1)
n,j e
θj
ξr−1+2(j−N−n+1)
}
× (1+O(ξ
−1))∑N−r+n
s=N−r+2 σ
(r−1)
n,s
,
where for all n ∈ [2,M −N + 1], j ∈ [N − r+ 2,M ], σ(r−1)n,j > 0 are constants independent of ξ,
and, moreover:
(85) σ
(r−1)
n,j =
{
∆[j;N−r+n+1,N−r+n+2,...,N+n−2] if j ∈ [N − r+2, N − r + n]
∆[N−r+n+1,N−r+n+2,...,N+n−2;j] if j ∈ [N + n− 1,M ].
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Then the requirement
(86) Ψ(r)∞ (~t) =
M∑
j=N−r+1
(
AˆN−r+1j +
r−1∑
k=1
AˆN−r+k+1j 
(r)
k
)
eθj ,
uniquely defines B
(r)
n = B
(r)
n (ξ), n ∈ [2,M − N + 1], and (r)k = (r)k (ξ), k ∈ [r − 1], which are
rational in ξ and strictly positive for all ξ  1. Moreover the following estimates hold true
(87) B(r)n =
∆[N−r+n,...,N+n]
(∑N−r+n
s=N−r+2 ∆[s;N−r+n+1,...,N+n−1]
)
∆[N+r+n,...,N+n−1]∆[N−r+n+1,...,N+n]
(1 +O(ξ−1));
(88) 
(r)
k =
σ
(r−1)
M−N+1,M−r+k+1 · AˆN−r+1M−r+1
σ
(r−1)
M−N+1,M−r+1 · AˆN−r+k+1M−r+k+1
· 1
ξk
(
1 +O(ξ−1)
)
.
Proof. The proof is straightforward since the linear system associated to (86) in B
(r)
j , 
(r)
k is
clearly compatible for ξ  1, the coefficients are rational functions in ξ. Let us define
(89) σˆ
(r−1)
n,j =
σ
(r−1)
n,j∑N−r+n
s=N−r+2 σ
(r−1)
n,s
, ∀n ∈ [2,M −N + 1], j ∈ [N − r + 2,M ],
then, for ξ  1, the linear system may be expressed as
M−N∑
jˆ=nˆ
σˆ
(r−1)
jˆ+1,N−r+nˆ+1B
(r)
jˆ+1
−
r−1∑
k=1

(r)
k Aˆ
N−r+k+1
N−r+nˆ+1 = Aˆ
N−r+1
N−r+nˆ+1 +O(ξ
−1), nˆ ∈ [M −N ],
r−1∑
j=s
σˆ
(r−1)
M−N+1+s−j,M−N+s
ξj
B
(r)
M−N+1+s−j(1 +O(ξ
−1))−
r−1∑
l=s

(r)
l Aˆ
N−r+1+l
M−r+1+s = 0, s ∈ [r − 1].
Using the Principal Algebraic Lemma and Theorem 5, we easily conclude that, at leading order
in ξ the above system is equivalent to the linear system
Ωˆcˆ = pˆ,
in the unknowns cˆ = [B
(r)
2 , · · · , B(r)M−N+1, (r)1 , . . . , (r)r−1]T , where pˆ = [Aˆ(N−r+1)N−r+2 , · · · , Aˆ(N−r+1)M−r+1 , 0, . . . , 0]T
and Ωˆ is the (M −N + r − 1)× (M −N + r − 1) matrix, such that for nˆ ∈ [M −N ]:
Ωˆnˆ
jˆ
=

σˆ
(r−1)
jˆ+1,N−r+nˆ+1, jˆ ∈ [nˆ,M −N ]
0 jˆ ∈ [nˆ− 1],
AˆM+r−1−jˆN−r+nˆ+1, jˆ =∈ [M −N + 1,M −N + r − 1],
and for nˆ ∈ [M −N + 1,M −N + r − 1]
Ωˆnˆ
jˆ
=

0 jˆ ∈M −N − 1]
σˆ
(r−1)
M−N+1,N−r+nˆ+1
ξMˆ−N−n
, jˆ = M −N
AˆM+r−1−jˆN−r+nˆ+1, jˆ =∈ [M −N + 1,M −N + r − 1],
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that is
Ωˆ=

σ
(r−1)
2,N−r+2
σ
(r−1)
2,N−r+2
σ
(r−1)
3,N−r+2
σ
(r−1)
3,N−r+2+σ
(r−1)
3,N−r+3
··· ···
σ
(r−1)
M−N+1,N−r+2∑M−r+1
j=N−r+2 σ
(r−1)
M−N+1,j
AˆN−r+2N−r+2 0 ··· 0
0
σ
(r−1)
3,N−r+3
σ
(r−1)
3,N−r+2+σ
(r−1)
3,N−r+3
··· ···
σ
(r−1)
M−N+1,N−r+3∑M−r+1
j=N−r+2 σ
(r−1)
M−N+1,j
AˆN−r+2N−r+3 Aˆ
N−r+3
N−r+3 0··· 0
...
. . .
. . .
. . .
...
...
...
. . .
...
0 ··· 0
σ
(r−1)
s,N−r+s∑N−r+s
j=N−r+2 σ
(r−1)
s,j
···
σ
(r−1)
M−N+1,N−r+s∑M−r+1
j=N−r+2 σ
(r−1)
s,j
AˆN−r+2N−r+s Aˆ
N−r+3
N−r+s ··· AˆNN−r+s
...
. . .
. . .
. . .
...
...
...
...
...
0 ··· ··· 0
σ
(r−1)
M−N+1,M−r+1∑M−r+1
j=N−r+2 σ
(r−1)
M−N+1,j
AˆN−r+2M−r+1 Aˆ
N−r+3
M−r+1 ··· AˆNM−r+1
0 0 ··· 0
σ
(r−1)
M−N+1,M−r+2
ξ
(∑M−r+1
j=N−r+2 σ
(r−1)
M−N+1,j
) AˆN−r+2M−r+2 AˆN−r+3M−r+2 ··· AˆNM−r+2
0 0 ··· 0
σ
(r−1)
M−N+1,M−r+2
ξ2
(∑M−r+1
j=N−r+2 σ
(r−1)
M−N+1,j
) 0 AˆN−r+3M−r+1 ··· AˆNM−r+1
...
...
...
...
...
...
. . .
. . .
...
0 0 ··· 0
σ
(r−1)
M−N+1,M
ξr−1
(∑M−r+1
j=N−r+2 σ
(r−1)
M−N+1,j
) 0 ··· 0 AˆNM

.
Then the coefficients
B(r)n (ξ) = Bˆ
(r)
n
(
1 +O(ξ−1)
)
, n ∈ [2,M −N + 1]
where Bˆ
(r)
n are as in Theorem 5, while and 
(r)
k = O(ξ
−k), r ∈ [N − i] and at leading order are as
in (87) and (88). In particular, if σ
(r−1)
n,j are all positive then also Bˆ
(r)
l (ξ) > 0, l ∈ [2,M −N + 1]
and 
(r)
k (ξ) > 0, k ∈ [r − 1] for all ξ  1. 
In the next Lemma we refine the results of Theorem 5, namely at double points α
(r)
n we
estimate the vacuum wave function at the leading order in ξ for all phases. We recall that in
Theorem 5 only the coefficients in front of the dominant phases were computed.
Lemma 9. Let r ∈ [2, N ] be fixed. Let λj (j ∈ [M−N+1]) as in (35), α(r−1)n (n ∈ [2,M−N+1])
as in (36),
Ψ(r)(ζ,~t) = C1(ζ)e
θN−r+1 +
M−N+1∑
n=2
Cn(ζ)Ψ
(r−1)(α(r−1)n ,~t),
with Ψ(r−1)(α(r−1)n ,~t) as in (84),
Cn(ζ) = B˚
(r)
n
∏M−N+1
j 6=n (ζ − λj)∏M−N
k=1 (ζ − b(r)k )
, n ∈ [M −N + 1],
with
B˚(r)n (ξ) =
 Aˆ
N−r+1
N−r+1 n = 1
B
(r)
n (ξ)
1+
∑r−1
k=1 
(r)
k (ξ)
, n ∈ [2,M −N + 1] ,
with B
(r)
n (ξ), 
(r)
k (ξ) as in Lemma 8, and b
(r)
k (ξ), (k ∈ [M−N ]) as in Lemma 7 with cn = B˚(r)n (ξ).
Let σˆ
(r−1)
n,j as in (89), with σ
(r−1
n,j > 0 as in Lemma 8.
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Then, for α
(r)
n (n ∈ [2,M −N + 1]) as in (36), we have
(90)
Ψ(r)(α
(r)
n , t) =
(∑N−r+n−1
j=N−r+1 σˆ
(r)
n,reθj +
∑N+n−2
j=N−r+n
σˆ
(r)
n,j
ξj−N+r−n+1 e
θj
+
∑M
j=n+N−2
σˆ
(r)
n,j
ξ2(j−N−n+2)+r e
θj
)(
1 +O(ξ−1)
)
,
for uniquely defined positive constants σ
(r)
n,s such that, for any n ∈ [2,M −N + 1],
(91) σˆ(r)n,s =

Bˆ
(r)
1∑n−1
jˆ=1
Bˆ
(r)
jˆ
, s = N − r + 1,∑n−1
j=s+r−N Bˆ
(r)
j ·σˆ(r−1)j,s∑n−1
i=1 Bˆ
(r)
i
, s ∈ [N − r + 2, N − r + n− 1],
Bˆ
(r)
n−1·σˆ(r−1)n−1,s+Bˆ(r)n ·σˆ(r−1)n,s∑n−1
i=1 Bˆ
(r)
i
, s ∈ [N − r + n,N + n− 2],∑s−N+1
j=n Bˆ
(r)
j ·σˆ(r−1)j,s∑n−1
i=1 Bˆ
(r)
i
, s ∈ [N + n− 1,M ].
Finally, by construction,
N−r+n−1∑
k=N−r+1
σˆ
(r)
n,k = 1, ∀n ∈ [2,M −N + 1].
The proof of the above Lemma is straightforward and follows by direct inspection of the
leading order in ξ for each phase θs, s ≥ N − r + 1, using the definition of Ψ(r)(ζ,~t), and the
asymptotic expansions of C(r)(α
(r)
s ), as in (83), with cj = B˚
(r)
j = Bˆ
(r)
j
(
1 +O(ξ−1)
)
and of
Ψ(r−1)(α(r−1)s ,~t) as in (84).
Remark 16. Lemmas 8 and 9 allow to compute the coefficients B
(r)
n , 
(r)
k and σ
(r)
n,s recursively
in r ∈ [N ], starting from the case r = 1 computed directly in Proposition 3.
The coefficients Bˆ
(1)
n , σ
(1)
n,k are all positive for n ∈ [2,M −N + 1], s ∈ [N − r + 2,M ] by the
same Proposition 3. Moreover 
(r)
k and σ
(r)
n,k respectively in (88) and in (91) are subtraction free
rational expressions in Bˆ
(r)
n , σ
(r−1)
n,k and the matrix entries of Aˆ. The total positivity property of
the matrix Aˆ ensures that Bˆ
(r)
n > 0, thanks to Theorem 5. As a consequence we get that also all

(r)
k > 0 and σ
(r)
n,s > 0.
In Theorem 5, we have computed σ
(r)
n,s for s ∈ [N − r+ 1, N − r+ n], n ∈ [2,M −N + 1] (see
(51). In the next Lemma we compute explicitly these coefficients also for s ∈ [N + n − 1,M ],
n ∈ [2,M −N + 1].
Lemma 10. Let r ∈ [2, N ] and suppose that σ(r−1)n,s , Bˆ(r)n are as in (85) and (52), respectively.
Then, for any n ∈ [2,MN + 1], we have
(92) σ
(r)
n,j =
{
∆[j;N−r+n,N−r+n+1,...,N+n−2], if j ∈ [N − r+1, N − r + n− 1]
∆[N−r+n,N−r+n+1,...,N+n−2;j], if j ∈ [N + n− 1,M ].
Proof. The case j ∈ [N − r+1, N − r + n− 1], n ∈ [2,M −N + 1] is just (51) which is proven
using Lemmas 3 and 4. The case j ∈ [N +n− 1,M ], n ∈ [2,M −N + 1] follows in a similar way
using the identity
(93)
M−N+1∑
n=k
∆[N−r+n,...,N+n−1] ·∆[N−r+n+1,...,N+n−2;j]
∆[N−r+n+1,...,N+n−1] ·∆[N−r+n,...,N+n−2]
=
∆[N−r+k,...,N+k−2;j]
∆[N−r+k,...,N+k−2]
,
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for r ∈ [N − 1], k ∈ [2,M −N + 1], j ∈ [N + k − 1,M ], which may be proven recursively along
the same lines as for (56). 
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