Semantic segmentation performs pixel-level classification of multiple classes in the input image. Previous studies on semantic segmentation have used various methods such as multi-scale image, encoder-decoder, attention, spatial pyramid pooling, conditional random field, and generative models. However, the contexts of various sizes and types in diverse environments make their performance limited in robustly detecting and classifying objects. To address this problem, we propose an enhanced semantic segmentation network (ESSN) robust to various objects, contexts, and environments. The ESSN can extract multi-scale information well by concatenating the residual feature maps with various receptive fields extracted from sequential convolution blocks, and it can improve the performance of semantic segmentation without additional modules such as loss or attention during the training process. We performed the experiments with two open databases, the Stanford background dataset (SBD) and Cambridge-driving labeled video database (CamVid). Experimental results demonstrated the pixel acc. of 92.74%, class acc. of 79.66%, and mIoU of 71.67% with CamVid, and pixel acc. of 87.46%, class acc. of 81.51%, and mIoU of 71.56% with SBD, which are higher than those of the existing state-of-the-art methods. In addition, the average processing time were 31.12 ms and 92.46 ms on the desktop computer and Jetson TX2 embedded system, respectively, which confirmed that ESSN is applicable to both the desktop computer and Jetson TX2 embedded system which is widely used in autonomous vehicles.
I. INTRODUCTION
Semantic segmentation is a technique that performs segmentation and classification at the pixel level rather than at the image or object level. As such, semantic segmentation must be able to detect objects of various sizes and understand the overall context of the image. Hence, it is a challenging problem. Recent developments in convolutional neural networks (CNNs) have shown the potential for robust semantic segmentation; in particular, fully convolutional networks (FCN) [4] have become the cornerstone of applying CNNs to semantic segmentation. Since then, many researchers have proposed numerous methods. In [63] , Urbonas et al. proposed proposes an automatic visual inspection method for The associate editor coordinating the review of this manuscript and approving it for publication was Claudio Cusano . the classification and location of defects on the wood surface based on a faster region-based convolutional neural network (faster R-CNN) for the identification of defects on wood veneer surfaces. Malūkas et al. [64] proposed segmentation model based on FCN for specific task as path finding, and they used recurrent FCN (RFCN) [58] which applied recurrent connection to FCN for supplementing segmentation map.
Even though there has been such a development, semantic segmentation still has faced many difficulties due to following problems. There is the ambiguity between classes in the dataset. In addition, due to the presence of many multi-scale objects, there is size imbalance between the classes, and the model for semantic segmentation must be able to understand the overall context of the image. These numerous aspects make semantic segmentation very challenging. While existing methods can solve these problems VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ by generating multi-scale feature maps through inputs of various sizes, feature maps from deep CNNs have applied pyramid pooling or additional modules such as encoderdecoder, generative model, conditional random field (CRF), or attention. Nevertheless, the state-of-the art methods have limitation for accurate semantic segmentation, and to solve these problems observed in previous studies, we proposes an enhanced semantic segmentation network (ESSN), which is robust for various objects, contexts, and environments, and concatenates residual feature maps with various receptive fields extracted from sequential convolution blocks. Our method is novel in the following four ways.
-We propose ESSN, a semantic segmentation network that is robust for various objects, contexts, and environments. -The ESSN proposed in this paper can extract multi-scale information well by concatenating the residual feature maps with various receptive fields extracted from sequential convolution blocks. -The proposed ESSN improves the performance of semantic segmentation without additional modules such as loss or attention during the training process. -For a fair evaluation by other researchers, the ESSN with the algorithms proposed in this paper is disclosed in 49]. We organize the rest of this paper as follows. Section 2 introduces previous semantic segmentation methods. Section 3 describes the proposed method in detail. Section 4 describes the experimental results and analysis. Section 5 and Section 6 describe discussions and conclusions of our study, respectively.
II. RELATED WORKS
Early CNNs have gradually become deeper and wider, undergoing extensive advancements [1] - [3] , [20] ; this has also led to many developments in semantic segmentation. In particular, FCN [4] has become the cornerstone of applying CNNs to semantic segmentation; subsequently, many methods based on FCN have driven the performance improvement. As semantic segmentation requires the image to be fully understood, it is important to ensure that the model also understands objects of various sizes and learns the relationships between classes, especially non-local features. This section describes previous studies on semantic segmentation, divided into five approaches.
A. ENCODER-DECODER
As the first approach for semantic segmentation, the encoderdecoder structure is proposed. The encoder-decoder structure shows good performance in various computer vision problems. In particular, FCN [4] is a representative method using the encoder-decoder structure in semantic segmentation, in which the fully connected layer of the CNN is replaced with 1×1 convolution to enable semantic segmentation. Subsequently, it has become the basis of many methods. In general, in this structure, the encoder consists of convolution, pooling, and the like; it reduces the width and height of the feature map while also gradually increasing the receptive field. The feature map obtained from the last layer of the encoder is used as input for the decoder, and un-pooling, transposed convolution, and interpolation are applied. U-Net [8] , SegNet [6] , and DeconvNet [5] effectively improved the structure of FCN. Unlike FCN, which simply adds the feature map obtained during encoding, U-Net adds a skip connection for concatenation to the decoder and adopts transposed convolution in decoding. While SegNet and DeconvNet have a similar structure, unpooling [7] is adopted in decoding. Yu et al. [9] proposed a context module designed to synthesize context information using dilated convolution to increase the receptive field efficiently. Dilated convolution effectively increases the effective receptive field [10] and is also used in various places, such as spatial pyramid pooling (SPP). Paszke et al. [11] proposed a fast segmentation model, E-Net for real-time segmentation. While other previous models are close to symmetrical, in ENet, the decoder is shallower than the encoder. In [59] , they analyzed ResNet [20] and improved this model for segmentation with the concept of effective depth. FCDenseNet [14] extended DenseNet [15] to suit semantic segmentation. In addition, RefineNet [12] and ICNet [16] fuse the feature maps extracted from the input images of various resolutions for multi-scale information. Yang et al. [13] used the encoder-decoder structure for prediction including an additional decoding process for context information and multi-scale information. However, it is difficult to identify the multi-scale information and image context accurately using only this encoder-decoder structure; as such, there are limitations in performance improvement.
B. CRF
As mentioned above, it is important to utilize non-local information in semantic segmentation. Therefore, in addition to the feature maps obtained through CNN, there are methods utilizing CRF based on probabilistic graphical modeling. DeepLab v1, v2 [17] , [18] applied a fully connected CRF [21] to semantic segmentation. Subsequently, Zheng et al. [19] proposed an end-to-end model combining a recurrent neural network for approximate mean-field iteration with the CNN for feature map extraction. Additionally, Chandra and Kokkinos [22] combined the CNN and Gaussian CRF for semantic segmentation. However, most methods fusing CNN and CRF focus on the last feature map of the CNN. The problem with these approaches is that the feature map obtained from the CNN output has already lost considerable spatial information. Consequently, focusing only on this feature map limits performance improvements.
C. SPP
Numerous methods have been proposed for extracting multiscale information from the input images, the most common of which is SPP [37] used in PSPNet [35] or DeepLab v2, v3 [18] , [36] . In SPP, to extract the multi-scale information efficiently, dilated convolution of different sizes is applied to the feature map from the CNN. The difference from the methods of [12] , [16] is that pooling is performed at the feature map level rather than at the image level. Although SPP has been extensively applied to other vision tasks, [18] , [35] , [36] presented an effective pooling method for semantic segmentation. Atrous SPP proposed in [18] , which uses dilated convolution, has been recently studied and applied in many networks [36] , [46] .
However, most of these methods focus on the last feature map, which has already lost considerable spatial information. As feature maps in the previous layers are not considered in the final prediction step, it is difficult to extract multi-scale information.
D. ATTENTION
The attention method has been extensively studied to address the long-range dependency problem in natural language processing (the dependency between pixels far away in distance within an image) [38] , [39] , and has recently been applied to deep CNN. Wang et al. [40] proposed a non-local model to address the long-range dependency problem, which solves the problem by calculating a correlation matrix that considers all the features of the feature map. Furthermore, in the field of semantic segmentation, studies using the attention mechanism have recently been actively conducted. Fu et al. [43] proposed a dual attention module that uses position attention and channel attention, and Huang et al. [45] proposed a criss-cross attention network (CCNet), a recurrent attention module. In addition, Zhao et al. [47] proposed a point-wise spatial attention network (PSANet) to synthesize the image context. The attention mechanism is still being actively studied in many fields. Although it is efficient for identifying the context in an image, it has the disadvantage of requiring high processing power and memory due to the heaviness of the model.
E. GENERATIVE ADVERSARIAL MODEL (GAN)
A method using a generative adversarial model has also been proposed [28] , [29] . However, as this model is not designed for deterministic tasks such as semantic segmentation, it has difficultly achieving noticeable improvement in performance. This approach can satisfactorily extract multi-scale information without additional modules such as attention. Figure 1 shows the overall structure of the proposed ESSN. After the image is inputted into the ESSN, it passes through five sequential convolution blocks. From the obtained residual feature maps, the concatenated feature maps are obtained through upsampling and concatenation. These feature maps pass through dropout, convolutional layer, softmax layer, and upsampling, resulting in a semantically segmented result image.
III. PROPOSED METHOD
As a different category, Woźniak et al. proposed the various object detection method based on the adaptive neuro-heuristic hybrid model, and local variance analysis and probabilistic neural network by the fusion of neural network using handcrafted image features [60] - [62] . In addition, Woźniak et al. proposed the object detection and recognition method based on the clustering of image features [61] .
This section first describes the background behind the proposed ESSN, followed by descriptions of the terms of the receptive field, hierarchical features of the backbone model, and detailed methods used in the ESSN.
A. RECEPTIVE FIELD
The size of the receptive field considerably influences the training of the CNN model. If the receptive field of the model is too small, the model will not learn the overall information of the image, whereas if it is too large, it will not learn the actual required information. Therefore, it is important to have an appropriate size of the receptive field. The receptive field is also closely related to the number of channels of the feature map; as the receptive field grows, the number of channels must proportionally increase to express the corresponding field sufficiently [50] . Previous studies have empirically and experimentally demonstrated this in the model. From the early CNN models [1] - [3] to the later proposed models [4] , [15] , [51] , [52] , all the models used large convolution filters and stride values in the initial layer to grow the receptive field quickly and early. Furthermore, as the receptive field widens with the accumulation of the layers, the number of channels of the feature map obtained in the above models increases accordingly. Particularly, residual connections [4] , [20] , [23] , [24] , [52] , which can deliver sufficient gradient information to layers closer to the input during training, enable the design of deeper models, which naturally leads to models that stably attain larger receptive fields. Thus, this study used residual connections for ESSN.
B. HIERARCHICAL FEATURE
According to [7] , as the layers of a CNN move from layers close to the input to layers close to the output, they learn filters that can obtain more abstract and low-level features. Therefore, the feature map obtained from the last layer of the CNN contains the context for the global features of the image. Accordingly, numerous previous studies aggregated the context through pooling, CRF, and attention from the last feature map [17] , [18] , [35] , [36] , [43] , [45] , [47] . In this process, the feature maps of the layers close to the input are not considered. In practice, however, the training and inference of the model should also consider the more complex and high-level features obtained at layers close to the input. Thus, this study employed ESSN as a structure that can use both the hierarchical features (high-and low-level features) obtained from the sequential convolution blocks. Moreover, because each block outputs feature maps of different sizes (width and height), in the ESSN, the sizes of each feature map are matched through upsampling and the feature maps of the different channels are concatenated, thus finally obtaining the hierarchical features.
C. ESSN
Considering the points described in Sections 3.A and B, the ESSN proposed in this paper uses concatenation of the residual feature maps extracted from the sequential convolution blocks as shown in Figure 2 . Table 1 shows the detailed structure of the ESSN.
Blocks 0 to 4 of the ESSN shown in Table 1 were designed with reference to ResNeXt 50 layer [24] . Each block consists of convolutions of kernel sizes of 1×1 and 3×3, and each convolution layer is repeated R times from the table. In Table 1 , G indicates the number of groups, which is the number of 3×3 convolutional layers operating in parallel in each block. The receptive field size was calculated based on the output of the block, and consequently, the ESSN has a receptive field large enough to learn the overall information of the image. Furthermore, in terms of hierarchical features, as each block has a different receptive field, each block can learn the features hierarchically.
In general, the input feature map is defined as F in ∈ R C in ×W ×H , where C in is the number of channels of input feature map and W and H are the width and height, respectively. In addition, the output feature map is defined as F out ∈ R C out ×W ×H , where C out is the number of channels of output feature map and W and H are the width and height, respectively. The weight of each filter is W ∈ {w 1 , w 2 , . . . , w C out }, and when defined as
the output feature map F out obtained through convolution and concatenation is shown in Equation (1).
Unlike general convolution, the grouped convolution used in this study performs convolutions for some channels among F in channels [24] . F out of grouped convolution is F out ∈ R C out ×W ×H . As F in is divided for each group and convolved with the corresponding filter, it is defined as follows:
G indicates the size of the group. Then, the grouped convolution and concatenation are shown in Equation (2).
where i = 1, 2, . . . , G and j = 1, 2, . . . ,
Grouped convolution has fewer parameters than the conventional convolutions, and efficient training is possible because it can learn filters with high correlation for each channel.
In blocks 1-4 in Figure 2 , G has a value of 32 as described in Table 1 . For example, the channel × width × height of filter weights w ij of the middle layer of Block 1 is 128 32 × 3 × 3 according to G. Therefore, in case of w 1j , then after performing convolution for the first four channels of F in , they become concatenated and convoluted into 32 groups; thus, the filter has a size of 32 × 128 32 × 128 32 × 3 × 3(= 128 × 128 32 × 3 × 3). As shown in Figures 1 and 2 , the feature maps extracted from Blocks 1 to 4 are subjected to upsampling, and their channels are concatenated. As Block 0 does not express enough features due to its very small receptive field, it is excluded from upsampling and channel concatenation.
Through the residual concatenation of feature maps of sequential convolution blocks, multi-scale information can be easily handled by simply viewing feature maps at the same level without any additional modules or operations. Unet [8] , a representative encoder-decoder structure, also uses the feature maps of layers close to the input through concatenation however, as they are used step-by-step in the decoding process, this process differs from this study's method of viewing feature maps at the same level. In addition, symmetric structures such as U-net sequentially add feature map information of the front side in the decoding process, which likely leads to bias to the last added feature map in training. To verify this, this study conducted experiments according to the concatenation of the feature maps of each block, and experiments in the various backbones. The detailed results and explanations are described in Section 4.C. As shown in Figure 2 , the final obtained residual concatenation of the feature maps (Rec 3) is subjected to dropout, the convolutional layer of 1×1 filter, and the softmax layer as shown in Table 1 . The final result image is obtained through upsampling. As such, the ESSN proposed in this study has a form in which encoders (Input ∼ Upsampling & concatenation) and decoders (Dropout ∼ Upsampling) are not symmetric with each other, thus solving the aforementioned problem of the symmetry of the encoder-decoder structure. Furthermore, the ESSN proposed in this study uses cross-entropy loss as in Equation (3), and the detailed learning environment is described in section 4.B.
where C indicates the number of classes, p i indicates the probability of the corresponding ground-truth class, and q i indicates the probability of the predicted class.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL DATASETS AND ENVIRONMENTS
This section presents the results of the quantitative and qualitative experiments on the performance of the proposed ESSN. The datasets used in the experiments were Cambridge-driving labeled video database (CamVid) [25] , [54] and the Stanford background dataset (SBD) [27] . Table 2 shows the detailed descriptions of the datasets. As shown in Table 2 , CamVid [25] is a street scene dataset with 701 images, including 367 for training, 101 for validation, and 233 for testing. The image size is 960 × 720 pixels and is divided into 11 classes: sky, building, column pole, road, sidewalk, tree, sign symbol, fence, car, pedestrian, and bicyclist. In the experiment, due to memory concerns, the input images of 960 × 720 pixels were resized with the same ratio to 720 × 540 pixels through bilinear interpolation for training and testing. In CamVid, the training, validation, and testing images are pre-designated by the dataset provider. As existing studies performed experiments accordingly, this study also conducted the experiments in line with this experimental protocol. SBD consists of 715 images taken from various open datasets (LabelMe, MSRC, Pascal VOC, and Geometric Context) [27] . Most of the images are 320×240 pixels in size, though the data set includes images of various sizes. It has the following eight classes: sky, tree, road, grass, water, building, mountain, and foreground. The training set and the testing set were created with 573 and 142 images, respectively, according to the experimental protocol of [27] , [28] as shown in Table 2 .
With SBD, we performed the five-fold cross validation to measure the performance. In details, a total of SBD data were separated into five sub-data as A, B, C, D, and E, and 20% of the total data were assigned to each sub-data, respectively. In the 1 st fold validation, A, B, C, and D sub-data were used for training whereas the remained E sub-data were used for testing. In the 2 nd fold validation, A, B, C, and E sub-data were used for training whereas the remained D sub-data were for testing. In the 3 rd fold validation, A, B, D, and E sub-data were used for training whereas the remained C sub-data were for testing. These procedures were iterated for the 4 th and 5 th folds validation, also, and we determined the average accuracies of five fold validations as final accuracies. However, the training and testing sub-data were predetermined in CamVid, and we performed the training and testing with these predetermined sub-data for the fair comparisons with the state-of-the art methods in Table 5 .
B. TRAINING OF ESSN
All the experiments were based on a model pre-trained through the ImageNet database [55] , and fine-tuning was performed on the experimental data of this study. Fine-tuning shows good performance in various tasks, and the model training is quickly completed. In the ESSN of this study, the model [20] , [23] , [24] of residual network (ResNet) was selected for the backbone, and a model of 50 layers was used. In the case of the 101-layer model, considering speed and memory, the experiment focused on 50 layers because the accuracy gain was too low compared with the increase in amount.
The optimizer used for training our model is adaptive moment estimation (ADAM) [42] . The base learning rate (base_lr of Equation (4)) is set to 0.001. This study used cross-entropy loss for training processed through the softmax function as shown in Equation (3). Batch normalization was used for the normalization layer. The batch size was 3 for CamVid and 8 for SBD. With a training epoch of 300, the learning rate policy follows Equation (4) according to [53] .
In Equation (4), lr indicates the learning rate, power is 0.9, max_iter is equal to total number of iterations × the number of epochs, and current_iter indicates the current iteration number. For data augmentation, we used left-right random flipping with the probability of 50% and random cropping [1] , and online data augmentation was used. In the case of CamVid, the input images of 960 × 720 pixels were resized with the same ratio to 792 × 594 pixels through bilinear interpolation and then randomly cropped. In the case of SBD, the input images of various sizes were resized with the same ratio to 352 × 352 pixels and 320 × 320 pixels through bilinear interpolation and then randomly cropped. We performed data augmentation only for training data, and the original data were used for testing. Figure 4 shows the training loss and accuracy graphs of the ESSN proposed in this study. As shown through the convergences of the graphs in Figure 4 , ESSN was sufficiently trained with our training data. We implement our method based on PyTorch [56] . Training and testing were performed on a desktop computer with Intel R Core TM i7-6700 central processing unit (CPU) at 3.47 GHz with 12 GB memory and NVIDIA GeForce GTX 1070 (1920 CUDA cores and 8 GB memory) graphics card [41] .
C. PERFORMANCE EVALUATION WITH CAMVID
For the experimental evaluation, pixel accuracy (global accuracy), class accuracy (mean accuracy), and mean intersection over union (mIoU) were used according to [4, 48] , and the detailed equations are shown in Equations (5) ∼ (7) .
In Equations (5) ∼ (7), C indicates the number of classes, and TP, FP,andFNindicate true positive, false positive, and false negative, respectively. TP indicates that positive data are correctly predicted as positive data, and FP and FN indicate that negative data are incorrectly predicted as positive and positive data are incorrectly predicted as negative data, respectively. The pixel accuracy, also referred to as global accuracy in Equation (5), is the ratio predicted correctly for the pixels of the entire class. The class accuracy in Equation (6) is the average of the TP ratios predicted for the pixels belonging to each class. It is also referred to as the mean accuracy. MIoU, also called the Jaccard index, indicates the average of the intersection of the total union for each class as in Equation (7).
In the first experiment using CamVid, as shown in Figure 2 , the accuracy of semantic segmentation of the ESSN according to various concatenated feature maps (ReC 0-3) and scale factors in Table 1 was compared using mIoU as shown in Table 3 . For example, ReC 0 shows a case of performing semantic segmentation using only the feature map of Block 4 in Figure 2 , which is not concatenated, whereas ReC 3 shows a case of performing semantic segmentation by concatenating all the feature maps of Blocks 1 to 4, as shown in Figure 2 .
In addition, when the scale factor is 4 in Table 3 Table 3 , with the increase in the number of concatenated feature maps, the accuracy gradually increases. The accuracy of ReC 3 is higher than that of ReC 0 because more feature maps are used, thus enabling various hierarchical features to be learned from different receptive field sizes. Moreover, as in Table 3 , the performance increases as the scale factor decreases. This is because, as the feature map becomes smaller, the spatial information is lost accordingly. Notably, for ReC 0, only the feature map from the last block (Block 4 in Figure 2 ) was used; here, the accuracy was increased by at least 6% (from 58.12% to 64.62%) based on mIoU only by increasing the size of the feature map (scale factor of 16 to 4). Figure 5 shows the CamVid result images obtained using the proposed method based on ReC 3 using the scale factors of 4, 8, and 16 in Table 3 . As shown in Figure 5 , with a scale factor of 4, a semantic segmentation result is obtained closer to the ground-truth image, and small-sized objects were accurately detected as well.
For example, in the 2nd column image in Figure 5 , when a scale factor of 4 is used, the pedestrian is accurately detected to be identical to the ground-truth class label in the right-center of the image. However, when different scale Table 3 .
factors were used, it was either not detected or incorrectly detected with a different class label (bicyclist). Figure 6 shows the CamVid result images obtained using the proposed method based on a scale factor of 4 using ReC 0-3. As shown in Figure 6 , when ReC 3 is used, a semantic segmentation result is obtained closer to the ground-truth image, and small-sized objects were accurately detected as well.
The second experiment compared the accuracy of various CNNs as the backbone of ESSN. Table 4 shows the experimental results obtained using the proposed model for various backbones. Figure 2 and Table 3 (unit%).
For the backbones, the experiments were conducted using wide-ResNet (WRN) 50 [23] and ResNeXt 50 [24] , in addition to the commonly used visual geometry group (VGG) 16 [2] and ResNet 50 [20] . WRN 50, ResNet 50, and ResNeXt 50 have five blocks. In the case of VGG 16, the feature maps obtained from the last four max pooling layers of the five max pooling layers were used for concatenation. As shown in Table 3 , as the highest accuracy was achieved using ReC 3 and a scale factor of 4, ReC 3 and a scale factor of 4 were used for all the backbones in Table 4 as well. As shown in Table 4 , when ResNeXt 50 was used as the backbone, the highest accuracy was obtained. Table 5 shows the comparison of the semantic segmentation accuracies of the state-of-the-art methods and the proposed method. As shown in Table 5 , the proposed ESSN exhibits good detection performance for small-sized objects in the image, such as sign symbol and bicyclist. Furthermore, the performance of the proposed method is higher than that of the state-of-the-art methods in all aspects, i.e., pixel accuracy, class accuracy, and mIoU. The reason why ''column pole'' shows the lower segmentation accuracies than other classes is that the number of pixels in the ''column pole'' class is lower and the width of ''column pole'' is also smaller compared to other classes.
D. PERFORMANCE EVALUATION WITH SBD
The subsequent experiment was performed using SBD, the second open database. In the first experiment, as shown in Table 3 , the accuracy of semantic segmentation of the ESSN according to various concatenated feature maps (ReC 0 to 3) and various scale factors was compared using mIoU as shown in Table 6 . According to the experimental results, as shown in Table 6 , with the increase in the number of concatenated feature maps, the accuracy gradually increases. As shown in Table 3 , ReC 3 with a scale factor of 4 exhibits the highest accuracy. Furthermore, for ReC 0, only the feature map from the last block (Block 4 in Figure 2 ) was used; here, the accuracy was increased by at least 5% (from 63.14% to 68.72%) based on mIoU only by increasing the size of the feature map (scale factor of 16 to 4). Figure 7 shows the SBD result images obtained using the proposed method based on ReC 3 using scale factors of 4, 8, and 16 in Table 3 . As shown in Figure 7 , with a scale factor of 4, a semantic segmentation result is obtained closer to the ground-truth image, and small-sized objects were accurately detected as well. Figure 8 shows the SBD result images obtained using the proposed method based on a scale factor of 4 using ReC 0-3. As shown in Figure 8 , when ReC 3 is used, a semantic segmentation result is obtained closer to the ground-truth image, and small-sized objects were accurately detected as well.
The subsequent experiment compared the accuracy of various CNNs as the backbone of the ESSN. Table 7 shows the experimental results obtained using the proposed model for various backbones. As shown in Table 6 , as the highest accuracy was achieved using ReC 3 and a scale factor of 4, ReC 3 and a scale factor of 4 were used for all the backbones in Table 7 as well. As shown in Table 7 , when ResNeXt 50 was used as the backbone, the highest accuracy was obtained. As next experiment, we performed a t-test analysis [65] in order to confirm the statistical significance of performance difference between our method based on ResNeXt 50 and the second best one (ResNet 50). In general, this analysis has been often used to show the performance difference between two systems or algorithms in a more discriminative way. It is based on a null hypothesis (H ), which assumes that there is no performance difference between two models. Then, a p-value is calculated to check the validity of the null hypothesis based on the performance of the two models. The obtained p-values in case of pixel acc., class acc., and mIoU were 1.46 × 10 −2 , 3.89 × 10 −5 , and 5.71 × 10 −4 , respectively. The p-values for class acc. and mIoU are less than 0.01, which indicates that the null hypothesis is rejected at a 99% confidence score for all the performance metrics of class acc. and mIoU. Based on these results, it can be confirmed that there is a statistically significant difference of class acc. and mIoU between our method and the secondbest method. Because the p-value for pixel acc. is less than 0.02, which indicates that the null hypothesis is rejected at a 98% confidence score for the performance metric of pixel acc. Based on this result, it can be also confirmed that there is a statistically significant difference of pixel acc. between our method and the second-best method.
We also performed Cohen's d [66] analysis, by which the size of the difference between the two groups were checked using the effect size [67] . Cohen's d analysis has been widely adopted for analyzing the difference between two measured values. Cohen's d is usually classified as small at approximately 0.2-0.3, as medium at approximately 0.5, and as large at greater than or equal to 0.8. For example, if the calculated Cohen's d is closer to 0.5 than 0.2-0.3 and 0.8, we can say that the difference between measured values has a medium effect size. The calculated Cohen's d values for the performance of the two models (our method and the second-best model) were approximately 1.35 (closer to 0.8), 9.54 (closer to 0.8), and 6.04 (closer to 0.8) for pixel acc., class acc., and mIoU, respectively. Consequently, we can conclude that the difference in the performances between our method and the second-best model has a large effect in terms of pixel acc., class acc., and mIoU. Table 8 shows the accuracies by the proposed method according to each class with overall accuracies on SBD.
In addition, Table 9 shows the comparison of the semantic Figure 2 ) and scale factors (Unit: %).
TABLE 7.
Comparison of accuracy in SBD for the proposed ESSN with various backbones. All the methods use ReC 3 and a scale factor of 4 as in Figure 2 and Table 3 (unit%). segmentation accuracies of the state-of-the-art methods and the proposed method.
As shown in Table 9 , the performance of the proposed method is higher than that of the state-of-the-art methods in all aspects, i.e., pixel accuracy, class accuracy, and mIoU.
E. PROCESSING TIME
The subsequent experiment measured the processing speed of the proposed ESSN. The measurements were conducted on a desktop computer as described in Section 4.B and in a Jetson TX2 embedded system [57] , which is widely used for on-board deep-learning processing in conventional autonomous vehicles as shown in Figure 9 . Jetson TX2 has an NVIDIA PascalTM-family GPU (256 CUDA cores), with 8 GB of memory shared between the CPU and GPU, and a memory bandwidth of 59.7 GB/s; it uses less than 7.5 W of power. As shown in Table 10 , in the proposed method, the recognition speed for an image was 31.12 ms on the desktop computer, and 92.46 ms in the Jetson TX2 embedded system, respectively. They are average time for all images in testing set. The Jetson TX2 embedded system has a much longer processing time because of its limited computing resources compared with those of the desktop computer. However, the proposed method can also be applied to embedded systems with limited computing resources. Thus, it was confirmed to be applicable to object detection using a front-viewing camera of actual autonomous vehicles.
V. DISCUSSIONS
As explained in Section 1, semantic segmentation has faced many difficulties due to the following problems.
First, there is ambiguity between classes in the dataset. For example, in the CamVid [25] , [54] , a typical street view dataset, there is an ambiguous relationship between the fence class and the building class. That is, in the red dotted circle in Figure 10 (a), the collectors of database correctly designated the object as a fence class, but in the red dotted circle in Figure 10 (b), due to the complex texture of the exterior walls of the building, they incorrectly designated the object as a fence class even though it is not. As another example, in the ground truth of SBD [27] , as shown in the red dotted circles in Figures 10 (c) and (d), there is ambiguity between the tree and mountain classes. That is, in the red dotted circles in Figure 10 (c), the collectors of database correctly designated the object as a tree class, but in the red dotted circles in Figure 10 (d) , due to the blurred relationship, even though it is a tree class, they incorrectly designated the object as a mountain class with the surrounding area in the database. According to [34] , 17.6% of the cases contain such ambiguity between the classes. As shown in Figure 10 , missed grouping due to ambiguity between classes adversely affects the training of the model for semantic segmentation. Second, due to the presence of many multi-scale objects, there is size imbalance between the classes. That is, though the collectors of database compose each class in various ways, because each class varies in size, the semantic segmentation network must be able to handle the variations. For example, Figure 10 (b) shows that the sky, building, and road classes occupy most of the image, but the sign symbol and pedestrian classes occupy significantly less area, indicating a size imbalance between the classes. Furthermore, there are various sizes even within the same class. In Figure 10 (a) , though the image shows the same car class, there are large differences between the sizes of the two objects. Third, the model for semantic segmentation must be able to understand the overall context of the image. For example, as shown in Figure 10 , the pedestrian class is generally near the sidewalk class and not near the sky class. Although our method produces higher accuracies compared to the state-of-the art methods as shown in Tables 5 and 9 irrespective of these three difficulties, our method shows higher segmentation errors with ''column pole'' than other classes as shown in Table 5 . The reason why ''column pole'' shows the high segmentation errors is that the number of pixels in this class is lower and the width of ''column pole'' is also smaller compared to other classes. In addition, ''mountain'' class causes higher error than other classes as shown in Table 8 because the number of training data for the ''mountain class'' is much smaller than those of other classes.
As the threats-to-validity of our experimental results, we checked the accuracies by our method according to ReCs and scale factors as shown in Tables 3 and 6. In addition, we checked the accuracies by our method according to various backbones as shown in Tables 4 and 7. As shown  in Tables 5, 8 , and 9, we checked the accuracies by our method with two open databases including various sizes and kinds of objects in various environments, which shows that our method outperforms the state-of-the art methods in various environments and objects. Table 11 shows the summarized comparisons of the proposed and previous studies on semantic segmentation.
VI. CONCLUSION
We proposed an ESSN robust for various objects, contexts, and environments by concatenating residual feature maps with various receptive fields extracted from the sequential convolution blocks. This approach can satisfactorily extract multi-scale information without additional modules such as attention. Unlike existing methods, it views the middle feature maps at the same level rather than at the last output of the CNN, thus showing higher detection accuracy than the state-of-the-art methods.
To evaluate the proposed method, this study conducted experiments using two open datasets, CamVid and SBD, in which the highest accuracy was shown when using ReC 3 and a scale factor of 4 with ResNeXt 50 as the backbone. The proposed ESSN also exhibited higher detection performance than the state-of-the-art methods (pixel acc. of 92.74%, class acc. of 79.66%, and mIoU of 71.67% with CamVid, and pixel acc. of 87.42%, class acc. of 81.59%, and mIoU of 71.6% with SBD). Furthermore, this study confirmed that ESSN is applicable to both the desktop computer and Jetson TX2 embedded system which is widely used in autonomous vehicles (average processing time of 31.12 ms and 92.46 ms on the desktop computer and Jetson TX2 embedded system, respectively).
Our future research would combine the various approaches of attention and atrous convolution, etc. with our ESSN for a higher accuracy of semantic segmentation. We expect that the derivatives of our method of concatenating the residual feature maps with various receptive fields extracted from sequential convolution blocks would be applied to the existing CNN models such as ResNet, InceptionNet for image classification, faster R-CNN, you only look once (YOLO) for object detection, and GAN for image generation. In addition, we expect to apply our method to other parallel applications of segmentation in medical images (cancer areas) and biometric data (iris and vein areas).
