Given a Fredholm integral equation of the second kind, which is defined over a certain region Q C R 2 , we define y l N and y}}, two different numerical approximations to its solution, using the collocation and iterated collocation methods respectively. We describe without proof some known results concerning the general convergence properties otyh and>>" when the kernel and solution of the integral equation are smooth. Then, we prove rigorously order of convergence estimates fory' N and y" which are applicable in the practically significant case when Q is a rectangle, and the kernel of the integral equation is weakly singular. These estimates are illustrated by the numerical solution of a two dimensional weakly singular equation which arises in electrical engineering.
Introduction
In this paper we shall discuss the numerical solution of two dimensional Fredholm integral equations of the second kind, which take the form
y(t) = /(/) + />(/, s)y(s) ds,
/ e f i . (l.i) and we shall assume that (1.1) has a unique continuous solution y on fl.
(Conditions sufficient to ensure this will be described in Section 2.) We shall use the methods of collocation and iterated collocation to define two different approximations, y l N and .y", to y. Specifically, we shall seek y# in the form which, using (1.2), may also be written as
In this paper, we shall examine the convergence properties of y x N and j " . We shall state our main results below, but first an explanation concerning the construction of our basis set and collocation points is needed.
For each J V e N w e introduce a mesh (partition) 11^ of fl, consisting of Aô pen, simply-connected, pairwise-disjoint subsets of B, {fl,: i = 1, . . ., ^V}, with the property that each fi, contains its centroid, and Ivan G.Graham (3] and we also assume that t, G 0,, for / = 1, . . . , N. It then follows, under fairly mild conditions on k and / , that, for sufficiently large N,yl/ and.y" are well defined and converge to>> (in the uniform norm).
In addition, it can be shown that, if y is suitably regular, then we have, while under additional regularity requirements on k and y, we also have, the final estimate also being dependent on each collocation point t t being chosen as the centroid of the set fi,, for / = \, .. . , N. Unfortunately, the regularity requirements on k and y which are needed for (1.5) and (1.6) to hold are rather strict (particularly in the case of (1.6)), and, in fact, may not be satisfied in practical situations, where singularities are often present. The main aim of this paper will be to derive order of convergence estimates for_y^ a n d^" (analogous to (1.5), and (1.6)) which are applicable in the practically important case when k has a weak singularity along the diagonal t -s, and when fi is a rectangle.
These results will be obtained in Theorem 10 of Section 4. As an illustration of the kind of information contained in Theorem 10, consider the prototype equations,
with 0 < a < 1, and
where |JC| denotes the length of any vector x e R 2 , a n d / is twice continuously differentiable on [0, 1] X [0, d]. Theorem 10 then predicts that, for these prototype equations, II y -An ill = and where, in the case of equation (1.7), /? is any number satisfying 0 < fi < a, and, in the case of equation (1.8) , ft is any number satisfying 0 < ft < 1. Here n w(T) is a family of rectangular meshes on $2 = [0, 1] X [0, d], which depend on a parameter T in such a way that, as T -» 0, N(T) -» oo, and, as T -» 0, the subsets of fl given by n^^ shrink in size in a suitably uniform manner.
The theoretical section of this paper is organised as follows. In Section 2, we discuss the basic properties of y l N and y", when $2 is the closure of any general bounded domain, and we describe a set of circumstances under which (1.5) and (1.6) hold. In Section 3, we consider the case when Q is a rectangle, and when the kernel, k, of (1.1) has a weak singularity along the diagonal t = s, and we discuss the regularity of the solution to the resulting equation.
In Section 4, we prove the main result of the paper, Theorem 10. The ingredients of the proof are the regularity results of Section 3, two technical lemmas (Lemmas 6 and 8) concerning the approximation of functions over rectangular domains, and Lemma 9, which describes a special property possessed by the collocation points {:,, . . . , t N ) when, for each / = I, . . ., N, t t is chosen to be the centroid of Q,-. These lemmas are also given in Section 4, prior to Theorem 10.
It may be observed from (1.3) and (1.4) , that the calculation of yl, requires the evaluation of the two dimensional integrals,
at each of the collocation points, while the calculation of ,y" at an arbitrary point ( 6 Q , requires, in addition, the evaluation of each of the integrals (1.9) at that point. Due to the choice of the piecewise constant basis set, the integrals (1.9) have the particularly simple form
and may even be calculated analytically, if k is not too complicated. Thus the methods given here are demonstrably simple in construction and implementation, and yet possess quite respectable convergence rates, provided the basis set and the collocation points are carefully chosen. For these reasons we propose that these methods are attractive from a practical point of view, and to illustrate this point we use them to solve a two dimensional integral equation which arises in electrical engineering. This illustration is described in Section 5.
To date, the literature contains very little analysis on numerical methods for equations of the type (1.1). We remark, however, that the one dimensional analogues of the methods proposed here have been well studied. Results analogous to ours for one dimensional equations with smooth kernels and solutions are obtained by Sloan, Noussair and Burn [10] , while Chandler [1] and Schneider [9] have studied product integration (of which iterated collocation is a special case) for one dimensional equations with weakly singular kernels.
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Some general convergence results
In this section, it is our aim to state two theorems, Theorems 1 and 2, which describe the general convergence properties of y l N and y". The proofs of these theorems are given in [5] .
In order to state these results, we must first introduce some function spaces. We denote by L M (fl) the space of essentially bounded functions on fi. This space is a Banach space under the norm 11*11, 0 = ess sup |*(0|. tea Also, we let C(fl) denote the set of functions which are bounded and uniformly continuous on Q. Any function < f > G C(fl) has a unique continuous extension to the whole of Q, and will henceforth be considered to be defined on Q. C(fl) is a Banach space under the norm
/68
For m G N, we let C""(S2) denote the space of all functions <£ G C(fi), which have the property that for all multi-indices y satisfying |y| < m. (We use here the standard notation for multi-indices, see [7, p. 19] ). Also, for 0 < /} < 1, we let Lip (8 (fi) denote the space of all functions </ > G C(fl), which have the property that
, with C independent of h. Both C""(fi) and Lip^fl) become Banach spaces when equipped with an appropriate norm [7, p. 25 ], but the definition of this norm will not be required in this paper. The above spaces are defined analogously when fi C R", for any n > 2.
We then introduce the following assumptions on k and/, the given quantities in equation (1.1).
Cl. sup f \k(t, s)\ ds < oo, and lim [_\k(t, s) -k(t', s)\ ds
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C2. The homogeneous version of (1.1),
y(t)= f_k(t,s)y(s)ds
has no non-trivial solutions in C(Q). C 3 . / E C(fi).
REMARK. The assumption Cl is a convenient condition which ensures (see [3] ) that K is compact as an operator from L^Sl) to C(Q), and hence, also from C(S2) to C(fi). This fact, combined with C2, C3 and the Fredholm Alternative [6, p. 497] ensures the existence of a unique solution y e C(Q). Sufficient conditions for any given kernel to satisfy Cl have been investigated in [3] .
We then have the following theorem. REMARK. From (1.3) and (1.4), it may be easily seen t h a t^ and>»" coincide at the collocation points {;,,..., t N ), and we may think of >>" as a natural continuous interpolation to the piecewise constant approximation yjy.
Theorem 1 is a natural starting point from which we may derive order of convergence estimates for \\y -y^\\ x and ||.y -y^W*,'
m t e r m s °f t n e mesh diameter lin^y^. We shall see below that a large part in obtaining good convergence rates is played by the special set of points given by /, = (f,,, t i2 ), say, where
where A t is the area of fi,. That is, /, is the centroid of R,, for each / = 1, . . . , N. (i) //> e C'(fi). ' *<?« (1-5) (ii) Ify e C'(fl), 3y/9/,, 3y/3f 2 G Lip,(fl), A: e Lip ,(8 X B), a/jrf f/ie co//ocaf/Ywi points are chosen according to (2.2), //ie« (1.5) a/«/ (1.6) hold.
REMARK. The proof of Theorem 2, which is given in [5] , uses Taylor's series methods, and hence requires that both k and y be fairly smooth. If k is weakly singular, however, then k is not even continuous, and it is obvious, before we even consider the regularity of y, that Theorem 2(ii) will be inapplicable to this case. The analogues of (1.5) and (1.6), for the weakly singular case, are proved in Section 4, using approximation theoretic arguments which are more sensitive to the regularity of both k and y than the Taylor's series methods. Before we can prove these analogues we need an accurate characterisation of the regularity of the solution y of (1.1), when k is weakly singular. This is the purpose of Section 3.
Regularity results for weakly singular equations
In this section, we describe the regularity of the solution >> of (1.1), when k is weakly singular. Throughout this section and Section 4 we shall assume that
To define what is meant by a weakly singular kernel, we introduce the new assumption on k:
Our regularity theory forj> requires that/(the inhomogeneous term of (1.1)) be suitably smooth, and so we also introduce C 3 ' . / e C 2 (fi).
REMARK. It is shown in [5] that Cl' implies Cl. Since, C3' trivially implies C3, it follows that any results which are true under Cl, C2 and C3, will also be true under Cl', C2 and C3'.
Equations satisfying Cl', C2 and C3' are the subject of a detailed singularity analysis in [5] . Among the results proved there, we find the following theorem.
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Order of convergence estimates for weakly singular equations
In this section, we analyse the rates of convergence to zero of the quantities \\y -ylrWn, and \\y ->""lioo' m t n e c a s e when Cl', C2, and C3' are satisfied,
When proving boundedness results, we use C to denote a generic constant; the numerical value taken by C may vary from instance to instance.
Since the piecewise constant functions {u,, . . . , u N ), which were used in the definition of y x N and y™, are really just two dimensional splines (of order 1 or, equivalently, of degree 0) it is reasonable to expect that a tight numerical analysis of y x N and y" will require some two dimensional spline approximation theory. Appealing to Munteanu and Schumaker [8] for such a theory, we must first define a certain family of rectangular meshes on fl = [0, 1] X [0, d\. We describe some important approximation theoretic properties of this two dimensional spline space in the next two lemmas. with C independent of / and h. It follows then, on substitution of (4.4) and (4.5) into (4.2), and noting that \h\ < V2 \\h\\n, that we have 
(t + 2h) -2y(t + h) + y(t)\,
0< 11*11. < and J2 2A is defined by (4.3). Now, it follows easily from the two-dimensional Taylor's theorem, and the known properties of y, that
with C independent of T, and the required result follows on substitution of (4.7) into (4.6).
The next lemma highlights an important property of the choice of collocation points given in (2.2) and Remark 5(i).
Ivan G. Graham 1 1 3 ] turns out to be exact for functions in 5 2 (n^( T) , fl), i.e. for functions which reduce to bilinear functions almost everywhere on each of the subsets fl ( . In other words, this approximate integration rule is the two dimensional analogue of the product mid-point rule.
PROOF OF LEMMA 9. Note that, for all s e J2 ( , and thus, for almost all s G fl,, we have £(s) = £,($ i)£ 2 ( J 2)> where £, and | 2 are linear. Note also that, by Remark 5(i), /, is the mid point of fi,. Thus, to prove this lemma, it would be sufficient to show that f f (( b)( b 2 ) -(a l t 1 + b x )(a 2 t 2 + b 2 )) ds t ds 2 = 0,
where a v b x , a 2 , b 2 are constants, and t x =\,t 2 = | . Now, and the required result follows on combination of (4.9), (4.10) and (4.11) with (4.8). replaced by N(T), provided that the phrase "N sufficiently large" is replaced by the phrase "T sufficiently small". This fact will be used in the proof of the following theorem, which is the main result of the paper.
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Collocation for integral equations 469 with C independent of T, and (ii) then follows from Theorem 1.
A numerical example
In this section we solve numerically the integral equation, where C o and X are scalars and d > 0. This equation arises in the problem of determining the cross-sectional distribution of current in an infinitely long rectangular conducting bar which carries an alternating current [4] . Let the cross section of the conductor have length a, and breadth b. Let g denote the conductivity of the material of the bar, let ju denote the permeability of free space, and let u denote the angular frequency of the alternating current. Then it is shown in [4] that the parameters X and d depend on these quantities, and are given by
It is also shown in [4] that C o has no physical significance, and may be considered to be a scaling factor in the problem. To understand this point more clearly, note that if we modify ( . These values correspond to the particular physical situation of a copper bar, of cross-section 0.1 by 0.05, carrying an alternating current of frequency 60 (all units being in the RMKS system). We fix the scaling factor C o so that the average of the values of the piecewise constant approximation,y 1 and 8~', and we shall use them to obtain experimental rates of convergence, for comparison with the theoretical estimates of Theorem 10(ii). We do not display results for ( T ) , but note that y l N(T) coincides with J>" (T) at the collocation points, and hence converges at the same rate as >""(,.) at those points. Further numerical results are given in [5] . The same problem has been solved by a different method in [2] . In Table 1 we give the values of y% (r) , we obtain three equations in the unknowns y(t), c(t) and X. Eliminating y(t) and c(t), we obtain a non-linear equation in X, which we solve using the secant method. A second approximation to X is obtained in the same way using the numerical values of y" M , for T = 4" 1 , 6~\ 8"
1
. The approximate values of X thus obtained are given in Table 2 . The values of X obtained by the first approximation are rather erratic in comparison to the prediction (5.2). This is possibly because the asymptotic convergence rate proposed in (5.3) will only hold for sufficiently large values of n. The values of X obtained by the second approximation conform more satisfactorily to the prediction (5.2), at least in the cases of points (0, 0), (|, 0) and (0, | ) . The exceptionally high value of X at (j, f) may be seen as evidence that the global prediction, (5.2), although probably sharp on the edges of the domain (where the solution is singular), is likely to be pessimistic at points in the interior of the domain (where the solution is smooth). TABLE 2 Approximations to X 1st approx. to X using For each of the four points t, the second approximation to X (given in Table 2 ) was used along with the values of ^"(6-')(0 anc * -VJvV^C' ) t o calculate the constants c(t) in (5.3). The value of c(t) was then used to estimate the maximum absolute error my^s-iy The results are given in Table 3 .
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