Introduction
Throughout, we will consider only unimodular Z-lattices in R n . We denote the (squared) norm of a vector x in a lattice L by |x| 2 . We use x · y to represent the inner product of two vectors x, y ∈ R n .
The vector w is called a characteristic vector of a lattice L if the congruence x · w ≡ |x| 2 (mod 2) holds for every x ∈ L.
The symbol χ will represent the set of characteristic vectors of a lattice. Occasionally, we will use χ(L) to emphasize that the set under discussion is the set of characteristic vectors of the specific lattice, L. Our focus here will be on the minimal norm of the elements of χ, and accordingly we define s, or for emphasis s(L), to be the norm of the shortest characteristic vectors of L. The quantity s is sometimes called the length of the shadow of L.
Since L is self-dual, it is a simple exercise to show that χ constitutes a coset of L/2L. The relationship s ≡ n (mod 8) can be proved in one of several ways, for example by using modular forms, or by using the explicit formula for the characteristic vectors of a lattice given by Gerstein in [7] .
Elkies showed in [2] that s ≤ n. He enumerated the lattices with s = n and those with s = n−8, in [2] and [3] . Such lattices which do not represent 1 have dimension n ≤ 23. Elkies asked whether, for any given value of k, a similar bound was available for lattices with s = n − 8k.
We will be interested here in the case s = n − 16. We may assume that L does not represent 1, as the following argument shows. Any unimodular lattice can be written as L = L 0 ⊥ Z r for some lattice L 0 that does not represent 1. The lattice L 0 has shortest characteristic vectors of norm s(L)− r, and rank rk(L 0 ) = n − r. Therefore, the difference between the length of the shadow and the dimension of the lattice is the same for the lattices L and L 0 .
If we make the additional assumption that L does not represent 2, then an exact bound on the dimension of L is available. Nebe and Venkov proved in [9] that if L has no roots and s = n − 16, then rk(L) ≤ 46. This bound is attained by L = O 23 ⊥ O 23 , where O 23 is the shorter Leech lattice.
If L is permitted to represent 2 then the situation is less well understood. It is known from [6] that unimodular lattices with s = n − 16 and minimum ≥ 2 do not exist in dimensions above 2907; it follows (see for example, [1] ) that the number of isometry classes of such lattices is finite. Before any serious effort is made to enumerate such lattices, it is essential to reduce the bound 2907. In this article, we achieve this by proving the theorem stated below. This result forms one part of Theorem 4.1, a theorem that also indicates restrictions on the possible root systems of a lattice with s = n − 16 and n ≥ 57. Theorem 1.1. Let L be a unimodular lattice in R n which does not represent 1. If the shortest characteristic vectors of L have norm s = n − 16, then n ≤ 89.
Notation
Throughout, L will denote a unimodular Z-lattice in R n . Define
We denote the cardinality of L i in one of two ways: either as |L i |, or as a i := |L i |. Define b i := |χ i |. The symbol s or s(L) will continue to represent the (squared) norm of the shortest characteristic vectors of L. In general, we prefer to use the terminology of characteristic vectors rather than shadows in the proofs of the various results in this article; readers who prefer the terminology of shadows will recognize that w ∈ L is a characteristic vector precisely when w 2 is an element of the shadow of L.
Information from theta series, and theta series with spherical coefficients
Throughout this section, L will be a unimodular Z-lattice in R n with shortest characteristic vectors of norm n − 16 that does not represent 1.
Following [3] , we may write
Recall that a i := |L i |. Exactly as in the proof of Lemma 4.2 of [6] , we use the information that a 0 = 1 and a 1 = 0 to solve for λ i in terms of a 2 , the number of vectors of norm 2. This enables us to find the number of vectors of any given norm in terms of a 2 . Indeed, the calculation of a 3 is performed in [9] , equation (U3).
Elkies demonstrated in [2] that there is an analogous equation to equation (3.1) for the shadow of a lattice. Define
We have
For any i, we are thus able to deduce b i , the number of characteristic vectors of norm i, in terms of a 2 . We will be most interested in the values of b s = b n−16 and b s+16 = b n . These values are
Finally in this section, we will need a means of calculating the inner product of various elements of L 2 and L 3 with elements of χ s . We will use the theta series of L with spherical coefficients. Nebe and Venkov have already completed the relevant calculation to produce equation (C2) of [9] ; if L has shortest characteristic vectors of norm s = n − 16, then for any fixed w ∈ χ, we have
Indeed, this equation holds even if w is replaced by an arbitrary element of the underlying space R n .
Translation of elements of χ by short vectors
In this section, we prove some elementary relations between elements of χ and elements of L 2 and L 3 . We combine these observations with those obtained using theta series arguments to prove the main result. Proof. The vectors w ± 2l are both characteristic. Therefore, |w ± 2l| 2 ≥ s; expanding this equation enables us to bound w · l.
Before introducing the next lemma, we recall that the set of roots of L is defined to be the set of vectors of norm 1 or 2. Since L has no vectors of norm 1, the set of roots of L is precisely L 2 .
Each root generates a reflective symmetry of L. This observation led to the classification of all possible root systems (see [1] , Chapter 4) for an arbitrary integral lattice.
One possible subset of L 2 is A i . Given a copy of A i , one can choose a basis {x 1 , · · · , x i } such that the Gram matrix of the subset of L generated by this basis is
It is possible for L 2 to contain many different copies of A i ; we will be most interested in the copy of A r with largest rank. Define Clearly, r ≤ n.
Lemma 4.1. Let L be a lattice with minimum ≥ 2. As in equation (4.2), define r to be the rank of the largest copy of A i contained in L. Given a set {l i : 1 ≤ i ≤ m} ⊂ L 3 with the property that l i · l j = 2 whenever i = j, we can conclude that m ≤ r + 1.
Proof. Consider the set T := {l 1 − l j : 1 < j ≤ m}. First, note that T is a subset of L 2 . Further, (l 1 − l i ) · (l 1 − l j ) = 1 whenever i = j. Therefore the vectors l 1 − l i generate a copy of A m−1 contained in L; this ensures that m − 1 ≤ r. Proof. Given w ∈ χ s and l ∈ L 3 , it is easy to show that w · l = 1 if and only if |w + 2l| 2 = s + 16 = n. Therefore
To bound from below the number of elements in T , we must bound from above the number of different ways of expressing a given element of χ n in the form w + 2l with w ∈ χ n−16 and l ∈ L 3 . To this end, fix w ∈ χ n and write w = w i + 2l i in as many different ways as possible with w i ∈ χ n−16 and |l i | 2 = 3. Index the list 1 ≤ i ≤ m.
Given two expressions from the list
Expanding, we obtain
Substituting known values, we obtain 4 − 4w i · l j − 8l i · l j + 12 + 12 = 0.
Dividing by 4, 
The first solution happens only if i = j. Applying Lemma 4.1 tells us that m ≤ r + 1.
To conclude the proof, we bound the number of elements in
The full list of expressions w i + 2l i with w i ∈ χ n−16 and w i · l i = 1 has at least b n−16 min w∈χs |{l ∈ L 3 , w · l = 1}| items. Each element of χ n that appears on this list appears at most r + 1 times. Therefore
|T | ≥ b n−16
min w∈χs |{l ∈ L 3 , w · l = 1}| r + 1 .
Since T ⊂ χ n , we have |T | ≤ b n . This gives the required result.
The final ingredient in the proof of the main result is an understanding of the number of elements l ∈ L 3 with w · l = 1.
Define n i,j (w) = {l ∈ L i : w · l = j}. Now fix w; this will enable us to suppress reference to w from our notation. Proposition 4.1 tells us that n i,j = 0 whenever i < j. Since w is characteristic, we know that n i,j = 0 whenever i = j (mod 2). Finally, symmetry of the lattice assures us that n i,j = n i,−j . To use Lemma 4.2, we need to bound n 3,1 from below. 
Then n 3,1 = 1 2 (9664 + 656n − 61n 2 + n 3 + 2(n − 25)a 2 − 2(n − 36)n 2,2 ).
Proof. Since n 3,j = 0 only for j ∈ {−3, −1, 1, 3}, we have
The earlier discussion of theta series yielded equation (3.2) , which may now be written: Solving equations (4.5) and (4.6) yields : Now define a to be the number of roots that are not elements of this largest A i ; that is, a := |L 2 | − |A r |.
Then for any w ∈ χ n−16 ,
Proof. We will use the construction of A r illustrated on page 108 of [1] ; choose an orthonormal basis {e 1 , · · · , e r+1 } for R r+1 . Then take A r to be the set of vectors {e i − e j : i = j}. The basis {e 1 − e j } yields the Gram matrix for A r displayed in equation (4.1).
Define the map π 0 to be the projection from L onto its copy of A r , and define φ to be an isometry from the copy of A r embedded in L to the copy of A r embedded in R r+1 . Define π to be the composition:
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The inner product (e i − e j ) · π(w) ∈ {±2, 0}. It follows that, as i varies, e i ·π(w) assumes at most two values. Therefore the equation (e i −e j )·π(w) = 0 is satisfied at least
times. Each solution to (e i − e j ) · π(w) = 0 corresponds to exactly one element of the set {x ∈ L 2 : x · w = 0}. Since A r contains r(r + 1) elements of norm 2, we deduce that Then the following inequality is satisfied. It follows that n ≤ 89. ≥ 9664 + 656n − 61n 2 + n 3 + (2(n − 25)a 2 − 2(n − 36)( (1+r) 2 4 + a 2 )) 2(r + 1) .
Note that a 2 = r(r + 1) + a. Since n > 23, this inequality can be better understood by cross-multiplying, and observing that for fixed n and r, the terms involving a on the left hand side are smaller than those involving a on the right hand side. That is, the inequality can be true for a triple (n, r, a) only if it is true for (n, r, 0). Expanding and collecting like terms, we are left with the inequality (4.7). A little computer time is enough to demonstrate that our lattice must have n ≤ 89.
One can use inequality (4.7) to bound the rank r of the largest copy of A i ⊂ L. We discover that for each possible dimension of L the rank r ≤ 74. For each value of n, Table 1 records the possible values of r for that dimension. In dimensions between 47 and 56, calculations merely indicate that L must contain an A 1 ; that is, that L must represent 2. However, this has already been proved in [9] .
The relationship between the minimum of a lattice and the norm of a shortest characteristic vector
It is possible slightly to strengthen the upper bound of Theorem 4.1 using an argument that includes examining each possible root system in turn. There are no known lattices with s = n − 16 and n > 46, but reducing the upper bound of Theorem 4.1 to an upper bound of 46 seems to be beyond the scope of this method.
In general, the question of proving that a lattice L in R n has bounded dimension is easier if more assumptions are made about the minimum of the lattice. Table 2 describes what is known: each entry is justified after this descriptive paragraph. An asterisk means that the bound is known to be best possible, The symbol "-" means that no such lattices exist.
For lattices with minimum 2, the cases s = n and s = n − 8 are included in [2] and [3] respectively. The case s = n − 16 is Theorem 4.1 of this paper; the case s = n − 24 is discussed in [6] .
For lattices with minimum 3, the cases s ≥ n − 8 are included in [2] and [3] . The case s = n − 16 is examined in [9] , and the case s = n − 24 is Theorem 4.5 of [6] ; this theorem applies to any L that does not represent 1.
Minimum s = n s = n − 8 s = n − 16 s = n − 24 s = n − 32 2  -22*  89  8 388 630  unknown  3  -23*  46*  8 388 630  unknown  4 ---47* unknown Table 2 . Bounds on dimension of a unimodular lattice with given minimum and norm of shortest characteristic vector
The final bound, for lattices with minimum 4 and s = n − 24, is due to Gaborit. Lattices with minimum k + 1 and shortest characteristic vectors of norm n − 8k were defined as k-extremal in Section 8 of [5] ; it was shown that for any given k, the dimension of k-extremal lattices is bounded, but an explicit bound was not given. This notion was independently introduced and studied by Gaborit who, in [4] , found that if k is odd, then there is an explicit upper bound of 12(k + 1) on the dimension of a k-extremal lattice. Gaborit showed that this bound is optimal in the case k = 3, by exhibiting a suitable lattice of rank 47. In the same paper, Gaborit proved that only when k = 1 does there exist a lattice with minimum k + 2 and shortest characteristic vectors of norm n − 8k; the only such lattice is the shorter Leech lattice, O 23 . This fact has implications for the main diagonal of Table 2 .
