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1 
Foreword 
 
The Big Data and Forecasting of Economic Developments project (bigNOMICS) of the 
Centre for Advanced Studies of the European Commission, Joint Research Centre (JRC-
CAS) organized the Special Session on Big data in Economics and Finance within The 6th 
International Conference on Machine Learning, Optimization, and Data Science, July 19-
22, 2020, Certosa di Pontignano, Siena, Tuscany, Italy. This was an Interdisciplinary 
Conference: Machine Learning, Optimization, Big Data & Artificial Intelligence without 
Borders.  
This special session at the 6th International Conference on Machine Learning, 
Optimization, and Data Science (LOD 2020) conference aimed at bringing together 
researchers, industry, and the community interested in next-generation economic 
methods and services leveraging Artificial Intelligence. We expected to receive both 
mature contributions and early-stage results on these topics, as well as position papers 
illustrating innovative research directions. 
Two types of presentations were allowed: oral presentations for long papers (for 
submission of original and novel work, max. 12 pages) and poster presentation for short 
papers (for submission of an extended abstract of novel work, max 4 pages). Oral 
presentations for long papers lasted 13 minutes (with 2 additional minutes for questions) 
while short papers ones were 4 minutes long (with 1 additional minute for questions). 
Given the COVID-19 health emergency, LOD organizers decided to adopt a hybrid setting 
for the conference. Presentations and discussions were mostly in remote modality (either 
pre-recorded or on streaming). However, presenters who wanted to attend the 
conference in person, they could go to the conference venue social distancing rules. 
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Abstract 
 
The financial and macroeconomic worlds are nowadays experiencing structural changes 
due to the availability of large amount of unstructured data, also know as Big Data. The 
Big Data and Forecasting of Economic Developments project (bigNOMICS) of the Centre 
for Advanced Studies of the European Commission, Joint Research Centre (JRC-CAS) 
organized the Special Session on Big data in Economics and Finance within The 6th 
International Conference on Machine Learning, Optimization, and Data Science 
(https://lod2020.icas.xyz/). This special session gathered together researchers and 
practitioners from diverse universities and institutions and covered topics ranging from 
finance, economics, business to computer science, with the goal of discussing the latest 
applications of Big Data technologies to economics and finance. The special session 
consisted of a total of twelve presentations covering four macro-areas: the usage of news 
and text data for business and financial applications (session 1), exploring the usefulness 
of big data and machine learning technologies in finance (session 3), financial and 
macroeconomic risk assessment (session 5), relevance of such technologies from an 
industrial and institutional perspective (session 7). Each session was composed by three 
long papers presentation of 45 minutes (with the exception of session 5 which consisted 
in 2 long and 1 short presentations). There were a total of four pre-recorded, three 
screen sharing and one on-site presentations.  
 
 
4 
1 Introduction 
 
The rapid advances in information and communication technology experienced in the last 
two decades have produced an explosive growth in the amount of information collected, 
leading to the new big data era. Economic and financial forecasting is now challenged by 
the availability of novel large data sets and by the rapid advances of modelling 
techniques like those from machine learning. 
The aim of this special session at the "Learning, Optimization and Data Science (LOD) 
2020" conference was to discuss recent advances in economic and financial forecasting 
using big data and novel data science methodologies. Contributions were in the following 
wide range of topics: 
• Novel data sources for economic analysis 
• Natural Language Processing, semantics and sentiment analysis to build 
economic indicators 
• Big data and advanced machine learning methods covering economics, 
finance, businesses 
• Economic time series analysis and forecasting 
• Knowledge-base, Information Retrieval, Cognitive Computing for prediction 
and understanding of the economy 
• Insights mining in business economics and financial services 
 
 
The special session on Big data in Economics and Finance gathers 12 contributions in 
the following sessions: 
 
Session 1 
Panelists: Vincenzo Sciacca (Almawave, Speech and Text Analytics), Sergio Consoli 
(JRC-CAS) 
Salvatore Mario Carta (University of Cagliari), Sergio Consoli (JRC-CAS), Luca Piras 
(Univesrity of Cagliari) , Alessandro Sebastian Podda (University of Cagliari) and Diego 
Reforgiato Recupero (University of Cagliari), Dynamic Industry-specific Lexicon Generation for Stock 
Market Forecast 
Vittorio Bellini (Bocconi University), Massimo Guidolin (Bocconi University and Baffi 
Carefin Centre) and Manuela Pedio (Bocconi University, Baffi Carefin Centre and Bicocca 
University), Can Big Data Help to Predict Conditional Stock Market Volatility? An Application to the Brexit 
Vote 
Giorgio Gnecco (IMT Lucca), Stefano Amato (IMT Lucca), Alessia Patuelli (IMT Lucca) and 
Nicola Lattanzi (IMT Lucca), Machine learning application to family business status classification 
Session 3  
Panelists: Vincenzo Sciacca (Almawave, Speech and Text Analytics), Sergio Consoli 
(JRC-CAS) 
Sergio Consoli (JRC-CAS), Luca Tiozzo Pezzoli (JRC-CAS) and Elisa Tosetti (University of 
Venice), Using the GDELT dataset to analyse the Italian bond market 
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Quaini Alberto (University of Geneva), Sofonias Alemu Korsaye (University of Geneva) 
and Trojani Fabio (University of Geneva), Smart Stochastic Discount Factors 
Iulia Igescu (National Bank of Romania), Monitoring Location Shifts with One-Class Support Vector 
Machines  
 
Session 5 
Panelists: Vincenzo Sciacca (Almawave, Speech and Text Analytics), Luca Tiozzo Pezzoli 
(JRC-CAS) 
Salvatore Carta (University of Cagliari), Diego Reforgiato Recupero (University of 
Cagliari), Maria Stanciu (University of Cagliari) and Roberto Saia (University of 
Cagliari), A General Framework for Risk Controlled Trading Based on Machine Learning and Statistical 
Arbitrage 
Thomas Cook (Federal Reserve Bank of Kansas City)  and Taeyoung Doh (Federal 
Reserve Bank of Kansas City), Assessing Macroeconomic Tail Risks in a Data-Rich Environment 
Luca Barbaglia (JRC-CAS), Sergio Consoli (JRC-CAS) and Sebastiano Manzan (JRC-
CAS), Fine-grained, aspect-based semantic sentiment analysis on news for economic forecasting and 
nowcasting 
  
Session 7  
Panelists: Vincenzo Sciacca (Almawave, Speech and Text Analytics), Luca Tiozzo Pezzoli 
(JRC-CAS) 
Massimo Guidolin (Bocconi University), Roland Fuess (University of St Gallen) and 
Christian Koeppel (University St. Gallen), Sentiment Risk Premia in the Cross-Section of Global 
Equity  
Viktor Burján and Bálint Gyires Tóth, GPU Accelerated Data Preparation for Limit Order Book 
Modeling  
Stefano Scalone, Giorgio Scricco, Michael Braüning and Despo Malikkidou (European 
Central Bank), A new approach to Early Warning Systems for small European banks 
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2 Session 1 
This was the opening special session on Big data in Economics and Finance at the LOD 
2020 conference and consisted of three presentations. The first presentation discussed 
an NLP-based approach to generate industry-specific lexicons from news documents, with 
the goal of dynamically capturing, on a daily basis, the correlation between words used in 
these documents and stock price fluctuations. 
The second paper investigated the possibility of using the information retrieved from a 
large number of online press articles to construct variables that help to predict the 
(conditional) stock market volatility. The authors used the Brexit referendum as an 
experiment and compared the predictive performance of a traditional GARCH model for 
the conditional variance of the FTSE 100 Index with a number of alternative 
specifications where measured of the tone and the proliferation of news related Brexit 
was used to augment the standard GARCH model.  
The last contribution applied machine learning techniques to classify family from non-
family businesses. The authors showed that supervised learning properly considered the 
differences in accounting data of these two categories. 
This session particularly stimulated discussion on how financial agents can use text data 
and machine learning techniques for forecasting financial market movements, either 
stock prices or the uncertainty around them. In particular, an intriguing topic of enquiry 
that emerged in the discussions regarded the effects of news on financial indicators. Are 
measures extracted from news stories leading the market? Or, are they simply talking a 
past event and affecting the market participants?  
 
 
 
2.1 Dynamic Industry specific Lexicon Generation for Stock 
Market Forecast 
Salvatore Mario Carta, Sergio Consoli, Luca Piras, Alessandro Sebastian Podda and Diego 
Reforgiato Recupero 
 
Abstract 
Press releases represent a valuable resource for financial trading and have long been 
exploited by researchers for the development of automatic stock price predictors. We 
hereby propose an NLP-based approach to generate industry-specific lexicons from news 
documents, with the goal of dynamically capturing, on a daily basis, the correlation 
between words used in these documents and stock price fluctuations. Furthermore, we 
design a binary classification algorithm that leverages on our lexicons to predict the 
magnitude of future price changes, for individual companies. Then, we validate our 
approach through an experimental study conducted on three different industries of the 
Standard & Poor's 500 index, by processing press news published by globally renowned 
sources, and collected within the Dow Jones DNA dataset. Classification results let us 
quantify the mutual dependence between words and prices, and help us estimate the 
predictive power of our lexicons. 
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2.2 Can Big Data Help to Predict Conditional Stock Market 
Volatility? An Application to the Brexit Vote 
Vittorio Bellini, Massimo Guidolin and Manuela Pedio  
 
Abstract 
Nowadays, investors making financial decisions have access to plentiful information. In 
this paper, we investigate whether it is possible to use the information retrievable from a 
large number of online press articles to construct variables that help to predict the 
(conditional) stock market volatility. In particular, we use the Brexit referendum as an 
experiment and compare the predictive performance of a traditional GARCH model for 
the conditional variance of the FTSE 100 Index with a number of alternative 
specifications where measures of the tone and the proliferation of news related Brexit is 
used to augment the standard GARCH model. We find that most of the proposed news-
augmented models outperform a traditional GARCH model both in-sample and out of 
sample. 
 
 
 
2.3 Machine learning application to family business status 
classification 
Giorgio Gnecco, Stefano Amato, Alessia Patuelli and Nicola Lattanzi 
 
Abstract 
According to a recent trend of research, there is a growing interest in applications of 
machine learning techniques to business analytics. In this work, both supervised and 
unsupervised machine learning techniques are applied to the analysis of a dataset made 
of both family and non-family firms. This is worth investigating, because the two kinds of 
firms typically differ in some aspects related to performance, which can be reflected in 
balance sheet data. First, binary classification techniques are applied to discriminate the 
two kinds of firms, by combining an unlabeled dataset with the labels provided by a 
survey. Then, clustering is applied to highlight why supervised learning can be effective 
in the previous task, by showing that most of the largest clusters found are quite 
unequally populated by the two classes. 
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3 Session 3 
This section consisted of further three presentations. The first paper studied the effects 
of the news information encoded in GDELT, The Global Data on Events, Location, and 
Tone, a real time large scale database of global human society for open research which 
monitors worlds broadcast, print, and web news, creating a free open platform for 
computing on the entire world's media. The authors built economic indicators capturing 
investor's emotions, which were shown to be useful to analyse the sovereign bond 
market in Italy. 
The second paper introduced model-free Smart Stochastic Discount Factors (S–SDFs) 
minimizing various notions of SDF dispersion, under general convex constraints on non-
zero pricing errors. S–SDFs could be naturally motivated by market frictions, asymptotic 
no-arbitrage conditions in an APT framework or a need for SDF regularization. The 
authors in particular showed that they were always supported by a suitable viable 
economy with transaction costs.   
In the last presentation, the authors used support vector machines to analyse shocks and 
their propagation in the industry sectors across Europe. The novelty of this approach 
consisted in using a machine learning technique to quantify how variations in survey data 
in central and peripheral countries in Europe contributed to the equilibrium/disequilibrium 
formation in the European industry sector. 
Discussion on this session were mostly centred on the novelty of data sets used, and on 
the innovative methodologies to study market agent behaviour across Europe. The main 
new idea raised from this session consisted in constructing alternative sentiment 
measures capable to account the disagreement across news outlets, and compare it with 
standard measures of stock volume generated in financial markets. The audience 
suggested to investigate the relationship between news and financial agents’ behaviour, 
and establish if the abundance of sources of information could generate a wave of 
uncertainty, which could limit trading volumes. 
 
3.1 Using the GDELT dataset to analyse the Italian bond market 
Sergio Consoli, Luca Tiozzo Pezzoli and Elisa Tosetti 
 
Abstract 
The Global Data on Events, Location, and Tone (GDELT) is a real time large scale 
database of global human society for open research which monitors worlds broadcast, 
print, and web news, creating a free open platform for computing on the entire world's 
media. In this work, we first describe a data crawler, which collects metadata of the 
GDELT database in real-time and stores them in a big data management system based 
on Elasticsearch, a popular and efficient search engine relying on the Lucene library. 
Then, by exploiting and feature engineering the detailed information of each news 
encoded in GDELT, we build indicators capturing investor's emotions which are useful to 
analyse the sovereign bond market in Italy. By using regression analysis and by 
exploiting the power of Gradient Boosting models from machine learning, we find that the 
features extracted from GDELT significantly improve the forecast of country government 
yield spread, relative that of a baseline regression where only conventional regressors 
are included. The improvement in the fitting is particularly relevant during the period 
government crisis in May-December 2018. 
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3.2 Smart Stochastic Discount Factors 
Quaini, Korsaye and Trojani 
 
Abstract 
We introduce model-free Smart Stochastic Discount Factors (S–SDFs) minimizing various 
notions of SDF dispersion, under general convex constraints on non zero pricing errors.  
S–SDFs can be naturally motivated by market frictions, asymptotic no-arbitrage 
conditions in an APT framework or a need for SDF regularization.   
More broadly, we show that they are always supported by a suitable viable economy with 
transaction costs.   
Minimum dispersion S–SDFs give rise to new nonparametric bounds for asset pricing 
models, under weaker assumptions on a model’s ability to price cross-sections of assets.  
They arise from a simple transformation of the optimal payoff in a dual penalized 
portfolio problem.   
We clarify the deep properties of S–SDFs induced by various economically motivated 
pricing error structures and develop a systematic tractable approach for their empirical 
analysis. For various APT settings, we demonstrate the improved out-of-sample pricing 
performance of minimum dispersion S–SDFs, which directly corresponds to highly 
profitable dual portfolio strategies. 
 
3.3 Monitoring Location Shifts with One-Class Support Vector 
Machines 
Iulia Igescu 
 
Abstract 
As One-Class Support Vector Machines magnifies small differences in observations, it can 
be a valuable instrument in monitoring location shifts when change occurs in small steps, 
as in the recent protracted change in the industry sector across Europe. An initial 
external change from the ''centre'' induces internal spillover effects at the end of the 
value chain. They in turn feed back into the value chain with a lag. Change is in this case 
''circular.'' Survey indicators in a country at the end of the chain (Romania) show 
promising results in monitoring this type of location shift. As an added benefit, they also 
give insight into what role ''animal spirit'', quantified at this stage by survey data, plays 
in equilibrium formation (location shifts). There is mounting evidence that survey 
indicators are tainted with ''animal spirit''. 
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4 Session 5 
This session provided three main contributions on trading finance, macroeconomic risk 
assessment and sentiment analysis for economic forecasting. The first paper used 
machine-learning techniques to exploit intraday statistical arbitrage in the stock market. 
The authors introduced a new approach to identify the best and worst performing asset 
classes composing the S&P500 index and provided a general framework to use stock 
rankings in the implementation of trading strategies.  
The second paper assessed the macroeconomic tail risks using a large set of economic 
and financial indicators. The authors combined quantile and PCA methods to forecast 
different macro variables and provided a new interpretation of the determinant of 
downside risk for inflation and economic growth.   
The last contribution used sentiment extracted from newspapers as an alternative 
information to monitor the economy in real-time. The paper introduced a new fine-
grained aspect based sentiment method to analyse economic and financial news stories. 
In contrast with dictionary-based approaches, this new method identified sentences 
which discussed a topic of interest, applied semantic analysis to identify relationship 
between words and provided appropriate sentiment scores.  
In this session the audience was particularly captivated by the idea that machine-
learning, and particularly semantic techniques, can be exploited for macro-economic 
forecasting, and not only for financial applications. During this session discussion, there 
was also the opportunity to introduce to the scientific community one current activity of 
the bigNOMICS project: the construction of lexicon-based approach for sentiment 
analysis of economic text, which raised substantial interest among the audience. 
 
 
4.1 A General Framework for Risk Controlled Trading Based on 
Machine Learning and Statistical Arbitrage 
Salvatore Carta, Diego Reforgiato Recupero, Maria Stanciu and Roberto Saia 
 
Abstract 
Nowadays, machine learning usage has gained significant interest in financial time series 
prediction, hence being a promise land for financial applications such as algorithmic 
trading. In this setting, this paper proposes a general framework based on an ensemble 
of regression algorithms and dynamic asset selection applied to the well known statistical 
arbitrage trading strategy. Several extremely heterogeneous state-of-the-art machine 
learning algorithms, exploiting different feature selection processes in input, are used as 
base components of the ensemble, which is in charge to forecast the return of each of 
the considered stocks. Before being used as an input to the arbitrage mechanism, the 
final ranking of the assets takes also into account a quality assurance mechanism that 
prunes the stocks with poor forecasting accuracy in the previous periods. The framework 
has a general application for any risk balanced trading strategy aiming to exploit different 
financial assets. It was evaluated implementing an intra-day trading statistical arbitrage 
on the stocks of the S&P500 index. Our approach outperforms each single base regressor 
we adopted, which we considered as baselines. More important, it also outperforms Buy-
and-hold of S&P500 Index, both during financial turmoil such as the global financial 
crisis, and also during the massive market growth in the recent years 
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4.2 Assessing Macroeconomic Tail Risks in a Data-Rich 
Environment 
Thomas Cook and Taeyoung Doh 
 
Abstract 
We use a large set of economic and financial indicators to assess tail risks of the three 
macroeconomic variables: real GDP, unemployment, and inflation. When applied to U.S. 
data, we find evidence that a dense model using principal components (PC) as predictors 
might be misspecified by imposing the “common slope” assumption on the set of 
predictors across multiple quantiles. The common slope assumption ignores the 
heterogeneous informativeness of individual predictors on different quantiles. However, 
the parsimony of the PC-based approach improves the accuracy of out-of-sample 
forecasts when combined with a sparse model using the dynamic model averaging 
method. Out-of-sample analysis of U.S. data suggests that the downside risk for real 
macro variables spiked to by the end of the Great Recession but subsequently declined to 
a negligible level. On the other hand, the downside tail risk for inflation fluctuated around 
a non-negligible level even after the end of the Great Recession. The disconnect between 
the downside risk of inflation and that of real activities can be in line with the evidence 
for the reduced role of the output gap for inflation during the recent period. 
 
 
4.3 Fine-grained, aspect-based semantic sentiment analysis on 
news for economic forecasting and nowcasting 
Luca Barbaglia, Sergio Consoli and Sebastiano Manzan 
Abstract 
News are a promising nowcasting and forecasting tool since they describe current 
economic events and the expectations about the future. Recent works economic 
forecasting using news generally suffers from: (i) a limited scope of historical financial 
news available; (ii) analysis of short texts only; and (iii) use of basic text analysis 
techniques. We provide an overview on the development of a fine-grained, aspect-based 
sentiment analysis approach. The method is based on advanced natural language 
processing and it recognizes the entity to which the sentiment aspect is expressed within 
the articles. The approach is unsupervised since it relies on external lexical resources to 
associate a polarity score to each concept. We describe our novel method and report 
some preliminary findings on historical economic news, on a time period of 25 years. Our 
analysis provides evidence on the usefulness of news as an additional instrument in the 
forecasting toolset of macroeconomists. 
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5 Session 7 
In the final session, one academic and two industrial oriented contributions have been 
undertaken. The first contribution, Sentiment Risk Premia in the Cross-section of Global 
Equity, provided a new approach to the asset pricing literature which consisted to include 
sentiment risk factors to classical model such as the standard CAPM, the downside risk 
capital asset pricing model, and Fama and French’s five-factor model. The authors found 
that sentiment factors provided additional explanatory power for the cross-section of 
excess asset returns during all market phases and it was not limited to crisis periods.  
The second contribution proposed an innovative GPU accelerated pipeline to treat 
massive datasets in an efficient way. In particular, this methodology has been applied to 
filter financial limit order book data. The optimally pre-processed data are then used for 
training deep neural networks. 
The final contribution developed an early warning system for small European banks. The 
authors implemented a novel decision tree model (by using the Quinlan 5.0 algorithm) to 
detect distressed banks in Europe. The novelty of this method consisted in penalizing the 
missing of a distress events twice the false flag classification. This approach permitted 
the authors to early detect bank in distressing conditions thus provided a forward-looking 
perspective and guidance for policy makers.  
In this final session, the audience was particularly interested by the third presentation. 
The conference participants proposed several ways to improve the early warning system 
implemented by the authors. The main one consisted on the extraction of relevant 
textual information from small European banks reports. In fact, the decision tree model 
did not scrape the corpus of such reports but only considered the main figures of bank 
balance sheets. As a matter of fact, a sentiment measure quantifying the quality of the 
performance of banks could be used to improve the tree model performance. 
 
 
 
 
5.1 Sentiment Risk Premia in the Cross-Section of Global Equity 
Massimo Guidolin, Roland Fuess and Christian Koeppel 
 
Abstract 
This paper introduces a new sentiment-augmented asset-pricing model in order to 
provide a comprehensive understanding of the role of this new type of risk factors. We 
find that new sand social media search-based indicators are significantly related to 
excess returns of inter-national equity indices. Adding sentiment factors to both classical 
and more recent pricing models leads to a significant increase in model performance. 
Following the Fama-MacBeth procedure, our modified pricing model obtains positive 
estimates of the risk premium for positive sentiment, while being negative for negative 
sentiment. Our results contribute to the explanation of global cross-sectional average 
excess returns and are robust for fundamental factors, momentum, idiosyncratic 
volatility, skewness, kurtosis, and international currencies. 
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5.2 GPU Accelerated Data Preparation for Limit Order Book 
Modeling 
Viktor Burján and Bálint Gyires Tóth 
 
Abstract 
Financial processes are frequently explained by econometric models, however, data-
driven approaches may outperform the analytical models with adequate amount and 
quality data and algorithms. In the case of today's state-of-the-art deep learning 
methods the more data leads to better models. However, even if the model is trained on 
massively parallel hardware, the preprocessing of a large amount of data is usually still 
done in a traditional way (e.g. few hundreds of threads on Central Processing Unit, CPU).  
In this paper, we propose a GPU accelerated pipeline, which processes and models a 
specific type of financial data -- limit order books -- on massively parallel hardware. The 
pipeline handles data collection, order book preprocessing, data normalisation, and 
batching into training samples, which can be used for training deep neural networks and 
inference. Time comparisons of baseline and optimized approaches are part of this paper. 
 
 
 
5.3 A new approach to Early Warning Systems for small European 
banks 
Stefano Scalone, Giorgio Scricco, Michael Braüning and Despo Malikkidou 
 
Abstract 
This paper describes a machine learning technique to timely identify cases of individual 
bank financial distress.   
Our work represents the first attempt in the literature to develop a nearly warning 
system specifically for small European banks. We employ a machine learning technique, 
and build a decision tree model using a dataset of official supervisory reporting, 
complemented with qualitative banking sector and macroeconomic variables. We  
propose  a  new  and  wider  definition  of  financial  distress,  in  order  to  capture  bank 
distress cases at an earlier stage with respect to the existing literature on bank failures; 
by doing so, given the rarity of bank defaults in Europe we significantly increase the 
number of events on which to estimate the model, thus increasing the model precision; 
in this way we identify bank crises at an earlier stage with respect to the usual default 
definition, therefore leaving a time window for supervisory intervention. 
The Quinlan  C5.0  algorithm  we  use  to  estimate  the  model  also  allows  us  to  
adopt  a conservative approach to misclassification: as we deal with bank distress cases, 
we consider missing a distress event twice as costly as raising a false flag. 
Our final model comprises 12 variables in 19 nodes, and outperforms a logit model 
estimation, which we use to benchmark our analysis; validation and back testing also 
suggest that the good performance of our model is relatively stable and robust.
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6 Conclusions 
 
The special session “Big data in Economics and Finance” within “The 6th International 
Conference on Machine Learning, Optimization, and Data Science” gathered a diverse set 
of presenters ranging from universities, central banks and other research centres. The 
event showed a large interest from the research community, particularly towards the use 
of text and news data for price and volatility forecasting, and towards the use of machine 
learning algorithms for macroeconomic and financial risk modelling. The event was also 
very valuable for bigNOMICS to discuss current and future work, in particular with 
respect to the application of machine learning techniques on text data for forecasting 
purposes.  
 
This special session represented an important venue of networking with other 
researchers and practitioners. It fostered novel discussions and open up several new 
research directions, such as the use of text data to forecast volatility when news articles 
are used as a proxy of disagreement in financial participant opinions. This application 
seems promising, since disagreement has been studied only in relation with standard 
economic indicators and not with volatility indexes. Another possible future research 
track consists in using text data to develop an empirical application able to disentangle 
the lead-lag relationships between news and financial returns. In the standard literature, 
news stories are assumed to induce movements in stock indices. However, there is little 
work that tries to investigate the reverse effect, namely the effect of financial fluctuation 
on the behaviour of media and how this could affect market agents in the long-run. 
Particularly fruitful were the discussions with Bocconi University researchers about these 
topics: the forward-looking research performed at the bigNOMICS project attracted their 
attention and sparked the venue for future collaborations. On this line, they invited the 
bigNOMICS project to participate to a session at International Symposium on Forecasting 
Techniques (virtual ISF2020 conference, https://forecasters.org/events/symposium-on-
forecasting/) that will be held by the International Institute of Forecaster in October 
2020. Finally, the organization of such a special session has proved to be very useful for 
establishing relations with the research community, in the perspective organization of a 
thematic workshop in 2021 in coincidence with the end of the bigNOMICS project.    
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Annex 
 
SUNDAY, 19 JULY 
 
09:45 – 10:30 Session 1 - Special Session on Big data in Economics & Finance 
Virtual Room: Lecture Hall 1 (Real Room: Sala Bracci) 
 
Chairs: Vincenzo Sciacca & Sergio Consoli 
 
09:45 – 10:00 Salvatore Mario Carta, Sergio Consoli, Luca Piras, Alessandro Sebastian 
Podda and Diego Reforgiato Recupero, Dynamic Industry specific Lexicon Generation for 
Stock Market Forecast (pre-recorded video) 
 
10:00 – 10:15 Vittorio Bellini, Massimo Guidolin and Manuela Pedio, Can Big Data Help to 
Predict Conditional Stock Market Volatility? An Application to the Brexit Vote (pre-recorded 
video) 
 
10:15 – 10:30 Giorgio Gnecco, Stefano Amato, Alessia Patuelli and Nicola Lattanzi, Machine 
learning application to family business status classification Vote (pre-recorded video) 
 
 
 
********************************************************************************************************* 
 
 
11:00 – 11:45 Session 3 - Special Session on Big data in Economics & Finance 
Room: Lecture Hall 1 
 
Chairs: Vincenzo Sciacca & Sergio Consoli 
 
11:00 – 11:15 Sergio Consoli, Luca Tiozzo Pezzoli and Elisa Tosetti, Using the GDELT 
dataset to analyse the Italian bond market (pre-recorded video) 
 
11:15 – 11:30 Quaini, Korsaye and Trojani, Smart Stochastic Discount Factors view (pre-
recorded video) 
 
11:30 – 11:45 Iulia Igescu, Monitoring Location Shifts with One-Class Support Vector 
Machines (onsite talk)  
 
 
 
********************************************************************************************************* 
 
 
11:45 – 12:30 Session 5 - Special Session on Big data in Economics & Finance 
Room: Lecture Hall 1 
 
Chair: Vincenzo Sciacca & Luca Tiozzo Pezzoli 
 
11:45 – 12:00 Salvatore Carta, Diego Reforgiato Recupero, Maria Stanciu and Roberto Saia, 
A General Framework for Risk Controlled Trading Based on Machine Learning and Statistical 
Arbitrage (pre-recorded video) 
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12:00 – 12:15 Thomas Cook and Taeyoung Doh, Assessing Macroeconomic Tail Risks in a 
Data-Rich Environment (screen sharing) 
 
12:15 – 12:20 Luca Barbaglia, Sergio Consoli and Sebastiano Manzan, Fine-grained, aspect-
based semantic sentiment analysis on news for economic forecasting and nowcasting  
(screen sharing) 
 
 
MONDAY, 20 JULY 
 
09:45 – 10:30 Session 7 - Special Session on Big data in Economics & Finance 
Room: Lecture Hall 1 
 
Chair: Vincenzo Sciacca & Luca Tiozzo Pezzoli 
 
09:45 – 10:00 Massimo Guidolin, Roland Fuess and Christian Koeppel, Sentiment Risk 
Premia in the Cross-Section of Global Equity (pre-recorded video) 
 
10:00 – 10:15 Viktor Burján and Bálint Gyires Tóth, GPU Accelerated Data Preparation for 
Limit Order Book Modeling (screen sharing) 
 
10:15 – 10:30 Stefano Scalone, Giorgio Scricco, Michael Braüning and Despo Malikkidou, A 
new approach to Early Warning Systems for small European banks (pre-recorded video)
 
 
 
 
GETTING IN TOUCH WITH THE EU 
In person 
All over the European Union there are hundreds of Europe Direct information centres. You can find the 
address of the centre nearest you at: https://europa.eu/european-union/contact_en 
On the phone or by email 
Europe Direct is a service that answers your questions about the European Union. You can contact this 
service: 
- by freephone: 00 800 6 7 8 9 10 11 (certain operators may charge for these calls), 
- at the following standard number: +32 22999696, or 
- by electronic mail via: https://europa.eu/european-union/contact_en 
FINDING INFORMATION ABOUT THE EU 
Online 
Information about the European Union in all the official languages of the EU is available on the Europa 
website at: https://europa.eu/european-union/index_en 
EU publications 
You can download or order free and priced EU publications from EU Bookshop at: 
https://publications.europa.eu/en/publications. Multiple copies of free publications may be obtained by 
contacting Europe Direct or your local information centre (see https://europa.eu/european-
union/contact_en). 
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