Abstract
Introduction
It is well known that optical interconnect has superior power, speed, and crosstalk properties compared to electronic interconnect when the interconnect distance is more then a few millimeters [2, 5] . With this knowledge in mind, Marsden et al. [8] , Hendrick et al. [4] , and Zane et al. [18] have proposed an architecture in which the processors are partitioned into groups. Within each group electronic interconnect is used to connect the processors. Optical interconnect is used to connect processors in different groups.
The optical transpose interconnection system (OTIS) was proposed by Marsden et al. [8] , where the processors are partitioned into groups of the same size. Processor of group is connected to processor of group via an optical connection. Krishnamoorthy et al. [6] have shown that 
Figure 1. Example of OTIS connections with 16 processors
when the number of groups equals the number of processors within a group, the bandwidth and power efficiency are maximized, and system area and volume minimized. As a result, an AE ¾ processor OTIS computer is partitioned into AE groups of AE processors each for our study. Figure 1 shows a 16 processor OTIS architecture. The processor indices are of the form´ È µ where is the group index and È the processor index within the group. The OTIS-Mesh optoelectronic computer is a class of OTIS computers in which the electronic interconnect within each group follows the mesh paradigm [18, 13] . A 16 processor OTIS-Mesh computer is shown in Figure 2 . The large boxes enclose groups of processors which are denoted by small boxes. The pair of numbers Ôinside a small box represents the group ( ) and processor (Ô) indexes. Groups are numbered in row-major fashion, as they are laid out as a two-dimensional array. The pair´ µ above a group denotes the row ( ) and column ( ) in which a group lies. Electronic links are indicated by arrows inside a group, while optical links are shown by arrows among groups. We shall refer to moves utilizing optical links as 
OTIS moves.
Zane et al. [18] have shown that the OTIS-Mesh computer can simulate a
AE fourdimensional mesh computer. Sahni and Wang [13] have developed algorithms for data routing algorithms. Wang and Sahni have studied algorithms for basic operations [15] such as prefix sum, consecutive sum, concentrate, sort, and they have also developed algorithms for various matrix multiplication operations [17] and image processing problems [16] .
In this paper, we develop algorithms for the following problems that arise in computational geometry: convex hull (CH), smallest enclosing box (SEB), ECDF, two-set dominance (2SD), maximal points (MP), all-nearest neighbor (ANN), and closest-pair for points (CPP). For each problem, we consider the two cases (a) An AE point problem is to be solved on an AE ¾ processor OTIS-Mesh and (b) an AE ¾ point problem is to be solved on an OTIS-Mesh with AE ¾ processors. All of our algorithms run in Ç´ÔAE µ time.
Convex Hull
We wish to identify the extreme points of a set Ë of points in a plane. We assume that no three points are collinear.
Ë AE
Our algorithm employs the following result. According to our theorem, point is not an extreme point. To prove the theorem, note that when Ô is not an extreme point, it must lie inside the convex hull (Ô cannot be on the hull boundary because we have assumed that no three points of Ë are collinear). Figure 4(a) shows the situation. Since the enclosing convex hull has at least three vertices, the angle between any two vectors originating at Ô and ending at two consecutive vertices of the hull is less than . Therefore the angle between any two vectors that are adjacent in polar order is all less than .
Theorem 1 For any point
When Ô is an extreme point on the convex hull, the angle between the vectors to the hull vertices that immediately precede and follow Ô on the convex hull is more than . Theorem 1 results in the following algorithm to determine whether Ô is an extreme point of Ë.
Step 1: Sort the points Ë Ô by the polar angle of the
be the sorted sequence of points in Ë Ô .
Step 2: If there is a , ¼ AE ½, such that the counterclockwise angle between Ô Ô and Ô Ô ´ ·½µ ÑÓ AE ½ is more than , then Ô is an extreme point; otherwise, Ô is not an extreme point.
On an AE ¾ processor OTIS-Mesh, we can perform the above two steps, concurrently, for all points Ô ¾ Ë. The points that are determined to be extreme points can then be sorted into polar order with respect to any point in the interior of the convex hull. The resulting sorted order of extreme points defines the convex hull of Ë. The algorithm is given below. The AE points of Ë are initially distributed, one to a processor, over the processors of group 0.
Step 1: Perform an OTIS move of the points in group 0.
Step 2: Processor 0 of group , ¼ AE , broadcasts the point it received in Step 1 to all processors in its group. All processors in a group now have the same point in their registers.
Step 3: Perform an OTIS move on the points in the registers. The data is received into registers. Now, each group processor has the point Ô in its register and a point of Ë Ô in its register.
Step 4: Each processor computes the polar angle of the vector defined by the points in its and registers.
Step 5: Each group sorts, into snake-like order, the angles computed by its processors.
Step 6: Each processor in a group checks the condition of Theorem 1 by computing the angle between the vectors defined by Ô , the point in its register, and the point in the register of the next processor in the snake like order.
Step 7: Processor 0 of each group is notified by group processors that determine a point Ô is an extreme point.
Step 8: The points that pass the test of Theorem 1 are transmitted to group 0 via an OTIS move.
Step 9: The extreme points accumulated by group 0 are sorted by polar angle order.
Step 2 takes ¾´ÔAE ½µ electronic moves, Step 5 takeś ·¯µ Ô AE electronic moves [10] , and Steps 6 and 7 take up to ¾´ÔAE ½µ electronic moves each. For Step 9, we must first find a point that is in the interior of the convex hull. This is done by identifying any three of the hull vertices and then computing the centroid of these three vertices. The hull vertices are first moved leftwards in group 0. Then, these vertices are moved downwards to processor (0,0) until processor (0,0) has 3 vertices. The centroid is broadcast to all group 0 processors, the polar angles are computed, and then the hull vertices are sorted by polar angle. The sort takes´ ·¯µ Ô AE electronic moves [10] and the remaining operations of Step 9 take ´ÔAE ½µ electronic moves. Overall, our convex hull algorithm takeś ½ ·¯µ Ô AE electronic and 3 OTIS moves.
Ë AE ¾
The Ë AE ¾ AE ¢ AE mesh convex-hull-algorithm of [9] is easily generalized to run on an 
Smallest Enclosing Box
In the smallest enclosing box (SEB) problem, we are given a set Ë of coplanar points and are to find a minimum area rectangle that encloses all points in Ë. It is well known [3] that the SEB of Ë has one side that is collinear with an edge of the convex hull of Ë and that the remaining three sides of the SEB pass through at least one convex hull vertex each.
Ë AE
Step 1: Compute the convex hull as in Section 2.1.
Step 2: Broadcast the hull vertices from group 0 to all remaining groups.
Step 3: Group determines the th hull edge´Ô Ð Ô Ö µ and broadcasts this to all processors within the group.
Step 4: Each group processor determines the distance between its hull vertex Õ (if any) and the th hull edgé Ô Ð Ô Ö µ as well as the distance Û to the perpendicular bisector Ä of the th hull edge. If Õ and Ô Ð are on the same side of Ä, set Ð Û and Ö ¼ ; otherwise, set Ð ¼ and Ö Û.
Step 5: Processor 0 of each group computes the maximum of the 's and Ö's in its group and the minimum of the Ð's in its group. The area of the SEB that has one side collinear with´Ô Ð Ô Ö µ is max £´Ö max Ð min µ.
Step 6: Perform an OTIS move on the 's. Now all 's are in the group 0 processors.
Step 7: Processor 0 of group 0 determines the minimum .
Step 1 takes´½ ·¯µ Ô AE electronic and 3 OTIS moves (see Section 2.1), the remaining steps take Ô AE electronic and 3 OTIS moves. Therefore, the overall complexity of the above SEB algorithm is´¾ ·¯µ Ô AE electronic and 6 OTIS moves.
Ë AE ¾
The steps in any SEB algorithm (including the one of Section 3.1) are:
Step 1: Compute the convex hull of Ë.
Step 2: Find the furthest (i.e., perpendicular distance to the edge) hull vertex for each hull edge.
Step 3: Find the leftmost (i.e., distance is measured from the perpendicular bisector of the hull edge) hull vertex for each hull edge.
Step 4: Find the rightmost hull vertex for each hull edge.
Step 5: Each processor computes the enclosing box defined by the edge and points from the previous steps.
Step 6: Find the box with minimum area.
When Ë equals the number of processors, Step 1 can be done in Ç´ÔAE µ time using the algorithm of Section 2.2.
Step 5 takes Ç´½µ time, and Step 6 takes Ç´ÔAE µ time. Steps 2, 3, and 4 can also be done in Ç´ÔAE µ time by adapting the technique of [9] .
Let ×´ÜÝµ be the slope of the convex hull edge ÜÝ. Let be the convex hull vertex that is farthest from ÜÝ, let Ô be the hull vertex that precedes , and let Õ be the hull vertex that follows . In [9] it is shown that ×´ Ôµ ×´ÜÝµ ×´ Õµ. Therefore, if the hull edges are sorted by slope, the vertex is easily identified. The leftmost and rightmost hull vertices may be found in a similar fashion by using the slopes ×´ÜÝµ ¦ ¾. The algorithm to find the hull point that is farthest from the hull edge ÜÝ is given below. This algorithm actually finds the farthest hull vertex for all edges ÜÝ that are on the upper hull (see Step 2.1). The algorithm for all edges of the lower hull is similar. Note that for any upper hull edge, the farthest hull vertex is on the lower hull.
Step 2.1: Let Ð and Ö, respectively, be the hull vertices with the least and maximum Ü-coordinates. Ties are broken arbitrarily. The line ÐÖ partitions the convex hull into two parts-lower and upper.
Step 2.2: Each processor that has a hull edge computes the slope of this edge and creates a tuple
where × is the slope of the hull edge, is the processor index, Ù is true iff the hull edge is part of the upper hull, and is empty if Ù is true, and is the right end point of the hull edge when Ù is false.
Step 3: Sort the tuples by the slope ×. Ties are broken using the Ù value (false true). Note that two edges on the upper (lower) hull cannot have the same slope. The tuple (if any) Ø × Ù µ that a processor has is called its Ø-tuple. This Ø-tuple originated in processor .
Step 2.4: Each processor that has a Ø-tuple with Ù false creates a Ø ¼ -tuple which is a copy of its Ø-tuple plus the processor's index. That is, Ø ¼ Ǿ Ôµ.
Step 2.5: The Ø ¼ -tuples are first ranked, then concentrated using their ranks, and finally generalized using the Ô values. Following the generalization, each processor has a Ø ¼ -tuple.
Step 2.6: Each processor that has a Ø-tuple Ì with Ù true sets the value of this Ø-tuple Ì to the value of its Ø ¼ -tuple. This value is the hull vertex that is farthest from the edge that resulted in the Ø-tuple Ì .
Step 2.7: Route the Ø-tuples back to their originating processors using the values of the Ø-tuples.
Using the rank, concentrate, generalize, and sort algorithms of [15] , we can complete the above seven steps in Ç´ÔAE µ time. The leftmost and rightmost hull points for each hull edge can similarly be found in Ç´ÔAE µ time. Following this, each edge can determine the area of the SEB that has one side collinear to this edge in Ç´½µ time, and the minimum of these area cab be then determined using an additional Ç´ÔAE µ time. Therefore, the overall SEB computation takes Ç´ÔAE µ time. A closer analysis reveals that the resulting algorithm performs ¿ Ô AE · Ó´ÔAE µ electronic moves and ½ Ô AE · Ó´ÔAE µ OTIS moves.
ECDF
In the ECDF (empirical cumulative distribution function) problem, we are given a set Ë of distinct points in a plane. Point 
Ë AE
We have enough processes to run the brute force algorithm-perform all AE ¾ pairs of point comparisons and count the number of points dominated by each point Ô -efficiently. The steps are given below. We begin with point Ô in processor of group 0; i.e., in processor´¼ µ.
Step 1: Perform an OTIS move on the points initially in group 0. Now processor´ ¼µ has point Ô .
Step 2: Processor´ ¼µ broadcasts point Ô to the remaining processors in its group. Each processor saves its point in register as well as register .
Step 3: Perform an OTIS move on the register data. Now, processor´ µ has point Ô in register , and point Ô in register .
Step 4: Each processor sets its register to 1 if its register point dominates its register point; the register is set to 0 otherwise.
Step 5: Processor´ ¼µ computes the sum of the values in its group.
Step 6: Perform an OTIS move on the sums computed in
Step 5.
The complexity of the above algorithm is readily seen to be ´ÔAE ½µ electronic and 3 OTIS moves.
Ë AE ¾
We begin with one point in each of the AE ¾ processors. The strategy is given below.
Step 1: Sort the AE ¾ points by Ü-coordinate, and within Ü-coordinate by Ý-coordinate.
Step 2: Each point Ô Ǘ Ý µ determines the number of points to its left that have Ý-coordinates Ý .
Step 3: The counts determined in Step 2 are routed back to the originating processors for the individual points.
Steps 1 is done in Ç´ÔAE µ time using the OTIS-Mesh sort algorithm of [15] .
Step 2 is an example of the general prefix computation (GPC) operation described in [1] . We shall show below, how to do Step 2 in Ç´ÔAE µ time.
Step 3 may be done in Ç´ÔAE µ time by sorting on the originating processor indexes.
Step 2 can be done in Ç´ÔAE µ time using a divide-andconquer algorithm. Let 
where È´Ô Ë Ý µ is one more than the number of points to the left of Ô in Ë Ý . We may compute and È in Ç´Òµ time on an Ò processor -dimensional mesh by partitioning the mesh into ¾ ´Ò ¾µ processor submeshes, recursively computing the s and È s of neighboring submeshes until we have the overall and È . The combining involves sorting, ranking, concentration, and generalization, and takes Ç´Òµ time. If Ì´Òµ is the time required to compute the s and È s on an Ò processor -dimensional mesh, then
We may simulate the 4-dimensional mesh algorithm on an AE ¾ processor OTIS-Mesh using the techniques of [18] 
Two-Set Dominance
In the two-set dominance (2SD) problem, we are given two sets Ë ½ and Ë ¾ of points in a plane. For each point Ô ¾ Ë ½ (Ë ¾ ) we wish to determine the number of points in Ë ¾ (Ë ½ ) that are dominated by Ô. This problem is quite similar to the ECDF problem and is solved in Ç´ÔAE µ time by making minor modifications to the ECDF algorithm. Instead of counting all points dominated by Ô, we only count dominated points that are in a different set from Ô.
A point Ô ¾ Ë is maximal if and only if Ô is not dominated by any point in Ë. In the maximal points (MP) problem, we wish to identify all maximal points. This problem may be solved using the ECDF algorithms. Instead of counting the number of points that Ô dominates, we count the number of points that dominates Ô. Further simplification comes from realizing that instead of keeping a count of the number of points that dominate Ô, we can keep a boolean value that is true if and only if at least one point that dominates Ô has been detected. The complexity of the algorithm remains Ç´ÔAE µ.
All-Nearest Neighbor
In this problem, we are given a set Ë of points. For each point Ô ¾ Ë, we are to find another point Õ ¾ Ë, Õ Ô, such that the distance between Ô and Õ is minimum.
Ë AE
The algorithm for this case is similar to that given in Section 4. Steps 4-6 of that algorithm are changed to
Step 4': Each processor sets its register to the distance between between the points in its and registers (if the points are the same, the register is set to ½).
Step 5': Processor´ ¼µ computes the minimum of the values in its group and thereby identifies the nearest neighbor of the point in the group's registers.
Step 6': Perform an OTIS move on the nearest neighbors computed in the´ ¼µ processors.
The overall complexity of the algorithm is the same as that for the ECDF algorithm of Section 4.
Ë AE ¾
We use the divide-and-conquer strategy described in [12] and used in [9] to solve the problem on a 2-dimensional mesh. The steps are:
Step 1: Partition the AE ¾ points into groups by Ü-coordinates and solve the all nearest neighbor problem in each group.
Step 2: Partition the AE ¾ points into groups by Ý-coordinates and solve the all nearest neighbor problem in each group.
Step 3: Each point determines the closer of the two neighbors determined in Steps 1 and 2.
Step 4: The partitions of Steps 1 and 2 define ¾ rectangular regions. In each region, label the points that are closer to a corner of the region than to their nearest neighbor as determined in Step 3. There are at most 8 marked points in each region [9] .
Step 5: Circulate the at most ¢ ¾ marked points through all AE ¾ processors. During this circulation process, these marked points determine their nearest neighbors.
The correctness of the algorithm has been established in [9] with . The algorithm is easily run on a 4-dimensional AE ¾ processor mesh with ½ so as to have complexity of Ç´ÔAE µ. This results in an Ç´ÔAE µ OTISMesh algorithm [18] . A closer analysis reveals that the resulting algorithm performs more than ¿ ¼ Ô AE · Ó´ÔAE µ electronic moves and more than ¿¿ Ô AE · Ó´ÔAE µ OTIS moves!
Closest-Pair of Points
The closest-pair for points (CPP) in Ë can be found by first solving the all nearest neighbor problem of Section 7 and then determining the closest pair from the nearest neighbor of each point. The additional effort needed is ¾´ÔAE ½µ electronic moves when Ë AE , and ´ÔAE ½µ electronic plus one OTIS moves when Ë AE ¾ .
Conclusion
We have shown that several computational geometry problem-convex hull, smallest enclosing box, ECDF, two-set dominance, maximal points, all-nearest neighbor, and closest-pair of points-can be solved in Ç´ÔAE µ time on an AE ¾ processor OTIS-Mesh. The algorithms for AE points have much small constant factors than do the corresponding algorithms for AE ¾ points.
