ABSTRACT The sub-Nyquist sampling (SNS) has emerged as an appealing technique for wideband signal sampling and has found its applications in many areas, such as, cognitive radios, radar and medical imaging, etc.. However, existing SNS based approaches generally assume that the output noise of SNS (termed as SNS noise) is generated as the additive white Gaussian noise without considering the SNS effect. To give more insights on the noise after SNS, we propose a generalized modulated converter to represent existing prevalent SNS systems and give an analysis on statistics of the SNS noise in terms of the proposed SNS system. The noise folding factor and the uncorrelated and white keeping properties are derived and concluded from the derived statistics, in which the former is used to show the noise enhancement by SNS and the latter describes the SNS noise uncorrelation and equal power intensity in different frequencies, respectively. In the final, simulation results validate the derived results and conclusions.
I. INTRODUCTION
Benefiting from the compressed sensing (CS) theory [1] , sub-Nyquist sampling (SNS) has emerged as an appealing technique to break through the bottleneck of traditional sampling techniques for wideband signal sampling [2] . The sampling rate can be greatly reduced based on the SNS technique. Moreover, several systems [3] - [5] have been proposed to realize the SNS for practical use, where, in general, each of them uses a relatively small amount of hardware to realize the sampling for wideband signals in one sampling period compared with the traditional filter-bank system [6] . Among these SNS systems, modulated wideband converter [4] has been widely investigated and used for many advantages, whose variants have been proposed to reduce the hardware complexity [7] and increase the energy efficiency [8] , respectively. With the development of SNS, successful applications in various areas have been achieved, among which the SNS based wideband spectrum sensing [9] - [11] for cognitive radios [12] - [14] and compressive detection [15] , [16] The associate editor coordinating the review of this article and approving it for publication was Yulong Zou.
in the area of signal processing have attracted great research interests.
However, most of the existing SNS based approaches are developed under a simple assumption that the output noise of the SNS system is additive, white and Gaussian with some known noise variances [16] - [19] . Even though the noise can be generally described as the additive white Gaussian noise (AWGN) in practice, the simple assumption of SNS noise could lead to an inaccurate description of SNS noise statistics without considering the SNS effect introduced to the input noise. As a matter of fact, the accurate SNS noise statistics are essentially used to derive the detection tests in [16] , the recovery bounds in [17] , the halting criterion in [18] and the noise variance for signal recovery in [19] , respectively. Therefore, the noise statistics after SNS, especially the mean and variance, are necessary to get accurate results for the above mentioned works.
The previous work [20] has shared its insights on the noise folding effect for the first time and then the recent work [21] has studied the noise folding effect through signal to noise ratio (SNR) variability. Another recent work [9] have also investigated on the SNS noise to some extent. However, the previous works [9] , [20] , [21] have developed their conclusions based on the SNS system described by CS models in a discrete manner and also based on some sensing matrix with further assuming that the product of this sensing matrix and its conjugate transpose approximates to an identity matrix. The discrete manner analysis and sensing matrix approximation lead to an inaccurate estimate of the SNS noise. Different from previous works, in this paper, we employ a concrete SNS system instead of using a discrete sensing matrix and then we investigate the noise property in a continuous manner without any approximation. Our analyses include not only the noise folding effect but also the uncorrelated and white keeping properties (UWKPs) that are not discussed in previous works. We derive the SNS noise statistics and then the noise folding factor in term of the SNS system instead of the sensing matrix.
To facilitate the SNS noise analysis, a generalized modulated converter (GMC) system is first proposed with a unified system model that covers existing prevalent SNS systems [3] - [5] . Afterwards, the output SNS noise of GMC is analyzed in both frequency and time domains. Statistics of the SNS noise, such as mean, variance, covariance and power spectral density (PSD), are derived based on a continuous manner analysis. These statistics show that the SNS noise follows the UWKPs and is proportional to the variance of the input AWGN by a noise folding factor.
The remainder of this paper is organized as follows. The generalized SNS system and its model are given in Section II. Statistics, UWKPs and noise folding factor of the SNS noise in both frequency and time domains are derived in Section III. Simulations are performed in Section IV and conclusions are made in Section V.
II. GENERALIZED MODULATED CONVERTER
In order to analyze the SNS noise in terms of a specific SNS system, we propose a generalized SNS system architecture (termed as the GMC) and give a unified system model in this section. The proposed GMC system covers (one channel of) the existing prevalent SNS schemes [3] - [5] , on which the SNS noise analyses are based. Such system-based analysis makes it possible for users to immediately obtain the SNS noise in terms of system configuration parameters.
A. SYSTEM DESCRIPTION
The GMC is proposed as a generalized system architecture shown in Fig 1. As seen by an order from the input to the output direction of Fig 1, a wideband receiving antenna, a signal mixer, a lowpass filter (LPF) and a low-rate analogto-digital converter (ADC) are mainly included inside the architecture. The antenna receiving signal of an SNS receiver x(t) is modulated and filtered by a mixing signal p(t) and an LPF H (f ), respectively, and then uniformly sampled at a sampling rate f s to obtain the sub-sample stream y [p] . Given a specific setting, the architecture can be configured as one (one channel) of the existing SNS systems. More specific, we list the configurations as follows: • Random demodulator (RD) [3] : such SNS system can be realized by inputting a non-periodic pseudo-random sequence (PRS) as the mixing signal and employing an integrator as the LPF. The toggle frequency of the non-periodic PRS should be higher than the Nyquist rate, i.e. two times of the maximum frequency of a signal.
• Modulated wideband converter (MWC) [4] : here each channel of such SNS system requires a periodic PRS with period T p as the mixing signal and an ideal LPF with the cut-off frequency being
). The toggle frequency of the periodic PRS should also be higher than the Nyquist rate.
• Nyquist folding receiver (NYFR) [5] : the SNS system adopts a periodic non-uniform pulse train as the mixing signal, in which each pulse is generated at a zero-crossrising time instant of a deterministic linear frequency modulation (LFM) signal. Let f b denote a fundamental frequency of the LFM signal and f represent the frequency variation of the LFM signal with f f b . The LFM signal linearly varies its frequency in the range of (
). An ideal LPF with the cut-off frequency being f b 2 follows after the mixing. For the above SNS systems, the sampling rate of low-rate ADC is usually set twice of the cut-off frequency, which is the boundary frequency to indicate where the output response of an LPF begins to drastically decrease.
Under the different configurations, a unified system model of GMC will be given in the next subsection, on which the SNS noise analyses are based in Section III.
B. SYSTEM MODEL
We assume the mixing signal of GMC is periodic, based on which the system model is derived. The non-periodic mixing signal can be considered as a special case of the periodic one. Consider a W Hz wideband antenna receiving signal constituted by K primary users (PUs) (namely, K signals from different transmitters) in the wideband spectrum sensing problem. The wideband spectrum is shown in Fig. 2(a) . At the SNS receiver, the periodicity of mixing signal makes the whole W Hz spectrum divided into narrow spectrum bands. Let l be the index of narrow bands, where l is in the range of [l min , l max ] with l max and l min being the maximum and minimum indices, respectively. As shown in Fig. 2 (a), (
] constitute partial wideband spectrum in the range of ( 
Therefore, we can represent the frequency response of the GMC output by summing up each narrow band
under a different weight and convolution kernel as
where c l and p l (f ) stand for the weight and convolution kernel for the lth narrow band. The product of weight and convolution kernel is an impulse response of the periodic mixing signal on the lth narrow band. In order to show that (2) covers the existing SNS system models, we denote a parameter combination as C = (p l (f ), c l , T u ). Two choices of the parameter combination are listed as follows:
, where δ l (f ) is the Dirac delta function and α l is the Fourier expansion coefficient on the lth narrow band of the periodic PRS p(t), given as
Tp dt.
, where c is a constant factor; l (f ) represents the frequency domain impulse response on the lth narrow band of the periodic non-uniform pulse train, with its frequency domain support being
. The frequency domain impulse response of mixing signals for the two different choices are shown in Fig. 2(b) and Fig. 2(c) , respectively. For C 1 , the convolution with δ l (f ) does not change the narrow band X (f + l T u ). Thus, (2) can represent one channel of the MWC whose model is given as [4] Y (e
For C 2 , the model in (2) can describe NYFR by the following model [5] Y (e
Since the mixing signal used by RD is non-periodic, the RD can be considered as a special case of the MWC on the condition that T p approaches +∞, i.e.,
III. NOISE STATISTICS AND PROPERTIES
Based on the derived SNS system model in (2), we investigate the SNS noise via its statistics (including means, variances, covariances and PSD) in the following of this section. The noise folding factor in terms of the SNS system and the UWKPs are derived in both the frequency and time domains. The UWKPs are used to describe that all realizations of a random process are uncorrelated and each realization exhibits equal power intensity in different frequencies.
A. FREQUENCY DOMAIN ANALYSIS
We assume that the background noise corrupting the PU signals is AWGN. Then the antenna receiving signal is a sum of PU signals after channel fading and the AWGN, and is denoted as 
We define the noise on the lth narrow band as
, then it is obvious that V (f ) in (6) can be denoted as a sum of noise from l max − l min + 1 narrow bands. Each narrow band noise V l (f ) is a convolution of the scaled input noise c l N f + l T u and the frequency domain impulse p l (f ). We further assume that each pair of p l (f ), c l and N (f ) is independent, then the following theorem describes the statistics and properties of the LPF output noise. 
with R p l (τ ) and R c l (τ ) being auto-correlations of p l (f ) and c l , respectively. Proof: To prove Theorem 1, we investigate the statistics of the LPF output noise defined in (6) . Based on the definition of lth narrow band noise V l (f ), the mean of V (f ) can be obtained as
The last equality of (8) follows (18) in Appendix A. In order to derive the variance of V (f ), we need to first get the covariance of V (f ), whose expression is given as
where the last equality of (9) follows (19) in Appendix B. Exploiting the fact that R N (υ = 0) = σ 2 , the variance of V (f ) can be derived based on the the covariance C {V (f )}(υ) as
As seen from (10), compared with the input noise variance σ 2 , the variance of V (f ) introduces an amplification factor, referred to as the noise folding factor, denoted as
which completes the proof of (7). The results in (8) and (10) show that V (f ) is an additive Gaussian noise with zero mean and ασ 2 variance. The noise folding factor in (11) can be further reduced to a concrete value under a specific combination selection of C. For C = C 1 , the term
On the other hand, for C = C 2 , the R c l (τ ) reduces to c 2 and
It is noted that the noise folding factor α is invariable for f ∈ F s . The LPF output noise variance D{V (f )} equals ασ 2 and, therefore, it has an equal power intensity for the whole frequency range. This conclusion reflects that the noise V (f ) follows the white keeping property. Moreover, we have another equality that C {V (f )}(υ = 0) = 0 holds, which reflects the uncorrelated property of V (f ). Till now, the proof of Theorem 1 is completed. Given a fixed bandwidth of the wideband spectrum that needs to be sensed, a large value of mixing signal period T u makes the wideband spectrum partitioned densely and thus leads to a large number of narrow bands L. Meanwhile, the large value of T u indicates an increasing average energy of the mixing signal, whose value is in accordance with √ α (we use the Parseval's theorem [22] to know that the signal energy is identical between the time and frequency domains). Therefore, we can connect the noise folding factor α with the number of narrow bands L by a relation α ∝ L, where ∝ is the proportional operator. In addition, since dense partition of the wideband spectrum, namely, leading a large value of L, allows to lower the SNS rate, we can conclude that the noise folding factor α increases monotonically with the decreasing of SNS rate.
The above analysis is performed for the LPF output, which is, thus, an analog signal. It is noticed that the output signal of an SNS system is digital, namely, a discrete version of the output analog signal of LPF. To show the statistics and properties of this digital version, we have the following corollary:
Corollary 1: The output SNS noise of low-rate ADC has the same statistics and noise folding factor as the output noise of LPF V (f ), and follows the UWKPs.
Proof: The corollary directly follows from the fact that the SNS outputs a discrete version of the analog output signal of LPF, i.e., v(t) = v(nT ) for t = nT , n = 1, 2, · · · .
B. TIME DOMAIN ANALYSIS
We next verify conclusions obtained in the frequency domain through the time domain analysis. We denote x(t) = s(t) + n(t), where s(t) and n(t) represent the received signal and noise by the antenna, respectively. The output noise of LPF in the time domain can be represented as
where h(t) denotes the impulse response of LPF in the time domain. Based on the wide-sense stationary assumption of n(t), and the independence between any two signals of n(t), p(t) and h(t), it is straightforward to obtain the mean and VOLUME 7, 2019 covariance of v(t) as similar to those in Section III-A. The mean of v(t) can be directly derived as 0 and the covariance of v(t) is given as
where R x (t, τ ) = E {x(t)x * (t − τ )}, x ∈ {n, p, h}. Furthermore, we have R n (t, τ ) = R n (τ ) due to the wide-sense stationary assumption of input noise. Replacing R n (t, τ ) with R n (τ ) in (14) and exploiting the uncorrelated property of R n (τ ) that R n (τ = 0) = 0, we can obtain that the uncorrelated property is kept for v(t) because C {v}(t,
We consider the PSD of v(t) to derive its variance. Let P p (t, f ) and P h (t, f ) be the Fourier transform of R p (t, τ ) and R h (t, τ ) with respect to τ , respectively. Then the PSD of v(t) is a Fourier transform of the covariance C {v}(t, τ ) with respect to τ , which is given as
where F {·} denotes the Fourier transform. Since the LPF has a constant and stable power spectrum, P h (t, f ) is invariant with t and reduces to P h (f ). An interpretation of P h (f ) is that P h (f ) = E {H 2 (f )}, whose value can be further derived as one based on the assumption that H (f ) = 1, f ∈ F s . Similarly, P p (t, f ) keeps invariant for different values of t and can be simplified to
}. Therefore, we can further denote the PSD as
For different choices of C, we obtain β as follows. When C = C 1 , the denominator of β reduces to l max l=l min E {c 2 l }. On the other hand, the denominator of β becomes c 2 l max l=l min F l 2 l (f )df for C = C 2 . As a result, β is verified to equal α in (12) . So far, we have verified Theorem 1 based on the time domain analysis.
IV. SIMULATION RESULTS
In this section, simulations are performed to verify the results and conclusions. We configure the GMC as the MWC and then use it to sense a wideband spectrum.
The whole range of the sensed wideband spectrum is set as [0, 5] GHz occupied by K active PUs with E k , B k and f k being the energy, the bandwidth and the carrier frequency of the kth PU. Without considering the wireless channel fading, the antenna receiving signal is expressed as (17) where sinc(x) = sin(πx)/πx. The ignorance of wireless channel fading does not influence the analysis on SNS noise.
In our simulations, three active PUs are assumed, i.e., K = 3. The energies, bandwidths and time offsets are set as E k = {−50, −50, −50}dB, B k = {20, 20, 20}MHz and τ k = {0.4, 0.7, 0.2}µs, respectively. The carrier frequencies are randomly generated in the range of [0, 5] GHz. The input noise corrupting the received signal is generated as a zero mean AWGN, whose power is determined according to the signal power in order to keep a pre-defined value of SNR. Based on this SNS system, the simulations are performed by adjusting the input from the above settings and then obtaining the related output of the SNS system. We perform Monte Carlo simulations by fixing an input SNR to measure the output SNR and the SNS noise power. The measured results are averaged over 10000 Monte Carlo realizations. For each realization, random input noise is generated.
First of all, we fix the number of partitioned narrow bands as L = 101 and then show related simulations of the output SNS noise. The simulation results of output SNS noise by its probability density function (PDF) and cumulative distribution function (CDF) are shown in Fig. 3(a) and 3(b) , respectively. In both figures, three different SNR levels (12dB, 16dB and 20dB) of input signals are tested and plotted in red, green and blue colors, which correspond to three levels of input noise variance with 2.914, 1.839 and 1.160, respectively. The solid and dash lines represent the input and output SNS noise, respectively. As seen from the comparisons between solid and dash lines in Fig. 3(a) and 3(b) , the output SNS noise also follows from the distribution of AWGN with zero mean and a variance that is slightly larger than the input noise variance. The concrete variances of output SNS noise are 3.567, 2.256 and 1.419, respectively, corresponding to three SNRs ordering from low to high. This noise enhancing effect is induced by the noise folding factor.
After verifying the output SNS noise, we show the influence of the number of partitioned narrow bands (L = 51, 253 and 505) for noise folding. Simulation results of the output SNR and the output SNS noise variance are shown in Fig. 3 (c) and 3(d). As seen from Fig. 3(c) , all tested values of L lead to the reduction of output SNR and the large value of L leads to a great reduction of the output SNR. On the other hand, the dash star lines in Fig. 3(d) denote the output SNS noise variance under the corresponding input noise variance (shown by solid star lines). As seen from the comparisons between solid and dash star lines, the output SNS noise variances are larger than the corresponding input noise variances. Furthermore, the dash circle lines in Fig. 3(d) represent the differences between the output SNS noise variances and the input noise variances under different values of L. From the comparisons among dash circle lines, we can see that the noise folding factor increases monotonically with the large value of L. In other words, the simulation verifies that the lower SNS rate leads to a higher noise folding effect.
From the above simulations, we have verified the obtained results and conclusions. 
V. CONCLUSION
In this paper, we have provided our insights on the SNS noise. By employing an SNS system referred to as the GMC and assuming the input noise as the AWGN, we have investigated on the noise property by deriving the statistics of SNS noise in both the frequency and time domains. Based on the derived statistics of SNS noise, the noise folding factor expressed in terms of the SNS system and the UWKPs have been derived and concluded. Simulations have been performed and the derived results and conclusions have been validated. , the mean of V l (f ) is given as
It is remarkable that the third equality of (18) 
APPENDIX B
The correlation between noise in the ith narrow band V i (f ) and the noise in the jth narrow band V j (f − v) is derived as
where
− τ − υ . We know that R N (υ) has no relationship with τ because N (f ) is a white Gaussian noise. VOLUME 7, 2019 
