A novel Vector Quantization (VQ) technique for encoding the Bi-orthogonal wavelet decomposed image using hybrid Adaptive Differential Evolution (ADE) and a Pattern Search optimization algorithm (hADE-PS) is proposed. ADE is a modified version of Differential Evolution (DE) in which mutation operation is made adaptive based on the ascending/descending objective function or fitness value and tested on twelve numerical benchmark functions and the results are compared and proved better than Genetic Algorithm (GA), ordinary DE and FA. ADE is a global optimizer which explore the global search space and PS is local optimizer which exploit a local search space, so ADE is hybridized with PS. In the proposed VQ, in a codebook of codewords, 62.5% of codewords are assigned and optimized for the approximation coefficients and the remaining 37.5% are equally assigned to horizontal, vertical and diagonal coefficients. The superiority of proposed hybrid Adaptive Differential Evolution and Pattern Search (hADE-PS) optimized vector quantization over DE is demonstrated. The proposed technique is compared with DE based VQ and ADE based quantization and with standard LBG algorithm. Results show higher Peak Signal-to-Noise Ratio (PSNR) and Structural Similiraty Index Measure (SSIM) indicating better reconstruction.
INTRODUCTION
Synthetic Aperture Radar (SAR) images are high resolution images that carries the amplitude and phase information of object/target captured and processes with transferable radar. These are beneficial for military applications, plant investigations, remote sensing and Earth scientists. Transmitting or storing of SAR images requires large time and high data storage devices, consequently necessitates the use of efficient and effective image compression techniques. SAR image has less spatial correlation, identifying homogeneous regions and high dynamic range (Zeng and Cumming, 2001 ) is difficult as compared to ordinary optical images. So the compression techniques to solve an ordinary optical image are not suitable for compression of SAR images. SAR Image compression plays crucial role in the field of multimedia applications, streaming data on the Internet, data storage, wire and wireless communication, chip designing and computer to computer communication.
Image Compression is a technique of representating the image that results in reduction of bits per pixel and processing time. Image compression is performed in three processing stages: pixel transforms, Quantization and entropy coding. Pixel transformation is a powerful process for image compression where spatial domain image is transformed into a frequency domain image with some transformation techniques like DWT (JPEG-2000 and JPEG-XR) , DCT (JPEG,) . In this work the focus is on Quantization. It has two variants, one is a scalar, applicable for one dimensional (speech, voice) and another is vector quantization/block quantization/pattern matching applicable for two dimensions (image). According Shannon's rate-distortion information theory, compression with vector quantization performance is better to scalar quantization (Liu and Ling, 2015) .Vector quantization is a process of representing high two dimensional vectors/image into a low dimensional vector/image (called codebook) based on the minimum Euclidean distance/ average distortion. The elements in the codebook are called codewords. The minimization of the average distortion is a nonlinear problem, which is generally achieved by a gradient-descent-based iterative procedure called the generalized Lloyd algorithm (GLA)/LBG Algorithm (Linde et al., 1980) . The goal of VQ is to find a codebook which minimizes the Euclidean distance between training vector and codewords. LBG algorithm is simple, adaptable and flexible, but it suffers with local optimal problem. The LBG algorithm does not guarantee the global best solution since its solution depends on the initial solution of the algorithm. So Patane et al. (2002) proposed an enhanced LBG algorithm that avoids the local optimal problem. In genetic algorithm, crossover and mutation plays vital role. Krishna et al. (1997) obtained optimal fast codebook with genetic algorithm by applying genetic algorithm on k-means clustering with the help of Gradient descent in which k-means algorithm is used as crossover operation and mutation operation is distance based. Chen (2012) hybridized the Genetic algorithm and LBG algorithm for optimizing the center of clusters. Zheng et al. (1997) applied genetic algorithm to speed up the LBG algorithm by using an appropriate fitness function. The results obtained are compared with those of non-genetic algorithm and proved effective but time consuming. George and Dimitrios (2012) incorporated the cmeans and the fuzzy c-means in a uniform fashion for balancing the speed and efficiency of vector quantization. Zhao and Liu (2013) presented a clonal cluster method based on the manifold distance, which produces a final codebook with the help of optimization technique. Horng and Jiang (2011) proposed an Artificial Bee Colony (ABC) based VQ that shows improvement in PSNR with good reconstructed image quality as compared to LBG, PSO, QPSO and HBMO. Rajpoot et al. (2004) designed a codebook by vector quantizing the DWT transformed wavelet coefficients with the help of Ant Colony Optimization (ACO) algorithm. They designed a codebook by identification of the edges of the graph and arranging the wavelet coefficients in a bidirectional graph. It was found that quantization of zero-tree vectors using ACO outperforms LBG algorithm, but ACO convergence time is high. Tsaia et al. (2013) observed that during the convergence process of ACO for Codebook Generation Problem (CGP), patterns or sub-solutions reach their final states at different times. Also, most of the patterns are assigned to the same codewords after a certain number of iterations. Particle Swarm Optimization (PSO) vector quantization, based on updating the global best (gbest) and particle best (pbest) solution (Chen et al., 2005) outperforms LBG algorithm.The gbest holds highest fitness value among all populations and pbest holds the best fitness value of corresponding particle. The Feng et al. (2007) suggested Evolutionary fuzzy particle swarm optimization algorithm which is a combination of PSO and adaptive Fuzzy Inference Method (FIM) to obtain better global performances than LBG learning algorithms.
Quantum Particle Swarm Algorithm (QPSO) was proposed by Wang et al. (2007) to solve the 0-1 knapsack problem. The QPSO performance is better than PSO; it computes the local points from the pbest and gbest for each particle and updates the position of the particle by choosing appropriate parameters u, a random number that lies between 0 and 1 and z which is non-negative constant and is less than 2.8. Poggi et al. (2001) proposed Tree-structured product-codebook vector quantization, which reduces encoding complexity even for large vectors by combining the tree-structured component codebooks and a low-complexity greedy procedure. Hu et al. (2008) proposed a fast codebook search algorithm based on triangular inequality estimation. Sanyal et al. (2013) applied a new approach for the selection of chemotaxis steps of basic Bacterial Foraging Optimization Algorithm (BFOA) which leads to the development of a near optimal codebook for image compression with good reconstructed image quality and high peak signal to noise ratio. Fuzzy membership function is optimized by the modified Bacterial Foraging Optimization and compared the results with other optimization techniques. Horng et al. (2011) applied honey bee mating optimization algorithm for Vector quantization. HBMO has high quality reconstructed image and better codebook with small distortion compared to PSO-LBG, QPSO-LBG and LBG algorithm. Horng (2012) applied a Firefly Algorithm (FA) to design a codebook for vector quantization. The firefly algorithm has become an increasingly important tool of Swarm Intelligence that has been applied in almost all areas of optimization, as well as engineering practice. Firefly algorithm is encouraged by social activities of fireflies and the occurrence of bioluminescent communication. Fireflies with lighter intensity values move towards the brighter intensity fireflies and if there is no brighter firefly then it moves randomly. Objectbased VQ was proposed by Abouali (2015) based on an iterative process of LBG algorithm, max-min algorithm and multi-object applications. The proposed method takes the advantage of well suitable high dimensional problem technique which is an adaptive differential evolution (ADE) and near around/local search technique which is pattern search (PS) for effective codebook design by taking the initial solution of K-Means clustering algorithm/LBG Algorithm as one of the population/solution. In this work the modified version of differential evolution and pattern search are cascaded to form a Hybrid ADEPS (hADE-PS) algorithm. The SAR image to be vector quantized is transformed to wavelet domain with the help Biorthogonal Discrete Wavelet Transform (DWT) because most of the energy is concentrated on the low frequency band. The transformed SAR image is now vector quantized by using K-Means clustering algorithm on which hADE-PS works for efficient codebook design. Adaptive differential evolution is developed and tested on benchmark functions and results obtained are verified and found to be better as compared to ordinary differential evolution in which mutation operation is random. Whereas ADE follows a specific order/strategy while selecting population for mutation operation. To improve compression ratio with considerable PSNR and reconstructed image quality, a perfect codebook design is crucial for the researcher. So in this paper, a hybrid adaptive differential evolution and pattern search is proposed for efficient codebook design by optimizing the solution of K-Means clustering algorithm. The optimized codebook and corresponding index table values are further coded with a run length coding followed by a Huffman coding at the transmitter section and reverse operation at the receiver section. The proposed method is compared with the Differential Evolution (DE) based VQ and Adaptive Differential Evolution (ADE) based VQ and experimentally proved that it has superior Peak Signal Noise Ratio (PSNR), Mean Square Error (MSE), fitness function, bits per pixel, compression ratio and Structural Similiraty Index Measure (SSIM). This paper is organized in five sections including the introduction. In section 2, proposed framework for SAR Image compression and recent methods of VQ is discussed along with their algorithms. The proposed method of hybrid adaptive differential evolution and pattern search VQ algorithm is presented with the procedure in section 3. The results and discussions are given in section 4. Finally the conclusion is given in section 5.
MATERIALS AND METHODS

CONTRIBUTION
In the proposed method of SAR image compression, the differential evolution is modified as adaptive differential evolution for efficient codebook design and for further improvement a pattern search algorithm is applied on the solution of adaptive differential evolution. The encoding and decoding procedure of proposed SAR image compression is shown in Fig. 1 . At the transmitter/encoding section, the SAR image to be vector quantized for compression is transformed to wavelet domain by using Biorthogonal Discrete Wavelet Transform and further partitioned into non overlapping blocks called input vector. The input vectors are clustered based on the minimum Euclidean distance between the input vector and codewords of codebook by means of iterative method called Kmeans clustering algorithm/LBG algorithm. The obtained codebook is optimized by the proposed hybrid adaptive differential evolution and pattern search algorithm. The optimized codebook of index table contains repeated information, so it is coded by variable Run-length coding followed by Huffman coding. At the receiver /decoder section, the index values are retrieved by Huffman decoding and Runlength decoding and from these index values the corresponding codewords are obtained from the receiver end codebook and rearranged to get a reconstructed/decompressed image. 
VECTOR QUANTIZATION
The vector quantization is a one of the block coding technique for image compression. Codebook design is an important task in the design of VQ that minimize the distortion between reconstructed image and original image with less computational time. Fig.  2 shows the encoding and decoding process of vector quantization. The image (size N × N) to be vector quantized is subdivided into N b (N/n × N/n)blocks with size n x n pixels. These divided image blocks or training vectors of size n x n pixels are represented with X i (i = 1, 2, 3,….,N b 
Subject to the following constraints:
u ij is one if X i is in the j th cluster, otherwise zero.
Two necessary conditions exist for an optimal vector quantizer.
(1) The partition R j , j = 1,….,N c must satisfy
(2) The codeword C j must be given by the centroid of R j :
where N j is the total number of vectors belonging to R j
DECOMPOSITION USING BIORTHOGONAL WAVELET
In 1970's images are decomposed with Discrete Cosine Transform (DCT) in which most of the energy is concentrated in DC coefficients, that helps for high compression with considerable artifact effect. The image compression has leaped to a new level (Daubechies, 1988) with the introduction of Discrete Wavelet Transform (DWT). Unlike DCT, the DWT provides both spatial and frequency information about the image. The DWT decomposes the image into four coefficients; approximation (low-low frequency), horizontal (low-high frequency), vertical (high-low frequency) and diagonal (high-high frequency) coefficients. These coefficients are obtained with the parallel combination of low pass filter and high pass filter and down samplers as shown in Fig. 3 . Fig. 4 shows the three dimensional view of approximation, horizontal, vertical and diagonal coefficients of a Flight Line SAR image. It is observed that approximation coefficients carry much information about the input image as compared to other coefficients whereas all horizontal, vertical and diagonal coefficients spread their values near around to particular values, that helps for good clustering results in better image compression as shown in Fig. 4d . For the sake of fidelity of reconstructed image quality one level decomposition is applied, the same can be applied to more than one decomposition levels for a high degree of compression at the cost of time. Like in JPEG-2000, the wavelet used in our work for decomposition is biorthogonal wavelet because of its simple design and option to build symmetric wavelet functions. In the proposed method, optimization technique spent much time in the codebook design of approximation coefficients and less time for remaining, because the reconstructed image quality depends predominantly on approximation coefficients. In a codebook of eight codewords, using the proposed VQ, five codewords are assigned and optimized for the approximation coefficients, one for horizontal, one for vertical and one for diagonal coefficients. Similarly, in a codebook size of 16, 32, 64, 128, 256 and 512, approximation coefficients takes codewords of 10, 20, 40, 80, 160 and 320 respectively and remaining codewords 6, 12, 24, 48, 96, 192 are assigned for the other three coefficients with each containing a codeword of 2, 4, 8, 16, 32, 64 respectively. While optimizing the codebook population/ solution, maximum and minimum values are selected based on the max and min value of corresponding coefficients. After successful codebook optimization with the proposed hADE-PS, index table and codebook are coded by Run Length Coding (RLE) and Huffman coding. Runlength coding is a lossless coding, aiming to reduce the amount of data needed for storage and transmission. It represents consecutive runs of the same value in the data as the value, followed by the count or vice versa. If all the values in the original data are same, RLE can reduce data to just two values otherwise double of the original data. Therefore, RLE should only be used in cases where runs of the same value are expected. Huffman coding is a lossless variable length coding, best fit for compressing a data/ image obtained from run length coding. It uses fewer bits to represent frequent symbols and more bits to represent infrequent symbols. The performance of Huffman coding purely depends on the effective development of Huffman tree with minimum weighted path length. The time complexity of Huffman coding is O (Nlog 2 N) where each iteration O (log 2 N) time to determine the cheapest weight and there would be O (N) iterations.
GENERALIZED LBG VECTOR QUANTIZATION ALGORITHM
The most commonly used methods in VQ are the Generalized Lloyd Algorithm (GLA) which is also called Linde-Buzo-Gary (LBG) algorithm. The algorithm is as follows:
Step 1: Begin with initial codebook C 1 of size N. Let the iteration counter be m = 1 and the initial distortion D 1 = ∞.
Step 2: Using codebook C m = {Y i }, partition the training set into cluster sets R i using the nearest neighbor condition.
Step 3: Once the mapping of all the input vectors to the initial code vectors is made, compute the centroids of the partition region found in step 2. This gives an improved codebook C m+1 .
Step 4 
HYBRID ADAPTIVE DIFFERENTIAL EVOLUTION AND PATTERN SEARCH (HADE-PS) VQ ALGORITHM
To examine the extremely multimodal space, a two phase hybrid method recognized as hybrid Differential Evolution and Pattern Search (hADE-PS) is employed. In this algorithm, DE is used for global exploration and the pattern search is employed for local search. The first phase is explorative, employing a classical ADE to identify hopeful areas of the search space. The best solution initiated by ADE is then polished using the PS method during a consequent exploitative phase. In order to find the advantage of projected hADE-PS approach, the results are compared with the DE algorithm. In the subsequent section, proposed ADE is employed for for efficient codebook design.
DIFFERENTIAL EVOLUTION VECTOR QUANTIZATION
The LBG algorithm distortion becomes smaller after recursive execution. Actually, the LBG algorithm can guarantee that the distortion will not increase from one iteration to the next iteration. However, the resulting codebook may not be the optimum one and the initial condition will significantly influence the results (Chiranjeevi and Umaranjan, 2015) . Therefore, in the LBG algorithm more attention should be given to the choice of the initial codebook. The problems with the LBG algorithm can be overcome by using differential evolution. Differential evolution is metaheuristics algorithm introduced for large dimensional problems in the year 1995 by (Stron and price, 1995) . Differential evolution is applicable in the field of engineering and science problems because of its high speed of convergence, less expensive, easy to implement, negligible parameter tuning and real coding. The working process of DE is similar to the GA in which three steps are crossover, mutation and selection. The DE algorithm initializes the populations/solutions X (X 1 , X 2 , X 3 ,--------X N ) of size N and D dimensions in between upper and lower limits of the problem (0,255), in this paper D is equal to 16 (block size = 16). The population values are initialized randomly within the limited upper (X upper ) and lower (X lower ) bounds as given in Eq. 5, here as the image is grayscale image upper bound is 255 (white) and lower is 0 (black).
where rand (1,1) is a random number of size one lying between 0 and 1 Calculate the fitness/objective function of all populations (f(X 1 ), f(X 2 ), f(X 3 ),--------f(X N )) and considered these as old generation. In each iteration the new generation of same population is generated with three steps: mutation, crossover and selection. In mutation operation, for all populations in each iteration a trial vector/donor vector V K is created by adding the weighted difference of randomly selected two populations multiplied by the scalar multiple control parameter (F) to a random third population as given in Eq. 6, these three populations are selected randomly from the initialized populations.
where r 1 , r 2 and r 3 are randomly selected numbers lying between 1 and N, i is the i th iteration and F is scaling factor lying between 0 and 2. The next step of DE is crossover; to strengthen the potential diversity of solution and to generate a new solution called target vector. DE offers two kinds of crossovers named Exponential and Binomial, among two we did with Binominal in which for each trial vector an offspring vector U K is created as in Eq. 7, if the generated random number is less than the control parameter crossover rate (CR). The crossover rate lies between 0 and 1. DE offers several variants or mutation strategies like DE/rand/1, DE/best/2 etc... (Price et al., 2005) . The last stage of DE is the selection process for maintaining the constant population size in successive generations and it selects either target Image Anal Stereol 2018;3 :35-54 vector or trial vector in the next generation based on their fitness value which follows the Darwinian principle given in Eq. 8.
( )
DE vector quantization algorithm:
Step 1: Initialize population size (N), scaling factor (F), crossover constant (CR), maximum number of iterations, tolerance, lower limit and upper limit.
Step 2: Evaluate the fitness of the population using Eq. 1 and generate a trial vector V K with the help of Eq. 6.
Step 3: Crossover operation on population with crossover constant and generation of target vector U K with the help of Eq. 7.
Step 4: Replace the old generation with newly generated population which are generated based on the fitness value of target vectors U K or X K .
Step 5: repeat step 2 to 4 until stopping criteria. Hooke and Jeeves (1960) developed a Pattern search algorithm in the year 1960 for getting a solution of real time numerical and engineering problems which are unsolved by classical methods. Pattern search doesn't require the gradient of the problem to be optimized, so it is a derivative free or direct search optimization technique. Pattern search optimizes the objective function with two types of moves. First step is an exploratory move where, step of the movement of the solution is small in the direction of low/high objective function values and second is pattern move where, step of the movement of the solution is large in the direction of low/high objective function values.
PATTERN SEARCH VECTOR QUANTIZATION
Let starting point X (0) , acceleration factor a, perturbation vector P 0 and perturbation tolerance vector T. Initialize the current perturbation vector: P ←P 0 . Find new solution X
(1) by exploratory search around X (0) . If X (1) fitness value is not better than X (0) then, Reset all of the perturbations to ½, i.e., P ← P/2. If any member of P is now smaller than its corresponding perturbation tolerance in T, then exit with x (0) as the solution. (1) and X (1) with solution X (2) . In this paper the initial solution X (1) +2×[-0.5 -0.5] this process is repeated until stopping criteria/maximum iteration. In process, if any perturbation vectors resultant fitness value not better than the initial/current fitness than perturbation vectors are called unsuccessful and the same solution carried to the next iteration. In this situation the algorithm acceleration factor is divided by a factor 2 so called contraction factor.
Pattern search vector quantization algorithm:
Step 1: Initialize number of iterations, dimensions of the problem, mesh contraction factor/mesh expansion factor (P), solutions (K).
Step 2: check the convergence for all possible solutions (X k ) where k=1, 2, 3,…… K.
Step 3: Calculate the objective function f(X k ), and with the help of exploratory move calculates the step of search S K .
Step 4: If new objective function f(X k +S k ) is less than f(X k ), then new solution X k+1 = X k +S k otherwise X k+1 = X k .
Step 5: update mesh contraction factor/mesh expansion factor (P). 
ADAPTIVE DIFFERENTIAL EVOLUTION
The success of DE in solving a specific problem crucially depends on appropriately choosing donor vector generation strategies. In ordinary differential evolution, for a donor vector generation the selection of three populations is random as in Eq. 5, that results in a local optimal solution because the difference of two randomly selected populations nearly equals to largest solution and in addition to it the added population to the above difference results in a value that lies out of search space. As there is no particular pattern being followed in the selection of populations, it results in local optimal solution. So to overcome this we propose an adaptive differential evolution, to improve the performance, effectiveness and robustness of differential evolution for efficient vector quantization of image which leads to better image compression with good reconstructed image quality. The proposed novel differential evolution follows an intelligent selection of the population for donor vector V K that reduce the distortion (D) between image to be compressed and codebook which is to be optimized. The ADE divides the population into two equal groups based on the descending fitness values. The first group is exploited for local search of the codebook, as the populations are arranged in descending order, the difference magnitude of two successive populations is less, which is added to the predecessor population. Hence the predecessor population explores for a solution around it as shown in Fig. 6 . The same procedure is repeated for the first N/2 populations among the available N descended populations.
For the global search of the codebook both the groups are harnessed. The donor vector generation is obtained from the difference of least fitness population (N th element -second group) and the highest fitness population (1 st element -first group) is added to (N-1) th population. Similarly
The difference of the next least fitness population ( (N-1) th element -second group) and the precedent highest fitness population (2 nd element -first group) is added to (N-2) th population and the same procedure is repeated for the remaining populations as depicted in the Fig. 6 . The donor vector for N th population is generated on the same lines as that of ordinary differential evolution. This complete process is repeated for various iterations until distortion between codebook and image to be compressed is a global minimum. To validate the performance of ADE, it is compared with DE based on nine benchmark functions. The simulation results show that ADE promises competitive performance not only in the PSNR, but also in the quality of reconstructed images. The algorithm of ADE is as similar as DE except the selection of three populations in a donor vector generation. The idea of using an adaptive selection of populations is to make ADE computationally more efficient in obtaining local and global solutions for the codebook. (Yao et al., 1999) . Initially the algorithm is validated by taking dimension = 2, population = 50, iterations = 1000 and performance measuring parameters like minimum, mean and standard deviation are considered. Table 1 shows the 12 benchmark functions and its corresponding range and theoretical minimum value. All the algorithms independently run for 50 times and minimum value is the minimum of objective function values of 50 independent runs. Mean or average is the ratio of the sum of the minimum value obtained to that of the number of independent runs. The mean value near to zero indicates better performance of the algorithm. The word 'std' is the standard deviation, which is equal to the square root of variance; a standard deviation close to zero indicates better performance of the algorithm and close to more than one indicates worst performance of the algorithm. In this work, our objective is to find the global minimum. Hence, lower the 'minimum', 'mean' and 'std.', better is the algorithm. In this work, the tuning parameters of GA are: crossover probability = 70% and mutation probability = 20% and α = 0.01, β 0 = 1 and γ = 1 are tuning parameters for FA and tuning parameters for DE and ADE are control parameter (F) = 1, Crossover Rate (CR) = 10, and strategy = 2. Form Table 1 The simulation results of six benchmark functions, i.e, Akely, Bukin4, Schweffel, Himmelbalu, Crosslegtable, and Zettle are shown in Fig. 7 . These graphs are drawn between the number of iterations and the corresponding objective function value with 100 function evaluations. From these Figs., it is observed that ADE time of convergence is better to GA, FA and DE. Form Fig. 7a , one can compare performances of all four algorithms. Note that six figures (Figs. 7a-7e ) are displayed for six benchmark functions separately. From Fig. 7 , it is seen that our proposed algorithm ADE outperforms all other algorithms. So the proposed ADE is further used for codebook design in cascaded pattern search. The flow chart of proposed hybrid pattern search and ADE approach is shown in Fig. 8 . 
RESULTS
Bitrate/Bits Per Pixel (BPP) & Compression Ratio:
Bitrate is the indication of number bits used to represent the vector quantized image, In this work two kinds of bitrates and compression ratio are defined; one before the run-length followed huffman coding and another after run-length followed Huffman coding. The formula for the bitrate and compression ratio of the first one (BPP & CR) and second one (BPP code & CR code ) is given in Eq. 9 and Eq. 10 respectively. 
where Mean Square Error (MSE) which is given in Eq. 12
where M × N is the size of the image, I and J represents the pixel value of original and decompressed images. In our experiment we have taken N=M a square image. ( , ) f I J is an original image and ( , ) f I J reconstructed image of size 256 by 256.
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Structural Similarity Index Measure (SSIM): It evaluates the visual similarity between the original image and the reconstructed image. High-quality image is one whose structure closely matches that of the original input image. The structural similarity index is calculated between original input image and reconstructed image given in Eq. 13. 
DISCUSSIONS
The proposed hADE-PS based vector quantization is compared with the standard K-Means, Differential Evolution and Adaptive Differential evolution. The proposed method is evaluated with a codebook size of 8, 16, 32, 64, 128, 256 and 512 and each algorithm runs five times. It is observed that PSNR value is increased with increment in codebook size. The same parameters are used for all experiments (for consistency). Fig. 9 to Fig. 12 shows the graph between BPP to PSNR and bitrate to the fitness function. In the proposed work fitness function is the ratio of sum of the Euclidean distance between the input image and codewords (distortion) to size of the input image. So motto is to design or optimize codebook which minimizes distortion. From the figures, it can be observed that the peak signal to noise ratio of hADE-PS is superior to the K-Means, DE and ADE. The PSNR value of hADE-PS is around 0.1 to 0.3 higher than the K-Means, DE and ADE because of its exploration and exploitation behavior. This 0.1 to 0.3 is not a huge difference, but its reflection on MSE between the input image and the reconstructed image is very huge (around 10 times lesser). This is specified in Fig. 13 to Fig. 16 , where a difference of 0.1 in PSNR between ADE and hADE-PS is equal to the difference in MSE of around 283099 for flight line image. Fig. 13 to Fig. 16 shows the bar chart of MSE of four methods for four images and observed MSE is decreasing with the increment in codebook size and MSE of hADE-PS is considerable smaller than the KMeans, DE and ADE.
From Table 6 and 7, it is observed that the proposed hADE-PS method achieved lesser bits per pixel at an average of 0.77% and 0.56% as compared to DE and ADE and higher at an average of 2.77% as compared to K-Means. hADE-PS achieved higher compression ratio at an average of 5.6% and 4.4% compared to DE and ADE and lesser at an average of 1.24% compared to K-Means for Baseball SAR image. Whereas hADE-PS method achieved higher SSIM for Baseball SAR image at an average of 0.52% compared to K-Means and lesser at an average of 1.50% and 1.36% compared to DE and ADE respectively. 8, 16, 32, 64, 128, 256 and 512 . 8, 16, 32, 64, 128, 256 and 512. Fig. 15 . Flight Line image MSE with a codebook size of 8, 16, 32, 64, 128, 256 and 512. Fig. 16 . Baseball Diamond image MSE with a code book size of 8, 16, 32, 64, 128, 256 and 512. From Table 8 and 9, it is observed that the proposed hADE-PS method achieved lesser bits per pixel at an average of 0.27% and 1.15% compared to K-Means and DE and higher at an average of 0.41% compared to ADE and achieved higher compression ratio at an average of 0.8% and 2.6% compared to K-Means and DE and lesser at an average of 7.09% compared to ADE for Flight line SAR image. Whereas hADE-PS method achieved higher SSIM at an average of 1.02%, 0.03% and 1.28% compared to K-Means, DE and ADE respectively for Flight line SAR image.
From Table. 10 and 11, it is observed that the proposed hADE-PS method achieved lesser bits per Pixelat an average of 1.65%, 0.80% and 0.90% with compare to K-Means, DE and ADE respectively, and hADE-PS method achieved higher compression ratio at an average of 7.57%, 5.29% and 6.06% with compare to K-Means, DE and ADE respectively for Helicopter SAR image. Whereas hADE-PS method achieved higher SSIM at an average of 0.13%, and 0.29% compared to K-Means and DE respectively, and lesser at an average of 0.64% compared to ADE.
From Table. 12 and 13, it is observed that the proposed hADE-PS method achieved higher bits per Pixelat an average of 1.17% and 0.3% compared to K-Means and DE and no difference compared to ADE and hADE-PS method achieved higher compression ratio at an average of 0.33% compared to ADE and lesser at an average of 4.09% and 1.88% compared to K-Means and DE Polarimetric SAR image. Whereas hADE-PS method achieved higher SSIM at an average of 1.06%, 0.56% and 0.41% compared to K-Means, DE and ADE respectively. From Table 6 -13 it is observed that a lower and lower value of minimum value of output images and a higher and higher value of maximum value of output image shows the better PSNR and SSIM. 
Table 6. The bits per pixel (BPP), Compression ratio (CR), Structural similarity index (SSIM), Number of bits for codebook (bcodebook) and index (bindex), min & max of output image and the number of bytes (bout) of Baseball images by using the four different algorithms with different codebook size (NC).
CONCLUSIONS
In this paper, the performance analysis of different optimization techniques is compared which are used for optimizing the LBG vector quantization for efficient codebook design, that results in high image compression and good reconstructed image quality. Experimental results shows that hADE-PS has better performance in compression ratio and reconstructed image quality than DE, ADE and K-Means. Adaptive Differential Evolution algorithm gives true global minimum regardless of the initial parameter values with fast convergence, and with few control parameters.
