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EXISTENCE AND UNIQUENESS FOR A COUPLED
PARABOLIC-ELLIPTIC MODEL WITH APPLICATIONS TO
MAGNETIC RELAXATION
DAVID S. MCCORMICK, JAMES C. ROBINSON, AND JOSE L. RODRIGO
Abstract. We prove existence, uniqueness and regularity of weak solutions of
a coupled parabolic-elliptic model in two dimensions; we consider the standard
equations of magnetohydrodynamics with the advective terms removed from
the velocity equation. Despite the apparent simplicity of the model, the proof
requires results that are at the limit of what is available, including elliptic
regularity in L1 and a strengthened form of the Ladyzhenskaya inequality
‖f‖L4 ≤ c‖f‖
1/2
L2,∞
‖∇f‖
1/2
L2
,
which we derive using the theory of interpolation. The model has applications
to the method of magnetic relaxation, introduced by Moffatt (J. Fluid. Mech.
159, 359–378, 1985), to construct stationary Euler flows with non-trivial topol-
ogy.
1. Introduction
In this paper we prove global existence and uniqueness of solutions to the follow-
ing coupled parabolic-elliptic system of equations related to magnetohydrodynamics
(MHD), for a velocity field u, a magnetic field B and a pressure field p defined on
Ω ⊂ R2, as follows:
−ν∆u+∇p∗ = (B · ∇)B, (1.1a)
∂B
∂t
+ (u · ∇)B − η∆B = (B · ∇)u, (1.1b)
∇ · u = ∇ ·B = 0, (1.1c)
where p∗ = p+ 12 |B|
2
is the total pressure. Here ν > 0 is the coefficient of viscosity,
and η > 0 is the coefficient of magnetic resistivity.
This model has interesting analogies with the vorticity formulation of the 3D
Navier–Stokes and Euler equations, as well as with the 2D surface quasigeostrophic
equations. Recall that the vorticity formulation of the Navier–Stokes equations in
three dimensions is
∂ω
∂t
+ (u · ∇)ω − η∆ω = (ω · ∇)u, (1.2)
where u = K ∗ω is given by the Biot–Savart law, with K a homogeneous kernel of
degree −2 (or rather of degree 1 − n in dimension n). Our two-dimensional model
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has a very similar form — compare (1.2) with (1.1b) — but u is instead given by
u = K ∗ (B ⊗B),
where K involves derivatives of the fundamental solution of the Stokes equation,
and is homogeneous of degree −1. Unlike the 3D Navier–Stokes equations, for
which existence and uniqueness of solutions for all time remains open, our two-
dimensional model retains the essential features of the nonlinearities but admits a
unique solution for all time.
Indeed, the main purpose of this paper is to prove the following theorem.
Theorem 1.1. Let Ω be one of the following:
• Ω ⊂ R2 is a Lipschitz bounded domain with Dirichlet boundary conditions;
• Ω = R2; or
• Ω = [0, 1]2 with periodic boundary conditions.
Given an initial condition B0 ∈ L
2(Ω) with ∇ ·B0 = 0, for any T > 0 there exists
a unique weak solution (u,B) of (1.1); that is, a pair of functions (u,B) such that
u ∈ L∞(0, T ;L2,∞(Ω)) ∩ L2(0, T ;H1(Ω))
and
B ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω))
satisfying (1.1) as an equality in L2(0, T ;H−1(Ω)). Furthermore, for any T > ε > 0
and any k ∈ N,
u,B ∈ L∞(ε, T ;Hk(Ω)) ∩ L2(ε, T ;Hk+1(Ω)).
Our interest in system (1.1) arises from its connection with the method of mag-
netic relaxation, an idea due to Moffatt [31]. He considers the related full MHD
system:
∂u
∂t
+ (u · ∇)u − ν∆u+∇p∗ = (B · ∇)B, (1.3a)
∂B
∂t
+ (u · ∇)B − η∆B = (B · ∇)u, (1.3b)
∇ · u = ∇ ·B = 0. (1.3c)
Formally, when η = 0, we obtain the standard energy estimate
1
2
d
dt
(
‖u‖2L2 + ‖B‖
2
L2
)
+ ν‖∇u‖2L2 = 0;
so as long as u is not identically zero, the energy should decay. Furthermore, by
using the so-called magnetic helicity, which is preserved under the flow, we can find
a lower bound for the energy of B: if HM :=
∫
Ω
A · B, where ∇ × A = B is a
vector potential for B, then
C‖B‖4L2 ≥ ‖B‖
2
L2‖A‖
2
L2 ≥
(∫
Ω
A ·B
)2
= |HM |
2 > 0.
In other words, the magnetic forces on a viscous non-resistive plasma should come
to equilibrium, so that the fluid velocity u tends to zero. We are left with a steady
magnetic field B that satisfies (B · ∇)B −∇p∗ = 0, which up to a change of sign
for the pressure are the stationary Euler equations.
These arguments are heuristic, and as yet there is no rigorous proof that this
method will yield a stationary Euler flow. The first problem is that it has not
yet been proved that the system (1.3) with η = 0 has a unique solution for all
time, even in two dimensions: the best known result is found in [22], where short-
time existence of strong solutions is proved by means of a “vanishing resistivity”
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argument, as well as a conditional regularity result; the conditional regularity result
was later extended in [17].
With η > 0, however, the existence theory for (1.3) is in a similar state to the
Navier–Stokes equations, with global existence of weak solutions in two or three
dimensions, and uniqueness in two dimensions; see [15] and [36]. (Interestingly,
global existence of weak solutions in two dimensions for the case ν = 0 but η > 0
was proven in [23], with various extensions in [8] and [7], and conditional regularity
results in [17] and [39].)
The second problem is that, even with global existence and uniqueness, the sys-
tem may not possess a limit state. Assuming that the equations have a smooth
solution for all time, and furthermore that ‖B‖∞ ≤ M for all time, Nu´n˜ez [35]
showed that (with η = 0) the kinetic energy must decay to zero, but that the mag-
netic field may not have a weak limit when a decaying forcing f ∈ L2(0,∞;L2(Ω))
is added to the u equation.
If all we are interested in is the limiting state, the dynamical model used to obtain
that steady state is not particularly important: in a talk given at the University
of Warwick, Moffatt [32] argued that dropping the acceleration terms from the u
equation and working with a “Stokes” model — such as equations (1.1) — might
prove more mathematically amenable. As a first step towards a rigorous theory
of magnetic relaxation for this model, this paper thus establishes existence and
uniqueness theory for (1.1) in the case η > 0 in two dimensions.
The proof of Theorem 1.1 is divided into several sections:
• In Section 2, we introduce the weak Lp spaces, denoted Lp,∞, and use the
theory of interpolation spaces to prove the following generalised version of
the 2D Ladyzhenskaya inequality:
‖f‖L4 ≤ c‖f‖
1/2
L2,∞‖∇f‖
1/2
L2 .
• In Section 3 we consider elliptic regularity for the Stokes equations
−ν∆u+∇p = ∇ · f ,
∇ · u = 0,
and show that u ∈ L2,∞ whenever f ∈ L1.
• In Section 4, we use the results of the previous two sections to prove global
existence and uniqueness of weak solutions for (1.1) in a bounded domain
Ω and the whole of R2.
• In Section 5 we prove higher-order estimates to show that the solutions stay
as smooth as the initial data permits for all time, and hence that after any
arbitrary time ε > 0 the solution is smooth.
2. Interpolation and Ladyzhenskaya’s inequality
In order to prove existence and uniqueness for our system (1.1), we will require
a variant of Ladyzhenskaya’s inequality. We first recall the standard inequality
proved by Ladyzhenskaya [26]: if Ω ⊂ R2 is a bounded Lipschitz domain, then for
u ∈ H1(Ω),
‖u‖L4 ≤ c‖u‖
1/2
L2 ‖u‖
1/2
H1 . (2.1)
One can prove this simply by using the embedding H1/2 ⊂ L4 and interpolating
H1/2 between L2 and H1:
‖u‖L4 ≤ c‖u‖H1/2 ≤ c‖u‖
1/2
L2 ‖u‖
1/2
H1 .
4 D. S. MCCORMICK, J. C. ROBINSON, AND J. L. RODRIGO
But one can also prove it directly for u ∈ C1c (Ω) (see [26], or [18], equation (4.8) on
p. 17): we can write u2 = 2
∫
u∂ju dxj , and then integrate u
4 = (u2)2 to get∫∫
R2
|u4| dx1 dx2
≤
(∫ ∞
−∞
max
x2
|u(x)|2 dx1
)(∫ ∞
−∞
max
x1
|u(x)|2 dx2
)
≤ 4
(∫∫
R2
max
x2
|u∂2u| dx1dx2
)(∫∫
R2
max
x1
|u∂1u| dx1dx2
)
and the result follows by applying the Cauchy–Schwarz inequality. The result for
u ∈ H1(Ω) follows by density of C1c (Ω) in H
1(Ω).
The variant of Ladyzhenskaya’s inequality that we require is the standard in-
equality with ‖u‖L2 replaced with ‖u‖L2,∞, where L
2,∞(R2) is the weak L2 space:
‖f‖L4 ≤ c‖f‖
1/2
L2,∞‖∇f‖
1/2
L2 . (2.2)
In fact, in Section 2.2 we will prove the stronger inequality
‖f‖Lp ≤ c‖f‖
q/p
Lq,∞‖f‖
1−q/p
BMO (2.3)
for every f ∈ Lq,∞(Rn) ∩ BMO(Rn), using the theory of interpolation spaces.
The inequality (2.3) is not altogether new: an alternative proof is sketched in
[25], and it is a strengthening of the inequality
‖f‖Lp ≤ c‖f‖
q/p
Lq ‖f‖
1−q/p
BMO , (2.4)
which has been proven a number of times before; see [10], [24], [14] and [3]. In
particular, the elegant proof of (2.4) in Chen & Zhu [10], which uses the John–
Nirenberg inequality for functions in BMO, is adapted in McCormick et al. [29] to
give an alternative proof of (2.3).
2.1. Weak Lp spaces. The weak Lp spaces are defined as follows (see. [20], §1.1,
for example). Let Ω ⊂ Rn be measurable. Given a measurable, a.e.-finite function
f : Ω→ R, we define its distribution function df : [0,∞)→ [0,∞] by
df (α) := µ{x ∈ Ω : |f(x)| > α}.
Then, given 1 ≤ p < ∞, the weak Lp space, denoted Lp,∞(Ω), consists of all
measurable, a.e.-finite functions f for which the quantity
‖f‖p,∞ := inf
{
C > 0 : df (α) ≤
Cp
αp
for all α > 0
}
is finite (see [20], Definition 1.1.5). Note that ‖·‖p,∞ is not a norm, but only a quasi-
norm — the triangle inequality fails to hold, but instead we have the replacement
inequality
‖f + g‖Lp,∞ ≤ 2(‖f‖Lp,∞ + ‖g‖Lp,∞).
It is fairly simple to see that Lp(Ω) ( Lp,∞(Ω): note that
‖f‖pLp =
∫
Rn
|f(x)|p ≥
∫
{x:|f(x)|>α}
|f(x)|p ≥ αpdf (α),
so if f ∈ Lp(Ω) then df (α) ≤ ‖f‖
p
Lpα
−p, and hence f ∈ Lp,∞(Ω). However, the
function f(x) = |x|−n/p is in Lp,∞(Rn), even though it is clearly not in Lp(Rn):
notice that
df (α) = µ{x ∈ R
n : |x|−n/p > α} = µ{x ∈ Rn : |x| < α−p/n} = ωnα−p,
where ωn is the volume of the unit ball in R
n, so ‖f‖Lp,∞ = ω
1/p
n .
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Just as we can interpolate between Lp spaces using Ho¨lder’s inequality, we can
interpolate between weak Lp spaces to get to a strong Lp space in between. The
following result is proved in [20], Proposition 1.1.14.
Lemma 2.1 (Weak–strong interpolation). Let 1 < q < p < r <∞. Then
‖f‖Lp ≤ c‖f‖
1−α
Lq,∞‖f‖
α
Lr,∞,
where 1−αq +
α
r =
1
p .
We can also use weak Lp spaces to weaken the standard Young’s inequality for
convolutions; see [20], Theorem 1.2.13.
Theorem 2.2 (Young’s inequality). Let 1 ≤ p < ∞ and 1 < q, r < ∞ satisfy
1
q + 1 =
1
p +
1
r . Then there exists a constant Cp,q,r > 0 such that, for all f ∈ L
p
and all g ∈ Lr,∞, we have
‖f ∗ g‖Lq,∞ ≤ cp,q,r‖f‖Lp‖g‖Lr,∞.
2.2. Interpolation spaces. In order to prove our weak version of Ladyzhenskaya’s
inequality, we will use some of the standard theory of interpolation spaces. We
recall here the basic facts we require: for full details, see the books of Bennett and
Sharpley [5], §5.1, and Bergh and Lo¨fstro¨m [6], §3.1.
Let (X0, X1) be a compatible couple of Banach spaces (that is, there is a Haus-
dorff topological vector space X such that X0 and X1 embed continuously into X).
The K-functional is defined for each f ∈ X0 +X1 and t > 0 by
K(f, t) = K(f, t;X0, X1) := inf{‖f0‖X0 + t‖f1‖X1 : f = f0 + f1}
where the infimum is taken over all representations f = f0 + f1 of f with f0 ∈ X0
and f1 ∈ X1.
For 0 ≤ θ ≤ 1, we define the interpolation space (X0, X1)θ,∞ as the space of all
f ∈ X0 +X1 for which the functional
‖f‖θ,∞ := sup
0<t<∞
t−θK(f, t)
is finite. A very useful property of interpolation spaces is the estimate on the norms:
‖f‖θ,∞ ≤ c‖f‖1−θX0 ‖f‖
θ
X1 , (2.5)
when 0 ≤ θ ≤ 1 (see [6], §3.5, p. 49).
As a simple example of interpolation, note that
(L1(Rn), L∞(Rn))1−1/p,∞ = Lp,∞(Rn)
if p > 1 (see [5], Chapter 5, Theorem 1.9). This is hardly surprising given that
the definition of interpolation spaces is modelled on that of weak Lp spaces. In
fact, this equality remains true with L∞ replaced with BMO (see [5], Chapter 5,
Theorem 8.11):
(L1(Rn),BMO(Rn))1−1/p,∞ = Lp,∞(Rn).
The so-called reiteration theorem allows us to interpolate between interpolation
spaces: it says that when we interpolate between two interpolation spaces of the
same couple (X0, X1), we get another interpolation space in the same family.
Theorem 2.3 (Reiteration Theorem). Let (X0, X1) be a compatible couple of
Banach spaces, and let 0 ≤ θ0 < θ1 ≤ 1. Set A0 = (X0, X1)θ0,∞ and A1 =
(X0, X1)θ1,∞. If 0 < θ < 1, then
(A0, A1)θ,∞ = (X0, X1)θ′,∞
providing θ′ = (1− θ)θ0 + θθ1.
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The proof may be found in [5], Chapter 5, Theorem 2.4, or [6], Theorem 3.5.3.
Using this, we can prove a weak version of our generalised Ladyzhenskaya inequality
(2.3).
Lemma 2.4 (Weak interpolation). For any f ∈ Lq,∞(Rn) ∩ BMO(Rn), and any
q < p <∞,
‖f‖Lp,∞ ≤ c‖f‖
q/p
Lq,∞‖f‖
1−q/p
BMO .
Proof. By [5], Chapter 5, Theorem 8.11, we have
Lq,∞(Rn) = (L1(Rn),BMO(Rn))1−1/q,∞
provided that 1 < q < ∞. Set B := (L1(Rn),BMO(Rn))1,∞, and note that by
(2.5) we have ‖f‖B ≤ C‖f‖BMO. By the Reiteration Theorem (Theorem 2.3), we
obtain
Lp,∞(Rn) = (Lq,∞(Rn),B)α,∞
with q < p <∞, provided that α solves 1− 1p = (1 − α)(1 −
1
q ) + α · 1, or in other
words that α = 1− q/p. Thus, using (2.5), we obtain
‖f‖Lp,∞ ≤ c‖f‖
q/p
Lq,∞‖f‖
1−q/p
B
≤ c‖f‖
q/p
Lq,∞‖f‖
1−q/p
BMO ,
as required. 
By combining this with Lemma 2.1, we obtain our generalised Ladyzhenskaya
inequality (2.3).
Lemma 2.5 (Strong interpolation). For any f ∈ Lq,∞(Rn) ∩ BMO(Rn), and any
q < p <∞,
‖f‖Lp ≤ c‖f‖
q/p
Lq,∞‖f‖
1−q/p
BMO .
Proof. Given p > q, choose any r and s such that q < r < p < s <∞. Then
‖f‖Lp ≤ c‖f‖
1−α
Lr,∞‖f‖
α
Ls,∞,
where α satisfies 1−αr +
α
s =
1
p . Applying Lemma 2.4 to each of the two factors on
the right, we obtain
‖f‖Lp ≤ c(c‖f‖
q/r
Lq,∞‖f‖
1−q/r
BMO )
1−α(c‖f‖q/sLq,∞‖f‖
1−q/s
BMO )
α
≤ c‖f‖
(1−α)q/r+αq/s
Lq,∞ ‖f‖
(1−α)(1−q/r)+α(1−q/s)
BMO
= c‖f‖
q/p
Lq,∞‖f‖
1−q/p
BMO ,
as required. 
It follows from Poincare´’s inequality that W 1,n ⊂ BMO in n ≥ 2 dimensions
(see §5.8.1 in [16]): so, in particular, in two dimensions H˙1 ⊂ BMO. (One may
also prove that Hn/2 ⊂ BMO in n dimensions: see Theorem 1.48 in [4].) Thus for
f ∈ L2,∞(R2) ∩ H˙1(R2), setting n = 2, p = 4 and q = 2 in Lemma 2.5 we obtain
(2.2):
‖f‖L4 ≤ c‖f‖
1/2
L2,∞‖∇f‖
1/2
L2 .
When Ω is a bounded Lipschitz domain in R2, we may extend a function f ∈ H10 (Ω)
by zero outside Ω and apply the above inequality on R2 to obtain the same for Ω.
When Ω = [0, 1]2 with periodic boundary conditions, however, a different ar-
gument using Fourier series is required: we obtain the same inequality using the
Sobolev embedding L4 ⊂ H˙1/2 and the fact that
f =
∑
|k|≤κ
fˆke
2piik·x =⇒ ‖f‖L4 ≤ cκ1/2‖f‖L2,∞ (2.6)
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(a weak form of Bernstein’s inequality; see [33, 34] for the relevant theory of Fourier
series and McCormick et al. [29] for the proof). Indeed, writing
f =
∑
|k|≤κ
fˆke
2piik·x +
∑
|k|>κ
fˆke
2piik·x
we obtain, using (2.6) and L4 ⊂ H˙1/2,
‖f‖L4 ≤ cκ
1/2‖f‖L2,∞ + c

∑
|k|>κ
|k||fk|
2

1/2
≤ cκ1/2‖f‖L2,∞ + cκ
−1/2

∑
|k|>κ
|k|2|fk|
2

1/2
≤ cκ1/2‖f‖L2,∞ + cκ
−1/2‖∇f‖L2.
Minimising over κ we obtain (2.2). A similar argument involving Fourier transforms
can be used to obtain a more general version of (2.2) and (2.3) on the whole space;
see McCormick et al. [29].
3. The Stokes operator and elliptic regularity in L1
We now consider the Stokes equation alone. Take f : Ω → R2×2, and define
∇ · f : Ω→ R2 componentwise as follows:
(∇ · f)j =
2∑
i=1
∂ifi,j .
With abuse of notation, we write Lp(Ω) = Lp(Ω;R2×2) where no confusion can
arise. We consider the equations
−ν∆u+∇p = ∇ · f , (3.1a)
∇ · u = 0, (3.1b)
with Dirichlet boundary conditions if Ω is bounded. By setting f = B ⊗ B
(i.e. fi,j = BiBj) we recover equation (1.1a):
(∇ · (B ⊗B))j =
2∑
i=1
∂i(BiBj) =
2∑
i=1
Bi∂iBj = [(B · ∇)B]j ,
as B is divergence-free. In this case, if B ∈ L2(Ω), then B ⊗B is in L1(Ω), so
the right-hand side behaves like the derivative of an L1 function. If f ∈ Lp(Ω) for
p > 1, one would expect that u ∈ W 1,p(Ω), but this does not hold for p = 1. If
it did, in two dimensions we would obtain u ∈ W 1,1(Ω) ⊂ L2(Ω). In fact, in this
section we prove that, when f ∈ L1(Ω) in (3.1), then u ∈ L2,∞(Ω).
The solution of this equation is given by convolution with the Green’s function
or fundamental solution of the equation: let U , q solve
−ν∆U +∇q = δ,
∇ ·U = 0,
where δ denotes the Dirac delta function. Then the solution of (3.1) is given by
u = U ∗ (∇ · f), p = q ∗ (∇ · f).
Integrating by parts, if ∂kU ∈ L
2,∞(Ω), then by Young’s inequality (Theorem 2.2)
we can show that ‖u‖L2,∞ ≤ C‖f‖L1 .
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In the case Ω = R2, we have explicit formulae for the fundamental solution U
and q:
Ui,j(x) =
1
4πν
[
xixj
|x|2
− δij log |x|
]
,
qj(x) =
1
2π
xj
|x|2
.
(A derivation of the fundamental solution may be found in §IV.2 of [19].) Integrat-
ing by parts with respect to k, we obtain
ui(x) = [U ∗ (∇ · f)]i(x)
=
2∑
j=1
∫
R2
Ui,j(x− y)
2∑
k=1
∂kfk,j(y) dy
= −
2∑
j,k=1
∫
R2
∂kUi,j(x− y)fk,j(y) dy.
Now,
∂kUi,j(x) =
1
4πν
[
δikxj + δkjxi
|x|2
−
xixjxk
|x|4
− δij
xk
|x|2
]
,
and so
|∂kUi,j(x)| ≤
1
πν|x|
.
As noted in Section 2.1, 1|x| is in L
2,∞(R2), and ‖∂kUi,j‖L2,∞ ≤ 1ν√pi . Using Young’s
inequality (Theorem 2.2), we obtain
‖u‖L2,∞ ≤ c‖∂kUi,j‖L2,∞‖f‖L1 ≤ c‖f‖L1 . (3.2)
Thus, whenever f ∈ L1(R2), u ∈ L2,∞(R2).
In the case where Ω = [0, 1]2 with periodic boundary conditions, one can also
write down an explicit formula for the fundamental solution — see [21] and [11], for
example — and obtain (3.2) again; the details are very similar to the above case,
and we omit them.
In the case where Ω is a bounded Lipschitz domain, while we no longer have
an explicit formula for the Green’s function U , by Theorem 7.1 in [30] we have
∇U ∈ L2,∞(Ω) whenever Ω ⊂ R2 is a bounded Lipschitz domain, thus using
Young’s inequality (Theorem 2.2), we obtain (3.2) on a bounded Lipschitz domain
as well; i.e., whenever f ∈ L1(Ω), u ∈ L2,∞(Ω).
4. Existence and uniqueness of weak solutions
We return now to the system
−ν∆u+∇p∗ = (B · ∇)B, (4.1a)
∂B
∂t
+ (u · ∇)B − η∆B = (B · ∇)u, (4.1b)
∇ · u = ∇ ·B = 0, (4.1c)
where p∗ = p + 12 |B|
2
. We will show that equations (4.1) have a unique weak
solution for all time in the three cases of Ω described in Theorem 1.1. We first
define a weak solution.
Definition 4.1. A weak solution of (4.1) on [0, T ] is a pair of functions (u,B)
such that
u ∈ L∞(0, T ;L2,∞(Ω)) ∩ L2(0, T ;H1(Ω))
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and
B ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω))
satisfying (4.1) as an equality in L2(0, T ;H−1(Ω)).
Note that the pressure p is uniquely determined by u and B by solution of a
standard elliptic boundary value problem; see [9] or [18]. We will prove the following
theorem.
Theorem 4.2. Given B0 ∈ L
2(Ω) with ∇ ·B0 = 0, for any T > 0 there exists a
unique weak solution (u,B) of (4.1).
In Section 4.1, we will prove existence of a weak solution in the case Ω ⊂ R2 is a
Lipschitz bounded domain with Dirichlet boundary conditions, while in Section 4.2
we prove existence of a weak solution in the case Ω = R2. The proof of existence
in the case where Ω = [0, 1]2 with periodic boundary conditions is analogous to the
previous two, and we omit it. Finally, in Section 4.3, we prove uniqueness of weak
solutions.
4.1. Global existence of solutions in a bounded domain. In this subsection
we prove existence of a weak solution on a Lipschitz bounded domain Ω ⊂ R2, with
Dirichlet boundary conditions, using the method of Galerkin approximations. To
do so, we first set up some notation. Let H := {u ∈ L2(Ω) : ∇ · u = 0}, and let
Π be the Leray projection Π: L2(Ω) → H , i.e. the orthogonal projection from L2
onto H .
We define the Stokes operator as A := −Π∆. Let {φm}m∈N ⊂ C∞(Ω) be the
collection of eigenfunctions of the Stokes operator on Ω with Dirichlet boundary
conditions, ordered such that the eigenvalues associated to φm are non-decreasing
with respect to m. Let Vm be the subspace of H spanned by φ1, . . . , φm, and let
Pm : H → Vm be the orthogonal projection on to Vm.
In order to use the Galerkin method, we consider the equations
−ν∆um +∇pm∗ = (B
m · ∇)Bm, (4.2a)
∂Bm
∂t
+ Pm[(u
m · ∇)Bm]− η∆Bm = Pm[(B
m · ∇)um], (4.2b)
∇ · um = ∇ ·Bm = 0. (4.2c)
Thinking of um as a function ofBm given by equation (4.2a), it is easy to check that
(4.2b) is a locally Lipschitz ODE on the finite-dimensional space Vm, and thus by
existence and uniqueness theory for finite-dimensional ODEs (Picard’s theorem),
there exists a unique solution Bm ∈ Vm of equation (4.2b), with u
m given by
equation (4.2a).
Proposition 4.3 (Energy estimates). The Galerkin approximations are uniformly
bounded in the following senses:
um ∈ L∞(0, T ;L2,∞(Ω)) ∩ L2(0, T ;H1(Ω));
Bm ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)).
Proof. Take the inner product of equation (4.2a) with um and the inner product
of equation (4.2b) with Bm, and add to obtain
1
2
d
dt
‖Bm(t)‖2L2 + ν‖∇u
m(t)‖2L2 + η‖∇B
m(t)‖2L2 = 0.
Integrating over [0, t] we obtain
‖Bm(t)‖2L2 + 2ν
∫ t
0
‖∇um(s)‖2L2 ds+ 2η
∫ t
0
‖∇Bm(s)‖2L2 ds
= ‖Bm(0)‖2L2 ≤ ‖B0‖
2
L2 ,
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and taking the essential supremum over all t ∈ [0, T ], it follows that
ess sup
t∈[0,T ]
‖Bm(t)‖2L2 + 2ν
∫ T
0
‖∇um(s)‖2L2 ds+ 2η
∫ T
0
‖∇Bm(s)‖2L2 ds
≤ 2‖B0‖
2
L2 ,
which proves that
um ∈ L2(0, T ;H1(Ω)); Bm ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)).
As in Section 3, the solution um to equation (4.2a) is given by convolution with
U , the Green’s function for the Stokes equations. By (3.2), we have
‖um(t)‖L2,∞ ≤ c‖(B
m(t))2‖L1 ≤ c‖B
m(t)‖2L2 ,
so taking the essential supremum over t ∈ (0, T ) tells us that
um ∈ L∞(0, T ;L2,∞(Ω)),
which completes the proof. 
Proposition 4.4. The Galerkin approximations are uniformly bounded as follows:
∂Bm
∂t
∈ L2(0, T ;H−1(Ω)).
Proof. Taking the H−1 norm of the B equation yields∥∥∥∥∂Bm∂t
∥∥∥∥
H−1
≤ η‖Bm‖H1 + ‖Pm[(B
m · ∇)um]‖H−1 + ‖Pm[(u
m · ∇)Bm]‖H−1 .
To estimate the nonlinear terms, we take the inner product with a test function
φ ∈ H10 (Ω) with ‖φ‖H1 = 1 and then take the supremum over such φ:
‖Pm[(B
m · ∇)um]‖ = sup |〈Pm[(B
m · ∇)um], φ〉|
= sup |〈(Bm · ∇)Pmφ,u
m〉|
≤ sup ‖Bm‖L4‖u
m‖L4‖∇φ‖L2
≤ ‖Bm‖L4‖u
m‖L4 .
Similarly ‖Pm[(u
m ·∇)Bm]‖H−1 ≤ ‖B
m‖L4‖u
m‖L4 . By applying Ladyzhenskaya’s
inequality (2.1) to Bm and our weak Ladyzhenskaya’s inequality (2.2) to um, we
obtain the the following estimate:∥∥∥∥∂Bm∂t
∥∥∥∥2
H−1
≤ η‖Bm‖2H1 + c‖B
m‖L2‖B
m‖H1‖u
m‖L2,∞‖u
m‖H1 ,
as required. 
So, in summary, we have the following:
um are uniformly bounded in L∞(0, T ;L2,∞(Ω)) ∩ L2(0, T ;H1(Ω)),
Bm are uniformly bounded in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),
∂Bm
∂t
are uniformly bounded in L2(0, T ;H−1(Ω)).
To extract a convergent subsequence of Bm, we use the Aubin–Lions compact-
ness lemma:
Theorem 4.5 (Aubin–Lions compactness lemma). Let X ⊂ B ⊂ Y be Banach
spaces such that the inclusion X ⊂ B is a compact embedding. Then, for any
1 < p <∞ and any 1 ≤ q <∞, the space{
f : f ∈ Lp(0, T ;X) and
∂f
∂t
∈ Lq(0, T ;Y )
}
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is compactly embedded in Lp(0, T ;B).
Proof. The original result of Aubin [2] and Lions [27] covers the case when 1 < p, q <
∞. Chapter 3 of Temam [38] contains both the original case (see Theorem 2.1,
p. 185), as well as the case p = 2, q = 1, whenever X and Y are Hilbert spaces (see
Theorem 2.3, p. 187). The general case (and many other similar results) is proved
in the paper of Simon [37], §8, Theorem 5 and Corollary 4. 
We use Theorem 4.5 together with the Banach–Alaoglu compactness theorem to
extract a subsequence, which we relabel as Bm, such that
Bm
∗
⇀ B in L∞(0, T ;L2(Ω)),
Bm ⇀ B in L2(0, T ;H1(Ω)),
Bm → B in L2(0, T ;L2(Ω)),
∂Bm
∂t
∗
⇀
∂B
∂t
in L2(0, T ;H−1(Ω)).
Since the limit B ∈ L∞(0, T ;L2(Ω))∩L2(0, T ;H1(Ω)), it is straightforward to show
that (B · ∇)B ∈ L2(0, T ;H−1(Ω)). This allows us to define u to be the unique
solution of
−ν∆u+∇p∗ = (B · ∇)B, (4.3a)
∇ · u = 0, (4.3b)
where u ∈ L∞(0, T ;L2,∞(Ω)) ∩L2(0, T ;H1(Ω)) by standard elliptic theory for the
Stokes equations (see Section 3 above, and Theorem 2.3 in Chapter 1 of [38]).
Having defined such a u, we now want to show that um does indeed converge to
this u in the appropriate senses; this will allow us to show that the nonlinear terms
involving u converge and thus that the B equation is satisfied in the limit.
Proposition 4.6. um → u strongly in L2(0, T ;L2,∞(Ω)), and um ⇀ u weakly in
L2(0, T ;H1(Ω)).
Proof. Subtracting the equations for um and u, we obtain
−ν∆(um − u) +∇(pm∗ − p∗) = ∇ · (B
m ⊗Bm −B ⊗B)
= ∇ · [Bm ⊗ (Bm −B) + (Bm −B)⊗B].
By elliptic regularity, we obtain
‖um − u‖L2,∞ ≤ c‖B
m ⊗ (Bm −B)‖L1 + c‖(B
m −B)⊗B‖L1
≤ c‖Bm‖L2‖B
m −B‖L2 + c‖B
m −B‖L2‖B‖L2
= c‖Bm −B‖L2 (‖B
m‖L2 + ‖B‖L2)
≤ c(K +M)‖Bm −B‖L2 ,
where K = supm∈N supt∈[0,T ] ‖B
m‖L2 , M = supt∈[0,T ] ‖B‖L2. Squaring and inte-
grating in time yields∫ T
0
‖um(t)− u(t)‖2L2,∞ dt ≤ c
∫ T
0
‖Bm(t)−B(t)‖2L2 dt.
As the right-hand side converges to zero, so is the left-hand side, and hence um → u
strongly in L2(0, T ;L2,∞(Ω)). Let v be the weak limit of um in L2(0, T ;H1(Ω));
it remains to show that u = v. As H1(Ω) ⊂ L2(Ω) ⊂ L2,∞(Ω), we have
(L2,∞)∗(Ω) ⊂ L2(Ω) ⊂ H−1(Ω). So if um ⇀ v in L2(0, T ;H1(Ω)), then um ⇀ v
in L2(0, T ;L2,∞(Ω)) (because we are testing with a smaller set of functionals).
But um → u strongly (and hence also weakly) in L2(0, T ;L2,∞(Ω)), and thus by
uniqueness of weak limits u = v, and the proposition is proved. 
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We now proceed to show that the nonlinear terms in the B equation converge.
The following proposition is symmetric in B and u, and thus applies to both the
(u · ∇)B and (B · ∇)u terms.
Proposition 4.7. Suppose that:
• um → u and Bm → B (strongly) in L2(0, T ;L2,∞(Ω)); and
• um, Bm are uniformly bounded in L∞(0, T ;L2,∞(Ω)) ∩ L2(0, T ;H1(Ω)).
Then (after passing to a subsequence)
Pm[(u
m · ∇)Bm]
∗
⇀ (u · ∇)B in L2(0, T ;H−1(Ω)).
Proof. We begin by showing that Pm[(u
m · ∇)Bm] are uniformly bounded in
L2(0, T ;H−1(Ω)): observe that
‖Pm[(u
m · ∇)Bm]‖H−1 = sup |〈(u
m · ∇)(Pmφ),B
m〉|
≤ ‖um‖L4‖B
m‖L4 sup ‖∇φ‖L2
≤ ‖um‖L4‖B
m‖L4
≤ c‖um‖
1/2
L2,∞‖∇u
m‖
1/2
L2 ‖B
m‖
1/2
L2,∞‖∇B
m‖
1/2
L2
(where the supremum is taken over all φ ∈ H1(Ω) with ‖φ‖H1 = 1). Thus, squar-
ing and integrating in time and applying Ho¨lder’s inequality shows that Pm[(u
m ·
∇)Bm] is uniformly bounded in L2(0, T ;H−1(Ω)), and hence that a subsequence of
Pm[(u
m · ∇)Bm] converges weakly-∗ in L2(0, T ;H−1(Ω)); as usual we relabel this
subsequence as the original sequence.
To show that the limit is indeed (u · ∇)B, we test with a slightly more regular
test function. Let φ ∈ C0(0, T ;H1(Ω)). Then
∫ T
0
〈Pm[(u
m · ∇)Bm]− (u · ∇)B, φ〉dt
=
∫ T
0
〈Pm[(u
m · ∇)Bm − (u · ∇)B], φ〉dt︸ ︷︷ ︸
I
+
∫ T
0
〈(u · ∇)B, Pmφ− φ〉dt︸ ︷︷ ︸
II
.
For the second integral, note that
II ≤ ‖(u · ∇)B‖H−1‖Pmφ− φ‖H1 → 0
as m→∞. For the first integral, we have
I =
∫ T
0
〈(um · ∇)Bm − (u · ∇)B, Pmφ〉dt
=
∫ T
0
〈(um · ∇)(Bm −B) + ((um − u) · ∇)B, Pmφ〉dt
≤
∫ T
0
(‖um‖L4‖B
m −B‖L4 + ‖u
m − u‖L4‖B‖L4) ‖∇φ‖L2 dt
≤ max
t∈[0,T ]
‖∇φ‖L2
∫ T
0
(‖um‖L4‖B
m −B‖L4 + ‖u
m − u‖L4‖B‖L4) dt.
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Now, by the weak Ladyzhenskaya inequality (2.2),∫ T
0
‖um‖L4‖B
m −B‖L4 dt
≤
∫ T
0
‖um‖
1/2
L2,∞‖∇u
m‖
1/2
L2 ‖B
m −B‖
1/2
L2,∞‖∇(B
m −B)‖
1/2
L2
≤
(∫ T
0
‖um‖2L2,∞
)1/4
·
(∫ T
0
‖∇um‖2L2
)1/4
·
·
(∫ T
0
‖Bm −B‖2L2,∞
)1/4
·
(∫ T
0
‖∇(Bm −B)‖2L2
)1/4
.
The first, second and fourth integrals are bounded independent of m, and the third
tends to zero as m→∞, so
∫ T
0 ‖u
m‖L4‖B
m−B‖L4 dt→ 0 as m→∞. Similarly,∫ T
0
‖um − u‖L4‖B‖L4 dt→ 0 as m→∞. Hence∫ T
0
〈Pm[(u
m · ∇)Bm]− (u · ∇)B, φ〉dt→ 0 for all φ ∈ C0(0, T ;H1(Ω)).
Thus Pm[(u
m · ∇)Bm]
∗
⇀ (u · ∇)B in L2(0, T ;H−1(Ω)) by uniqueness of weak-∗
limits. 
Hence (u,B) is indeed a weak solution of (4.1), which completes the proof of
Theorem 4.2 in the case where Ω is a Lipschitz bounded domain in R2.
4.2. Global existence of weak solutions in R2. We turn now to the proof of
Theorem 4.2 in the case Ω = R2. Instead of Galerkin approximations, we mollify
the equations, and then show convergence as ε → 0. The arguments, though, are
not so different from those in the previous section, so we only outline the main
changes.
Let ρ ≥ 0 be a smooth function with compact support (i.e. ρ ∈ C∞c (R
n)) such
that
∫
Rn
ρ = 1. Given ε > 0, we define ρε by ρε(x) :=
1
εn ρ(x/ε), and we define the
operator Jε by Jεv = ρε ∗ v, i.e.
(Jεv)(x) =
∫
Rn
ρε(x − y)v(y) dy.
For brevity we will write v˜ := Jεv. We consider the mollified MHD equations on
the whole of R2 as follows:
−ν∆uε +∇pε∗ = Jε[(B˜ε · ∇)B˜ε], (4.4a)
∂Bε
∂t
+ Jε[(u˜ε · ∇)B˜ε]− ηJε∆B˜ε = Jε[(B˜ε · ∇)u˜ε], (4.4b)
∇ · uε = ∇ ·Bε = 0. (4.4c)
As in the previous section, we think of uε as a function ofBε. Then, using standard
properties of the mollifier Jε (see [28], Lemmas 3.5 and 3.6), it is straightforward to
show that equation (4.4b) is a locally Lipschitz ODE on H — one basically follows
the proof of Proposition 3.6 in [28]. Hence by the Picard theorem for infinite-
dimensional ODEs, equation (4.4b) will have a unique solution Bε ∈ H , so long as
‖Bε‖L2 remains finite, and u
ε is given by equation (4.4a).
14 D. S. MCCORMICK, J. C. ROBINSON, AND J. L. RODRIGO
Repeating the estimates of Propositions 4.3 and 4.4, with slight modifications to
account for the extra mollifiers, we again have the following:
uε are uniformly bounded in L∞(0, T ;L2,∞(R2)) ∩ L2(0, T ; H˙1(R2)),
Bε are uniformly bounded in L∞(0, T ;L2(R2)),
JεB
ε are uniformly bounded in L2(0, T ; H˙1(R2)),
∂Bε
∂t
are uniformly bounded in L2(0, T ;H−1(R2)).
Because we are working on R2, we cannot apply the Aubin–Lions compactness
lemma (Theorem 4.5) directly (because the embedding H1 ⊂ L2 is no longer
compact). Instead, there exists a subsequence of Bε which converges strongly
in L2(0, T ;L2(K)) for any compact subset K ⊂ R2 (see Proposition 2.7 in [9]), and
the limit satisfies
B ∈ L∞(0, T ;L2(R2)) ∩ L2(0, T ;H1(R2)).
Thus, we may again define u to be the unique solution of equation (4.3). A
modification of Proposition 4.6 shows that a subsequence of uε converges strongly
to u in L2(0, T ;L2(K)) for any compact subset K ⊂ R2, and this local strong
convergence allows us to pass to the limit in the nonlinear terms: an argument
similar to Proposition 4.7 will show that (after passing to a subsequence)
Jε[(u˜ε · ∇)B˜ε]
∗
⇀ (u · ∇)B, Jε[(B˜ε · ∇)u˜ε]
∗
⇀ (B · ∇)u
in L2(0, T ;H−1(R2)) (see §2.2.4 of [9] for full details). Thus (u,B) is indeed a weak
solution of (4.1), which completes the proof of Theorem 4.2 in the case Ω = R2.
4.3. Uniqueness. We now prove that weak solutions are unique. Note that the
following proof applies equally in all three cases of Theorem 1.1.
Proposition 4.8. Let (uj ,Bj), j = 1, 2, be two weak solutions with the same
initial condition Bj(0) = B0, such that
uj ∈ L
∞(0, T ;L2,∞(Ω)) ∩ L2(0, T ;H1(Ω)),
Bj ∈ L
∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)).
Then u1 = u2 and B1 = B2 as functions in the above spaces.
Proof. Take the equations for (u1,B1) and (u2,B2) and subtract: writing w =
u1 − u2, z = B1 −B2 and q = p1 − p2, we obtain
−ν∆w +∇q = (B1 · ∇)z + (z · ∇)B2, (4.5a)
∂z
∂t
+ (u1 · ∇)z + (w · ∇)B2 − η∆z = (B1 · ∇)w + (z · ∇)u2, (4.5b)
∇ ·w = ∇ · z = 0. (4.5c)
Taking the inner product of (4.5a) with w yields
ν‖∇w‖2L2 ≤ (‖B1‖L4 + ‖B2‖L4)‖z‖L4‖∇w‖L2 ,
so dividing through and using Ladyzhenskaya’s inequality we get
ν‖∇w‖L2 ≤ ‖z‖L4(‖B1‖L4 + ‖B2‖L4)
≤ c‖z‖
1/2
L2 ‖∇z‖
1/2
L2 (‖B1‖
1/2
L2 ‖∇B1‖
1/2
L2 + ‖B2‖
1/2
L2 ‖∇B2‖
1/2
L2 )
≤ c‖z‖
1/2
L2 ‖∇z‖
1/2
L2 (‖∇B1‖
1/2
L2 + ‖∇B2‖
1/2
L2 ), (4.6)
since Bj ∈ L
∞(0, T ;L2(Ω)). By the elliptic regularity arguments from Section 3,
we obtain
‖w‖L2,∞ ≤ c(‖B1z‖L1 + ‖B2z‖L1) ≤ c‖z‖L2(‖B1‖L2 + ‖B2‖L2) ≤ c‖z‖L2. (4.7)
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Using the weak Ladyzhenskaya inequality (2.2), we obtain bounds in L4 as follows:
‖w‖L4 ≤
c
ν
‖z‖
3/4
L2 ‖∇z‖
1/4
L2 (‖∇B1‖
1/4
L2 + ‖∇B2‖
1/4
L2 ). (4.8)
By a similar argument, we can take the inner product with uj of the original
equation for ui (1.1a) and obtain
‖∇uj‖L2 ≤ c‖Bj‖
2
L4 ≤ c‖Bj‖L2‖∇Bj‖L2 ,
so using (2.2) we get
‖uj‖L4 ≤ c‖uj‖
1/2
L2,∞‖∇uj‖
1/2
L2 ≤ c‖Bj‖
3/2
L2 ‖∇Bj‖
1/2
L2 ≤ c‖∇Bj‖
1/2
L2 , (4.9)
using elliptic regularity.
Since ∂z∂t ∈ L
2(0, T ;H−1(Ω)) and z ∈ L2(0, T ;H1(Ω)), we can take the the inner
product of (4.5b) with z and obtain
1
2
d
dt
‖z‖2L2 + η‖∇z‖
2
L2
≤ c ‖∇z‖L2‖w‖L4(‖B1‖L4 + ‖B2‖L4)︸ ︷︷ ︸
I
+c ‖∇z‖L2‖z‖L4(‖u1‖L4 + ‖u2‖L4)︸ ︷︷ ︸
II
.
We bound I and II separately, using Ladyzhenskaya’s inequality several times. By
using (4.8) and Young’s inequality with ε = η4 for 8/5 and 8/3 on I, we obtain
I ≤
c
ν
‖z‖
3/4
L2 ‖∇z‖
5/4
L2 (‖∇B1‖
1/4
L2 + ‖∇B2‖
1/4
L2 )(‖∇B1‖
1/2
L2 + ‖∇B2‖
1/2
L2 )
≤
c
ν
‖z‖
3/4
L2 ‖∇z‖
5/4
L2 (‖∇B1‖
3/4
L2 + ‖∇B2‖
3/4
L2 )
≤
η
4
‖∇z‖2L2 +
c
νη5/3
‖z‖2L2(‖∇B1‖
2
L2 + ‖∇B2‖
2
L2).
Similarly, by using (4.9) and Young’s inequality with ε = η4 for 4/3 and 4 on II, we
obtain
II ≤ ‖z‖
1/2
L2 ‖∇z‖
3/2
L2 (‖∇B1‖
1/2
L2 + ‖∇B2‖
1/2
L2 )
≤
η
4
‖∇z‖2L2 +
c
η3
‖z‖2L2(‖∇B1‖
2
L2 + ‖∇B2‖
2
L2).
Hence
d
dt
‖z‖2L2 + η‖∇z‖
2
L2 ≤
c
νη3
‖z‖2L2(‖∇B1‖
2
L2 + ‖∇B2‖
2
L2). (4.10)
By Gro¨nwall’s inequality, for all t < T we have
‖z(t)‖2L2 ≤ ‖z0‖
2
L2 exp
(∫ t
0
‖∇B1(s)‖
2
L2 ds+
∫ t
0
‖∇B2(s)‖
2
L2 ds
)
.
As Bj ∈ L
2(0, T ;H1(Ω)), the integrals in the exponential are bounded, and since
the initial conditions were the same, z0 = 0, and hence ‖z‖L2 = 0 on [0, T ]. By
(4.10), ‖∇z‖L2 = 0 on [0, T ]. Hence, by (4.7), ‖w‖L2,∞ = 0 on [0, T ], and by (4.6),
‖∇w‖L2 = 0 on [0, T ]. This proves uniqueness of weak solutions. 
This completes the proof of Theorem 4.2.
5. Higher-order regularity estimates
In this section, we prove the second part of Theorem 1.1; that is, that the solution
(u,B) becomes smooth after an arbitrarily short time ε > 0. In particular, we prove
that if we start with initial data in Hk(Ω), then the solution stays in Hk(Ω) for all
time:
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Theorem 5.1. Let k ∈ N. Suppose B0 ∈ H
k(Ω) with ∇ ·B0 = 0. Then, for any
T > 0, the unique weak solution of (4.1) satisfies
u,B ∈ L∞(0, T ;Hk(Ω)) ∩ L2(0, T ;Hk+1(Ω)).
This immediately implies that the solution (u,B) becomes smooth after an ar-
bitrarily short time ε > 0.
Corollary 5.2. Given any T > ε > 0 and any k ∈ N, the unique weak solution of
(4.1) satisfies
u,B ∈ L∞(ε, T ;Hk(Ω)).
Proof. Fix ε > 0. We already know that u,B ∈ L2(0, T ;H1(Ω), so for some time
t1 < ε/2, u(t1),B(t1) ∈ H
1(Ω). Applying Theorem 5.1, we obtain
u,B ∈ L∞(ε/2, T ;H1(Ω)) ∩ L2(ε/2, T ;H2(Ω)).
Furthermore, if we know that
u,B ∈ L∞(ε(1− 21−k), T ;Hk−1(Ω)) ∩ L2(ε(1− 21−k), T ;Hk(Ω)),
then there is some time tk such that ε(1−2
1−k) < tk < ε(1−2−k) and u(tk),B(tk) ∈
Hk(Ω), and so applying Theorem 5.1, we obtain
u,B ∈ L∞(ε(1− 2−k), T ;Hk(Ω)) ∩ L2(ε(1− 2−k), T ;Hk+1(Ω)),
The result follows by induction on k. 
We will prove Theorem 5.1 by induction on k. Since the base case and the
induction step require rather different arguments, we split them into two separate
propositions.
Proposition 5.3. Suppose B0 ∈ H
1(Ω) with ∇ ·B0 = 0. Then, for any T > 0,
the unique weak solution of (4.1) satisfies
u,B ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)).
Proof. Take the inner product of (4.1a) with −∆u, the inner product of (4.1b)
with −∆B, and add:
1
2
d
dt
‖∇B‖2L2 + ν‖∆u‖
2
L2 + η‖∆B‖
2
L2
= 〈(u · ∇)B,∆B〉 − 〈(B · ∇)u,∆B〉 − 〈(B · ∇)B,∆u〉.
Now
|〈(u · ∇)B,∆B〉| ≤ ‖u‖L4‖∇B‖L4‖∆B‖L2
≤ c‖u‖
1/2
L2,∞‖∇u‖
1/2
L2 ‖∇B‖
1/2
L2 ‖∆B‖
3/2
L2
≤
η
6
‖∆B‖2L2 + c‖u‖
2
L2,∞‖∇u‖
2
L2‖∇B‖
2
L2
and
|〈(B · ∇)u,∆B〉| ≤ ‖B‖L4‖∇u‖L4‖∆B‖L2
≤ c‖∇u‖
1/2
L2 ‖∆u‖
1/2
L2 ‖B‖
1/2
L2 ‖∇B‖
1/2
L2 ‖∆B‖L2
≤
η
6
‖∆B‖2L2 +
ν
4
‖∆u‖2L2 + c‖∇u‖
2
L2‖B‖
2
L2‖∇B‖
2
L2
and
|〈(B · ∇)B,∆u〉| ≤ ‖B‖L4‖∇B‖L4‖∆u‖L2
≤ c‖B‖
1/2
L2 ‖∇B‖L2‖∆B‖
1/2
L2 ‖∆u‖L2
≤
ν
4
‖∆u‖2L2 +
η
6
‖∆B‖2L2 + c‖B‖
2
L2‖∇B‖
4
L2
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hence
1
2
d
dt
‖∇B‖2L2 +
ν
2
‖∆u‖2L2 +
η
2
‖∆B‖2L2
≤ c‖∇B‖2L2
(
‖u‖2L2,∞‖∇u‖
2
L2 + ‖∇u‖
2
L2‖B‖
2
L2 + ‖B‖
2
L2‖∇B‖
2
L2
)
. (5.1)
Since the integral of the last bracket is finite, by Gro¨nwall’s inequality we get
that B ∈ L∞(0, T ;H1(Ω)), and hence reusing this bound in (5.1) yields u,B ∈
L2(0, T ;H2(Ω)). Finally, take the inner product of (4.1a) with u to obtain
ν‖∇u‖2L2 ≤ ‖B‖
2
L4‖∇u‖L2,
so
ν‖∇u‖L2 ≤ ‖B‖
2
L4 ≤ c‖B‖L2‖∇B‖L2,
and since the right-hand side is bounded, u ∈ L∞(0, T ;H1(Ω)). 
To prove the induction step, we will need a higher-order estimate on the nonlinear
term.
Lemma 5.4. Let s > n/2 be an integer, and let u ∈ Hs(Ω) and v ∈ Hs+1(Ω) such
that ∇ · u = ∇ · v = 0. Then
‖(u · ∇)v‖Hs ≤ cN‖u‖Hs‖v‖Hs+1 .
Proof. When Ω is a bounded domain, this follows easily from the fact that Hs is
a Banach algebra for s > n/2 (see Theorem 4.39 in [1]). For the periodic and Rn
cases, this actually holds for any real number s > n/2; see Lemma 10.4 in [12]. 
With this in hand, we proceed to the proof of the induction step.
Proposition 5.5. Fix an integer k ≥ 2. Let B0 ∈ H
k(Ω) with ∇·B0 = 0. Suppose
that
u,B ∈ L∞(0, T ;Hk−1(Ω)) ∩ L2(0, T ;Hk(Ω)).
Then
u,B ∈ L∞(0, T ;Hk(Ω)) ∩ L2(0, T ;Hk+1(Ω)).
Proof. Take the inner product of (4.1a) with (−1)k∆ku, the inner product of (4.1b)
with (−1)k∆kB, and add:
1
2
d
dt
‖B‖2Hk + ν‖u‖
2
Hk+1 + η‖B‖
2
Hk+1
= (−1)k
[
〈(B · ∇)u,∆kB〉+ 〈(B · ∇)B,∆ku〉 − 〈(u · ∇)B,∆kB〉
]
≤ c [‖(B · ∇)u‖Hk‖B‖Hk + ‖(B · ∇)B‖Hk‖u‖Hk + ‖(u · ∇)B‖Hk‖B‖Hk ]
≤ c
[
‖B‖2Hk‖u‖Hk+1 + 2‖B‖Hk‖B‖Hk+1‖u‖Hk
]
≤
ν
2
‖u‖2Hk+1 +
η
2
‖B‖2Hk+1 + c
(
‖u‖2Hk + ‖B‖
2
Hk
)
‖B‖2Hk
so
d
dt
‖B‖2Hk + ν‖u‖
2
Hk+1 + η‖B‖
2
Hk+1 ≤ c‖B‖
2
Hk
(
‖u‖2Hk + ‖B‖
2
Hk
)
. (5.2)
Since the integral of the last bracket is finite, by Gro¨nwall’s inequality we get
that B ∈ L∞(0, T ;Hk(Ω)), and hence reusing this bound in (5.2) yields u,B ∈
L2(0, T ;Hk+1(Ω)).
Finally, if k ≥ 3 take the inner product of (4.1a) with (−1)k−1∆k−1u to obtain
ν‖u‖2Hk ≤ c‖(B · ∇)B‖Hk−1‖u‖Hk−1 ≤ ‖B‖Hk−1‖B‖Hk‖u‖Hk−1 ,
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and since the right-hand side is bounded, u ∈ L∞(0, T ;Hk(Ω)). In the case k = 2,
Lemma 5.4 does not apply to ‖(B · ∇)B‖Hk−1 , and so instead we take the inner
product of (4.1a) with −∆u and estimate as follows:
ν‖∆u‖2L2 ≤ |〈(B · ∇)B,∆u〉| ≤ ‖B‖L4‖∇B‖L4‖∆u‖L2,
so
‖∆u‖L2 ≤ ‖B‖
1/2
L2 ‖∇B‖L2‖∆B‖
1/2
L2 ,
and since the right-hand side is bounded, u ∈ L∞(0, T ;H2(Ω)). 
This completes the proof of Theorem 5.1, and hence also Theorem 1.1.
6. Non-resistive case (η = 0)
In the above we have developed an essentially complete theory of existence,
uniqueness, and regularity for the system (1.1) when η > 0.
The non-resistive case (η = 0) is much more difficult, and analogous to the
vorticity formulation of the 3D Euler equations in the same way that the resistive
system has similarlities with the 3D Navier-Stokes system (as discussed in the
introduction). Two-dimensional models with similar structure to these canonical
3D equations (such as the 2D surface quasigeostrophic equation [13]) have attracted
considerable attention in recent years, and we plan to present an analysis of (1.1)
with η = 0 in a future paper.
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