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ABSTRACT
In order to maintain the consistency between sources and documentation, while at the same time providing doc-
umentation at the design level, it is necessary to generate documentation from sources in such a way that it can
be integrated with hand-written documentation. In order to simplify the construction of documentation genera-
tors, we introduce island grammars, which only dene those syntactic structures needed for (re)documentation
purposes. We explain how they can be used to obtain various forms of documentation, such as data dependency
diagrams for mainframe batch jobs. Moreover, we discuss how the derived information can be made available
via a hypertext structure. We conclude with an industrial case study in which a 600,000 LOC COBOL legacy
system is redocumented using the techniques presented in the paper.
1991 ACM Computing Classication System: D.2.2, D.2.5, D.2.7, D.3.4
Keywords and Phrases: Redocumentation, legacy systems, documentation generation, source code analysis,
island grammars
Note: Work carried out under projects SEN1.1, Software Renovation, and SEN1.5, Domain Specic Languages.
This report will appear in the Proceedings of the International Conference on Software Maintenance 1999
(ICSM’99).
1. INTRODUCTION
The documentation of a system is needed to understand that system at a certain level of abstraction, in a limited
amount of time. It is needed, for instance, if a system is migrated or re-engineered. It can be used to map
functional modification requests as expressed by end users onto technical modification requests, and to estimate
the cost of such modifications. Finally, documentation will help in the process of outsourcing maintenance or
when engineers that are new to the system need to learn about the system.
The source code of a system can be viewed as its most detailed level of documentation: All information is
there, but usually we do not have enough time to comprehend all the details. Luckily, we do not usually need
to know all the details. Instead, we would like to have enough information so that we can build a mental model
of the system, and zoom in to the specific details we are interested in. The level of detail (or abstraction) we are
interested in depends very much on what we intend to do with the system.
This flexibility should be reflected in the documentation, which, therefore, should adhere to four criteria:
1. Documentation should be available on different levels of abstraction.
2. Documentation users must be able to move smoothly from one level of abstraction to another, without
loosing their position in the documentation (zooming in or zooming out).
3. The different levels of abstraction must be meaningful for the intended documentation users.
4. The documentation needs to be consistent with the source code at all times.
Unfortunately, these criteria are not without problems. Criterion 4 implies that documentation is generated
from the source code. In practice this is seldomly done. Consequently, it is violated by many legacy systems,
which are modified continuously without updating the accompanying technical documentation.
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Figure 1: Deriving documentation from legacy sources. Solid lines indicate automatic processing, augmented
with manually derived information indicated by dashed lines.
Criterion 3 makes documentation generation hard. Meaningful abstractions can benefit immensely from
design information which is usually not present in the source code itself. Such information needs to be added
manually to the documentation.
For new systems, mechanisms like literate programming [14] provide systematic ways of putting design
information in the source code. For legacy systems this would involve a significant manual updating of program
comments. Besides, design information is more often than not lost for legacy systems.
In this paper, we study ways in which we can update the documentation of legacy systems such that all four
criteria are met. We propose a combination of manual and automatic (re)documentation. Whatever documen-
tation can be generated from the sources is derived automatically. This then is combined with information
provided by hand. Depending on the state of the system, and the knowledge about the system, either one of
those activities can play the predominant role in the final documentation that is delivered. Figure 1 shows the
architecture of the documentation generators that are built this way.
The remainder of this paper is organized as follows. In the next section, we introduce island grammars, the
technology we use for extracting facts from a system’s source code. In Section 3 we discuss what information
should be contained in documentation, and how we can derive it from the legacy sources. In Section 4 we ex-
plain how the information extracted can be presented at what level of abstraction, using graph visualization and
hypertext as primary tools. In Section 5 we describe a real-world Cobol legacy system, what its documentation
problems were, and how we applied the techniques described in this paper to build a documentation generator
for that system. We end the paper with related work, a summary of the main contributions, and suggestions for
future work.
2. SOURCE CODE ANALYSIS
In order to generate documentation from a system, we need to analyze the source code of that system. We have
tried several analysis approaches. In this section we will discuss these approaches in detail. In later sections
we discuss how we have used these approaches.
2.1 Lexical analysis
When generating documentation for a system, only a few constructs in the source code are of interest. After
all, the documentation should be a useful abstraction of the system. The constructs of a language that are of
interest very much depend on the type of documentation that should be generated. If these constructs have
an easily recognizable lexical form, lexical analysis is an efficient way to find them. If, for instance, we are
looking for files that are opened for reading in a Cobol source, we simply look for the string “open input” and
3take the word directly following that string as the file handle that has been opened.
The advantage of this approach is that we do not need to know the full syntax of the language we want to
analyze. Another advantage is that lexical analysis is very efficient. This allows us to analyze large numbers of
files in a short time, and also allows us to experiment with different lexical patterns: If a pattern does not yield
the correct answer, the analysis can be easily changed and rerun.
The main disadvantage of lexical analysis is that it is (in general) not very precise, and that some language
constructs are much harder to recognize lexically than others. For example, for the case study later discussed
in this paper we need to find the files that were executed from a DCL program, the DEC job control language for
VAX VMS. In DCL, we can look for the string “run”, which is the DCL keyword for execution. If, on the other
hand, we would want to know which files are executed from a Bourne shell script, we would need to specify all
built-in functions of the Bourne shell language. There is no special keyword for execution in the shell, rather,
it attempts to execute all words that are not built-in functions.
Strings such as “open input” and “run” obviously can occur in different contexts, and may mean completely
different things in each context. These strings could occur in comment, for example, or inside a quoted string.
Because we need to recognize different contexts in most cases, much of the original simplicity of the lexical
pattern is gone. Furthermore, as long as we do not specify the full syntax of a language, there is the risk that
we may have overlooked particular contexts in which a pattern can or cannot occur.
Most commonly used for lexical analysis are Unix tools such as grep, awk, and perl. Murphy and Notkin
[17], describe LSME, a system which allows for the lexical specification of contexts of patterns, as well as the
patterns themselves. For the analysis of Cobol, we have developed recover [8], which keeps track of the
global structure of Cobol, and allows the user to specify patterns typically required in a program understanding
context.
2.2 Syntactic Analysis
More precise analysis of source code can be achieved by taking the syntactic structure of the code into account,
analyzing the abstract syntax tree instead of the individual source code lines. This makes the context in which
a particular construct occurs explicitly available. Moreover, it abstracts from irrelevant details, such as layout
and indentation.
Unfortunately, most legacy systems are written in languages for which parsers are not readily available.
Developing a grammar from which to generate such a parser requires a significant investment. As an example,
Van den Brand et al. [2] report a period of four months needed to develop a fairly complete Cobol grammar.
For program understanding and documentation purposes, however, only a handful of language constructs are
needed, so it seems too much work to have to specify the full grammar of a legacy language. Therefore, we
propose the use of “island grammars”, in which certain constructs are parsed in full detail, whereas others are
essentially ignored.
2.3 Island Grammars
An island grammar consists of (1) detailed productions for the language constructs we are specifically interested
in (2) liberal productions catching all remaining constructs; and (3) a minimal set of general definitions covering
the overall structure of a program.
As an example, suppose we have a simple language L. Programs in L consist of a list of one or more
statements. For documentation generation purposes we are only interested in one statement, the “SELECT”
statement. The definition of the island grammar is in Figure 2. We use the grammar definition language SDF2
[20] for our definition.1 We can distinguish the following groups of productions:
 The definition of the statement of interest is on line (3), defining a a statement to be produced by the
keywords “SELECT”, a FileHandle, “ASSIGN”, “TO”, a FileName, a possibly empty list of Options,
terminated with a “.” character. Productions (4–9) define the details of the other non-terminals.
1Please note that productions in SDF2 are reversed with respect to languages like BNF. On the left-hand side of the arrow is the
non-terminal symbol that is produced by the symbols on the right-hand side of the arrow.
4syntax
Stat+ ! Program (2.1)
 [n:] + ”n:” ! Stat (2.2)
”SELECT” FileHandle ”ASSIGN”
”TO” FileName Option ”:” ! Stat (2.3)
Name+ (”IS”)? Value ! Option (2.4)
Id ! FileName (2.5)
Id ! Name (2.6)
Id ! Value (2.7)
Id ! FileHandle (2.8)
[A−Z][A−Z0−9n ] ! Id (2.9)
priorities
”SELECT” FileHandle ”ASSIGN”
”TO” FileName Option ”:” ! Stat >
 [n:] + ”n:” ! Stat
Figure 2: An example island grammar
 The liberal production catching all remaining constructs is on line (2), defined as any character that is
not a “.” (the tilde negates the character class containing the period), followed by a period.
Obviously, this grammar is ambiguous, because a “SELECT” statement can be produced by both pro-
ductions (2) and (3). To resolve this, Figure 2 defines priorities preferring production (2) to (3).
 Line (1) defines the overall structure of a program, which is defined as a list of statements.
The reason for using this grammar development technique, is that we significantly reduce the grammar
development time. Another advantage is that the parse tree that is returned by the parser only contains the
relevant information. We do not have to weed through dozens of complicated structures to get to the information
we look for.
By far the biggest advantage is the flexibility of the technique. Although some legacy languages have a
proper language definition, we have yet to see a legacy system that does not use compiler specific extensions,
or locally developed constructs. Furthermore, most parsers for legacy systems are quite liberal in checking
their input, so although a program is not syntactically correct according to the language definition, it does
parse, compile, and run. Using our grammar development technique, we can either ignore these specifics (by
writing a catch-all production such as (2) above), or add a production particular to a certain extension of the
legacy system at hand.
In principle, island grammars can be used in combination with any parser generator, the best known ones
being Yacc and Bison. We benefited from the use of SDF2, which has a number of attractive characteristics.
First, SDF2 is based on scannerless parsing, in which the distinction between lexical scanning and parsing
has disappeared. Hence, the user of SDF2 is not restricted to regular expressions for defining lexical tokens.
Moreover, explicit lexical disambiguation is permitted in the formalism.
Second, parsers for SDF2 are implemented using generalized LR parsing [19], which accepts arbitrary
context-free grammars, not just LALR grammars accepted by Yacc and Bison. This avoids the notorious
shift reduce conflicts inherent to the use of LALR grammars. A priority mechanism can be used to deal with
ambiguities that may arise due to the use of arbitrary context-free grammars.
Last but not least, because SDF2 is a modular syntax definition language, we can specify an island grammar
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system overall purpose, list of subsystems
subsystem purpose, list of modules, batch jobs,databases, screens, ...
batch job programs started, databases accessed, fre-quency, ...
program behavior, programs called, databases read or
written, invoked by, parameters, ...
section functionality, external calls, sections per-formed, conditions tested, variables used, ...
Figure 3: Cobol system hierarchy, with associated documentation requirements
in different modules. This way, for each analysis we can have a different grammar that is an extension of a
common core language. This helps to keep the grammars as small and concise as possible. Consider the island
grammar developed above. Here, productions (1), (2), and (5–9) can be viewed as being part of the core of
language L. These can be put in a separate module. Then, the only productions needed for our “SELECT”
analysis are productions (3–4), and the priority rule, which should be defined in a different module.
2.4 Parse Tree Analysis
The parser generated from the grammar in the previous section will return parse trees that can be easily anal-
ysed. The parse trees are encoded in aterm format [1]. This parse tree can be read in by a Java framework
we wrote, thus giving access to the parse tree as a Java object. The framework implements the visitor design
pattern [11], via a visitor class that can be specialized to perform a particular analysis on the tree. This is sim-
plified by the fact that the Java framework has full knowledge of the island grammar that has been specified,
and contains methods for matching patterns of productions in the grammar to corresponding nodes in the tree.
The analysis results that are of interest can be written to a repository, and from there they can be combined,
queried and used in the rest of the documentation generation process. All extractions described in Section 3
were performed using this Java parse tree analysis framework. The data extracted were put in a repository. The
presentations described in Section 4 were then generated from that repository.
This way of analyzing source code is similar in concept to a number of other systems, e.g. CIAO [5], in the
sense that there is a chain of analysis, filter, and presentation events. In our approach, however, we start filtering
the data during the first (analysis) phase, because we only deal with those language constructs defined in the
island grammar.
3. EXTRACTING DOCUMENTATION
In this section, we will discuss the sort of information that should be contained in software documentation, and
how this information can be identified in the legacy sources.
3.1 Manual versus Automated Extraction
Given the choice between manual or automatic extraction of information from source code automatic extraction
(for example using island grammars) is the preferred option: it is consistent with the actual source code, and
can be easily maintained by automatic regeneration.
If generation is not feasible, the facts needed to construct the documentation can be provided by hand. This
may take the form of a list of programs and a one or two line description of their functionality. Whenever
documentation is generated, data from this list is included as well. Moreover, automatic checks as to whether
all programs are indeed contained in the lists can be made whenever documentation is regenerated, encourag-
ing programmers to keep the descriptions up to date. The integration of manual and automated extraction is
illustrated in Figure 1, which also shows how additional forms of externally available documentation can be
included in the resulting documentation.
63.2 System Decomposition
We can decompose a large software system into several layers of abstraction, ranging from individual proce-
dures up to the overall system. At each level, we need documentation, helping us to answer questions about
the purpose (why?) of a component, the subcomponents it consists of (part-of relationships), the components it
needs to perform its tasks (uses relationships), the way in which it performs its tasks (how?), the way in which
the component can be activated (usage conditions), the system requirements the component corresponds to, etc.
The actual splitting in layers of abstraction, and the corresponding documentation requirements, will differ
from system to system. The hierarchy with associated documentation requirements we use for Cobol systems
is shown in Figure 3.
3.3 Aggregation and Use Relations
The parts-of and uses relationships discussed in the previous section can be easily derived from the source code.
In general, it is relatively straightforward to extract facts about calls, database usage, screens used, etc.
A factor complicating this extraction is that many legacy systems use non-standard conventions for, e.g.,
calling or database access. We have seen calling conventions in which all calls were redirected via an assembly
utility, and database access conventions hiding all SQL operations via a set of Cobol modules. The flexibility
of island parsing makes it particularly easy to tailor the extractors to such conventions.
3.4 System and Subsystem Partitioning
At the system level, the directory structure of program files or the naming conventions used usually provide
a candidate partitioning into subsystems. If these are absent, or perceived as inadequate, we use automatic
subsystem classification techniques to arrive at a better partitioning [15, 9]. Such alternatives can then be
added to the documentation, helping the user to see component relations that do not immediately follow from
the actual partitioning.
In addition to the decomposition of the overall system, short descriptions of the individual subsystems as
well as of the overall behavior are needed in the documentation. In many cases, such top level documentation
may already be available, in which case it can be included in the documentation generation process. If it is not,
a description of the various subsystems should be added by hand.
3.5 Program Descriptions
In many systems, coding standards are such that each program or batch job starts with a comment prologue,
explaining the purpose of this component, and its interaction with other components. If available, such a
comment prologue is a very useful documentation ingredient which can be automatically extracted from the
source. Observe that it is generally not a good idea to extract all comment lines from a program’s source into its
documentation: many comment lines are tightly connected to specific statements, and meaningless in isolation.
Moreover, in many cases obsolete pieces of code have been “commented out”, which clearly should not appear
in system documentation.
3.6 Section Descriptions
For the sections (local procedures) of a Cobol program, it is usually not as easy to extract a description as it
is for Cobol programs starting with a comment prologue. On the positive side, however, section names are
generally descriptive and meaningful, explaining the purpose of the section. This is unlike Cobol program
names, which generally have a letter/number combination as name indicating which subsystem it is part of, not
what its purpose is.
Since we encountered an actual need for the documentation of sections that consisted of more than just the
name, but at the same time was more abstract than simply the complete source code, we decided to search for
ways in which to select the essential statements from a section. In terms of the theory of program comprehen-
sion as proposed by Brooks [3], we try to select those statements that act as beacons for certain understanding
tasks, such as finding out under what condition a certain piece of code is being executed.
Statements we include in such section descriptions are the conditions checked in control statements, calls to
external programs, database access operations, calls to other sections, statements containing arithmetic compu-
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Figure 4: An example of the visualization of data dependencies in a DCL job
tations, and comment lines. This explicitly excludes the frequently occurring MOVE statement, which in Cobol
is an assignment from one variable to another. As it does nothing “interesting” (no computation) leaving it out
of the documentation directs the reader’s attention to those statements that do perform some task of interest.
Following this strategy, the length of a summarized section is about one third of the length of its full source
code. To make the summary as comprehensible as possible, we reuse indentation of the original source code,
giving the reader a sense of the nesting level.
3.7 Batch Job Dependencies
For a Cobol mainframe application, the batch jobs determine which programs are started every day or night,
and how datafiles used for communication purposes are sorted, renamed, etc. In many cases, the batch jobs are
the least understood components of a Cobol system, in spite of their importance for the daily data processing.
Documentation should help in understanding such batch jobs. We have experimented with visualizing the data
dependencies in such batch jobs.
Finding the data dependencies for a batch job is a three step process. First, we identify the Cobol programs
executed in a batch job. Second, we analyze these Cobol programs, determining which data files are read and
which ones are written. Third, we return to the batch files, to see whether these data files occur in them, for
example for sorting or renaming.
Recognizing these dependencies involves two island grammars: one for the job control language, finding the
execution, sort and renaming statements, and one for Cobol, identifying the data file manipulation statements.
Once the data dependencies are found, they can be visualized. The visualization of an example batch job is
shown in Figure 4. The resulting graph only shows the functional dependencies: Dynamic dependencies, such
as the order of execution, are not explicitly visible. Also observe that in some cases, it will be impossible to
determine the name of a data file, because it is determined at run time. Special nodes in the graph are used to
mark such file names.
4. PRESENTING DOCUMENTATION
Once we have decided which information to put into the documentation, we can decide how to present that
information to the user. Hypertext has been proposed as a natural way of presenting software documentation
[4, 18] as the hyperlinks can be used to represent, for example, part of and uses relationships between between
8the documented components.
The most natural way of organizing all the information derived is to follow the system hierarchy, producing
essentially one page per component. For Cobol this would result in pages corresponding to the full system,
subsystems, programs, batch jobs, and sections, following the decomposition of Figure 3.
If a user knows what programs he wants to read about, finding an initial node to start browsing is simple.
In many cases, however, there may not be such a straightforward starting point. Therefore, we provide various
indexes with entry points to the hypertext nodes, such as:
 Alphabetic index of program names;
 Keyword search on documentation contents;
 Graphs representing use relationships. In particular, navigating through a call graph may help to find
execution starting points or modules frequently used. We have used the graph drawing packagedot [12]
to integrate clickable image maps for various call graphs and data-dependency graphs into generated
documentation. In order to prevent visual cluttering of graphs, we have applied node concentration on
them, as can be seen in Figure 4.
 Hand-written index files, establishing links between requirements and source code elements.
Many presentation issues are not specific to software documentation. By using a standard format such as
HTML, the generated documentation can benefit from various future developments of the Web, such as search
engines, page clustering based on lexical affinity, link generation from textual documentation files, the use of
XML to establish a better separation content from presentation, etc.
5. BUSINESS CASE
We have used all the techniques and ideas discussed in this paper in a commercial project aiming at redocu-
menting a Cobol legacy system. In this section, we describe our findings.
5.1 Background
PensionFund is a system for keeping track of pension rights of a specific group of people in the Netherlands.
It consists of approximately 500 Cobol programs, 500 copybooks, and 150 DEC DCL batch jobs, totaling over
600,000 lines of code. The main tasks of the system are processing pension contributions and pension claims.
Several years after the initial delivery, the organization responsible for PensionFund decided to outsource all
maintenance activities to a division of Dutch software house ROCCADE, specializing in software management
and maintenance. In order to make a realistic estimate of the anticipated maintenance costs involved before
accepting maintenance commitments, ROCCADE performed a system scan in which a number of key factors
affecting maintainability are estimated.
One of the outcomes of the scan was that the documentation for PensionFund was not adequate. In fact,
documentation was not kept up to date: for example, although in 1998 a number of major PensionFund mod-
ifications were implemented, the documentation was never updated accordingly. Very little documentation
maintenance had been performed, although the need for documentation grew as more and more programmers
who had participated in the original design of PensionFund moved to other projects.
The lack of proper documentation resulted in:
 A growing backlog of major and urgent modification requests, which by early 1999 had risen to 12.
 Difficulty in carrying out adequate year 2000 tests, since the documentation did not help to identify the
sources of errors encountered during testing.
 Difficulty in mapping modification requests, phrased in terms of desired functionality modifications, onto
changes to be made in actual programs.
 Difficulty in splitting the large number of daily batch jobs into clusters that could be run independently
and in parallel, which was becoming necessary as the increasing number and size of the batch jobs caused
the required daily compute time to grow towards the upper limit of 24 hours.
95.2 Documentation Wishes
To remedy these PensionFund problems, a redocumentation project was planned. The plan was to compose a
number of MS-Word documents, one per program, containing:
 A short description
 Calls made (from other Cobol programs or batch jobs) to this program, and calls made from this program;
 Database entities as well as flat files read and written;
 Dataflow diagram;
 Description of functionality in pseudo-code.
Apart from the per program documentation, per batch file one dataflow chart was planned for. Management
was willing to make a significant investment to realize this documentation.
Initially, the idea was to write this documentation by hand. This has the advantage that documentation
writers can take advantage of their domain or system knowledge in order to provide the most meaningful
documentation. Unfortunately, hand-written documentation is very costly and error prone. Because it is not a
job many people like to do, it is difficult to find skilled documentation writers.
Therefore, it was decided to try to generate the documentation automatically. This has the advantages that
it is cheap (the tools do the job), accurate, complete, and repeatable. If necessary, it was argued, it could be
extended with manually derived additional information.
5.3 Derived Documentation
The contents requirements of the PensionFund documentation corresponds to the wishes discussed the previous
section. The specific information derived per program is shown in Figure 5. Arriving at this list and determin-
ing the most desirable way of presentation was an interactive process, in which a group of five PensionFund
maintenance programmers was involved.
The fact extraction phase mainly involved finding the structure of PERFORM, CALL, and database access
statements, and was implemented using island parsing. For those extraction steps for which a line by line scan
was sufficient (for example, Cobol comment extraction), or for the ones which required the original layout and
indentation (summarizing sections) lexical analysis was implemented using Perl.
The result of the fact extraction was a set of relations, which were combined into the required relations per
program using Unix utilities such as join and AWK. The final production of HTML code from the resulting
relation files was written using Perl.
All the documentation per program could be generated automatically. Even the the two-line description per
program could be generated, as this was an easily recognizable part of the prologue comment. Had this not
been the case, this would have required a manual step. As top level indices we generated alphabetic lists, lists
per subsystem, and clickable call graphs. Moreover, we composed one index manually, grouping the programs
based on their functionality.
As a separate top level view, we used the data dependency visualization we derived from the batch files.
For each DCL file, we used the techniques described in Section 2 to find all Cobol programs that are executed.
We then analyzed these Cobol programs to find the data files they read and write to. Using static analysis it is
impossible to find all the data file names, because, in this system, some file names were obtained dynamically.
This occurs especially in error conditions, where the name of the file to write the error data to is somehow
related to the kind of error. The files we could not find names for are only a small fraction of all data files.
In order to visualize these unnamed files at a later stage, we introduced special filenames for these files. In
Figure 4 these unresolved filenames can be seen on the left side, and are clearly marked: “unresolved”.
The list of data files was then matched against the DCL files again, to see whether the data was manipulated
there. In the PensionFund system, we looked at the sort statement, which takes one file and a number of sort
parameters, and writes to a different file. They are visualized as diamonds in the figure.
An example browsing session trough the generated documentation is shown in Figure 6. A typical session
would be a maintenance programmer trying to find out why a particular batch job did not work as expected.
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Header Content
Summary Name, lines of code, two-line description
Activation Batch jobs or Cobol programs called by
Parameters List of formal parameters
Data Databases and flat files read or written
Screens List of screens sent or received
Calls Modules and utilities called
Overview Clickable conditional perform graph
Sections Clickable outline for each section
Figure 5: Contents of the HTML document derived for each PensionFund program.
Figure 6: Browsing through the documentation generated for PensionFund.
He starts browsing the visualization of the data dependencies in the batch job, follows the links to a specific
program, reads the purpose of that program, searches the perform graph for relevant sections, ending in the
section responsible for the incorrect system behavior.
5.4 Evaluation
As we have demonstrated in the previous section, the documentation generator we have built for PensionFund
exactly fulfills the wishes the PensionFund owners had. Furthermore, the documentation that is generated
adheres to the four criteria mentioned in first section of this paper. Compared to the initial plan of manually
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deriving all documentation, significant cost savings were achieved by employing documentation generators,
even if the time needed for configuring the documentation generators is taken into account.
A question of interest is whether this approach is applicable to other legacy systems as well. Our approach
takes the good properties of a system in to account. For PensionFund, these are the systematic coding style
which meant that certain properties (such as program descriptions) were automatically derivable from the
source. Furthermore, the programs were relatively short, which made them a natural starting point for doc-
umentation generation. Another result is that the (conditional) perform graphs are not too big, making them
easily comprehensible. Finally, the fact that the sections were relatively short made the section summaries
feasible.
Although other systems may not share the desirable properties of PensionFund, they usually have some of
these and possibly other strong points. Apart from the program description, all other documentation can be
generated for any (Cobol) system. Program descriptions could then be added by hand once, such that subse-
quent generation steps have this information available. It is part of our future work to see how the generation of
the documentation as described here is useful in other systems. We may decide for other systems, that certain
levels of documentation are of no use, and new ones are more natural.
We believe the techniques described in this paper are flexible enough to enable us to build different types of
documentation generators for different types of systems rather easily.
6. CONCLUDING REMARKS
Related Work Chikofski and Cross define redocumentation as the creation of a semantically equivalent rep-
resentation of a software system within the same level of abstraction. Common tools include pretty printers,
diagram generators, and cross-reference listing generators [6]. Landis et al. discuss various documentation
methodologies, such as Nassi Schneiderman charts, flow charts and Jackson diagrams [16].
Wong et al. emphasize structural redocumentation, which, as opposed to documentation in-the-small, deals
with understanding architectural aspects of software. They use Rigi for the extraction, querying, and presenta-
tion, using a graph editor for manipulating program representations. Several views of the legacy system can be
browsed using the editor. Our approach also focuses on the structural aspects of documentation. Rather than
using a dedicated graph editor, we use standard HTML browsers for viewing the documentation. We determine
the required views in advance, via discussion with the team of maintenance programmers.
The software bookshelf [10] is an IBM initiative building upon the Rigi experience. In the bookshelf
metaphor, three roles are distinguished: the builder constructs (extraction) tools; the librarian populates repos-
itory with meaningful information using the building tools or other (manual) ways, and the patron is the end
user of the bookshelf. For the building phase, the parsing is like our island approach, in that only constructs
of interest are recognized. The parsers are written in Emacs macros, without using an explicit grammar. The
parsing code directly emits the HTML code.
Several papers report on the use of hypertext for the purpose of documenting software [4, 18, 7]. Of these, [7]
follows the literate programming [14] approach as also used in, for example, Javadoc, enabling the programmer
to control the generation of HTML by manually adding dedicated comment tags.
The need for flexible source code extraction tools was also recognized by, for example, LSME [17], as
discussed in Section 2.1. Another approach of interest is TAWK [13], which uses an AWK like language to
match abstract syntax trees.
Contributions In this paper, we have described our contributions to the field of documentation generation.
Specific to our approach are:
 The systematic integration of manual documentation writing with automated documentation generation
in a redocumentation setting.
 The integration of different levels of documentation abstractness, and the smooth transition between the
different levels of documentation.
 The island grammar approach to software fact extraction
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 A method for building documentation generators for systems in the Cobol domain.
 The automatic visualization of data-dependencies in mainframe batch jobs.
 The application of the contributions listed above in a commercial environment.
We have shown how we can build documentation generators which adhere to at least the first three criteria
from the introduction. The fourth criterion (documentation needs to be consistent with the source code) can
only be achieved by eliminating the need for manual documentation. By combining automatically derived
documentation and manually derived documentation, and by keeping the input for the two well separated, our
documentation generators only need little human input to adhere to all four criteria.
Future Work At the time of writing, we are finalizing the PensionFund case study. Moreover, we are in
the process of initiating other commercial redocumentation projects, which will help us to identify additional
documentation needs and new ways of presenting the data extracted from the sources.
On the extraction side, we plan to elaborate the ideas underlying island grammars. In particular, we will take
a close look at the best way of expressing the required analysis of the abstract syntax tree.
Acknowledgments We would like to thank Lars van Dinter from Roccade Finance for his role in the Pension-
Fund case study, and for many pleasant discussions.
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