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Introduction
In this paper we will study the boundary control system described by the nonlinear Schrödinger equation
posed on a bounded domain Ω ⊂ R n with either the Dirichlet boundary conditions u(x, t) = h(x, t), x ∈ ∂Ω, (1.2) or the Neumann boundary conditions ∂u(x, t) ∂ν = h(x, t), x ∈ ∂Ω, (1.3) where u = u(x, t) is a complex-valued function of two real variables x ∈ Ω and t ∈ R, the subscripts denote the corresponding partial derivatives, the parameter λ is a nonzero complex constant while the boundary value function h(x, t) is considered as a control input.
We are mainly concerned with the following exact control problem for systems ( [7, 22, 24, 25, 29, 31] ), or the Ginzburg-Landau equation (see [6, 26] ). Recently, Illner, Lange and Teismann [8, 9] considered internal controllability of the nonlinear Schrödinger equation posed on a finite interval (−π , π):
, x ∈ (−π , π), (1.4) with the periodic boundary conditions 5) where the forcing function f = f (x, t), supported in a subinterval of (−π , π), is considered as a control input. They showed that the system (1.4)-(1.5) is locally exactly controllable in the space H They showed that the system (1.4)-(1.6) is locally exactly controllable in the space H 1 0 (0, π) around a special ground state of the system. Dehman, Gérard and Lebeau [5] studied internal control and stabilization of a class of defocusing nonlinear Schrödinger equations posed on a two-dimensional compact Riemannian manifold M without boundary:
(1.7) 1 The readers are referred to Zuazua [32] for an excellent review on recent progresses of this subject up to 2003. 
or the Neumann boundary conditions
(1.9)
Both systems have been shown to be locally exactly controllable in (some closed subspace of) the space H s (−π , π) for any s 0 with appropriately chosen boundary control input h.
More recently, Laurent has shown that the system (1.4)-(1.5) is semi-globally exactly controllable and semi-globally exponentially stabilizable [14] .
In this paper we present the following exact controllability results for systems ( 
To prove this theorem, we first consider an internal control problem for the nonlinear Schrödinger equation posed on the whole space R n : (1.10) where
Here R > 0 is large enough so that Ω ⊂ B R (0). 
An affirmative answer to this internal control problem will provide a positive answer to the bound-
If we can find an internal control h such that the solution v of the system (1.10) satisfies
then we simply choose the control input in (1.2) to be the restriction of v on the boundary ∂Ω and u to be the restriction of v to the domain Ω × [0, T ] to obtain the desired solution of the boundary control system (1.1)-(1.2).
As usual, to address the internal control problem for the nonlinear system (1.10), consideration will be first given to its associated linearized system: (1.11) where a(x, t) and b(x, t) belong to the space C ∞ (R; S(R n )). An affirmative answer is provided for this linearized system. 
Then the linear result, Theorem 1.2, is extended to the nonlinear system (1.9). Suppose that w ∈ C ∞ (R; S(R n )) solves the nonlinear Schrödinger equation
Then there exists a δ > 0 such that for
An important feature in Theorem 1.1 is that (local) exact controllability results are given in spaces of very weak regularity. For instance, the exact controllability holds in L 2 (Ω) for a bounded open set Ω ⊂ R 2 , although it is well known that the Cauchy problem n . However, a drawback of this approach is that the control input has to be applied on the whole boundary. Controllability results for the semi-linear Schrödinger equation on T n with sharp regions of control are given in [28] . Finally, we mention that nonhomogeneous boundary value problems for the Schrödinger equation are considered in [2] .
The paper is organized as follows. In Section 2, we show that the solutions of the linearized Schrödinger equation possess local smoothing properties. In Section 3, we study the linear system (1.11) 
Smoothing properties
In this section, we discuss smoothing properties of the linear Schrödinger equation, which will play important roles in establishing exact boundary controllability of the Schrödinger equation. To begin, let W (t) denote the unitary group generated by the operator A from
Then the solution of the initial-value problem (IVP) associated with the linear Schrödinger equation
is given by
while the solution of the inhomogeneous problem
By the semigroup theory, for any
) with s ∈ R, both the solution u of (2.1) and the solution v of (2.2) belong to the space C (R; H s (R n )). Recall that for any 1 q ∞, its conjugate q is defined via the equality 
Lemma 2.1 (Strichartz's estimates). (Cf. [4]
.) Given any s ∈ R, the following properties hold.
Let I be an interval of R (bounded or not), J = I , and 0 ∈ J . If (γ , ρ) and (q, r) are two admissible pairs,
For j ∈ {1, 2, . . . ,n}, let P j be the differential operator on R n+1 defined by
For a multi-index α, define the differential operator P α on R n+1 by
In addition, for x ∈ R n , set
For a given smooth function u(x, t), it can be easily verified that
On the other hand, a simple calculation gives
is any solution of the linear Schrödinger equation (2.1), then so is P j u and P α u. Noticing that (P α u)(x, 0) = x α u(x, 0) by (2.3), we obtain the following result, which reveals a local smoothing property for the linear Schrödinger equation.
Lemma 2.2. Let α be a multi-index and ψ
In order to prove the main exact control results in the paper we need to extend the above smoothing properties to solutions of the linear Schrödinger equation with variable coefficients:
where a, b ∈ C (R; S(R n )). By a standard perturbation argument, we see that for any s ∈ R and
and there exists a constant C depending only on T , α and the coefficients a and b such that
Proof. Using a standard density argument, it is sufficient to prove the result for ψ ∈ S(R n ). Assume first that |α| = 1, so that P α = P j for some j ∈ [1, n] . First note that
. Applying the operator P j to (2.4) yields
Let us compute the term P j (au + bu). First, we have
Therefore,
we infer from (2.6) that
Using (2.5) and (2.7), we deduce from Gronwall's inequality that
(W L will be termed the flow map associated with the operator
Then we have the following extension of Lemma 2.1.
Proposition 2.4.
Given any s ∈ R and an admissible pair (q, r) with q > 2, the following properties hold.
(ii) There exists a constant C such that
(iii) Let I be an interval of R (bounded or not), J = I with 0 ∈ J , and let (γ , ρ) be another admissible pair.
Then there exists a constant C such that
(iv) Let I be an interval of R (bounded or not), J = I with 0 ∈ J , and let (γ , ρ) be another admissible pair.
Then there exists a constant C such that
Proof. We only prove (i) with s = 0. The proof of (i) in other cases and the proofs of (ii)-(iv) are similar with a little bit more calculation involved.
Note that u(t) = W L (t, 0)ψ is the unique solution of (2.4). In term of the unitary group W (t), we rewrite (2.4) in its integral form:
Fix ψ ∈ H s (R n ), T > 0 and M > 0, and let E be the collection of
It follows that E is a complete metric space when equipped with the distance
Consider the map
for some constant C depending only on a and b because of a,
Similarly, one shows that for
Applying Lemma 2.1, we see that for every v ∈ E,
Moreover, we deduce from Lemma 2.1 that, by choosing T small enough,
Finally we point out that the smallness assumption about T can be dropped by a standard continuity extension argument. The proof is complete. 2
Linear system
In this section we consider the exact controllability problem of the linearized Schrödinger equation posed on the whole space R n with the control input being supported in an exterior domain:
with R > 0 large enough so that Ω ⊂ B R (0). The system is exactly controllable in the space H s (R n ) for any s −1. 
Proof. Using an interpolation argument, it is sufficient to prove the result with
As the complex conjugate of u is present in (3.1), we need to work in a real space of complex functions; the scalar product in H
The corresponding adjoint problem of (3.1)-(3.2) is given by
The exact controllability (3.1)-(3.2) follows essentially from the observability inequality of the system (3.6)-(3.7) as given below
which we will prove in several steps.
Step 1. Observability inequality in H
Consider first a Schrödinger equation with some pseudo-differential terms of order 0
where, for each
There exists a constant c > 0 such that for each w 0 ∈ H 1 (R n , C), the solution w(t) of (3.9)-
and 
for some constant c > 0 independent of t. Thus, it follows from (3.12) and (3.13) that
for any ε > 0 and some constant C ε > 0. It is clear that
Thus, if ε is chosen small enough, then we obtain
(3.14)
It thus remains to show 
such that the corresponding sequence of solutions of (3.9)-(3.10) satisfies According to (3.14) and (3.16), the sequence {w On the other hand, by (3.9) and (3.14), It follows from Aubin's lemma (see [30] ) and (3.19 ) that for a subsequence, again denoted by {w k },
13). Extracting a subsequence if needed, we may assume that
which contradicts (3.16).
Finally, the estimate (3.11) follows from (3.13) (with s = 1), (3.14) and (3.15) . The proof of Lemma 3.2 is thus complete. 2
Step 2. Weak observability inequality
We prove an estimate slightly weaker than the observability inequality (3.8).
Lemma 3.3. Let s −1 and v be the solution of (3.6)-(3.7)
, (3.22) where c > 0 is a constant independent of v 0 .
Proof. Argue by contradiction. If (3.22) is false, then there exists a sequence {v k } of solutions of
Extracting a subsequence again denoted by {v k }, we may assume that
where
and t ∈ (0, T ). As in Step 1, we conclude that v ≡ 0. In particular, v(0) = 0. We claim that
To prove (3.26), we introduce the functionṽ
Then, using the fact that supp[ϕ(x/2)] ⊂ {ϕ = 1}, we infer that
which tends to 0 by (3.23).
Let
) and solves (3.9). By (3.25) and (3.27),
Let us split ϕ w k into
On the other hand, by (3.23),
Consequently,
Since w k satisfies the Schrödinger equation (3.9), we infer from the observability inequality (3.11) established in Step 1 that
The proof of Lemma 3.3 is thus complete. 2
Step 3. Observability inequality in H −s (R n ) We prove (3.8) by contradiction. If (3.8) is false, then there exists a sequence {v k } of solutions of
Extracting a subsequence if needed, we may assume that
weak * which, combined to (3.32), yields ϕv ≡ 0. We deduce as in Step 2 that
, and with a compact support contained in B 2R+2 (0). Therefore, extracting a subsequence, we may assume that it converges strongly in H −s−1 (R n ), the limit being necessarily 0. Using (3.22) we infer that
which contradicts (3.32). The proof of the observability inequality (3.8) is achieved.
Finally we complete the proof of Theorem 3.1 by using the Hilbert Uniqueness Method.
Since the Schrödinger equation (3.1) is backward well-posed, we may assume that u T = 0 with- t) ) denote the solution of (3.1) such that u(., T ) = 0 (respectively the solution of (3.6)-(3.7)). Multiplying the both sides of (3.1) by v and integrating over R n × (0, T ) with respect to x and t, one
Taking L 2 (R n ) as pivot space, we obtain
where .,. denotes the duality pairing between
) and let u be the corresponding solution of (3.1) with u(., T ) = 0. Set finally Γ (v 0 ) = −iu(., 0). Then by (3.33) and (3.8), we have
It follows from Lax-Milgram theorem that Γ :
The proof of Theorem 3.1 is thus complete. 2
Nonlinear system
Consideration is first given to the following nonlinear system with variable coefficients
and ϕ(x) is as given in (3.3). The system (4.1) can be rewritten in its equivalent integral form:
where W L (t, t 0 ) denotes the flow map associated with the R-linear system 
Suppose that one can construct a Banach space X s,T and find a constant C > 0 such that 
Proof. Without loss of generality, we assume that v T ≡ 0. By Theorem 3.1, if we choose
It suggests to consider the nonlinear map
The proof will be complete if we can show that Γ has a fixed point in the space X s,T . By the assumptions there exist constants C j , j = 1, 2, 3, such that
for any v ∈ X s,T and
and let B M be the ball in the space X s,T centered at the origin of radius M. Thus, for given 3 For given T > 0, let
By Proposition 2.4, there exists C > 0 such that
It can be easily verified by using Hölder's inequality that
Thus, by Hölder's inequality in time, since q 4, 
Proof. Let r = 4 and select q such that (q, r) is an admissible pair. Choose
Obviously,
Let ξ ∈ C ∞ 0 (C) be such that ξ(z) = 1 for |z| 1 and set
As it can be deduced from Hölder's inequality,
Moreover,
and
Thus, is the corresponding solution v of (1.10) with the desired property:
The proof is complete. 2
Finally we present the proof of Theorem 1.1. 3) ) with the desired property:
