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En la actualidad el procesamiento y análisis de vídeo está en auge, esto es debido
principalmente a la masiva instalación de cámaras de video para múltiples cometi-
dos. Por este motivo, la algoritmia relativa al procesamiento y análisis de vídeo ha
adquirido suma importancia. Actualmente los algoritmos de segmentación Persona-
Fondo no están muy extendidos, por el contrario los segmentadores Frente-Fondo han
sido desarrollados mucho más que los primeros.
Por este motivo, el objetivo principal de este proyecto es mejorar la segmentación
Persona-Fondo usando información de segmentación Frente-Fondo puesto que ambas
segmentaciones tienen objetivos distintos. Por eso tras un amplio análisis del Estado
del Arte, en el caso de la segmentación Persona-Fondo el algoritmo disponible en
el laboratorio VPULab, se estudió el funcionamiento de los segmentadores elegidos
en ambos casos. Tras el estudio, se desarrollaron diversas opciones de unir las in-
formaciones de ambas segmentaciones para mejorar en primer lugar la segmentación
Persona-Fondo. Una vez se obtuvo un método óptimo, se aplicó el mismo a la seg-
mentación Frente-Fondo para obtener también una mejora de la misma.
Una vez se obtuvieron los métodos óptimos, se procedió a la evaluación de las
segmentaciones por independiente, posteriormente se evaluó un primer método sin
obtener resultados óptimos. Tras esto, se evaluaron los dos métodos óptimos desar-
rollados en el proyecto usando un dataset conformado por vídeos del Estado del Arte,




Nowadays the video processing and analysis is in full developing, this is mainly
due to the massive installation of video cameras for multiple tasks. For this reason,
the algorithms of the video processing and analysis have gained importance. Cur-
rently People-Background segmentation algorithms are not spread out, however the
Background-Foreground segmentation has been developed more than the ﬁrsts one.
Therefore, the main objective of this project is to enhance the People-Background
segmentation using Background-Foreground segmentation information as both seg-
mentations have diﬀerent objectives. So after an extensive analysis of the State of
Art, in the case of People-Background segmentation the algorithm available in the
VPULab, the functioning of the segmentation was studied in both cases. After that,
various options of attaching the information to improve the People-Background seg-
mentation was developed. Once an optimal method was obtained, it was applied to
the Foreground-Background segmentation to obtain also an improvement.
Once the optimal methods were obtained, an evaluation was made for both kinds
of segmentation independently. Later one of the method was evaluated obtaining
not enough improvement. After this, both optimal methods were evaluated with a




En primer lugar, quería dar las gracias a mi tutor Álvaro García, por darme la
oportunidad de realizar este Proyecto Fin de Carrera en el VPULab por su apoyo y
dedicación durante este tiempo. No quiero olvidarme de los jefes del grupo y de los
compañeros del grupo Pencho, Marcos, Rafa, Luis y Diego, los cuales me han hecho
amenas y entretenidas las horas de laboratorio.
Pero sin duda alguna, tengo que darles las gracias a las personas más importantes
que me han llevado hasta aquí. A mi MADRE y mi PADRE, gracias por darme la
oportunidad de estar donde estoy ahora mismo, gracias por ser mi apoyo, mis fuerzas y
por hacerme como soy. Mucha parte de esta carrera es vuestra porque vuestro esfuerzo
la ha hecho posible. A mi HERMANO, que sin el esto no hubiera sido posible dado que
es único, el mejor. Gracias a los tres por no haberme fallado nunca y estar siempre
hay, soy quien soy por vosotros.
Darle las gracias a mi compañera de prácticas y pareja Pili, por todo lo que hemos
compartido tanto en la universidad como fuera de ella. Muchas gracias a mis com-
pañeros de clase, a los compañeros de Bolonia que pese a no compartir clase, se han
compartido horas de comer y laboratorios, a los integrantes del grupo RFCAS. No me
quiero olvidar de mis amigos de toda la vida de Sanse los cuales siempre han estado










1.1. Motivación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3. Medios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4. Estructura de la memoria . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Estado del Arte 5
2.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Segmentación Persona-Fondo . . . . . . . . . . . . . . . . . . . . . . . 5
2.3. Segmentación Frente-Fondo . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2. Problemática en Background Subtraction . . . . . . . . . . . . 11
2.3.3. Clasiﬁcación del Estado del Arte de Background Subtraction . 12
2.3.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3. Algoritmo 23
3.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2. Algoritmo Persona-Fondo . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3. Algoritmo Frente-Fondo . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2. Librería BGSLibrary . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.3. Algoritmo SGMM-SOD . . . . . . . . . . . . . . . . . . . . . . 30
3.4. Algoritmo Propuesto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.1. Primera Aproximación . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.2. Segunda Aproximación . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.3. Tercera Aproximación . . . . . . . . . . . . . . . . . . . . . . . 37




4.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2. Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3. Métrica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.4.1. Segmentación Persona-Fondo . . . . . . . . . . . . . . . . . . . 46
4.4.2. Segmentación Frente-Fondo . . . . . . . . . . . . . . . . . . . . 49
4.4.3. Primera Aproximación . . . . . . . . . . . . . . . . . . . . . . . 52
4.4.4. Segunda y Tercera Aproximación . . . . . . . . . . . . . . . . . 56
4.4.5. Segunda Aproximación . . . . . . . . . . . . . . . . . . . . . . . 59
4.4.6. Tercera Aproximación . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.7. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5. Conclusiones y Trabajo Futuro 71
5.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2. Trabajo Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Bibliografía 74
A. Acrónimos 83
B. Descripción algoritmos Fondo-Frente 85
C. Ejemplo de Conﬁguración Segmentador Frente-Fondo 95
D. Resultados Adicionales a la Evaluación 99
D.1. Segmentadores Frente-Fondo . . . . . . . . . . . . . . . . . . . . . . . . 100
D.2. Resultados Segunda Aproximación . . . . . . . . . . . . . . . . . . . . 107
D.3. Resultados Tercera Aproximación . . . . . . . . . . . . . . . . . . . . . 114
E. Presupuesto 121
F. Pliego De Condiciones 123
Índice de ﬁguras
2.1. Modelo Holístico o persona entera y Modelo Por Partes al doble de
resolución . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2. Modelo Independiente y Modelo Dependiente . . . . . . . . . . . . . . 6
2.3. Imagen Original, Mapa de Conﬁanza en escala de grises o color y Más-
cara Final . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4. Esquema resultado de una segmentación en las dos clases Fondo y
Frente (Imagen obtenida dataset VPU UAM) . . . . . . . . . . . . . . 9
2.5. Esquema BGS básico de una secuencia de vídeo . . . . . . . . . . . . . 11
2.6. Esquema Clasiﬁcación Métodos de Segmentación Frente-Fondo . . . . 13
2.7. Máscara Salida Segmentador Frente-Fondo para dos Segmentadores
Distintos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1. Ejemplo visual parámetros algoritmo segmentación Persona-Fondo. . . 26
3.2. Desarrollo del algoritmo Persona-Fondo utilizado para este proyecto . . 27
3.3. Ejemplo ejecución de la Primera Aproximación . . . . . . . . . . . . . 32
3.4. Mejoras visuales de los segmentadores Frente-Fondo de la primera apro-
ximación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5. Máscaras de Salida de la ejecución de la Primera Aproximación . . . . 33
3.6. Gráﬁca Precisión/Recall primera aproximación . . . . . . . . . . . . . 35
3.7. Ejemplo ﬁltrado por reconstrucción explicativo del proceso a seguir. . . 36
3.8. F1 Score de frente y de fondo obteniendo de su punto de intersección
el umbral óptimo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.9. Reconstrucción máscara Persona-Fondo usando la información de la
segmentación Frente-Fondo. . . . . . . . . . . . . . . . . . . . . . . . . 37
3.10. Reconstrucción máscara Frente usando la información de la segmenta-
ción Persona-Fondo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.11. Esquema General del Algoritmo . . . . . . . . . . . . . . . . . . . . . . 39
4.1. Puntuaciones utilizadas en la evaluación con referencia al ground truth 45
xiii
xiv ÍNDICE DE FIGURAS
4.2. Resultados Segmentador Persona-Fondo para diferentes umbrales . . . 48
4.3. Gráﬁca PF con distintos factores de penalización . . . . . . . . . . . . 48
4.4. Gráﬁca RFR con distintos factores de penalización . . . . . . . . . . . 49
4.5. Resultados Segmentadores (1) (Vídeo Pedestrians frame 345). . . . . . 51
4.6. Resultados Segmentadores (2) (Vídeo Cubicle frame 2500). . . . . . . . 52
4.7. Gráﬁcas Precisión/Recall AVSS_S1 para los métodos SimpleGaussian 54
4.8. Gráﬁcas Precisión/Recall AVSS_S1 para los métodos FuzzyGaussian . 54
4.9. Gráﬁca PF con distintos factores de penalización primera aproximación 55
4.10. Gráﬁca RFR con distintos factores de penalización primera aproximación 55
4.11. Imágenes (1) Algoritmo Persona-Fondo Desarrollado . . . . . . . . . . 61
4.12. Imágenes (2) Algoritmo Persona-Fondo Desarrollado . . . . . . . . . . 61
4.13. Gráﬁca puntuación PF de la segunda aproximación para distintos fac-
tores de penalización . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.14. Gráﬁca puntuación RFR de la segunda aproximación para distintos
factores de penalización . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.15. Imágenes (1) Algoritmo Frente-Fondo Desarrollado . . . . . . . . . . . 66
4.16. Imágenes (2) Algoritmo Frente-Fondo Desarrollado . . . . . . . . . . . 66
4.17. Gráﬁca puntuación PF de la tercera aproximación para distintos fac-
tores de penalización . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.18. Gráﬁca puntuación RFR de la tercera aproximación para distintos fac-
tores de penalización . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Índice de tablas
4.1. Resumen de secuencias de vídeo utilizadas en la evaluación así como el
número de frames totales y evaluados . . . . . . . . . . . . . . . . . . 42
4.2. Vídeos Dataset del Proyectos (1) mostrando el frame y correspondiente
ground truth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3. Vídeos Dataset del Proyectos (2) mostrando el frame y correspondiente
ground truth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4. Puntuaciones Promedio Mapas de Conﬁanza Segmentador Persona-
Fondo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.5. Puntuaciones Promedio Segmentadores Frente-Fondo . . . . . . . . . . 50
4.6. Puntuación Mapas de Conﬁanza Vídeo AVSS_S1 segmentados . . . . 53
4.7. Puntuación Limite AND . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.8. Puntuación Limite OR . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.9. Puntuación Reconstrucción Mejora Segmentador Persona-Fondo . . . . 60
4.10. Puntuación Reconstrucción Mejora Segmentador Frente-Fondo . . . . . 65
C.1. Parámetros originales Segmentador SimpleGaussian . . . . . . . . . . . 96
C.2. Puntuaciones Segmentador Original . . . . . . . . . . . . . . . . . . . . 96
C.3. Puntuaciones Parámetro LearningRate modiﬁcado . . . . . . . . . . . 96
C.4. Puntuaciones Parámetro NoiseVariance modﬁcado . . . . . . . . . . . . 97
C.5. Puntuaciones Parámetro Sensitivity modﬁcado . . . . . . . . . . . . . 97
C.6. Puntuaciones Parámetro conﬁguración ﬁnal . . . . . . . . . . . . . . . 97
D.1. Precisión Fondo Segmentadores para cada Vídeo . . . . . . . . . . . . 101
D.2. Precisión Frente Segmentadores para cada Vídeo . . . . . . . . . . . . 102
D.3. Recall Fondo Segmentadores para cada Vídeo . . . . . . . . . . . . . . 103
D.4. Recall Frente Segmentadores para cada Vídeo . . . . . . . . . . . . . . 104
D.5. F1Score Fondo Segmentadores para cada Vídeo . . . . . . . . . . . . . 105
D.6. F1Score Frente Segmentadores para cada Vídeo . . . . . . . . . . . . . 106
D.7. Precisión Fondo Segunda Aproximación para cada Vídeo . . . . . . . . 108
xv
xvi ÍNDICE DE TABLAS
D.8. Precisión Frente Segunda Aproximación para cada Vídeo . . . . . . . . 109
D.9. Recall Fondo Segunda Aproximación para cada Vídeo . . . . . . . . . 110
D.10.Recall Frente Segunda Aproximación para cada Vídeo . . . . . . . . . 111
D.11.F1Score Fondo Segunda Aproximación para cada Vídeo . . . . . . . . 112
D.12.F1Score Frente Segunda Aproximación para cada Vídeo . . . . . . . . 113
D.13.Precisión Fondo Tercera Aproximación para cada Vídeo . . . . . . . . 115
D.14.Precisión Frente Tercera Aproximación para cada Vídeo . . . . . . . . 116
D.15.Recall Fondo Tercera Aproximación para cada Vídeo . . . . . . . . . . 117
D.16.Recall Frente Tercera Aproximación para cada Vídeo . . . . . . . . . . 118
D.17.F1Score Fondo Tercera Aproximación para cada Vídeo . . . . . . . . . 119




En la actualidad el uso de sistemas de visión artiﬁcial ha adquirido una gran impor-
tancia en múltiples ámbitos. Este crecimiento se debe principalmente a dos factores, el
avance que ha experimentado el procesamiento digital de imágenes y vídeo en los úl-
timos años, y el abaratamiento de precios de las herramientas de captura de imágenes
y vídeo.
La gran implantación de las cámaras de vídeo en la sociedad en la que vivimos
hace que sea inviable tener personal suﬁciente para controlar y gestionar las graba-
ciones realizadas. Por este motivo la algoritmia referente a la detección automática
de objetos, seguimiento, reconocimiento de acciones y demás tecnologías aplicadas al
análisis y comprensión de la imagen digital han adquirido en nuestros días un gran
peso e importancia.
La segmentación Frente-Fondo [1], consiste principalmente en la identiﬁcación de
aquellas zonas de la escena que se desean aislar del fondo de la escena. Las técnicas
más comunes utilizan la evolución en el tiempo de alguna característica de bajo nivel
de la escena (nivel de gris, ﬂujo óptico, etc) con el ﬁn de modelar que es el fondo y
todo aquello que no cumpla el modelo es clasiﬁcado como frente. Por otro lado, la
segmentación Persona-Fondo [2] consiste en identiﬁcar aquellas zonas de la imagen
que con mayor probabilidad no son personas y por lo tanto pertenecen al fondo de la
escena.
Ambos tipos de segmentación están diseñados para un objetivo distinto. La seg-
mentación Frente-Fondo permite la obtención de los objetos de fondo de manera
precisa, por contra tiene diversos problemas difíciles de resolver como pueden ser
sombras, movimiento de la cámara (jitter), ruido de la cámara, etc. Por el otro lado,
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la segmentación Persona-Fondo busca clasiﬁcar por completo la persona pese a co-
meter fallos clasiﬁcando fondo como frente, su principal ventaja es la eliminación de
otros objetos de frente dado que solo busca personas. Su principal desventaja es la
sobreestimación o detección de posibles personas para lograr su objetivo de asegurar
que zonas de la escena no presentan personas.
El principal objetivo del Proyecto Final de Carrera es mejorar la segmentación
Persona-Fondo utilizando información de segmentación Frente-Fondo. En este pro-
yecto nos hemos centrado en la unión de las cualidades de ambos tipos de segmenta-
ción, para suplir las deﬁciencias de cada una de forma independiente puesto que, la
segmentación Frente-Fondo está orientada a la correcta clasiﬁcación de los píxeles de
frente manteniendo el equilibrio con los píxeles de fondo. Por el contrario la segmen-
tación Persona-Fondo [3] está orientada principalmente a la correcta clasiﬁcación de
los píxeles de fondo, es decir, es preferible clasiﬁcar un píxel de fondo como persona
antes que clasiﬁcar un píxel de persona como fondo. Por consiguiente, el uso de la
segmentación Persona-Fondo añadiéndole la información de la segmentación Frente-
Fondo, nos puede generar una segmentación más ﬁel y exacta eliminando a su vez los
problemas generados por cada tipo de segmentación de forma independiente.
1.2. Objetivos
El principal objetivo de este proyecto es el desarrollo de un segmentador Persona-
Fondo usando la información de la segmentación Frente-Fondo. Para ello, primero
se realizará un análisis del Estado del Arte de la segmentación Persona-Fondo, es
decir, la segmentación de la escena en dos clases de diferente valor semántico, fondo y
persona, dando una mayor importancia a la correcta detección del fondo en detrimento
del frente. Se preﬁere la correcta clasiﬁcación de los píxeles de fondo, es decir, es
preferible clasiﬁcar un píxel de fondo como persona antes que clasiﬁcar un píxel de
persona como fondo.
Posteriormente el siguiente paso será, el estudio del Estado del Arte de la segmen-
tación del Frente-Fondo de la escena, con el objetivo de aplicar las mismas técnicas y
esquemas sobre la segmentación Persona-Fondo.
Por lo tanto, tras el estudio de ambos tipos de segmentación y observando sus ven-
tajas e inconvenientes se tiene como objetivo, la mejora de la segmentación Persona-
Fondo aprovechando la información obtenida en la segmentación Frente-Fondo. Se
estudiarán diferentes formas de combinar las fuentes de información.
Para aclarar de una manera más precisa los objetivos se presenta un esquema de
la evolución a seguir.
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1. Estudio del Estado del Arte actual de los segmentadores Persona-Fondo y
Frente-Fondo.
2. Selección de algoritmos de segmentación Persona-Fondo y Frente-Fondo.
3. Identiﬁcación de ventajas e inconvenientes de segmentación Persona-Fondo y
Frente-Fondo.
4. Uso de la segmentación Frente-Fondo para mejorar la segmentación Persona-
Fondo.
5. Uso de la segmentación Persona-Fondo para mejorar la segmentación Frente-
Fondo.
6. Evaluación de ambas segmentaciones.
7. Evaluación del algoritmo propuesto.
8. Conclusiones y trabajo futuro.
9. Elaboración de la memoria del proyecto.
1.3. Medios
Los medios necesarios para la realización de este proyecto han sido facilitados por el
grupo de investigación Video Processing and Understanding Lab (VPULab) del depar-
tamento de Tecnología Electrónica y de las Comunicaciones de la Escuela Politécnica
Superior de la Universidad Autónoma de Madrid (UAM). Los principales elementos
utilizados para la realización de este proyecto han sido:
1. Parque de PCs (Windows/Linux) interconectados a través de la red de área
local y con acceso a Internet y a los servidores VPULab.
2. Software para el desarrollo del proyecto, Matlab.
3. Base de datos de secuencias de vídeo.
4. Biblioteca de libros y revistas de Tratamiento Digital de Imágenes.
1.4. Estructura de la memoria
La memoria seguirá la siguiente distribución:
1. Introducción.
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2. Estado del Arte.
3. Algoritmo.
4. Evaluación.




En este capítulo de la memoria se procederá al estudio detallado del Estado del Ar-
te relacionado con este trabajo. En la sección 2.2 se describe la segmentación Persona-
Fondo. A continuación, en la sección 2.3 se han consultado y estudiado diversos sur-
veys de las técnicas de segmentación Frente-Fondo. Para ﬁnalizar este capítulo, en la
sección 2.4, se extraen conclusiones del mismo y se exponen las ideas principales que
utilizaremos para el desarrollo del algoritmo que proponemos en este trabajo.
2.2. Segmentación Persona-Fondo
La segmentación Persona-Fondo consiste en identiﬁcar aquellas zonas de la imagen
que con mayor probabilidad no son personas y por lo tanto pertenecen al fondo de
la escena. [2]. De esta forma se consigue una segmentación orientada a determinar
qué zonas de la escena no son persona mientras que los segmentadores Frente-Fondo
están orientados a la correcta clasiﬁcación de los objetos de frente, por lo que son
orientaciones completamente dispares.
Este tipo de segmentación puede ser de mucha utilidad en muchas aplicaciones de
procesamiento automático de vídeo. Puede ser usado tanto como un pre-procesado
como post-procesado en algoritmos de tracking, estimación de densidad de personas,
etc. El objetivo de este tipo de segmentador como ya se ha comentado antes, es la
determinación de las áreas donde no hay personas penalizando los píxeles clasiﬁcados
incorrectamente como fondo cuando son persona con mayor penalización. Este proceso
nos da una máscara ﬁnal con sesgo en el fondo y no en la persona como suele ser en
el caso de los algoritmos de segmentación y detección tradicionales.
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Figura 2.2: Modelo Independiente (a), Modelo Dependiente (b) [2]
El segmentador Persona-Fondo trata de garantizar que ningún píxel de Persona
sea clasiﬁcado como fondo, pese a clasiﬁcar erróneamente píxeles cercanos a la persona
que son fondo como Persona. Por ello los autores proponen detectar cualquier posible
parte del cuerpo o combinaciones de estas, garantizando que cualquier parte de la
escena que pueda contener una persona es clasiﬁcada como frente.
En este caso el detector utilizado en este segmentador [4], está constituido por un
modelo de persona entera u holístico y un modelo basado en partes al doble de reso-
lución que permite reﬁnar la detección inicial. El modelo ﬁnal permite ﬂexibilidad en
la localización de cada una de las partes del cuerpo mediante modelos deformables.
La Figura 2.1-(a) representa el modelo de cuerpo u holístico, mientas que 2.1-(b) re-
presenta el modelo por partes al doble de resolución y el modelo de deformación de
cada parte.
En el algoritmo de segmentación Persona-Fondo [2], se describen cinco métodos
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o combinaciones de partes del cuerpo distintos, IBP (Independet Body Part) Fig
2.2(a)[2], DBP (Dependet Body Part) Fig 2.2:(b)[2], las versiones extendidas IEBP
(Independet Extend Body Part) y DEBP (Dependet Extend Body Part) y la última
DEBP-P que es la versión con pos-procesamiento.
Si consideramos el detector por partes multiescala, ver Figura 2.1, por cada píxel,
escala y parte del cuerpo tenemos la conﬁanza Pn(x, y, s) de dicho píxel. Cada parte
del cuerpo se modela por la respuesta obtenida del ﬁltrado HOG Fn para la parte del
cuerpo n y un vector de dos dimensiones vn ,que deﬁne la posición relativa de la parte
del cuerpo (donde está anclada), respecto a la posición del cuerpo entero. Además, pa-
ra permitir ﬂexibilidad o deformación de las partes del cuerpo, se modela la posición
de cada parte del cuerpo con un vector de cuatro dimensiones dn con los coeﬁcientes
de una función cuadrática, que deﬁne el coste para cada posible emplazamiento de
la parte del cuerpo con respecto al cuerpo total (donde está anclado). El valor de la
conﬁanza ﬁnal se obtiene con la resta del valor de Fn menos su deformación deﬁnida
por dn.
El método IBP se deﬁne para ocho partes independientes y se deﬁne la posición
de anclaje de cada parte respecto de ella misma, ver Figura 2.2-(a). Para mejorar la
robustez de la detección se usa el método DBP, usando Dm con m = 1 . . .M partes
dependientes como combinación de las partes independientes. Cada parte del cuerpo
generada por varias partes independientes genera a su vez una parte dependiente, la
cual tendrá los mismos datos que una parte independiente simple. Se escogen cuatro
combinaciones de partes independientes M = 4 para mantener la correlación con el
cuerpo humano, cabeza, tronco, piernas y el cuerpo entero. Para mejorar la conﬁanza
y recuperar detecciones fallidas se decide extrapolar las detecciones reutilizando la
información de otras partes dependientes. Cada parte dependiente D′m es dada por
el máximo entre la parte dependiente original Dm y la media de las otras partes
dependientes, todas ellas relativas a la parte dependiente Dm.
En el caso de que solo podamos observar dos partes dependientes del cuerpo, se
pueden recuperar y posteriormente normalizar las partes restantes de cada persona.
Una vez se tienen los métodos IBP y DBP, se pueden extender los mapas de con-
ﬁanza de cada parte del cuerpo para obtener los métodos IEBP y DEBP. En el caso
del primero se extienden las partes independientes y en el segundo caso se extiende
la combinación de partes independientes. Una vez hemos obtenido la conﬁanza del
cuerpo entero, se escoge el mayor valor de conﬁanza de todas las escalas C(x, y). Se
presenta ahora en la Figura 2.3, el resultado visual del método DEBP en escala de
grises Figura 2.3-(b) y en color Figura 2.3-(c) y la máscara ﬁnal post-procesada Figura
2.3-(d) .
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(a) (b) (c) (d)
Figura 2.3: Imagen Original (a) Mapa de Conﬁanza escala de grises (b) Mapa de
Conﬁanza en color (c) Máscara Final Método DEBP-P(Imagen obtenida dataset VPU
UAM).
Una vez se ha obtenido el método DEBP, se propone una versión ﬁnal pos-
procesada de DEBP que consiste en una máscara ﬁnal obtenida binarizando C(x, y),
siendo posteriormente post-procesada con una erosión con un kernel con forma de
disco, con el tamaño de la parte del cuerpo menor dentro de cada escala (múltiples
ínter escalas). Tras esto se analizan las componentes conexas para quitar las zonas
que sean más pequeñas que la menor parte del cuerpo detectable. Después se dilata
con el mismo disco pero del tamaño de la mayor parte del cuerpo dentro de cada
escala, para generar la máscara ﬁnal. Este es el método DEBP-P.
Finalmente, se obtiene un segmentador Persona-Fondo el cual busca clasiﬁcar por
completo la persona pese a cometer fallos clasiﬁcando fondo como frente, su principal
ventaja es la eliminación de otros objetos de frente que no sean personas dado que
solo busca personas. Una desventaja que tiene este segmentador es la sobre estimación
o detección de posibles personas para lograr su objetivo de asegurar que zonas de la
escena no presentan personas.
2.3. Segmentación Frente-Fondo
En esta sección se va a realizar el estudio del Estado del Arte de la segmentación
Frente-Fondo, centrándonos en el tipo Background Subtraction (BGS). En primer lu-
gar, se hará una introducción y deﬁnición de BGS, sección 2.3.1. A continuación, se
identiﬁcan los principales problemas que nos podemos encontrar en la segmentación
Frente-Fondo en sección 2.3.2. Posteriormente se realizará una clasiﬁcación de los
métodos encontrados en el Estado del Arte en función de los procesamientos reali-
zados y metodologías utilizadas, sección 2.3.3. Para ﬁnalizar la sección se expondrán
conclusiones obtenidas en el estudio del Estado del Arte, sección 2.3.4.
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Figura 2.4: Esquema resultado de una segmentación en las dos clases Fondo y Frente
(Imagen obtenida dataset VPU UAM)
2.3.1. Introducción
La segmentación Frente-Fondo tiene como objetivo la discriminación entre obje-
tos del primer plano (frente o foreground) de una imagen, del resto de los objetos o
fondo (background). Existen muchas técnicas distintas de segmentación de secuencias
de vídeo dependiendo del tipo de secuencias y de los objetivos en cuestión. Los seg-
mentadores que se buscan para este proyecto están basados en modelado de fondo,
siendo una serie de algoritmos que mantienen un modelo del fondo a través del cual,
para cada imagen se pueden extraer (por comparación u otros métodos) los objetos
en movimiento (primer plano o frente) y el fondo. La Figura 2.4 muestra un ejemplo
básico de la separación entre frente o foreground del fondo o background.
En este proyecto se ha optado por el uso de los segmentadores de tipo Background
Subtraction (BGS), siendo también conocido como Foreground Detection. BGS genera
un modelo de fondo que posteriormente se usará para la obtención del frente de
la imagen original. Puesto que este tipo de algoritmia lleva mucho tiempo siendo
estudiada y se han producido múltiples avances y mejoras, es necesario clasiﬁcar los
distintos algoritmos además de hacer referencia a las diﬁcultades con las que nos
podemos encontrar en su uso [5, 6, 7, 8, 9].
Previamente a dar una clasiﬁcación comenzaremos con una simple explicación del
proceso BGS, [10] que normalmente está formado por tres fases:
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1. Inicialización del modelo de Fondo (Background Initialization): Su función es
crear el modelo de fondo, si bien es cierto, esta fase suele estudiarse de manera
independiente dado que normalmente se asume que se puede generar con las
primeras frames del vídeo sin ningún objeto. Claramente esto es el caso ideal
puesto que en los escenarios reales no tiene por qué iniciar el vídeo sin objetos
de frente al principio. Normalmente se inicia el modelo con la primera frame o
con un modelo de fondo obtenido a través de un conjunto de frames, las cuales
pueden o no tener objetos de frente.
2. Actualización del modelo de Fondo (Background Maintenance): Su función es la
actualización del modelo de fondo, puesto que a lo largo de la secuencia del vídeo
hay elementos y objetos de frente que aparecen y desaparecen. Además esta
actualización ayuda a la adaptación a los problemas comunes de esta temática
que más tarde serán desarrollados. Es muy común encontrar en este tipo de
algoritmos algunos parámetros que pueden ser conﬁgurados dependiendo del
tipo de secuencia que se quiera procesar, como por ejemplo la tasa de aprendizaje
o Learning rate. A menudo encontrarnos este parámetro representado por 'α',
lo que nos dice cuanto porcentaje de información del modelo de fondo y cuanta
del frame actual usamos para generar el nuevo modelo de fondo. La ecuación
2.1 es un ejemplo de fórmula básica de actualización del modelo de fondo siendo
βt+1 el nuevo modelo de fondo, It la imagen actual y βt el modelo de fondo a
actualizar.
βt+1(x, y) = (1− α)βt + αIt(x, y) (2.1)
Otro posible parámetro es la tasa de actualización indicándonos cada cuanto
modiﬁcamos el modelo de fondo, siendo muy subjetivo además de dependiente
de la secuencia a procesar.
3. Detección de Frente (Foreground Detection): Su función es el etiquetado de los
píxeles, en función de un umbral u otro posible factor, en píxel de fondo o de
frente. La Figura 2.5 muestra un ejemplo esquemático de BGS, en el cual se
puede apreciar el proceso de segmentación de una secuencia.
BGS tiene múltiples aplicaciones como para la detección de abandono de objetos,
computo de estadísticas de tráﬁco de las carreteras [11], en aeropuertos[12]. Otro
posible ámbito es la vigilancia de animales [13]. Otros posibles ámbitos pueden ser
aplicaciones en las que interactúan las personas y las cámaras (Microsoft's Kinect),
codiﬁcación de vídeo [14] y muchas otras.
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Figura 2.5: Esquema BGS básico de una secuencia de vídeo, incluyendo las etapas de
Inicialización y Mantenimiento del Fondo al igual que la fase de Detección de Frente
2.3.2. Problemática en Background Subtraction
En el Estado del Arte de segmentación BGS, se han identiﬁcado típicos problemas
asociados con entornos reales o no controlados. Puesto que obtener las condiciones
ideales para la segmentación es muy difícil, siendo algunas de estas una iluminación
constante, un fondo estático, etc. Por tanto se identiﬁcan los posibles problemas que
podemos encontramos [15]:
1. Ruido: Muy dependiente del dispositivo de captura usado, así como la codiﬁca-
ción usada.
2. Jitter : Movimiento de la cámara durante la grabación ya sea por viento, movi-
miento de la plataforma donde permanece la cámara, etc.
3. Auto conﬁguración de las cámaras: El modelo automático de una cámara pro-
duce un descenso en los niveles de color u otros parámetros que afectan a la
calidad de la grabación o captura.
4. Iluminación: La iluminación no suele ser constante, por lo que nuestro algoritmo
ha de adaptarse a dichos cambios no siendo siempre una tarea fácil, sino que es
uno de los principales problemas para estos algoritmos.
5. Bootstrapping : Durante el tiempo de entrenamiento el fondo no está disponible.
Por lo que no se puede representar una imagen de fondo durante este periodo..
6. Camuﬂaje: Algunas características de los píxeles de frente pueden ser asumidas
por el modelo de fondo y por tanto no se puede discriminar si es frente o fondo.
7. Foreground aperture: Cuando algún objeto de frente tiene regiones uniformes
de color, por lo que en esas regiones podemos no reconocer cambios y por tanto,
no clasiﬁcarlo como frente cuando si lo es.
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8. Movimiento de objetos de fondo: Algunos objetos de fondo pueden sufrir una
modiﬁcación en su posición, pese a esto siguen siendo de fondo pudiendo ser
erróneamente clasiﬁcados como frente.
9. Inserción de objetos en el fondo: Aparición de nuevos objetos que debemos
clasiﬁcar como fondo, pese a que no estuvieran desde el principio en la secuencia.
10. Fondos dinámicos: Un claro ejemplo son las hojas de un árbol que se mueven,
pese a que lo hagan no son elementos de frente sino de fondo.
11. Fantasmas: Cuando el aprendizaje del algoritmo no es suﬁcientemente rápido
y se siguen clasiﬁcando como frente elementos que en un momento anterior
pertenecían a este, pero en el actual no.
12. Frente estático: Cuando un elemento de frente se queda parado y es absorbido
por el fondo, por lo que se clasiﬁca erróneamente como fondo.
13. Sombras: Las sombras que generan los elementos de frente se denotan errónea-
mente como frente.
2.3.3. Clasiﬁcación del Estado del Arte de Background Subtraction
Una vez se conoce el funcionamiento a grandes rasgos de BGS y las posibles pro-
blemáticas que se pueden encontrar, se procede a la realización de una clasiﬁcación
de los algoritmos. Una de las más comunes es la diferenciación entre recursivos y no
recursivos [7, 9], otra posible la distinción entre modelos básicos, los cuales no tienen
ningún parámetro modiﬁcable, y los paramétricos o no paramétricos [8]. Pero dado
que el desarrollo en esta temática ha generado diversas ramas, se necesita una clasiﬁ-
cación más detallada. Por lo que siguiendo [5], se ha decidido clasiﬁcar los algoritmo
de segmentación Persona-Fondo en dos grandes grupos principalmente. El primero de
estos sería Modelos Tradicionales, en los cuales están englobados los primeros seg-
mentadores desarrollados, y los cuales tienen una operativa de mayor simplicidad que
los otros. El segundo son los modelos Recientes o Actuales, los cuales se basan en
los anteriores aplicando nuevas metodologías y procesamientos desarrollados. Uno de
los motivos de esta clasiﬁcación, es que los métodos recientes han sido desarrollados
para mejorar las deﬁciencias que los modelos tradicionales poseen, por lo que muchos
de los métodos recientes son versiones mejoradas de los tradicionales. La Figura 2.6
nos muestra un esquema de la clasiﬁcación que se ha realizado de la segmentación
Frente-Fondo.
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Figura 2.6: Esquema Clasiﬁcación Métodos de Segmentación Frente-Fondo
Modelos Tradicionales: Dentro estos se pueden dividir en categorías según el
tipo de procesamiento que realice cada modelo.
G Modelos Básicos: Son los primeros desarrollados, con una complejidad mí-
nima. Generan el modelo de fondo con la media, la mediana, o histogramas
[8] y con una umbralización de la diferencia del modelo y la imagen actual
se obtiene la salida.
G Modelos Estadísticos: Se denominan así puesto que, utilizan funciones es-
tadísticas para la generación del modelo de fondo. Ofrecen robustez frente
a cambios de iluminación, fondo dinámico y al jitter de las cámaras. Este
tipo puede clasiﬁcarse en:
o Modelos Gaussianos: Este tipo de modelos asumen que la variación
en la intensidad de los píxeles puede ser modelada por una Gaussia-
na siendo la primera aproximación realizada [16, 17]. Como ya se ha
hecho referencia antes, la problemática encontrada en esta temática
genero el desarrollo de nuevos modelos, trayendo esto el uso de mez-
clas de gaussianas, para la obtención de una mejor representación del
modelo de fondo [18]. Otra aproximación englobada en estos modelos
son los KDE (Kernel Desnsity Estimation) [19], siendo un modelo no
paramétrico, que estima las probabilidades de fondo a nivel de píxel.
o Modelos basados en Support Vector Models (SVM): Son modelos esta-
dísticos mucho más soﬁsticados como puedan ser SVM [20], SVR [20],
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SVDD [21]. En estos métodos cada nuevo píxel que aparece es evalua-
do para decidir si es fondo o no, la actualización del modelo de fondo
se realiza mientras haya nuevos píxeles que incorporar al fondo. Para
la caracterización y posterior clasiﬁcación de los píxeles como fondo o
frente, utiliza las características del ﬂujo óptico y la diferencia entre
imágenes.
o Modelos basados en Subspace Learning Models: Estos modelos utilizan
PCA (Principal Component Analysis), generan un modelo de fondo a
partir de N frames, representado con la imagen media y una matriz de
proyecciones que tiene los p primeros auto-vectores del PCA [22].
Los modelos Estadísticos ofrecen una mayor robustez a cambios de ilumi-
nación y a los fondos dinámicos. Los modelos Gaussianos y Support Vec-
tor Models son buenos para fondos dinámicos, mientras que los Subspace
Learning Models son buenos para cambios de iluminación. En general los
modelos estadísticos son los más usados por su compromiso entre su coste
computacional y su rendimiento. En el caso de MOG (Mixture of Gaus-
sians) son robustos para el auto conﬁgurado de parámetros de la cámara,
foreground aperture, fondo dinámico, inserción de objetos en el fondo, fan-
tasmas y frente estático.
G Modelos clúster: Suponen que cada píxel de la imagen, puede ser represen-
tado temporalmente por un clúster, siendo esto un conjunto. Se separan
en tres categorías:
o Modelos K-means: Asigna un grupo de clústers a cada píxel en el
frame. Los clústers se ordenan de acuerdo con la probabilidad de que
modelan el fondo y están adaptados para hacer frente a variaciones de
fondo e iluminación [23].
o Modelos Codebooks: Las muestras de cada píxel se agrupan en un
conjunto de codewords en base a una métrica de distorsión de color
junto con límites de brillo. El número de codewords es distinto en
función de los cambios sufridos por el píxel [24].
o clústering Secuencial Básico: Las intensidades de los píxeles se clasiﬁ-
can según un modelo clúster, posteriormente son calculados los centros
y probabilidades de estos. Una vez es realizado este proceso los clústers
con una probabilidad superior a un umbral son asignados como fondo
[25].
Los Modelos clúster destacan por su buena adaptación a fondos dinámicos
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y al ruido generado por la compresión/codiﬁcación.
G Modelos de Redes Neuronales: Llamados así por el hecho de que aprenden
como clasiﬁcar fondo y frente. El fondo es representado por los pesos medios
de una red neuronal formada con N frames que idealmente sólo contengan
fondo. La red aprende a decidir por cada uno de los píxeles si son de fondo
o frente. Los modelos de redes neuronales ofrecen un buen compromiso
entre el coste computacional y el rendimiento.
o Dentro de este tipo de modelos, existen redes neuronales de Regresión
General de [26], Multivaluadas[27]. Otro tipo son las redes neuronales
Competitiva [28], Dipolar Competitiva [29]. Además de los anterio-
res, tenemos las redes neuronales Auto Organizativas [30] y las Auto
Organizativas de Crecimiento Jerárquico [31].
G Modelos de Estimación: El fondo se estima usando un ﬁltro, cualquier píxel
de la imagen que se desvíe signiﬁcativamente de su valor predicho se declara
frente. Ejemplos conocidos de este tipo de métodos pudieran ser: Wiener
[15], Kalman [32], Chebychev [33]. Son buenos adaptándose a cambios de
iluminación.
Modelos Recientes o Actuales: Dentro estos se pueden dividir en categorías
según el tipo de procesamiento que realice cada modelo.
G Modelos Estadísticos Avanzados: Denominados así por basarse en los mo-
delos tradicionales aplicando conceptos estadísticos actuales. Los podemos
dividir en 4 subcategorías.
o Modelos de Mezclas: A diferencia de los métodos tradicionales, estos
métodos no se basan en la mezcla de Gaussianas, antes ya clasiﬁcada
como modelo tradicional. En vez de eso, algunos autores usan distribu-
ciones con Modelos de Mezcla Student-t (STMM) el cual, nos permite
obtener el fondo y frente con una gran precisión si los objetos de frente
tienen un movimiento lento. Con estos modelos, obtenemos una me-
jor actualización de los parámetros de la distribución en la ejecución
en tiempo real [34]. Otros autores usan Modelos Discretos de Mezcla
(DMM), que nos permiten trabajan con procesos no gaussianos los
cuales, se pueden encontrar en los vídeos que se procesen. Con DMM
obtenemos una actualización de los parámetros de forma cerrada [35].
La diferencia principal entre ambos modelos es que DMM es más ro-
busto a fondos dinámicos que STMM.
16 CAPÍTULO 2. ESTADO DEL ARTE
o Modelos Híbridos: Estos modelos unen las ventajas de los modelos
KDE y GMM (Modelo Mezcla de Gaussianas), siendo ambos modelos
tradicionales gaussianos [36]. Este método usa la información de color
de la secuencia, además de tener en cuenta la información de color de
los vecinos de cada píxel.
o Modelos No Paramétricos: Se tienen dos aproximaciones para este tipo
de modelos, ViBe y PBAS.
B ViBe (Visual Background Extractor): En este método se genera
el fondo agregando valores antes observados para cada píxel. Este
método introduce diversas innovaciones, la primera es una política
de selección aleatoria que otorga una vida útil de manera exponen-
cial en descomposición sin problemas de los valores de las muestras
que constituyen los modelos de píxeles. Otra innovación es la con-
sistencia espacial que genera con los píxeles vecinos y por último
da una mejora en la inicialización del modelo de fondo que en el se-
gundo frame ya se dispondría de un modelo de fondo para realizar
la segmentación [36]. Este método tiene problemas en escenarios
con fondos oscuros, sombras y cambios frecuentes en el fondo.
B PBAS (píxel-Based Adaptive Segmenter): Genera el fondo a partir
de las últimas observaciones de los píxeles. La principal diferencia
con el modelo anterior, es que la decisión en cuanto al modelo de
fondo se realiza a nivel de bloque, y no de píxel. Una de las in-
novaciones introducidas con este método es que cada píxel tiene
un parámetro de aprendizaje, por lo que con el umbral a nivel de
bloque y a nivel de píxel cambia la estimación del fondo dinámi-
camente [37]. La gran diferencia con los modelos paramétricos, es
que al tener los dos umbrales la actualización del modelo de fondo
es dinámica y no se necesitan parámetros.
o Modelos Multi-Kernel: Este método emplea múltiples kernels, además
de distintas representaciones del color para poder tener un espacio
que represente mejor las características WGKVS (Weighted Gaussian
Models) [38].
Los Modelos No Paramétricos ofrecen una buena robustez ante la proble-
mática del jitter de las cámaras.
G Modelos Fuzzy : Estos métodos reciben su nombre del hecho de que, toman
en consideración las imprecisiones y las incertidumbres generadas en el
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proceso de segmentación. Introducen conceptos fuzzy (difusos) en todas
las etapas del modelado de fondo.
o Modelado de Fondo Fuzzy : De este tipo de métodos surgen dos apro-
ximaciones T2-FMOG-UM y T2-FMOG-UV, para la incertidumbre
de la media y varianza respectivamente. Ambos métodos parten de la
aproximación MOG de los métodos tradicionales [39], nos permiten
atenuar la variación de color que se generan por el movimiento de los
objetos de frente [40]. Su robustez es mayor que la de las aproxima-
ciones de las que parten, trabajando bien con fondos dinámicos y el
jitter de las cámaras.
o Detección de Frente Fuzzy : Se puede usar una función lineal de satu-
ración para evitar una decisión tajante en la clasiﬁcación de los píxeles
de fondo o frente. Las dos aproximaciones divergen en la integral que
realizan de los resultados, pero las características usadas en ambos
casos son las mismas textura y color. La primera aproximación de las
dos es la que aplica la integral Sugeno [41], y la otra la integral de
Choquet [42]. Siendo ambos procesos matemáticos de la Teoría de la
Medida Difusa. Tienen buena robustez cuando trabajan con escenarios
de fondos dinámicos y sombras.
o Actualización de Fondo Fuzzy : La idea es que la actualización de fondo
use la pertenencia del píxel a la clase de fondo o frente, obteniendo es-
ta pertenencia del modelo anterior. Tenemos dos realizaciones de estos
modelos, la primera adaptando la tasa de aprendizaje a la clasiﬁcación
del píxel antes mencionada [43] y la segunda es la unión de dos nor-
mas de la actualización del fondo [44]. Este método otorga una mayor
robustez en escenarios con cambios de iluminación y sombras.
o Características Fuzzy : La primera aproximación encontrada es la crea-
ción de una nueva característica fuzzy correlogram, el algoritmo se
computa sobre el fondo y el frame actual y se obtienen los valores.
Posteriormente se aplica el cálculo de K-L divergence distance, si las
distancias fuesen menores que un umbral se consideran fondo. La otras
dos aproximaciones parten de la primera siendo los autores de la mis-
ma los que han desarrollado las siguientes [45, 46, 47].
o post-procesado Fuzzy : Puede ser aplicado a cualquiera de los resulta-
dos de los métodos anteriores modelos Fuzzy [48].
Estos métodos estacan por su buena adaptación a cambios de iluminación
y fondos dinámicos en el Estado del Arte.
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G Modelos de Aprendizaje Subespacial Discriminatorios y Mixtos: Reciben
su nombre dado que, generan subespacios para la representación del mo-
delo de fondo y la obtención del frente. Estos métodos parten del método
tradicional antes mencionado, Subspace Learning Models, pudiéndose clasi-
ﬁcar en Reconstructivos o Discriminatorios [49]. El objetivo principal de los
métodos reconstructivos es incluir la variabilidad de los datos de entrena-
miento obtenidos. Por contra los discriminatorios dan una reconstrucción
supervisada de los datos, siendo este método es dependiente de los datos
mientras que el primero no lo es.
o Modelo Subespacial Discriminatorio: La aproximación IMMC (Incre-
mental Maximum Margin Criterion), basado en un algoritmo discrimi-
natorio de aprendizaje de subespacios incrementativo. La desventaja
que tiene este método es que necesita el ground truth de los frames
[50].
o Modelo Subespacial Mixto: Este método une un modelo reconstructivo
y otro discriminatorio para conformar un fondo más robusto, además
de una clasiﬁcación más ﬁna de los píxeles [51].
G Modelos Subespaciales Robustos: Reciben su nombre dado que, generan
subespacios para la representación del modelo de fondo y la obtención del
frente. En la literatura encontramos diversos métodos pero nos centramos
en el RPCA (Robust Principal Components Analysis) puesto que los otros
por el momento tienen menos desarrollo que este.
o En este tipo de métodos nos encontramos diversas aproximaciones,
como por ejemplo, el uso de PCP (Principal Component Pursuit) [52],
existiendo otras variantes de RCPA aplicando otros conceptos.
G Modelos Low Rank Minimization: Estos métodos usan funciones de mini-
mización de matrices entre la matriz de datos o imagen actual y el modelo
de fondo obtenido. Son muy útiles en tareas con muchos datos sin embargo,
sus actuaciones son a menudo degradas por valores atípicos.
o Contiguous Outliers Detection: Propone una formulación para detec-
ciones atípicas en la representación low-rank, en el que el soporte y
la matriz de valores atípicos de low-rank se estiman, este método es
llamado DECOLOR (Detecting Contiguous Outlier detection in the
Low-rank Representation) [53].
o Direct Robust Matrix Factorization: Propone una matriz de factori-
zación Directa y robusta (DRMF) asumiendo que una parte de la
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matriz de datos esta corrupta por valores atípicos. Esto se realiza para
obtener una estimación ﬁable de la matriz low-rank e identiﬁcar los
valores atípicos [54]. En base a esta aproximación existen otras co-
mo Direct Robust Matrix Factorization-Row [54], Probabilistic Robust
Matrix Factorization [55] y Bayesian Robust Matrix Factorization[56].
G Modelos Sparse: Recibe su nombre dado que genera la información de
grandes datos en modelos con valores escasos. La suposición de escasa
descomposición se hace sobre los datos observados. Se pueden dividir en
las siguientes categorías los métodos:
o Modelos Compressive Sensing : Se obtienen las mediciones de detección
de compresión para una imagen mediante su representación K-sparse,
pudiéndose aplicar estas representaciones por cada frame de la secuen-
cia. El fondo se aprende y actualiza en una pequeña representación de
dimensión compresa [57].
o Structured Sparsity : Proponer lograr una separación entre fondo y fren-
te usando una estructura Sparsity, que es una extensión estándar del
concepto en aprendizaje estadístico y compresivo de detección [58].
o Dynamic Group Sparsity : Usa una fórmula de aprendizaje DGS (Dy-
namic Group Sparsity), la idea es que en pocos datos distintos de cero
normalmente no son aleatorios, pero tienden a ser un clúster como en
una detección de frente. El algoritmo DGS de recuperación asume que
los clúster formados son una unión de subespacios, obteniendo de ma-
nera eﬁciente una recuperación estable de datos con un número menor
de datos que otros algoritmos [59].
o Dictionary Learning : La suposición que se realiza es que un frame
puede ser representado como una combinación lineal de vectores for-
mando un diccionario. Por tanto la inicialización comienza con una
imagen de fondo conocida o una estimación de ésta. La valía de es-
te método depende de la robustez del entrenamiento del diccionario
además de encontrar valores adecuados para estimar el fondo [60].
o Sparse Error Estimation: En este caso tomamos Background Subtrac-
tion como un problema de estimación de la señal, donde la escasez de
error se aplica después de la minimización de la norma de la diferencia
entre el frame actual y el subespacio estimado de fondo, como una
aproximación a la estructura de la norma subyacente. Por lo que el
obtener el fondo se toma como un problema de recuperación del error
escaso [61].
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G Modelos de Transformación Temporal: Llamados así para trabajar las imá-
genes en el dominio frecuencial.
o Transformada Rápida de Fourier (FFT): Se estima el fondo con mar-
cas espectrales a partir de fondos multimodales. Esas marcas son luego
utilizadas para detectar cambios en la escena [62]. En este caso se ob-
tiene una robustez frente objetos de frente de poco contraste y escenas
dinámicas.
o Transformada Discreta de Coseno (DCT): Genera un fondo a través
de la descomposición de frecuencias del historial del píxel. Se calculan
las componentes de la DCT para la frame actual para compararlos y
obtener un mapa de distancias, el mapa es umbralizado y se determina
el fondo [63].
o Walsh Transform (WT): Obtiene el fondo utilizando aplicando MOG
sobre bloques de múltiples tamaños aplicando esta transformación, pa-
ra obtener las características. Esto provoca tener una alta correlación
espacial entre ellas [64].
o Wavelet Transform (WT): Puede ser usado en modelado de fondo o
detección de frente.
B Marr wavelet : Para modelar el fondo utiliza Marr wavelet kernel
y características obtenidas de una transformación binaria discreta
para obtener el fondo. El modelo de fondo mantiene una mues-
tra de la intensidad de cada píxel en la imagen, utilizándolo para
estimar la función de densidad de probabilidad de la intensidad
[65].
B Dyadic Wavelet : Propone el uso de Dyadic Wavelet (DW) para
detectar objetos del frente. La diferencia entre el fondo y el fra-
me actual es descompuesto en componentes multiescala wavelet,
siendo las características HSV. Estas son utilizadas para detectar
el frente y la componente de saturación se usa para eliminar las
sombras [66].
B Orthogonal non-separable Wavelet : Se usan transformaciones orto-
gonales no separables de los frames de entrenamiento y se extraen
la información apropiada para reconstruís el fondo. Para la actua-
lización del fondo se usa un esquema de media móvil [67].
B Daubechies complex wavelet : Utiliza la transformación wavelet com-
pleja Daubechies y el modelo de fondo es la mediana y se actualiza
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[68].
o Hadamard Transform (HT): Propone una rápida inicialización del fon-
do a nivel de bloque sin recursividad, para la obtención del mejor
modelo de fondo con el menor número de frames [69].
2.3.4. Conclusiones
Tras el estudio de esta sección se han obtenido diversas conclusiones acerca de esta
temática, como puedan ser que claramente no existe un método de Background Sub-
traction que sea robusto a toda la problemática comentada anteriormente. Además,
a medida que avanza el estudio en esta temática se obtiene métodos más precisos,
al igual que costosos computacionalmente y conceptualmente que generan mejores
resultados que los primeros.
Figura 2.7: Máscara Salida Segmentador Frente-Fondo para dos segmentadores de
distinta metodología, siendo el segundo de mayor calidad
En la Figura 2.7, se pueden apreciar dos problemas que nos podemos encontrar en
los segmentadores Frente-Fondo, por ejemplo, el segmentador 1 no rellena la persona
como se se muestra en la imagen de ground truth, el segmentador 2 mantiene una
zona clasiﬁcada como frente cuando ya no lo es.
Los algoritmos que parecen capaces de solventar a la vez diversas problemáticas
son ViBe [36], PBAS [37] y SOB-SC [31]. Por tanto tras analizar las clasiﬁcaciones
e informaciones relativas a cada algoritmo, podemos concluir que cada algoritmo
está preparado para hacer frente a algunas que no todas las problemáticas antes
descritas. Cada algoritmo tiene deﬁciencias respecto al tipo de secuencia, inclusive en
su funcionamiento. Como se puede apreciar en la Fig 2.7, algunos segmentadores no
rellenan la persona u objeto de frente detectado en contraposición otros actualizan
muy tarde y quedan partes marcadas como frente que no deberían de ser o se añade
ruido.
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2.4. Conclusiones
En la sección 2.2 se ha estudiado el segmentador Persona-Fondo, el cual es el
utilizado en este proyecto. En la sección 2.3 se ha estudiado los segmentadores Frente-
Fondo, se han identiﬁcado los diferentes problemas que presentan estos en la sección
2.3.2. A continuación, en la sección 2.3.3 se ha realizado una clasiﬁcación de los
mismos , en dos grandes grupos los tradicionales y los actuales, basándose muchos de
los segundos en los tradicionales. En esta clasiﬁcación se han remarcado las principales
ventajas o mejoras que introducen cada uno de los segmentadores mencionados.
Se ha hablado en este capítulo de la segmentación Persona-Fondo y la sección
Frente-Fondo, siendo la primera un tipo de segmentación orientado a la clasiﬁcación
correcta de las zonas en las que no hay personas. Si bien es cierto, no es un tipo de
segmentación con un alto nivel de estudio, por lo que se dispone de la implementación
utilizada en este proyecto ya explicada en secciones anteriores del capítulo.
En cuanto al segundo tipo de segmentación estudiada, es un tipo de segmentación
orientado a la correcta clasiﬁcación de los objetos de frente, buscando una gran pre-
cisión. En este caso, nos encontramos con múltiples aproximaciones con todo tipo de
metodologías y fundamentos. Por contra, se tienen múltiples problemáticas a resolver
por los algoritmos como ya se ha explicado en una sección anterior del capítulo.
El objetivo principal de este PFC es el desarrollo de, un algoritmo de segmentación
Persona-Fondo usando la información de la segmentación Frente-Fondo. Para ello en
el siguiente capítulo se propone estudiar diferentes formas de combinar ambas fuentes




Una vez conocidos los dos tipos de segmentaciones explicadas previamente en el
Estado del Arte, vamos a proceder a la explicación del sistema desarrollado en este
proyecto ﬁnal de carrera. La principal motivación de este desarrollo surge de suplir
las deﬁciencias que se han podido reﬂejar en el apartado anterior para ambos tipos
de segmentación. Debido a que la segmentación Persona-Fondo [2], está orientada a
garantizar que ningún píxel de persona sea clasiﬁcado como fondo, se generan muchos
falsos positivos, es decir, muchos píxeles de fondo son clasiﬁcados incorrectamente
como persona. Por tanto, se generan muchos errores en este tipo de segmentación que
es lo que se busca mejorar.
Cierto es que este tipo de segmentación no busca que sea lo más ﬁna posible, enten-
diendo como segmentación ﬁna aquella que delimita con muy alta precisión la silueta
de los objetos de frente, sino que todos los píxeles pertenecientes a persona este cu-
biertos pese a tomar parte del fondo como persona, por lo que introducen errores
en la segmentación. En cuanto a la segmentación de Frente-Fondo la problemática
es más amplia que en el caso anterior ya estudiados en la sección 2.3.2, ya sean por
sombras, fantasmas, cambios de iluminación, etc. A parte de estos problemas que nos
podemos encontrar en las secuencias a analizar, existen otros factores intrínsecos a
cada algoritmo. Esto es así dado que algunos de estos algoritmos son desarrollados
para escenarios especíﬁcos, pudiendo no dar resultados correctos o aceptables en otras
circunstancias.
Ejemplos: Dentro de las implementaciones de los algoritmos, muchos de estos algo-
ritmos necesitan que las secuencias a analizar no tenga un comienzo en caliente, lo
cual, signiﬁca que las secuencias empiecen sin objetos de frente en las primeras frames
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y poder aprender el modelo de fondo sin interferencias no deseadas. Otro problema
y para ser coherentes el principal para este proyecto, es el hecho de que se busca la
segmentación de personas y este tipo de segmentación extrae todo tipo de objeto de
frente ya sea persona o no.
Por tanto el motivo de este proyecto es unir a la información obtenida por la seg-
mentación Persona-Fondo, la información obtenida por la segmentación Frente-Fondo
tratando de obtener resultados mejores que ambos casos por separado. El resto del
capítulo se distribuye en dos secciones. En primer lugar en la sección 3.2, describi-
remos la segmentación Persona-Fondo , mientras que en la sección 3.3, describimos
la segmentación Frente-Fondo. Teniendo en cuenta el estudio realizado en el capítulo
anterior hemos seleccionado un abanico que cubra en gran medida las posibilidades
mencionadas en la clasiﬁcación realizada en el mismo.
Por lo que, en este capítulo describiremos el algoritmo propuesto para combinar
las informaciones de ambas segmentaciones con el ﬁn de mejorar la segmentación
Persona-Fondo, en la sección 3.4. Para ello en primer lugar debemos describir cada
uno de los segmentadores utilizados en el trabajo. En la sección 3.2 se explica el
funcionamiento del algoritmo utilizado, en la sección 3.3 se exponen los segmenta-
dores Frente-Fondo utilizados de manera escueta, para más información se dispone
del apéndice B. Por último en la sección 3.4 describiremos el algoritmo propuesto
que combinará la información de uno de los segmentadores Frente-Fondo con la in-
formación del segmentador Persona-Fondo, con el ﬁn de mejorar la segmentación este
último.
3.2. Algoritmo Persona-Fondo
El algoritmo de segmentación Persona-Fondo utilizado para este proyecto ha si-
do implementado por el VPULab [2], como ya se comentó en el capítulo anterior
disponiendo de 5 versiones o implementaciones del algoritmo:
IBP (Independet Body Part): En esta implementación se analizan las partes del
cuerpo por separado.
DBP (Dependet Body Part): Se unen partes independientes para generar 4 gran-
des grupos dependientes.
IEBP (Independet Extend Body Part): En este caso se extiende el área que ocupa
cada parte del cuerpo detectada en el método IBP.
DEBP (Dependet Extend Body Part): Ocurre lo mismo que en el caso anterior
pero para DBP.
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DEBP-P ((Dependet Extend Body Part Postprocess): Aplica técnicas de post-
procesado a DEBP para mejorar las máscaras de salida.
De entre las 5 versiones, en este proyecto se usa la DEBP, siendo uno de los motivos
que al ser el mapa de conﬁanza y no directamente una máscara binarizada aporta
mayor información, el otro motivo es porque los resultados del algoritmo original
post-procesados no siempre son mejores que sin post-procesar. Lo que se busca en
este caso con el post-procesado, es en referencia a aspectos de tamaño, mientras que
nosotros buscamos un procesado más inteligente utilizando la información de Frente-
Fondo. Ya que en este tipo de segmentación solo usamos este algoritmo, precedemos
a realizar una explicación del funcionamiento del algoritmo:
Antes de la ejecución del algoritmo se necesita conﬁgurar tres parámetros, dos de
estos importantes para el resultado ﬁnal y el otro para tener más o menos salidas
disponibles:
Tamaño del Modelo (model.sbin): Este parámetro hace referencia al tamaño de
las personas que aparecen en la secuencia, si las personas fueran grandes el valor
de este debería estar en 8, mientras que si las personas tienen un tamaño medio
o pequeño el valor ha de ser 4.
Escala (scale_levels): Dado que en las secuencias no tienen por qué aparecer
todas las personas de igual tamaño, este parámetro nos permite buscar personas
de diferentes tamaño en la secuencia.
Umbrales (thresholds): Este parámetro nos indica el número de umbrales a
evaluar.
En la Figura 3.1, se muestra un ejemplo de los posibles valores para los parámetros
del algoritmo de segmentación Persona-Fondo. Se observa que la diferencia en el
tamaño de las personas es un detalle importante en este algoritmo, al igual que la
escala si tuviéramos diversos tamaños de personas en la escena.
Tras la elección de parámetros ejecutaría el algoritmo, las secuencias no son en
vídeo, sino que son los frames.
Se genera una máscara de procesamiento en función de los parámetros antes se-
leccionados y se genera un vector de características (HOG, Histogram of Orien-
ted Gradients) sobre el frame actual y el modelo.
Tras esto se empiezan a obtener las puntuaciones del tronco enviando como
parámetros la imagen, las características antes obtenidas, y los parámetros a los
siguientes detectores. El detector usado en este algoritmo de tipo HOG [70], el
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Figura 3.1: Ejemplo visual parámetros algoritmo segmentación Persona-Fondo.
cual genera un vector de dos dimensiones con la posición relativa de la parte a
buscar con la de anclaje (donde está el cuerpo completo). Las puntuaciones de
conﬁanza obtenidas por los detectores se obtienen:
Pn (x, y, s) = Fn (x, y, s)− 〈dn, φ (dxn, dyn)〉 (3.1)
con
(dxn, dyn) = (xn, yn)− (2 (x0, y0) + vn,0) (3.2)
dándonos el desplazamiento relativo
φ (dx, dy) =
(
dx, dy, dx2, dy2
)
(3.3)
Por lo que el proceso a seguir es la detección de una de las partes dependientes
en función de las otras, dándonos cuatro combinaciones.
G Detector de Medio Cuerpo o Tronco.
G Detector de Medio Cuerpo o Tronco basado en cabeza y hombros.
G Detector de Medio Cuerpo o Tronco basado en piernas.
G Detector de Medio Cuerpo o Tronco basado en cuerpo entero.
Una vez hemos obtenido las puntuaciones de los tres últimos detectores para
obtener la conﬁanza media de estos, mirando todas las escalas S y todos los
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píxeles N. Se obtienen los mapas ﬁnales de conﬁanza de la parte del cuerpo:
C(x, y) = max1...Nmax1...SPn(x, y, s)
Tras la obtención de las conﬁanzas medias de los detectores basados en las otras
partes de cuerpo, esto hace referencia a Extend del nombre del algoritmo, puesto
que la información de otras partes si se tiene en cuenta. Se combinan estos las
puntuaciones medias con las puntuaciones obtenidas por el detector de la parte
correspondiente que se está buscando, en este caso el tronco.
Se realiza la misma operación para la cabeza y hombros, las piernas obteniendo
la media de estos dos con el primero ejecutado. Por último se realiza para el
cuerpo entero.
Por último para cada umbral de los antes establecidos, se generan la máscara
de salida y la máscara de salida post-procesada obtenidas de aplicar la umbra-
lización al mapa de conﬁanza.
Figura 3.2: Desarrollo del algoritmo Persona-Fondo utilizado para este proyecto
En la Figura 3.2, podemos observar el funcionamiento del segmentador Persona-
Fondo a través de la secuencia original. Se obtienen por tanto, los mapas de conﬁanza
del mapa original con el procedimiento antes contado, después los mapas son umbra-
lizados para los umbrales decididos en el segmentador.
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3.3. Algoritmo Frente-Fondo
3.3.1. Introducción
En esta sección 3.3, se indican los algoritmos seleccionados para el desarrollo de
este proyecto. La mayor parte de los algoritmos, se han encontrado como código
libre disponible en Internet BGSLibrary1, siendo explicado el funcionamiento de la
misma, los algoritmos disponibles y los escogidos en la sección 3.3.2. Además de estos
algoritmos, se dispone de una algoritmo facilitado por la TUB (Technical University
of Berlin), sección 3.3.3.
3.3.2. Librería BGSLibrary
Esta librería incluye 33 algoritmos de BGS desarrollados cada uno por su autor y
uniﬁcados en esta aplicación. La clasiﬁcación que realiza el autor de los algoritmos,
coincide con la realizada en el Estado del Arte en la sección 2.3.3 del capítulo 2.3.
Dado que el objetivo de este capítulo no es la explicación de cada uno de los algoritmos
utilizados, se puede acudir al apéndice B en el cual se presenta un resumen de cada
uno. Por tanto, los algoritmos disponibles se muestran clasiﬁcados en la rama de las
estudiadas en el Estado del Arte en el capítulo 2.3 al que pertenecen.
Métodos Básicos: StaticFrameDiﬀerenceBGS, FrameDiﬀerenceBGS, Weighted-
MovingMeanBGS, WeightedMovingVarianceBGS, AdaptiveBackgroundLearning,
DPMeanBGS, DPAdaptiveMedianBGS, DPPratiMediodBGS.
Métodos Fuzzy : FuzzySugenoIntegral, FuzzyChoquetIntegral, LBFuzzyGaussian.
Métodos Estadísticos de una Gaussiana: DPWrenGABGS, LBSimpleGaussian.
Métodos Estadísticos de múltiples Gaussiana: DPGrimsonGMMBGS, Mixtu-
reOfGaussianV1BGS, MixtureOfGaussianV2BGS, DPZivkovicAGMMBGS, LB-
MixtureOfGaussians.
Métodos Type-2 Fuzzy : T2FGMM (UM y UV), T2FMRF (UM y UV).
Métodos Estadísticos con Características de Color y Textura: DPTextureBGS,
LbpMrf, MultiLayerBGS, SJN_MultiCueBGS.
Métodos No Paramétricos: GMG, VuMeter, KDE, IMBS.
Métodos EigenSpace: DPEigenbackgroundBGS.
1(https://code.google.com/p/bgslibrary/ o https://github.com/andrewssobral/bgslibrary)
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Métodos Neuronales y Neuronales Fuzzy : LBAdaptiveSOM, LBFuzzyAdaptive-
SOM.
De todos los que se muestran previamente, se han escogido 25 entre los cuales se han
seleccionado al menos uno de cada rama. Se muestran los algoritmos seleccionados
para el desarrollo de este proyecto, siendo estos seleccionados por diversos motivos
como son la falta de generación de modelo de fondo, el uso de metodologías que no
generan imágenes de fondo, la imposibilidad de conﬁgurar el segmentador para tener
un mejor resultado del original, etc.
Métodos Básicos: AdaptiveBackgroundLearning, DPMeanBGS, DPAdaptive-
MedianBGS, DPPratiMediodBGS.
Métodos Fuzzy : FuzzySugenoIntegral, FuzzyChoquetIntegral, LBFuzzyGaussian.
Métodos Estadísticos de una Gaussiana: DPWrenGABGS, LBSimpleGaussian.
Métodos Estadísticos de múltiples Gaussiana: DPGrimsonGMMBGS, Mixtu-
reOfGaussianV1BGS, MixtureOfGaussianV2BGS, DPZivkovicAGMMBGS, LB-
MixtureOfGaussians.
Métodos Type-2 Fuzzy : T2FGMM (UM y UV), T2FMRF (UM y UV).
Métodos Estadísticos con Características de Color y Textura: MultiLayerBGS.
Métodos No Paramétricos: GMG, VuMeter, KDE.
Métodos EigenSpace: DPEigenbackgroundBGS.
Métodos Neuronales y Neuronales Fuzzy : LBAdaptiveSOM, LBFuzzyAdaptive-
SOM.
Se expondrá el uso e instalación de la aplicación BGSLibrary por encima haciendo
referencia a sus beneﬁcios y desventajas. La plataforma está disponible para las pla-
taformas Windows y Linux, en este caso a elección del proyectando se decidió usar la
plataforma Linux puesto que, tras los conocimientos obtenidos en la carrera encon-
traba más fácil el uso de esta plataforma. Previa descarga de la biblioteca es necesario
comprobar si se tiene instalado la biblioteca OpenCV puesto que, será necesaria para
la posterior ejecución y modiﬁcación de los segmentadores. Si no estuviese instalado
en la plataforma no hay ningún problema en la obtención puesto que es un software
libre.
Una vez terminado el proceso anterior se procede a la instalación de la BGS Li-
brary ejecutando los comandos básicos de Linux cmake, make. Se pueden dar diversos
30 CAPÍTULO 3. ALGORITMO
problemas en la instalación puesto que esta biblioteca necesita librerías que puede que
la plataforma Linux no tenga instaladas. Tras la ﬁnalización de la instalación se tiene
una carpeta contenedora de todos los algoritmos antes mencionados, además del códi-
go del programa principal para su ejecución. En Linux la ejecución se realiza a través
de la Shell puesto que son scripts que previamente se han de compilar, no teniendo
que implementar ningún Makeﬁle puesto que ya se dispone de ello.
Para cada algoritmo se dispone del código fuente, aunque dado que OpenCV
trabaja con clases como en el lenguaje de programación JAVA, no se puede acceder a
todas las fuentes de información. Además del código fuente se tiene un archivo .XML
que contiene los parámetros de ejecución, dándonos pie a conﬁgurar cada algoritmo
según las necesidades de la secuencia con la que se trabaja.
Para este proyecto ha sido necesaria la comprensión a grandes rasgos de los al-
goritmos dado que, se ha necesitado modiﬁcar el código de cada algoritmo para la
obtención de las imágenes de los modelos de fondo y de las máscaras ﬁnales de salida.
A colación de lo anterior, también se analizó el código para corroborar si los algorit-
mos generaban un modelo de fondo y se almacenaba, sino se debía modiﬁcar el código
para que se consiguiese.
3.3.3. Algoritmo SGMM-SOD
Tanto el proyecto como el ejecutable de este algoritmo [71], ha sido facilitado por
Rubén de las Heras y por la TUB (Technical University of Berlin). El uso de este
algoritmo es debido a la buena caliﬁcación que ha obtenido en el portal de evaluación
Change Detection2, en la cual se evalúan las implementaciones de esta temática.
El algoritmo SGMM-SOD [71]: Genera dos modelos de fondo con dos GMM,
uno de ellos más preciso para segmentar los elementos en movimiento, corto
plazo. Y otro, largo plazo, que se encarga de reconstruir la escena vacía. Ambos
modelos tienen los mismos parámetros de conﬁguración, exceptuando la tasa de
aprendizaje. El modelo a corto plazo es el más rápido en cuanto a la adaptación.
Cuando se detecta un nuevo píxel por el modelo de largo plazo y no por el de
corto indica que un nuevo modo para las GMM se ha de generar, así se realiza
la actualización del modelo.
Como ya se ha comentado con anterioridad, el proyecto y ejecutable está disponible
para Windows y fue facilitado por la TUB.
2http://www.changedetection.net/
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3.4. Algoritmo Propuesto.
En este apartado se procede a la explicación del algoritmo desarrollado en este
proyecto. La principal motivación de este proyecto es el desarrollo de un algoritmo de
segmentación Persona-Fondo [2] usando la información de la segmentación Persona-
Fondo [5], es unir las ventajas que tienen cada una de las segmentaciones por separado
e intentar suplir las deﬁciencias de ambas. Ya se ha hecho referencia a las desventajas
independientes de cada una, como puede ser la generación de un gran número de
falsos positivos o detecciones falsas por parte de la segmentación Persona-Fondo. Así
mismo, la segmentación Frente-Fondo tiene un gran número de problemáticas a las
que hacer frente ya antes mencionadas en el capítulo 2.3.
Con el objetivo mencionado, en primer lugar se planteó utilizar las técnicas de
modelado de fondo de los segmentadores Frente-Fondo de tipo BGS, para modelar la
conﬁanza generada por el segmentador Persona-Fondo, sección 4.4.3. La segunda apro-
ximación propuesta consiste en combinar directamente a nivel de máscaras binarias
los resultados de ambas segmentaciones para mejorar la segmentación Persona-Fondo,
sección 4.4.5. Por último, aprovechando el esquema generado en la segunda aproxi-
mación propuesta, se propuso la combinación simétrica con el objetivo opuesto,
es decir, mejorar la segmentación Frente-Fondo con la segmentación Persona-Fondo,
sección 4.4.6.
3.4.1. Primera Aproximación
La primera aproximación realizada se basa en aprovechar la evolución temporal
generada en la segmentación Frente-Fondo, puesto que los segmentadores generan
modelos de fondo los cuales son actualizados en función de la implementación. Con
esta aproximación se busca reducir los falsos positivos generados por la segmentación
Persona-Fondo, siendo estos idealmente errores aislados temporalmente o al menos,
menos estables que la detección correcta de personas, puesto que, el objetivo de la
misma es clasiﬁcar de manera correcta los píxeles de fondo, preﬁriendo clasiﬁcar como
persona algún píxel de fondo.
En la Figura 3.3se muestra la evolución temporal de los mapas de conﬁanza del
segmentador Persona-Fondo original -(b) correspondientes a las frames del vídeo-(a),
la ejecución de la primera aproximación para un segmentador-(c), otra ejecución de
la primera aproximación con otro segmentador-(d) y la máscara que posteriormente
deberíamos obtener o ground truth -(e).
En la Figura 3.4 se puede apreciar como los mapas de conﬁanza originales tienen
muchos falsos positivos y como los segmentadores Frente-Fondo suavizan a medida
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Figura 3.3: Ejemplo de ejecución de la primera aproximación. Frame entrada (a)
Salida segmentador Persona-Fondo (b) Salida segmentador 1 Frente-Fondo (c) Salida
segmentador 2 Frente-Fondo (d) Ground Truth (e)
que va avanzando la secuencia los falsos positivos marcado en amarillo. También se
aprecia que, dado que los segmentadores Frente-Fondo generan el modelo de fondo y
lo actualizan con el aprendizaje, se observa que los primeros falsos positivos generados
se mantienen estables a lo largo de la secuencia marcados en rojo. Se indican en azul,
personas que aparecen en la secuencia observando que son cubiertas por completo de
manera burda.
En la Figura 3.5 se pueden observar las máscaras obtenidas en la ejecución de
la primera aproximación, en las que cabe destacar que si se observan (c) y (d) en
referencia a (b) se eliminan algunos falsos positivos encontrados en los mapas de
conﬁanza originales. Se aprecia, en cualquiera de las columnas (b) (c) y (d), que las
personas son tapadas completamente por el algoritmo Persona-Fondo y se mantiene
al usar los segmentadores de Frente-Fondo.
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Figura 3.4: Mejoras visuales de los segmentadores Frente-Fondo de la primera aproxi-
mación. Frame entrada (a) Salida segmentador Persona-Fondo (b) Salida segmentador
1 Frente-Fondo (c) Salida segmentador 2 Frente-Fondo (d) Ground Truth (e)
Figura 3.5: Máscaras de Salida de la ejecución de la primera aproximación. Frame
entrada (a) Máscara segmentador Persona-Fondo (b) Máscara segmentador 1 Frente-
Fondo (c) Máscara segmentador 2 Frente-Fondo (d) Ground Truth (e)
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Para tener una idea más clara de la aproximación se presenta ahora el desarrollo
necesario para la ejecución de la misma:
1. Se lanza el algoritmo Persona-Fondo [2], sobre el vídeo deseado. Se obtienen
por tanto, los mapas de conﬁanza del vídeo, al igual que las máscaras de salida
originales y las post-procesadas. Usando solo las máscaras sin post-procesado
en el algoritmo.
2. Se lanza el algoritmo Frente-Fondo [5] que se quiera, sobre la secuencia de ma-
pas de conﬁanza previamente obtenida. Se conﬁguran los parámetros del seg-
mentador para obtener una mejora sobre los mapas de conﬁanza anteriormente
obtenidos, siendo este el caso en que se desean obtener los modelos de fondo
generados por el segmentador.
3. Una vez tenemos toda esta información, disponiendo también del ground truth
(máscara realizada a mano en la que se segmenta la escena perfectamente y se
utiliza para la evaluación de los resultados del algoritmo).
4. Tras esto se evalúan los mapas de conﬁanza originales y los modelos de fondo
del algoritmo, utilizando el ground truth antes explicado. La evaluación será
explicada en el siguiente capítulo de la memoria. También se evalúan de la
misma manera las máscaras de salida obtenidas sobre el vídeo original.
5. Se presentan las curvas Precisión/Recall (dos puntuaciones de evaluación) en la
Figura 3.6, sobre los píxeles de fondo y de frente, obtenidas de la evaluación de
los mapas de conﬁanza. La conﬁguración realizada al algoritmo Frente-Fondo
escogido debe generar que, la curva de los mapas de conﬁanza obtenidos del
modelo de fondo del segmentador sea mayor que la de los mapas de conﬁanza
originales.
3.4.2. Segunda Aproximación
A la vista de los fallos cometidos por el segmentador Persona-Fondo en la máscara
binaria DEBP, se propone aprovechar las ventajas del segmentador Frente-Fondo di-
rectamente sobre la máscara binaria ﬁnal. Para ello se propone ﬁltrar o eliminar ruido
o falsas detecciones utilizando como ﬁltro selectivo sólo aquellas zonas de la imagen
que han sido clasiﬁcadas como frente por el algoritmo de segmentación Frente-Fondo.
En particular, se propone el uso de un ﬁltrado morfológico por reconstrucción sobre
la máscara DEBP y utilizando como marcador la máscara Frente-Fondo de los seg-
mentadores Frente-Fondo. El ﬁltrado por reconstrucción es una operación morfológica
realizada con un operador local, el cual preserva los contornos de la imagen.
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Figura 3.6: Gráﬁca Precisión/Recall primera aproximación
Se tienen dos imágenes, en nuestro caso la máscara obtenida por el mapa de
conﬁanza y la del segmentador Frente-Fondo del mismo frame. Denotaremos las
imágenes como señal X y señal Y indistintamente.
El proceso de reconstrucción preserva las componentes conexas de X marca-
das con Y. Existen dos posibles operaciones, Apertura por Reconstrucción y
Cierre por Reconstrucción. En nuestro caso se ha utilizado la primera de las
dos, Apertura por Reconstrucción. En la Figura 3.7 se muestra un ejemplo del
funcionamiento del ﬁltrado por Reconstrucción utilizado.
Se utiliza conectividad 8 y se utiliza como marcador la máscara binaria generada
por el segmentador Frente-Fondo.
Se realiza después un proceso iterativo:
G Se calcula el mínimo o se realiza la operación AND entre el marcador y la
imagen.
G Se dilata la imagen resultante del paso anterior.
G Se calcula el mínimo entre la imagen dilatada y la imagen original, siendo
la operación mínimo para imágenes lógicas la AND.
G Repetir hasta que no exista variación signiﬁcativa entre iteraciones conse-
cutivas.
Se muestra ahora el proceso que se realiza para ejecutar esta aproximación.
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Figura 3.7: Ejemplo ﬁltrado por reconstrucción explicativo del proceso a seguir.
1. Se lanza el algoritmo Persona-Fondo [2], sobre el vídeo deseado. Se obtienen
por tanto, los mapas de conﬁanza del vídeo, al igual que las máscaras de salida
originales y las post-procesadas. Usando solo las máscaras sin post-procesado
en el algoritmo.
2. Se lanza un algoritmo Frente-Fondo sobre el vídeo original, conﬁgurando los
parámetros para obtener la mejora máscara de salida.
3. Una vez tenemos toda esta información, disponiendo también del ground truth.
4. Para la reconstrucción nos interesa obtener la máscara que se encuentre en un
punto equitativo, siendo este bueno para fondo como para frente. Por lo que se
usan las curvas F1Score (puntuaciones de la evaluación) para frente como para
fondo como se aprecia en la Figura 3.8, y el punto donde intersequen es el que
se busca indicándonos así el umbral a escoger.
5. Una vez obtenido el umbral (especíﬁco para los mapas de conﬁanza originales)
se pasa a leer dichas máscaras obtenidas del mapa de conﬁanza original.
6. Usando como marcador la máscara del algoritmo Frente-Fondo [5], queriendo
reconstruir la máscara obtenida por el segmentador Persona-Fondo[2]. Por tanto
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Figura 3.8: F1 Score de frente y de fondo obteniendo de su punto de intersección el
umbral óptimo.
se busca obtener una máscara que cubra por completo a las personas, además
de eliminar posibles errores en la máscara.
Figura 3.9: Reconstrucción máscara Persona-Fondo usando la información de la seg-
mentación Frente-Fondo.
En la Figura 3.9, se puede apreciar una mejora de la máscara Persona-Fondo tras
aplicar la información generada por la segmentación Frente-Fondo, ya que se eliminan
muchos falsos positivos de la máscara original.
3.4.3. Tercera Aproximación
Tras la realización de la segunda aproximación y darnos cuenta que el mismo
proceso podría aplicarse también para mejorar la segmentación Frente-Fondo, surge la
tercera aproximación del proyecto. La única diferencia que se encuentra con la sección
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4.4.5, es que en este la imagen a ﬁltrar es la máscara generada por el segmentador
Frente-Fondo y el marcador es la máscara generada por el segmentador Persona-
Fondo. Por lo que, el proceso antes explicado es el mismo para esta aproximación.
También en este apartado se va a mostrar el proceso de ejecución de esta aproximación.
Figura 3.10: Reconstrucción máscara Frente usando la información de la segmentación
Persona-Fondo.
En la Figura 3.9, se puede apreciar una mejora de la máscara Frente-Fondo tras
aplicar la información generada por la segmentación Persona-Fondo, ya que se eli-
minan ciertas clasiﬁcaciones de frente erróneas y se elimina ruido generado en la
segmentación.
3.4.4. Conclusiones
En este capítulo, se han estudiado diversas posibilidades de uniﬁcar la información
de ambas segmentaciones para los resultados de ambas. Cabe destacar, que la primera
aproximación busca el uso de la información generada por los segmentadores Frente-
Fondo para mejorar la información generada por los mapas de conﬁanza. En el caso de
la aproximación segunda y tercera, lo que se busca es la combinación de la información
de ambas segmentaciones a través de un proceso independiente a las segmentaciones.
Por lo que para concluir con este capítulo se muestra en la Figura 3.11, un esquema
del funcionamiento general de las aproximaciones.
Figura 3.11: Esquema General del Algoritmo




Como es común a todas las áreas de investigación, cada nuevo desarrollo realiza-
do necesita ser evaluado ya no solo para ver sus resultados, sino para obtener una
realimentación de a qué nivel se encuentra en comparación a las demás implemen-
taciones y desarrollos del Estado de Arte. La segmentación de objetos en secuencias
de vídeo ha generado un gran interés en los últimos años. Por lo que, se dispone de
diversas estrategias para evaluar la calidad de nuestro algoritmo de segmentación.
Las técnicas disponibles con este ﬁn se pueden clasiﬁcar en: subjetivas [72] y obje-
tivas [73]. Las técnicas subjetivas son en base al criterio humano de evaluación, por
lo tanto, para aplicarse se necesita evaluar con cierto número de personas. Las obje-
tivas, `ground-truth', que es una segmentación anotada, normalmente hecha a mano,
usada para compararla con la segmentación obtenida del algoritmo de segmentación
implementado.
Esta comparación se puede utilizar para calcular el número de píxeles erróneos y
correctos detectados por el segmentador, así como para obtener muchas otras medidas
propuestas en la literatura [73]. Estas medidas permiten evaluar la calidad de la
segmentación. Las medidas utilizadas en este proyecto para evaluar los algoritmos de
segmentación son técnicas objetivas que se basan en una segmentación de referencia
calculada para un conjunto de secuencias de vídeo de características diferentes que
constituyen el grupo de vídeos de prueba (`dataset ') utilizados en el proyecto, grupo
que explicaremos en el siguiente apartado.
Este capítulo está estructurado en tres secciones, la sección 4.2 contendrá la infor-
mación del dataset utilizado. En la sección 4.3 se hablará de la métrica utilizada para
la evaluación del sistema y por último en la sección 4.4 se presentan los resultados y
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conclusiones de los mismos.
4.2. Dataset
Un dataset es el conjunto de elementos de entrada que se usan para la evaluación
de una implementación, en nuestro caso está formado por distintos vídeos usados
en las evaluaciones del Estado del Arte. Además de estos, en nuestro proyecto se
han escogido otros vídeos del grupo VPULab (Video Processing and Understanding
Lab) de la Escuela Politécnica Superior de la Universidad Autónoma de Madrid. En
la Figura 4.1, se muestra un resumen de los vídeos que conforman el dataset del
proyecto, indicando su procedencia frames totales y los que se evalúan.
Vídeo Frames Total Frames Evaluación Biblioteca
Avss_S1 983 6 AVSS
BaileMulti 601 601 VPU
BaileUni 601 601 VPU
BusStation 1250 1250 CD
Corridor 5400 5400 CD
Cubicle 7400 7400 CD
DaSide0811-seq6 71 7 TUD-campus
DaSide0811-seq7 201 20 TUD-crossing
Oﬃce 2050 2050 CD
Park 600 600 CD
Pedestrians 1099 1099 CD
Pets_2009 795 5 PETS2009
Pets_S1 532 6 CD
Tenis1 307 307 VPU
Train56 103 5 TrecVid
Tabla 4.1: Resumen de secuencias de vídeo utilizadas en la evaluación así como el
número de frames totales y evaluados
Se disponen de 15 vídeos para la evaluación, cabe destacar que no todos los vídeos
se evalúan sobre todas las frames del vídeo, puesto que en algunos no se tenía el ground
truth para todas las frames. Los vídeos Avss_S1, DaSide0811 seq6 y seq7, Pets_2009,
Pets_S1 y Train56 se han seleccionado puesto que, el algoritmo Persona-Fondo del
Estado del Arte se evalúa sobre estos. Además, BusStation, Corridor, Cubicle, Oﬃce,
Park y Pedestrians han sido obtenidos de la Change Detection1, página de evaluación
de segmentadores con alto renombre. Siendo seleccionados aquellos en los que aparecen
personas completas y por último, los vídeos del grupo VPULab. En las Figuras 4.2 y
1(http://www.changedetection.net/)
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4.3, se presentan los vídeos utilizados para la evaluación de este proyecto, mostrando
un frame y su correspondiente ground truth.









Tabla 4.2: Vídeos Dataset del Proyectos (1) mostrando el frame y correspondiente
ground truth
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Tabla 4.3: Vídeos Dataset del Proyectos (2) mostrando el frame y correspondiente
ground truth
4.3. Métrica
Como ya se ha comentado en la introducción, las métricas utilizadas son objetivas
basadas en la comparación de la máscara de salida obtenida con el ground truth.
Además siguiendo el criterio de evaluación de [2], se ha deﬁnido el valor de fondo a
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Figura 4.1: Puntuaciones utilizadas en la evaluación con referencia al ground truth
cero y las clasiﬁcaciones se consideran de la siguiente manera:
Verdaderos Positivos (TP): Detección correcta de valor cero (fondo)
Verdaderos Negativos (TN): Detección correcta de valor uno (frente).
Falsos Positivos (FP): Detección incorrecta de valor cero.
Falsos Negativos (FN): Detección incorrecta de valor uno.
En la Figura 4.1, se pueden apreciar a lo que corresponde cada puntuación en refe-
rencia al ground truth.
Además de estas cuatro medidas, se tienen otras 3 medidas más el producto de la
combinación de las cuatro anteriores. Además de esto, para obtener la mejor conﬁgu-
ración de los segmentadores se tiene otra medida que pondera por igual el fondo y el
frente.
Precisión: Es el número total de píxeles correctos (fondo o frente) dependiendo
lo que estemos midiendo, con respecto al número total de píxeles detectados por el
algoritmo de este tipo (fondo o frente). Dado que buscamos el equilibrio en cuanto a la
detección de fondo y frente, se realizan dos cálculos de la precisión correspondientes.
Precisión de Fondo = TPTP+FP
Precisión de Frente = TNTN+FN
En las tablas de resultados la precisión de fondo será representada por PF y la de
frente por PFR.
Recall: Es el número total de píxeles correctos (fondo o frente) dependiendo lo
que estemos midiendo, con respecto al total real (obtenido de ground truth) del tipo
que estemos midiendo.
Recall de Fondo = TPTP+FN
Recall de Frente = TNTN+FP
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En las tablas de resultados el recall de fondo será representado por RF y la de
frente por RFR.
F1Score: Es la relación de las medidas anteriores, combinando la correcta detec-
ción del algoritmo con respecto a la Precisión y el Recall concediendo el mismo peso
a las dos medidas.
F1Score de Fondo = 2× PF×RFPF+RF
F1Score de Frente = 2× PFR×RFRPFR+RFR
En las tablas de resultados el recall de fondo será representada por F1F y la de
frente por F1FR.
La medida que se va a utilizar para escoger la mejor conﬁguración de cada seg-
mentador se ha tomado del proyecto ﬁnal de carrera [74] . Se podrían haber aplicado
muchas otras funciones pero se decidió tomar esta medida simple. Siendo la conﬁgu-
ración escogida la que mayor valor tenga en esta medida.
Mejor Conﬁguración = F1Score (fondo) + F1Score (frente)
4.4. Resultados
Una vez se ha desarrollado el objetivo de este proyecto, el desarrollo de un algo-
ritmo de segmentación Persona-Fondo, se ha de realizar una evaluación del mismo.
La evaluación no sólo se realiza para obtener los resultados del mismo, sino que para
observar la mejora generada por la nueva implementación. Por lo que, se tendrá una
evaluación similar al desarrollo seguido para la implementación del segmentador. Por
tanto, el capítulo estará estructurado en cinco subsecciones en las cuales se mostra-
rán los distintos resultados y aproximación obtenidos en este proyecto. Se mostrarán
los resultados obtenidos para los segmentadores Persona-Fondo, sección 4.4.1. A con-
tinuación, se presentarán los resultados del segmentador Frente-Fondo, sección 2.3.
Puesto que en este proyecto no se ha realizado solo una aproximación o implemen-
tación, se muestran los resultados de las mismas con su consiguiente explicación de
los resultados. Los resultados de la primera aproximación se muestran en la sección
4.4.3, los de la segunda en la sección 4.4.5 y la tercera aproximación se mostrará en
la sección 4.4.6.
4.4.1. Segmentación Persona-Fondo
Para la evaluación de los segmentadores Persona-Fondo, se ha procedido a evaluar
las máscaras sin post-procesar, generadas por la implementación DEBP dado que, si
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usásemos las máscaras post-procesadas se debería realizar un post-procesado a las
máscaras de los segmentadores Frente-Fondo y no es el objetivo de este proyecto. Las
máscaras corresponden a los Mapas de conﬁanza para los 101 umbrales (de 0 a 1 en
pasos de 0.01) utilizados en el algoritmo. Para esta evaluación se han utilizado los 15
vídeos disponibles en el dataset de evaluación. Por tanto, se presenta ahora una tabla
con las puntuaciones obtenidas para cada uno de los vídeos.
PF PFR RF RFR F1F F1FR
AVSS_S1 0.999 0.088 0.674 0.998 0.803 0.159
BaileMulti 0.996 0.202 0.467 0.982 0.633 0.331
BaileUni 0.997 0.206 0.475 0.990 0.641 0.337
BusStation 0.998 0.045 0.399 0.970 0.567 0.408
Corridor 0.980 0.038 0.439 0.655 0.603 0.323
Cubicle 0.999 0.021 0.243 0.998 0.389 0.606
DaSide0811-seq6 0.999 0.223 0.451 0.999 0.622 0.363
DaSide0811-seq7 0.999 0.177 0.506 0.999 0.669 0.296
Oﬃce 0.999 0.076 0.386 0.998 0.556 0.425
Park 0.999 0.017 0.294 0.998 0.453 0.528
Pedestrians 0.999 0.013 0.375 0.999 0.539 0.448
Pets_2009 0.999 0.079 0.719 0.991 0.836 0.146
Pets_S1 0.999 0.076 0.695 0.968 0.819 0.136
Tenis1 0.997 0.168 0.535 0.984 0.695 0.287
Train56 0.996 0.172 0.525 0.979 0.687 0.292
Tabla 4.4: Puntuaciones Promedio Mapas de Conﬁanza Segmentador Persona-Fondo
La tabla 4.4 muestra como ya se comentó en capítulos anteriores, que este algo-
ritmo tiene como objetivo primordial la clasiﬁcación correcta de los píxeles de fondo.
Por tanto, si observamos la tabla 4.4, apreciamos que en general la precisión de fondo
es muy superior a la de frente como cabía esperar. Además, como ya se ha comentado
los vídeos tienen gran inﬂuencia sobre los resultados. Si bien es cierto, como en este
caso la evaluación se realiza para los 101 umbrales y lo que se muestra en la tabla es
el valor medio de las puntuaciones, hay que destacar que para umbrales muy altos y
muy bajos se generan peores puntuaciones que para los umbrales medios.
En la Figura 4.2 se muestran resultados visuales del algoritmo Persona-Fondo,
no se busca deﬁnir la persona como tal, sino que se busca que ningún píxel de la
persona sea clasiﬁcador erróneamente como fondo. Así mismo, se puede apreciar que
la deﬁnición de las zonas de fondo es más precisa y por tanto nos da los buenos
resultados que se han comentado en la tabla 4.4. Consiguiente de lo anterior las
puntuaciones para el frente son malas, como ya se ha remarcado anteriormente.
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Figura 4.2: Resultados Segmentador Persona-Fondo para diferentes umbrales
Siguiendo la evaluación de [2], se modiﬁca el factor de penalización para los falsos
positivos, dado que este algoritmo preﬁere clasiﬁcar píxeles de fondo como persona y
por tanto se aplican estos factores para ver cómo afectan al algoritmo.
Figura 4.3: Gráﬁca PF con distintos factores de penalización
En las Figuras 4.3 4.4 se observa la repercusión de modiﬁcar el factor de penali-
zación para los falsos positivos, siguiendo la evaluación usada por [2]. La puntuación
PF y RFR son las que se ven afectadas por estos factores pero no en gran medida,
también inﬂuyen los vídeos utilizados, por ejemplo el vídeo Corridor, sufre una gran
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Figura 4.4: Gráﬁca RFR con distintos factores de penalización
penalización puesto que es un vídeo termal. Además de ser termal, las personas cuan-
do aparecen en el vídeo hasta que no avanzan los frames no se ve por completo el
cuerpo, por lo que el detector fallará hasta poder ver la persona entera, por lo que este
vídeo es más complicado para los segmentadores sin factor de penalización claramente
se verá muy afectada la puntuación para este vídeo.
4.4.2. Segmentación Frente-Fondo
Como ya se comentó en el capítulo anterior, se han usado 27 algoritmos sobre los 35
algoritmos disponibles puesto que, se tenía la posibilidad de modiﬁcar su conﬁguración
para obtener un mejor resultado en función del vídeo. Los resultados que se van a
mostrar, son los obtenidos con la conﬁguración óptima para cada uno de ellos. En
el apéndice C, se muestra detalladamente el proceso seguido para un algoritmo y un
vídeo.
Dado que en esta parte del proyecto disponemos de múltiples segmentadores y
se utiliza el dataset completo, se presenta ahora una tabla promedio 4.5 de las pun-
tuaciones obtenidas en las evaluaciones para cada segmentador y para una análisis
más exhaustivo se debe acudir al apéndice D sección D.1, en el cual, se muestran seis
tablas siendo una para cada puntuación de las obtenidas en la evaluación para cada
segmentador y para cada vídeo.
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PF PFR RF RFR F1F F1FR
AdaptiveBGLearning 0.970 0.418 0.960 0.607 0.965 0.559
DPAdaptiveMedianBGS 0.979 0.557 0.960 0.715 0.969 0.659
DPEigenbackgroundBGS 0.986 0.325 0.878 0.845 0.925 0.552
DPGrimsonGMMBGS 0.973 0.476 0.959 0.679 0.965 0.589
DPMeanBGS 0.968 0.495 0.966 0.602 0.966 0.566
DPPratiMediodBGS 0.974 0.475 0.957 0.621 0.964 0.577
DPWrenGABGS 0.974 0.503 0.967 0.684 0.970 0.634
DPZivkovicAGMMBGS 0.970 0.510 0.968 0.645 0.968 0.593
FuzzyChoquetIntegral 0.969 0.611 0.973 0.574 0.971 0.637
FuzzySugenoIntegral 0.970 0.605 0.977 0.591 0.974 0.632
GMG 0.977 0.467 0.965 0.700 0.971 0.637
KDE 0.985 0.325 0.901 0.771 0.939 0.550
LBAdaptiveSOM 0.979 0.528 0.957 0.714 0.967 0.660
LBFuzzyAdaptiveSOM 0.982 0.453 0.944 0.769 0.962 0.641
LBFuzzyGaussian 0.968 0.550 0.979 0.617 0.973 0.621
LBMixtureOfGaussians 0.966 0.532 0.974 0.589 0.970 0.586
LBSimpleGaussian 0.969 0.482 0.97 0.634 0.969 0.591
MOGV1BGS 0.959 0.634 0.985 0.498 0.972 0.547
MOGV2BGS 0.972 0.478 0.968 0.632 0.969 0.611
MultiLayerBGS 0.974 0.691 0.981 0.640 0.977 0.680
SGMM-SOD 0.990 0.592 0.946 0.850 0.966 0.730
SigmaDeltaBGS 0.962 0.552 0.984 0.509 0.973 0.558
T2FGMM_UM 0.959 0.503 0.974 0.387 0.966 0.435
T2FGMM_UV 0.978 0.444 0.953 0.728 0.965 0.615
T2FMRF_UM 0.954 0.501 0.978 0.322 0.965 0.479
T2FMRF_UV 0.970 0.499 0.962 0.575 0.965 0.578
VuMeter 0.966 0.624 0.971 0.561 0.968 0.599
Tabla 4.5: Puntuaciones Promedio Segmentadores Frente-Fondo
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En la tabla 4.5 se observa que ninguno de los segmentadores de Frente-Fondo
alcanza el máximo de la puntuación posible, si bien es cierto, muchos de ellos tras su
exhaustiva conﬁguración obtienen una alta puntuación. Hay que reseñar que en cuanto
al fondo se obtienen muy buenas puntuaciones, pero en el frente son buenas pero no
llegan al nivel del fondo lo que posteriormente se verá reﬂejado en las puntuaciones
de F1 Score que son el resumen. En este caso, que los segmentadores no tengan muy
buena puntuación es debido en cierta manera a la problemática desarrollada en el
capítulo 2, sección 2.3.2. Los resultados de la tabla 4.5 en rojo, son los segmentadores
que al observar su resultado visualmente y a través del apéndice D, sus puntuaciones
son los que mejores resultados nos dan. Se muestran ahora unos ejemplos visuales de
dos segmentadores que generan un muy buen resultado y a su vez, dos segmentadores
que generan no muy buenos resultados.
Figura 4.5: Resultados Segmentadores (1) (Vídeo Pedestrians frame 345).
En la Figura 4.5, se obtiene la persona que en ese momento aparece el vídeo,
en ambos casos se obtiene la persona deﬁnida, en el segmentador SGMM-SOD se
obtiene la persona un poco más grande que en el ground truth, al contrario que en el
segmentador DPAdaptiveMedianBGS que tiene píxeles sin clasiﬁcación como persona.
Como se puede apreciar en la Figura 4.6, la máscara de salida generada por los
segmentadores no es para nada buena, mientras que hay que destacar que la ﬁgura
de la persona que aparece en el ground truth si se corresponde a la obtenida por el
segmentador. Solo con ver las imágenes que se generan, se aprecia la deﬁciencia de
estos segmentadores ante las problemáticas ya antes referenciadas. Un claro ejemplo
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Figura 4.6: Resultados Segmentadores (2) (Vídeo Cubicle frame 2500).
de una de las problemáticas que se observa, son las sombras debajo de la persona,
otorgando puntuaciones malas en la evaluación correspondiente de este.
Para concluir en esta sección, se destaca la diferencia entre segmentadores depen-
diendo de la metodología que utilizan. Así mismo, si no se hubieran conﬁgurado los
segmentadores a su punto óptimo se hubieran obtenido deﬁciencias tales como, clasi-
ﬁcar como frente sólo el borde de las personas mientras que el interior se clasiﬁcaría
como fondo. Otro problema que se puede encontrar, es la lentitud en el aprendizaje
del modelo de fondo quedándose fantasmas en la escena y generando peores puntua-
ciones. También se ha de reseñar que en el resultado inﬂuye en gran medida el vídeo
a procesar, dado que dependiendo de las sombras que se generen en el escenario,
las oclusiones, el tamaño de los objetos de frente son puntos de desventaja para el
segmentador.
4.4.3. Primera Aproximación
Tras el estudio de ambas segmentaciones y la visualización de los resultados ob-
tenidos, se propuso una primera combinación de las informaciones de ambas. En este
caso se quiso aplicar la información del tiempo que nos dan los segmentadores Frente-
Fondo, sobre la información obtenida por el segmentador Persona-Fondo. Por lo que,
se decidió generar vídeos de los mapas de conﬁanza, los cuales posteriormente sería
pasados por los segmentadores Frente-Fondo.
Los primero que se ha de destacar, es que de los 32 algoritmos con los que se
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contaban, en este caso se han reducido en número dado que, no todos los segmenta-
dores generaban un modelo de fondo, ya que muchos de ellos utilizan metodologías
en las cuales no necesitan generar la imagen del modelo de fondo, como pueden ser
aquellos que utilizan codebooks, análisis por capas y otros modelos que no generan
imagen de fondo. Además de los segmentadores que no se han podido utilizar por el
motivo anterior, se han tenido que descartar otros diversos dado que los resultados
obtenidos eran peores a los generados por el segmentador Persona-Fondo por sí solo.
Una vez realizada esta evaluación, nos dimos cuenta que la mejora obtenida era
ínﬁma siendo la modiﬁcación en las puntuaciones en el tercer o cuarto decimal en
algunos casos. Por lo que, no se realizó la evaluación completa para todos los vídeos
del dataset, ni para todos los segmentadores. Además de las tablas con resultados se
presentan gráﬁcas de la curva ROC, en la cual se representan la precisión y recall de
las puntuaciones obtenidas.
En la tabla 4.6 se presentan los resultados obtenidos de la primera aproximación
para el vídeo AVSS_S1, teniendo claro que los resultados presentados se han de
enfrentar a los presentados en la tabla 4.4, dado que son las puntuaciones de los
Mapas de conﬁanza sin aplicar las técnicas de modelado de fondo de los algoritmos
de Frente-Fondo para modelar la conﬁanza del segmentador Persona-Fondo.
PF PFR RF RFR F1F F1FR
AdaptiveBGLearning 0.999 0.090 0.681 0.998 0.808 0.162
GrimsonGMMBGS 0.999 0.091 0.684 0.999 0.811 0.164
ZivkovicAGMMBGS 0.999 0.091 0.684 0.999 0.811 0.164
MeanBGS 0.999 0.091 0.681 0.999 0.808 0.163
WrenGABGS 0.999 0.090 0.679 0.999 0.807 0.162
FuzzySugenoIntegral 0.999 0.089 0.676 0.998 0.805 0.160
FuzzyChoquetIntegral 0.999 0.090 0.677 0.998 0.806 0.161
SimpleGaussian 0.999 0.091 0.685 0.999 0.811 0.164
FuzzyGaussian 0.999 0.092 0.686 0.998 0.812 0.164
MixtureOfGaussians 0.999 0.091 0.684 0.998 0.810 0.163
Tabla 4.6: Puntuación Mapas de Conﬁanza Vídeo AVSS_S1 segmentados
Observando los resultados obtenidos, se aprecia una pequeña mejora para todos
los casos, siendo las puntuaciones muy similares al segmentador Persona-Fondo con
muy buena puntuación para fondo pero muy mala para frente. Pese a esto, no se
genera una mejora en las puntuaciones de frente que merezca reseñarse, dado que las
puntuaciones de fondo continúan en la línea de las anteriores. Se presentan ahora dos
gráﬁcas de la precisión y recall de los segmentadores utilizados.
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SimpleGaussian
Figura 4.7: Gráﬁcas Precisión/Recall AVSS_S1 para los métodos SimpleGaussian
FuzzyGaussian
Figura 4.8: Gráﬁcas Precisión/Recall AVSS_S1 para los métodos FuzzyGaussian
Se puede apreciar en las Figuras 4.7 y 4.8 que en las gráﬁcas, ambas curvas se
superponen exceptuando en algunas zonas y otras la diferencia es ínﬁma pero la hay.
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Como ya se ha comentado antes la mejora no obtiene grandes resultados.
Figura 4.9: Gráﬁca PF con distintos factores de penalización primera aproximación
Figura 4.10: Gráﬁca RFR con distintos factores de penalización primera aproximación
En las Figuras 4.9 4.10, se puede apreciar el efecto de aplicar los factores de
penalización usados en la evaluación de [2], dado que está aproximación se compara
con las evaluaciones obtenidas para el segmentador Persona-Fondo. Claramente a
medida que aumentamos el factor de penalización se obtienen peores resultados, en
este caso solo se muestra esta gráﬁca puesto que el resto de puntuaciones no sufre
casi variación en sus valores. También cabe destacar, que el segmentador Persona-
Fondo genera muchas falsas detecciones intermitentes, por lo que usar segmentadores
Frente-Fondo con modelado multimodal, podría generar mejores resultados.
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En conclusión, no se continuaron realizando más pruebas dado que las mejoras
que se obtenían eran prácticamente nulas y en otros muchos casos no se obtenía
mejora alguna. Por tanto esta aproximación no ofrece ninguna mejora ni buen re-
sultado en comparación al segmentador Persona-Fondo utilizado, en este caso, no se
quiso desechar esta aproximación puesto que tras su desarrollo es interesante dejar
constancia para posibles trabajos futuros de los resultados de esta.
4.4.4. Segunda y Tercera Aproximación
De manera breve y previa a la exposición y razonamiento de las aproximaciones
realizadas, vamos a razonar la idea de las mismas. En sí, la idea se extrae de los
resultados obtenidos en la primera aproximación 4.4.3, y es que si los segmentadores
Frente-Fondo generan máscaras en las que el objetivo es la deﬁnición de los objetos
de frente de manera precisa. Por el contrario, el segmentador Persona-Fondo busca la
clasiﬁcación correcta de las zonas de fondo, surge la idea de combinar ambas máscaras
binarias obtenidas de los segmentadores.
Se pueden dar miles de combinaciones posibles, pero en este caso se pensó dos
posibles combinaciones que serían los límites de las aproximaciones, siendo estas la
realización de la operación AND entre las dos máscaras y la operación OR. En el
caso de la primera, lo que buscamos es quedarnos de ambas máscaras las zonas donde
coincidan clasiﬁcaciones de píxeles como frente, sin embargo, para la otra operación
los que buscamos es quedarnos con las clasiﬁcaciones de ambas máscaras como frente.
Por tanto, la operación OR es una analogía con el segmentador Persona-Fondo, puesto
que garantiza que no dejamos nada de frente sin clasiﬁcar, mientras que la operación
AND busca recuperar y clasiﬁcar los más ﬁelmente posible el frente. A parte de ser
los límites, estas combinaciones se utilizan para tener una referencia de que resultado
óptimo para el frente en el caso de la AND y de fondo para el caso de la OR se
puede llegar con la información que disponemos.
Se van a presentar ahora las tablas promedio de ambas operaciones, dado que las
mismas han sido realizadas para todos los vídeos del dataset y para los 27 segmenta-
dores disponibles.
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En la tabla 4.7 se pueden apreciar los resultados obtenidos en la operación AND
de ambas máscaras , se obtiene buena puntuación para el fondo en todos los segmen-
tadores. Esto es debido al hecho de que, con esta operación al solo quedarnos con las
zonas clasiﬁcadas como frente en ambas y que coincidan, por tanto, errores generados
en los segmentadores de Frente-Fondo y en el segmentador Persona-Fondo son elimi-
nados por la combinación de máscaras. En relación al frente, dado que esta operación
busca clasiﬁcar de manera muy ﬁel el frente, se obtienen buenas puntuaciones.
PF PFR RF RFR F1F F1FR
AdaptiveBGLearning 0.970 0.470 0.970 0.595 0.970 0.586
DPAdaptiveMedianBGS 0.978 0.602 0.971 0.693 0.974 0.681
DPEigenbackgroundBGS 0.985 0.396 0.918 0.814 0.949 0.622
DPGrimsonGMMBGS 0.972 0.513 0.969 0.650 0.970 0.614
DPMeanBGS 0.967 0.547 0.975 0.575 0.971 0.590
DPPratiMediodBGS 0.973 0.519 0.966 0.608 0.969 0.603
DPWrenGABGS 0.974 0.558 0.976 0.659 0.974 0.658
DPZivkovicAGMMBGS 0.970 0.541 0.975 0.617 0.972 0.608
FuzzyChoquetIntegral 0.969 0.667 0.981 0.551 0.975 0.665
FuzzySugenoIntegral 0.970 0.665 0.984 0.568 0.977 0.657
GMG 0.977 0.505 0.972 0.688 0.974 0.653
KDE 0.985 0.438 0.941 0.759 0.961 0.640
LBAdaptiveSOM 0.979 0.593 0.969 0.699 0.973 0.688
LBFuzzyAdaptiveSOM 0.981 0.515 0.960 0.745 0.970 0.680
LBFuzzyGaussian 0.967 0.591 0.984 0.597 0.975 0.636
LBMixtureOfGaussians 0.966 0.562 0.980 0.561 0.972 0.597
LBSimpleGaussian 0.968 0.527 0.978 0.610 0.973 0.609
MOGV1BGS 0.959 0.669 0.989 0.482 0.974 0.555
MOGV2BGS 0.972 0.525 0.978 0.622 0.974 0.641
MultiLayerBGS 0.973 0.721 0.984 0.631 0.979 0.687
SGMM-SOD 0.989 0.651 0.961 0.833 0.974 0.766
SigmaDeltaBGS 0.961 0.590 0.988 0.500 0.974 0.567
T2FGMM_UM 0.959 0.547 0.983 0.373 0.971 0.453
T2FGMM_UV 0.978 0.499 0.966 0.698 0.971 0.647
T2FMRF_UM 0.954 0.575 0.986 0.316 0.970 0.502
T2FMRF_UV 0.971 0.559 0.974 0.567 0.972 0.607
VuMeter 0.967 0.658 0.978 0.552 0.972 0.616
Tabla 4.7: Puntuación Limite AND
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En la tabla 4.8, se pueden observar los resultados de la evaluación de la operación
OR que se asemejan a los obtenidos en el segmentador Persona-Fondo, dado que esta
operación busca cubrir por completo a las personas por lo que se acierta mucho en la
clasiﬁcación de fondo, pero la de frente falla puesto que hay píxeles en los que se falla
su clasiﬁcación.
PF PFR RF RFR F1F F1FR
AdaptiveBGLearning 0.999 0.110 0.492 0.976 0.647 0.340
AdaptiveMedianBGS 0.999 0.110 0.491 0.987 0.646 0.336
GrimsonGMMBGS 0.999 0.104 0.462 0.996 0.617 0.328
EigenbackgroundBGS 0.999 0.111 0.492 0.994 0.646 0.338
MeanBGS 0.999 0.110 0.493 0.991 0.647 0.337
PratiMediodBGS 0.999 0.110 0.492 0.978 0.647 0.339
WrenGABGS 0.999 0.110 0.493 0.989 0.647 0.337
ZivkovicAGMMBGS 0.999 0.111 0.495 0.993 0.648 0.338
FuzzyChoquetIntegral 0.999 0.111 0.494 0.987 0.647 0.337
FuzzySugenoIntegral 0.999 0.111 0.495 0.987 0.648 0.338
GMG 0.999 0.111 0.495 0.977 0.649 0.344
KDE 0.999 0.103 0.462 0.976 0.620 0.332
AdaptiveSOM 0.999 0.109 0.490 0.980 0.645 0.340
FuzzyAdaptiveSOM 0.999 0.108 0.485 0.988 0.640 0.334
FuzzyGaussian 0.999 0.111 0.497 0.984 0.650 0.339
MixtureOfGaussians 0.999 0.111 0.496 0.992 0.649 0.338
SimpleGaussian 0.999 0.111 0.494 0.989 0.647 0.338
MOGV1BGS 0.998 0.111 0.498 0.980 0.651 0.338
MOGV2BGS 0.998 0.110 0.492 0.974 0.646 0.341
MultiLayerBGS 0.998 0.111 0.498 0.973 0.652 0.346
SGMM-SOD 0.999 0.109 0.487 0.982 0.642 0.341
SigmaDeltaBGS 0.998 0.111 0.498 0.974 0.652 0.344
T2FGMM_UM 0.999 0.110 0.493 0.978 0.647 0.336
T2FGMM_UV 0.999 0.110 0.489 0.994 0.643 0.336
T2FMRF_UM 0.998 0.109 0.493 0.970 0.648 0.340
T2FMRF_UV 0.998 0.109 0.490 0.972 0.644 0.339
VuMeter 0.997 0.111 0.495 0.974 0.649 0.344
Tabla 4.8: Puntuación Limite OR
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4.4.5. Segunda Aproximación
Dado que el objetivo del proyecto es el desarrollo de un segmentador Persona-
Fondo usando la información de segmentación Frente-Fondo, en esta aproximación se
han combinado las máscaras obtenidas de los segmentadores Persona-Fondo y Frente-
Fondo, aplicando un ﬁltrado por reconstrucción ya explicado en el capítulo 3.
En la evaluación se presenta la tabla 4.9, la cual contiene las medidas promedio de
las puntuaciones para todos los vídeos y sobre cada segmentador, teniendo seis tablas
con mayor detalle en el apéndice D sección D.2dándonos cada una de las tablas la
información de una puntuación de cada vídeo para la segunda aproximación.
Además de observar estas tablas, nos debemos ﬁjar en la tabla 4.4 en la sección
4.4.1, dado que es la base de nuestro segmentador Persona-Fondo.
Como se puede apreciar en la tabla 4.9 y para más detalle en las secciones D.2
del apéndice D, se consigue una mejora signiﬁcativa en las puntuaciones obtenidas
tanto para fondo como para frente. Sin duda alguna, la mejora más signiﬁcativa se
produce en referencia al frente, dado que si nos ﬁjamos en la tabla 4.4 de la sección
4.4.1, las puntuaciones de frente sufren una mejora de mayor grado que las de fondo.
Esto se debe a que, la información las máscaras de los segmentadores Frente-Fondo
que están deﬁnidas para deﬁnir con mucha precisión la máscara de frente, ayudan
a eliminar las clasiﬁcaciones erróneas del segmentador Persona-Fondo puesto que las
mismas han sido generadas por errores en los niveles de conﬁanza dados a dichos
píxeles. Además de las puntuaciones, tenemos el porcentaje de mejora con respecto
al algoritmo Persona-Fondo original, calculado sobre los datos de la tabla 4.4, que
como cabría esperan en la mayor parte de las puntuaciones mejora, pero en algunas
otras tiene una ínﬁma pérdida. En muchos casos el porcentaje es muy elevado, pero
realmente no es tanto puesto que el valor del algoritmo original es muy bajo por tanto,
cuanto se tiene una mejora destacable el porcentaje de mejora se dispara.
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PF(%D) PFR(%D) RF(%D) RFR(%D) F1F(%D) F1FR(%D)
AdaptiveBGLearning 0.998(0.1) 0.154(44.3) 0.570(19) 0.962(-0.5) 0.704(11) 0.388(14.5)
DPAdaptiveMedianBGS 0.998(0.1) 0.202(89.3) 0.621(29.7) 0.964(-0.3) 0.744(17.3) 0.394(16.2)
DPEigenbackgroundBGS 0.997(0) 0.127(19) 0.531(10.9) 0.964(-0.3) 0.676(6.6) 0.361(6.5)
DPGrimsonGMMBGS 0.998(0.1) 0.148(39.7) 0.572(19.4) 0.964(-0.3) 0.709(11.8) 0.376(10.9)
DPMeanBGS 0.998(0.1) 0.185(73.3) 0.596(24.5) 0.964(-0.3) 0.724(14.2) 0.391(15.3)
DPPratiMediodBGS 0.996(-0.1)0.233(118.3)0.643(34.3) 0.935(-3.3) 0.759(19.7) 0.422(24.5)
DPWrenGABGS 0.998(0.1) 0.173(62.1) 0.597(24.7) 0.964(-0.3) 0.727(14.6) 0.381(12.4)
DPZivkovicAGMMBGS 0.998(0.1) 0.171(60.2) 0.600(25.3) 0.964(-0.3) 0.730(15.1) 0.389(14.7)
FuzzyChoquetIntegral 0.993(-0.4) 0.301(182) 0.673(40.5) 0.874(-9.6) 0.777(22.5) 0.466(37.5)
FuzzySugenoIntegral 0.996(-0.1) 0.253(137) 0.652(36.2) 0.921(-4.8) 0.765(20.6) 0.434(28)
GMG 0.998(0.1) 0.166(55.5) 0.602(25.7) 0.958(-1) 0.731(15.3) 0.411(21.2)
KDE 0.998(0.1) 0.133(24.6) 0.547(14.2) 0.959(-0.8) 0.689(8.7) 0.369(8.8)
LBAdaptiveSOM 0.998(0.1) 0.210(96.8) 0.636(32.8) 0.958(-1) 0.757(19.4) 0.400(18)
LBFuzzyAdaptiveSOM 0.998(0.1) 0.154(44.3) 0.572(19.4) 0.964(-0.3) 0.708(11.6) 0.372(9.7)
LBFuzzyGaussian 0.998(0.1) 0.174(63) 0.600(25.3) 0.964(-0.3) 0.728(14.8) 0.397(17.1)
LBMixtureOfGaussians 0.998(0.1) 0.176(64.9) 0.601(25.5) 0.964(-0.3) 0.729(15) 0.400(18)
LBSimpleGaussian 0.998(0.1) 0.156(46.2) 0.577(20.5) 0.964(-0.3) 0.711(12.1) 0.386(13.9)
MOGV1BGS 0.998(0.1) 0.242(126.7)0.657(37.2) 0.961(-0.6) 0.771(21.6) 0.414(22.1)
MOGV2BGS 0.997(0) 0.126(18.1) 0.534(11.5) 0.964(-0.3) 0.678(6.9) 0.369(8.8)
MultiLayerBGS 0.997(0) 0.310(190.4)0.701(46.4) 0.935(-3.3) 0.803(26.6) 0.448(32.2)
SGMM-SOD 0.998(0.1) 0.252(136.1) 0.661(38) 0.953(-1.5) 0.774(22.1) 0.421(24.2)
SigmaDeltaBGS 0.998(0.1) 0.183(71.5) 0.606(26.5) 0.957(-1.1) 0.732(15.4) 0.416(22.7)
T2FGMM_UM 0.997(0) 0.233(118.3)0.631(31.8) 0.934(-3.4) 0.749(18.1) 0.417(23)
T2FGMM_UV 0.998(0.1) 0.137(28.4) 0.554(15.7) 0.964(-0.3) 0.694(9.4) 0.369(8.8)
T2FMRF_UM 0.993(-0.4)0.305(185.8)0.653(36.4)0.855(-11.6)0.762(20.2) 0.469(38.3)
T2FMRF_UV 0.998(0.1) 0.185(73.3) 0.594(24) 0.963(-0.4) 0.722(13.9) 0.396(16.8)
VuMeter 0.994(-0.3)0.304(184.8)0.691(44.3) 0.908(-6.1) 0.793(25.1) 0.458(35.1)
Tabla 4.9: Puntuación Reconstrucción Mejora Segmentador Persona-Fondo mostran-
do el porcentaje de incremento con respecto a la tabla 4.4.
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En cuanto al fondo, también se mejora puesto que al eliminar los errores de las
máscaras del segmentador Persona-Fondo dichas zonas clasiﬁcadas erróneamente co-
mo frente pasan a ser fondo y por tanto se obtiene una mejora en las puntuaciones
del mismo. Las pérdidas que se aprecian en el recall de frente vienen dadas, por el
hecho de que al mejorar la precisión de frente se ve reducido de manera ínﬁma el
valor del recall. Si ya nos ﬁjamos en las tablas de la sección D.2 en el apéndice D más
detenidamente, se observa que las mejoras tienen mucha dependencia de los vídeos
del dataset y del segmentador utilizado. Por tanto, si solo observamos el promedio
de dichas tablas, observamos una mejora signiﬁcativa del algoritmo de segmentación
Persona-Fondo.
Con las tablas quedan claros los datos, pero sin duda observar la mejora de los
resultados nos ayudará a apreciar con más detalle la mejora obtenida.
Figura 4.11: Imágenes (1) Algoritmo Persona-Fondo Desarrollado
Figura 4.12: Imágenes (2) Algoritmo Persona-Fondo Desarrollado
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A través de las Figuras y 4.12, se puede apreciar de manera signiﬁcativa la me-
jora obtenida a través del algoritmo desarrollado. Se puede apreciar que, se eliminan
prácticamente todas las zonas de errónea clasiﬁcación como frente por el algoritmo
original. Sí que es cierto, que hay ciertas zonas que no son eliminadas teniendo su
motivo en la calidad de la segmentación Frente-Fondo, ya que es la información in-
troducida para mejorar el algoritmo.
Una vez que tenemos ambas evaluaciones, tanto la visual como la de puntuaciones
nos comparamos con las tablas 4.7 y 4.8 de la sección 4.4.4 que son los límites que
hemos establecido para frente y para fondo respectivamente, y estamos dentro de los
mismos par todos los segmentadores en algunos casos se mejora y en otros se empeora,
por lo que los límites que se establecieron guardan relación con las puntuaciones
obtenidas en esta evaluación.
En esta aproximación buscamos mejorar la segmentación Persona-Fondo, por lo
que si se sigue la evaluación de [2], se van a aplicar ahora los factores de penalización
para la puntuación falsos positivos como en la evaluación del algoritmo original. En
este caso, se van a mostrar gráﬁcas de las puntuaciones a las cuales está modiﬁcación
afecta en mayor medida.
Figura 4.13: Gráﬁca puntuación PF de la segunda aproximación para distintos factores
de penalización
En las Figuras 4.13 y 4.14 se pueden apreciar el efecto que provocan los factores
de penalización, el cual cumple con lo que cabría esperar, puesto que el algoritmo
original penaliza más los falsos positivos que otros tipos de segmentadores, por tanto,
a medida que se aumenta el factor el valor de la puntuación es menor, pero esta
pérdida es ínﬁma por lo que se mantiene estable. No se muestran en las gráﬁcas el
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Figura 4.14: Gráﬁca puntuación RFR de la segunda aproximación para distintos fac-
tores de penalización
resultado de todos los segmentadores, puesto que por problemas de visibilidad se han
reducido el número de segmentadores a mostrar.
Para concluir, las mejoras obtenidas en esta aproximación son claras tanto vi-
sualmente como por la evaluación realizada. Además de esta forma de uniﬁcar las
informaciones disponibles, existen múltiples más las cuales se podrían haber desarro-
llado.
4.4.6. Tercera Aproximación
Como ya se comentó anteriormente, tras los resultados obtenidos en la aproxima-
ción anterior siendo esta el objetivo de este proyecto, se pensó en realizar la misma
aproximación que en la anterior pero buscando mejorar la segmentación Frente-Fondo.
Al igual que en el caso anterior, se ha realizado la evaluación sobre todo el dataset
del proyecto además de todos los segmentadores disponibles. Por tanto, también se
dispone en la sección D.3 en el apéndice D, de seis tablas pertenecientes a las seis
puntuaciones obtenidas en la evaluación. Se presentan ahora los resultados promedio
obtenidos en la evaluación de esta aproximación.
Si se observan los resultados obtenidos en la evaluación en la tabla 4.10, se aprecian
buenas puntuaciones para frente como para fondo teniendo en mente que este tipo de
algoritmos buscan una clasiﬁcación lo más ajustada posible a los objetos de frente.
Además, nos hemos de ﬁjar en los resultados obtenidos para los segmentadores Frente-
Fondo originales en la tabla 4.5 en la sección 4.4.2 de este capítulo. Se obtienen en este
caso mejoras no tan signiﬁcativas como en la aproximación anterior tanto para frente
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como para fondo. Cabe destacar, que ya de por sí los algoritmos Frente-Fondo al haber
sido conﬁgurados a su punto óptimo, ya generaban buenos resultados por si solos por
lo que su mejora es en eliminación de los ruidos generados por los segmentadores y
otras posibles problemáticas ya anteriormente nombradas.
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PF(%D) PFR(%D) RF(%D) RFR(%D) F1F(%D) F1FR(%D)
AdaptiveBGLearning 0.970(0) 0.444(6.2) 0.963(0.3) 0.604(-0.5) 0.966(0.1) 0.572(2.3)
DPAdaptiveMedianBGS 0.979(0) 0.575(3.2) 0.962(0.2) 0.707(-1.1) 0.970(0.1) 0.671(1.8)
DPEigenbackgroundBGS 0.973(-1.3) 0.497(52.9) 0.963(9.7) 0.671(-20.6) 0.967(4.5) 0.606(9.8)
DPGrimsonGMMBGS 0.986(1.3) 0.349(26.7) 0.888(-7.4) 0.836(23.1) 0.931(3.5) 0.580(1.5)
DPMeanBGS 0.968(0) 0.517(4.4) 0.969(0.3) 0.592(-1.7) 0.968(0.2) 0.580(2.5)
DPPratiMediodBGS 0.975(0.1) 0.493(3.8) 0.958(0.1) 0.626(0.8) 0.965(0.1) 0.594(2.9)
DPWrenGABGS 0.974(0) 0.532(5.8) 0.971(0.4) 0.674(-1.5) 0.972(0.2) 0.652(2.8)
DPZivkovicAGMMBGS 0.970(0) 0.527(3.3) 0.970(0.2) 0.636(-1.4) 0.970(0.2) 0.603(1.7)
FuzzyChoquetIntegral 0.969(0) 0.646(5.7) 0.976(0.3) 0.565(-1.6) 0.972(0.1) 0.659(3.5)
FuzzySugenoIntegral 0.970(0) 0.646(6.8) 0.981(0.4) 0.581(-1.7) 0.976(0.2) 0.656(3.8)
GMG 0.977(0) 0.483(3.4) 0.966(0.1) 0.698(-0.3) 0.971(0) 0.644(1.1)
KDE 0.985(0) 0.373(14.8) 0.917(1.8) 0.769(-0.3) 0.948(1) 0.590(7.3)
LBAdaptiveSOM 0.979(0) 0.557(5.5) 0.959(0.2) 0.710(-0.6) 0.969(0.2) 0.672(1.8)
LBFuzzyAdaptiveSOM 0.982(0) 0.476(5.1) 0.947(0.3) 0.762(-0.9) 0.963(0.1) 0.659(2.8)
LBFuzzyGaussian 0.968(0) 0.575(4.5) 0.981(0.2) 0.610(-1.1) 0.974(0.1) 0.635(2.3)
LBMixtureOfGaussians 0.966(0) 0.545(2.4) 0.976(0.2) 0.579(-1.7) 0.971(0.1) 0.595(1.5)
LBSimpleGaussian 0.969(0) 0.506(5) 0.974(0.4) 0.625(-1.4) 0.970(0.1) 0.604(2.2)
MOGV1BGS 0.959(0) 0.655(3.3) 0.987(0.2) 0.490(-0.6) 0.973(0.1) 0.556(1.6)
MOGV2BGS 0.972(0) 0.505(5.6) 0.973(0.5) 0.630(-0.3) 0.972(0.3) 0.632(3.4)
MultiLayerBGS 0.974(0) 0.706(2.2) 0.981(0) 0.639(-0.2) 0.977(0) 0.684(0.6)
SGMM-SOD 0.990(0) 0.622(5.1) 0.948(0.2) 0.847(-0.4) 0.967(0.1) 0.749(2.6)
SigmaDeltaBGS 0.962(0) 0.573(3.8) 0.986(0.2) 0.507(-0.4) 0.973(0) 0.566(1.4)
T2FGMM_UM 0.960(0.1) 0.540(7.4) 0.980(0.6) 0.382(-1.3) 0.969(0.3) 0.452(3.9)
T2FGMM_UV 0.978(0) 0.476(7.2) 0.957(0.4) 0.719(-1.2) 0.967(0.2) 0.635(3.3)
T2FMRF_UM 0.954(0) 0.570(13.8) 0.985(0.7) 0.319(-0.9) 0.969(0.4) 0.502(4.8)
T2FMRF_UV 0.971(0.1) 0.535(7.2) 0.970(0.8) 0.572(-0.5) 0.970(0.5) 0.599(3.6)
VuMeter 0.966(0) 0.637(2.1) 0.973(0.2) 0.559(-0.4) 0.968(0) 0.607(1.3)
Tabla 4.10: Puntuación Reconstrucción Mejora Segmentador Frente-Fondo mostrando
el porcentaje de incremento con respecto a la tabla 4.5.
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También se puede apreciar en la tabla 4.10, que el porcentaje de mejora en algunos
casos es negativo y en otros positivos lógicamente puesto que al mejorar las máscaras
de salida las puntuaciones han de verse modiﬁcadas con respecto a las originales, y
pese a que en algún caso alguna medida tenga un porcentaje reseñable de pérdida lo
obtiene como mejora en otra puntuación. Para el fondo se obtiene una mejora escasa
dado que lo que mejoramos son la eliminación del alguna clasiﬁcación errónea como
frente, por lo que las puntuaciones que si se ven mejoradas son las relativas al frente
como era de esperar.
Al igual que en la aproximación anterior se presentan ahora unos resultados vi-
suales, con el motivo de obtener una mejor apreciación de las mejoras obtenidas.
Figura 4.15: Imágenes (1) Algoritmo Frente-Fondo Desarrollado
Figura 4.16: Imágenes (2) Algoritmo Frente-Fondo Desarrollado
A través de las Figuras 4.15 y 4.16, se puede apreciar la mejora obtenida a través
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del algoritmo desarrollado. Se puede apreciar que, se eliminan zonas donde la clasi-
ﬁcación ha sido errónea de frente por el algoritmo original. Sí que es cierto, que hay
ciertas zonas que no son eliminadas teniendo su motivo en la calidad de la segmenta-
ción Persona-Fondo, ya que es la información introducida para mejorar el algoritmo.
Una vez que tenemos ambas evaluaciones, tanto la visual como la de puntuaciones
nos comparamos con las tablas 4.7 y 4.8 de la sección 4.4.4 que son los límites que
hemos establecido de frente y fondo respectivamente, y estamos dentro de los mismos
par todos los segmentadores en algunos casos se mejora y en otros se empeora, por lo
que los límites que se establecieron guardan relación con las puntuaciones obtenidas
en esta evaluación.
En esta aproximación buscamos mejorar la segmentación Frente-Fondo usando la
información de la segmentación Persona-Fondo. por lo que si se sigue la evaluación
de [2], se van a aplicar ahora los factores de penalización para la puntuación falsos
positivos como en la evaluación del algoritmo Persona-Fondo. En este caso, se van a
mostrar gráﬁcas de las puntuaciones a las cuales está modiﬁcación afecta en mayor
medida.
Figura 4.17: Gráﬁca puntuación PF de la tercera aproximación para distintos factores
de penalización
En las Figuras 4.17 4.18 se pueden apreciar el efecto que provocan los factores
de penalización, el cual cumple con lo que cabría esperar, puesto que el algoritmo
original penaliza más los falsos positivos que otros tipos de segmentadores, por tanto,
a medida que se aumenta el factor el valor de la puntuación es menor. En este caso es
al contrario que en el resto de las aproximaciones, los factores de penalización afectan
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Figura 4.18: Gráﬁca puntuación RFR de la tercera aproximación para distintos fac-
tores de penalización
en mayor medida, puesto que los segmentadores Frente-Fondo no están diseñados para
clasiﬁcar de manera precisa el fondo, sino que buscan la clasiﬁcación ﬁna del frente.
Para ﬁnalizar, en esta aproximación las mejoras observadas en las puntuaciones
no son tan claras como en la anterior, pero si es cierto que visualmente se apre-
cian mejoras claras. Además del desarrollo realizado se podrían haber realizado otras
implementaciones diversas para mejorar los resultados.
4.4.7. Conclusiones
Para concluir con el capítulo, los algoritmos de segmentación Persona-Fondo como
ya suponíamos nos daban puntuaciones altas en referencia al fondo, puesto que su
objetivo principal es clasiﬁcar de forma correcta las zonas donde no encontramos
personas. Por su parte, los segmentadores Frente-Fondo nos dan una correcta y ﬁna
de clasiﬁcación de los objetos de frente ya que este es su objetivo. En el caso de
la primera aproximación, los resultados obtenidos no han sido los esperados debido
alta variabilidad de los mapas de conﬁanza. Por tanto, al unir ambas informaciones
en las dos aproximaciones realizadas, la primera de estas la mejora del algoritmo
de segmentación Persona-Fondo y en la segundo que tuvo lugar a colación de los
resultados de la primera, se mejoran los resultados obtenidos de forma independiente
obteniendo puntuaciones superiores y un resultado visual con mejoría, como los que
se han mostrado en secciones anteriores.
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Por tanto, ambas aproximaciones nos dan una mejora signiﬁcativa tanto para
frente como para fondo, además de conseguir prácticamente eliminar los posibles
errores generados en cada uno de las dos segmentaciones de forma independiente.

Capítulo 5
Conclusiones y Trabajo Futuro
5.1. Conclusiones
Al principio de este proyecto en la sección 1, se ha expuesto la gran evolución que
ha generado la tecnología de tratamiento de vídeo a lo largo del tiempo, las posibles
problemáticas a grandes rasgos del análisis de vídeo que se realiza en la actualidad.
También se han expuesto de manera escueta las dos ramas de la segmentación que se
iban a usar en este proyecto con sus ventajas e inconvenientes. Tras esto, se expuso el
objetivo principal del proyecto el cual es la mejora de la segmentación Persona-Fondo
utilizando la información de la segmentación Frente-Fondo.
Posteriormente, se ha analizado el Estado del Arte de la segmentación Persona-
Fondo y Frente-Fondo, capítulo 2. En él se han analizado algoritmos de segmentación
Persona-Fondo, sección 2.2, y algoritmos de segmentación Frente-Fondo, sección 2.3.
Tras el estudio de ambas segmentaciones, se extrajeron las metodologías utilizadas en
los algoritmos al igual que sus principales ventajas e inconvenientes de los mismos.
Una vez se tenía la información necesaria, en el capítulo 3, se ha explicado en
detalle el algoritmo que se ha escogido de la segmentación Persona-Fondo, sección
3.2, se han seleccionado los algoritmos de segmentación Frente-Fondo de una amplía
selección disponible, sección 3.3, así mismo cada uno de los seleccionados han sido
explicados en el apéndice B.
A continuación se desarrollaron las aproximaciones presentadas en este trabajo
3.4, la primera aproximación 4.4.3 era aplicar la información que generan los seg-
mentadores Frente-Fondo sobre los mapas de conﬁanza generados por el segmentador
Persona-Fondo, se observó que la mejora era mínima, esto se debe principalmente al
comportamiento intermitente de la segmentación Persona-Fondo, por lo que la apli-
cación directa del modelado de fondo a esta no consigue grandes mejoras. Tras esto,
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se desarrolló la segunda aproximación 4.4.5 la cual trataba de unir las informaciones
de ambas segmentaciones a través de sus máscaras binarias de salida para mejorar
la segmentación Persona-Fondo, obteniendo esta vez sí una mejora sustancial de los
resultados del segmentador original. Por último, se realizó una tercera aproximación
4.4.6 siguiendo esta el mismo proceso para mejora de la segmentación Frente-Fondo
que en la segunda aproximación, pudiéndose observar mejoras en la segmentación
Frente-Fondo.
Tras esto, se procedió a la evaluación, sección 4, para la segmentación Persona-
Fondo original, sección 4.4.1, como para los segmentadores Frente-Fondo, sección
4.4.2. Por tanto, ya teniendo una base de los resultados originales, se procedió a la
evaluación del algoritmo propuesto, secciones 4.4.3, 4.4.5 y 4.4.6.
Una vez realizada la evaluación, se puede concluir que se ha alcanzado el objetivo
principal del proyecto siendo este, la mejora de la segmentación Persona-Fondo gracias
a la adición de la información de segmentación Frente-Fondo. Ya sea visualmente como
con las puntuaciones, la mejora obtenida es signiﬁcante ya sea en Precisión, Recall o
F1Score. En el caso de la segmentación Persona-Fondo, obtenemos una mejora clara
en las puntuaciones del frente, puesto que se eliminan falsas detecciones y por tanto la
precisión y recall aumentan en comparación a la originales. Además, se consiguió otro
objetivo que no estaba en este proyecto, siendo el mismo la mejora de la segmentación
Frente-Fondo, utilizando la información de segmentación Persona-Fondo. Las mejoras
obtenidas no son tan signiﬁcantes como en el objetivo principal del proyecto, pero
si se han de tener en cuenta. En este caso, la mejora que se obtiene es la corrección
de clasiﬁcaciones erróneas de frente, como puedan ser fantasmas, sombras y otras
problemáticas.
5.2. Trabajo Futuro
Una vez ﬁnalizado este proyecto, existen diversas opciones de investigación futuras
a través de las cuales se podrían mejorar los resultados obtenidos en este proyecto.
Por lo que, se van a resumir ahora algunas de las ideas posibles:
1. En primer lugar, sería interesante el uso de otro tipo de segmentadores Frente-
Fondo distintos a los pertenecientes a Background Subtraction utilizados, dado
que otro utilizar segmentadores con otro enfoque puede mejorar en múltiples
factores. Además, muchos de ellos pueden contener una algoritmia que favorezca
a tener unos mejores resultados de segmentación.
2. Con respecto a las máscaras obtenidas por cada tipo de segmentación, se po-
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dría aplicar un post-procesado a las máscaras para en el caso de la segmentación
Frente-Fondo con un cierre, por ejemplo, conseguir que las personas estén com-
pletamente clasiﬁcadas como frente (color blanco en la máscara) si no lo están.
A parte de este ejemplo, hay múltiples posibilidades para el post-procesado de
las máscaras.
3. En cuanto a la primera aproximación, debido a que la conﬁanza por el seg-
mentador Persona-Fondo es muy variable sería interesante probar a modelarlo
en el tiempo con otras técnicas, como el modelado de fondos multimodales pa-
ra intentar detectar aquellas regiones que se repiten aleatoriamente de las que
corresponde a personas y en teoría se repetirán de forma más constante en
el tiempo, pudiendo así mejorar con la información temporal la segmentación
Persona-Fondo.
4. En cuanto a las aproximaciones, se podrían haber utilizado diversos métodos
y procesos para unir las informaciones de ambas segmentaciones. Pudiendo ser
uno de los casos, no usar solo las máscaras binarias, sino utilizar los mapas de
conﬁanza en escala de grises y otras muchas implementaciones posibles.
5. Se podrían mejorar aspectos de la arquitectura del algoritmo diseñado para
una mayor eﬁciencia y velocidad de proceso. En cuanto al coste computacional,
no está contemplado como objetivo de este proyectos, pero la ejecución de las
aproximaciones y del sistema ﬁnal, se ve muy afectado por el número de frames
que se van a evaluar.
6. Sería interesante la posibilidad de evaluarnos con otros segmentadores Persona-
Fondo.
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BGS - Background Subtraction.
BRMF - Matriz de Factorización Bayesiana y Robusta.
DBP - Dependet Body Part.
DEBP - Dependet Extend Body Part.
DEBP-P - Dependent Extend Body Part Postprocess.
DECOLOR - Detecting Contiguous Outlier detection in the Low-rank Repre-
sentation.
DGS - Dynamic Group Sparsity.
DMM - Modelos Discretos de Mezcla.
DRMF - Matriz de Factorización Directa y Robusta.
DW - Dyadic Wavelet.
GMM - Modelo Mezcla de Gaussianas.
HOG - Histogram of Gradient.
IBP - Independet Body Part.
IEBP - Independet Extend Body Part.
IMBS - Independet Multimodal Background Subtraction.
IMMC - Incremental Maximum Margin Criterion.
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IRLS - Iteratively Reweighted Least Squares.
ISM - Implicit Shape Model.
KDE - Kernel Density Estimation.
LBP - Local Binary Pattern.
MGM - Mixture Gaussian Model.
MOG - Mezcla de Gaussianas.
MRP - Markov Random Field.
PBAS - Pixel-Based Adaptive Segmenter.
PCA - Principal Component Analysis.
PCP - Principal Component Pursuit.
PRMF - Matriz de Factorización Probabilística y Robusta.
RPCA - Robsut Principal Components Analysis.
SAKBOT - Statical and Knowledge-Based Object Tracker.
STMM - Modelos de Mezcla Student-t.
SVM - Support Vector Models.
TUB - Technical University of Berlin.
ViBe - Visual Background Extractor.
VPU - Video Processing and Understanding Lab.




En este apéndice, se describen los segmentadores Frente-Fondo disponibles en la
biblioteca BGSLibrary sección 3.3.2 del capítulo 3. Se describen de manera breve, sin
entrar en destalles muy especíﬁcos, si reseñando las principales mejoras que introducen
o alguna operativa especíﬁca.
MEDIANA ADAPTATIVA [75]: El algoritmo esta insertado en un tracker, del cual
no se realizará mención alguna puesto que no es el motivo de este proyecto. Se escoge
la mediana adaptativa antes que la media, porque rechaza mejor valores atípicos de
la distribución de los píxeles. Por lo que el cambio de valores sobre una zona de la
imagen no afectará en demasía comparado con la media. Para obtener un modelo de
fondo, se utilizan una secuencia de imágenes para generar con la mediana el modelo.
Posteriormente la actualización del modelo se realiza con una máscara indicando las
regiones de interés que han sufrido modiﬁcaciones.
Posteriormente se aplica un operador Laplaciano, para mejorar el modelo de fondo,
mejorando las zonas que tienen curvaturas. Es muy crítica la decisión del tamaño del
operador. Después ya se aplica la segmentación aplicando una diferencia de frames.
MEDIANA TEMPORAL [76]: Se presenta un algoritmo robusto basado en la
eliminación de fondo, que mejora el algoritmo SAKBOT (Statical and Knowledge-
Based Object Tracker) que mejora la ﬁabilidad en escenarios complejos. En este caso
la inicialización del fondo a de ser rápida y precisa incluso si el inicio de la secuencia no
es limpia (Si hay personas nada más iniciar la secuencia). La aproximación realizada
divide la imagen en bloques de 16x16 píxeles y la actualización de fondo la realiza
selectivamente cuando por bloques cuando el bloque tiene un número suﬁciente de
píxeles sin movimiento. El movimiento se capta con una imagen diferencia obtenida
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de frames consecutivos y umbralizada. Si el 95% de los píxeles en un bloque no sufren
cambios (no hay movimiento) ese bloque es actualizado y si además, esto ocurre más
de diez veces ese bloque se considera estable y no se vuelve a evaluar. Cuando todos
los bloques se consideran estables, el modelo de fondo ya está listo.
Para la actualización del modelo se una la mediana temporal, previamente se han
almacenado para cada píxel un vector con sus k valores de intensidad de nivel de
gris en el tiempo. Dentro del vector se ordena los valores por intensidad para luego
realizar la mediana de estos y así se estima el modelo de fondo. Para la extracción del
frente se aplica la técnica básica de diferencia de frames. Posteriormente la máscara
se obtiene usando dos umbrales, uno bajo para eliminar ruido y el otro alto para
localizar una variación grande de intensidad, ambos umbrales son locales. El hecho de
que estos umbrales sean locales es, para combatir la problemática que se encuentra
en esta temática como cambios de iluminación y otros más.
Para la eliminación de sombras se propone el uso de un modelo de detección
de sombras basado en el matiz, saturación y el valor de un espacio de color HSV. El
método usa dos umbrales, el primero para el valor máximo de efecto de oscurecimiento
de las sombras en el fondo y el segundo para prevenir de identiﬁcar como sombras los
puntos donde el fondo está oscurecido de menos con respecto a las sombras. Además,
se aplica una validación de objetos para eliminar los pequeños objetos clasiﬁcados
como frente siendo estos del fondo. Se usa información de color y gradientes de los
objetos.
FUZZY SUGENO INTEGRAL [41]: Se realiza una nueva aproximación de BGS,
se utiliza una estimación no paramétrica de KDE general para generar un modelo
estadístico de fondo. La función de densidad de probabilidad de la intensidad de píxel
se estima directamente de datos. Se aplica un algoritmo de ﬁltrado Kalman, para
estimar iterativamente la apariencia intrínseca de las texturas dinámicas al igual que
las regiones de los objetos de frente.
Para la obtención de las características del color se usa un espacio de color Otha.
Para comprobar la similitud entre el fondo y el frame actual se aplican las caracte-
rísticas de color de incertidumbre del espacio Otha. En el caso de las características
de las texturas se utiliza un operador LBP. Dicho operador etiqueta los píxeles de
un bloque escogiendo un umbral para los vecinos del píxel central y considerando el
resultado dado por el operador.
Para la obtención del frente se usa una integral de tipo Sugeno, para integrar
las características de dos píxeles en la misma posición del fondo y el frame actual y
decidir cuál si son similares o no. Se decide un umbral para ver la similitud.
Para la actualización del fondo, se usa la característica del movimiento del píxel
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para decidir si se actualiza o no, por lo que los píxeles que tengan poco movimiento
serán actualizados por considerarse fondo.
FUZZY CHOQUET INTEGRAL [42]:Se realiza una nueva aproximación de BGS,
se utiliza una estimación no paramétrica de KDE general para generar un modelo
estadístico de fondo. La función de densidad de probabilidad de la intensidad de píxel
se estima directamente de datos. Se aplica un algoritmo de ﬁltrado Kalman, para
estimar iterativamente la apariencia intrínseca de las texturas dinámicas al igual que
las regiones de los objetos de frente.
Para la obtención de las características del color se usa un espacio de color Ohta.
Para comprobar la similitud entre el fondo y el frame actual se aplican las caracte-
rísticas de color de incertidumbre del espacio Otha. En el caso de las características
de las texturas se utiliza un operador LBP. Dicho operador etiqueta los píxeles de
un bloque escogiendo un umbral para los vecinos del píxel central y considerando el
resultado dado por el operador.
Para la obtención del frente se usa una integral de tipo Choquet, para integrar
las características de dos píxeles en la misma posición del fondo y el frame actual y
decidir cuál si son similares o no. Se decide un umbral para ver la similitud.
Para la actualización del fondo, se usa la característica del movimiento del píxel
para decidir si se actualiza o no, por lo que los píxeles que tengan poco movimiento
serán actualizados por considerarse fondo.
FUZZY GAUSSIAN [77]: Uno de los modelos más simples para modelado de
fondo es Running Average, y la posterior extracción de frente se realiza con una
diferencia de frames entre el modelo de fondo y el frame actual, además de la posterior
umbralización. Se propone por tanto un método de sustracción de fondo de tipo fuzzy
usando función de saturación lineal, en lugar de las funciones comunes que se usan
para determinar si el píxel tiene movimiento o no. El resultado se la sustracción de
fondo no es el común, 1 frente y 0 fondo, sino que son valores entre 0 y 1. Previamente
a la binarización la máscara obtenida se pasa por un ﬁltro paso bajo, obteniendo una
mayor ﬁabilidad y robustez para detectar objetos en movimiento.
Para la actualización de fondo aplica una modiﬁcación del Running Average aña-
diéndole teoría fuzzy, puesto que en vez de tener un parámetro del primero global
para el frame lo tiene para cada píxel. Siendo este parámetro la tasa de aprendizaje,
usada para ver cuanta información del modelo de fondo y el frame actual se usan para
actualizar el modelo de fondo.
GAUSSIANA SIMPLE [78]: La mayoría de técnicas da por hecho que las se-
cuencias son imágenes formadas por un fondo ﬁjo y objetos que se mueven. La gran
diferencia entre los métodos es como se modela el fondo, en este caso se utilizan la
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distribución Gaussiana. En este caso se modela el fondo a través de generar una dis-
tribución Gaussiana para cada píxel, por lo que cada píxel está representado por su
media de color y su covarianza. La media de la distancia puede ser con log likehood
o con la distancia de Mahalanobis. Cada distribución es actualizada con cada nuevo
frame.
GAUSSIANA MEDIA [17]: Este algoritmo viene implementado en un tracker, por
lo que solo se explicara la parte relativa a la segmentación. La diferencia con otros
métodos es que no se utiliza el valor de la intensidad del píxel, sino que es la media de
los valores de las planos Y,U y V del frame. Posteriormente se modela el cambio en
el valor del píxel con una distribución Gaussiana. El modelo de fondo y segmentación
se generan como el método de Gaussiana Simple antes descrito.
MEZCLA DE GAUSSIANAS 1[39]: En este algoritmo se modela cada píxel co-
mo una mezcla de Gaussianas, basado en la media y varianza de cada una de las
Gaussianas de la mezcla, se determina cuál de las Gaussianas pertenece al fondo. Las
Gaussianas utilizadas son adaptativas, cada vez que los parámetros de la Gaussia-
na son actualizados, se evalúan las distribuciones se usa una simple heurística para
realizar la hipótesis de cual pertenece al fondo.
En cuanto al modelo de mezcla, cada píxel sufre un proceso siendo esto el cambio
de su valor que se almacena en un vector. El vector de la historia del píxel es modelado
con una mezcla de K Gaussianas. No todas las Gaussianas pesan por igual, sino que
cada una tiene un peso diferente, además de que el número de Gaussianas de la mezcla
se determina según la memoria disponible y el poder de procesamiento del dispositivo
donde se ejecute el algoritmo. Un nuevo píxel en general, será representado por una de
las componentes más predominante en la mezcla y se usará para actualizar el modelo.
Dado que cada píxel tiene una distribución se utiliza una aproximación k-means.
Por lo que la aparición de un valor nuevo de píxel se busca en todas las distribuciones
hasta que exista una coincidencia, siendo la coincidencia no exacta pudiendo tener
una desviación el valor de 2.5, siendo este valor modiﬁcable para cada distribución.
Si no hay coincidencia, la distribución menos probable es sustituida por una nueva
creada a partir del nuevo valor.
En cuanto al modelado de fondo, nos interesa la distribución Gaussiana con mayor
evidencia y menor varianza. Se ordenan las Gaussianas según el valor de su peso entre
la varianza, siendo este valor el que incrementa a una distribución con más evidencia
como la varianza disminuye. Se vuelven a estimar los parámetros de la mezcla y es
suﬁciente para clasiﬁcar las distribuciones para ver cuál sirve para el fondo.
MEZCLA DE GAUSSIANAS 2[79]: El algoritmo es una mejora del algoritmo
desarrollado en [80], dado que no solo los parámetros sino que también el número de
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componentes se adapta para cada píxel. En este caso utiliza el modelo de mezcla de
Gaussianas [39], ya explicado anteriormente. En cuanto a la selección del número de
componentes, el peso de cada Gaussiana nos da la información de cuanto se parece
un dato a esa distribución, por lo que si observamos todos los pesos de las Gaussianas
se genera una distribución multimodal. Aplicando una función buscando obtener el
más parecido, podemos estimar el peso de cada Gaussiana por lo que se puede ver
cuantas componentes son necesarias para cada píxel.
MEZCLA DE GAUSSIANAS 3[18]: Es la misma implementación que [39], antes
explicado pero en el cálculo de las distancias utiliza la distancia Mahalanobis .
TYPE-2 FUZZY GMM-UM [40]: Se propone para el modelado de fondo el uso
de un modelo de mezcla de Gaussianas con Type-2 Fuzzy. Este modelo parte de la
mezcla de Gaussianas. El modelo usado es T2 FMGM [81], en cuanto a la aplicación
del modelado de fondo, cada píxel se caracteriza por la intensidad del color. MGM se
compone de K mezclas de componentes de Gaussianas multivariadas la diferencia con
otros modelos es que, el vector de medias no es conocido por lo que puede utilizarse
para secuencias en las que no funcionen las distribuciones que necesitan conocer las
medias.
La detección de frente consiste en clasiﬁcar el píxel como fondo o frente, Se orden
las Gaussianas como en [81] ordenando las Gaussianas que representan el fondo con
los pesos mayores con una varianza pequeña.
TYPE-2 FUZZY GMM-UV [40]: Es idéntico al algoritmo anterior pero la incerti-
dumbre la tiene en la varianza.
TYPE-2 FUZZY GMM-UM con MRF [82]: El algoritmo es una mejora de TYPE-
2 FUZZY GMM-UM[40], aplicando proceso Bayesiano aplicando restricciones espacio
temporales para mejorar el etiquetado en la detección.
TYPE-2 FUZZY GMM-UM con MRF [82]:El algoritmo es una mejora de TYPE-2
FUZZY GMM-UV[40], aplicando proceso Bayesiano aplicando restricciones espacio
temporales para mejorar el etiquetado en la detección.
BGS TEXTURAS [83]: El algoritmo usa operadores LBP, puesto que es un gran
para obtener las características de textura. El operador etiqueta el píxel de una imagen
realizando una umbralización del vecindario. El modelado de fondo realiza el modelado
a nivel de píxel que nos permite tener una mayor velocidad de procesamiento. Se
considera el vector de características de un píxel a lo largo del tiempo como un
proceso, se calcula el histograma con la información del LBP sobre un radio circular
desde el píxel. Cada modelo de histograma tiene un peso para poder saber cuál es
el que represente el modelo. Se obtiene el histograma del nuevo frame y se compara
con el modelo de histogramas que tenemos buscando una coincidencia, y tras eso
90 APÉNDICE B. DESCRIPCIÓN ALGORITMOS FONDO-FRENTE
se aplica una medida de la distancia entre los histogramas. Aplicando después una
umbralización con la distancia, si hay coincidencia se denota como fondo y si no
ocurriese seria frente.
TEXTURE-BASED FOREGROUND DETECTION WITH MRF [84]: Es una
mejora del algoritmo TBMOD [83], añade una detección global de cambios en la escena
y para ello lo que hace es cambiar el espacio de color de la cámara de captación a Luv.
Si la diferencia de frames sumando los valores totales es mayor que un umbral signiﬁca
que hay un cambio global de la escena, por lo que nos hace robustos a cambios de
iluminación. Además añade un operador LBP, que trabaja con las texturas en escala
de grises. Se calcula sobre vecindarios de 5x5, mejorando al de la primera versión.
Cada canal del frame es normalizado entre 0 y 255, después el frame se transforma
a escala de grises para aplicar LBP y obtener los histogramas de los valores para
cada píxel. El proceso de actualización sigue siendo el mismo que el original además
de ayudarse para el proceso con MRF. Para la segmentación se aplica calculo de
distancias y un umbral para la decisión de frente o fondo.
MULTI-LAYER BGS [85]: En este algoritmo se trabaja con las características de
textura y color, usando LBP para textura y medidas fotométricas de la invarianza del
color. En cuanto a LBP trabaja etiquetando el píxel como fondo o frente umbralizando
el vecindario del píxel con el píxel central. La medida fotométrica de la invarianza del
color se usa porque nos da una invarianza a los cambios de iluminación
El modelo de fondo utiliza la información de texturas y color, consiste en una
lista de modos aprendidos de los datos observados hasta el frame actual. El menor de
todos ellos es el representante del fondo, cada píxel tiene un tamaño diferente de lista
dependiendo de la variación de valor que hayan tenido. Cada modo está constituido
por 7 componentes, los vectores de color, la información de LBP, los pesos y el número
de la capa que tiene el modo de fondo. Para la actualización del modelo, obtienen la
información del LBP y el color para buscar si algún modo del fondo lo tiene. Si no se
encuentra nada, se genera un nuevo modo con la información actual.
MULTICUE BGS[86]: El método propuesto emplea tres tipos de informaciones,
la información de textura para obtener información de la ordenación geométrica de
las intensidades de los píxeles, la segunda es el color de píxel para compensar los
inconvenientes de las texturas y por último una región de apariencia para eliminar
errores en el frente.
El frame que entra es convolucionado con un operador Gaussiano para eliminar el
ruido y alta frecuencia, tras esto se cambia el espacio de color de RGB a HSV. En este
método para el modelo de fondo tenemos dos niveles, usando codebooks para texturas
y para color. Además la sustracción del fondo se realiza en dos niveles, el primero a
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nivel de píxel utilizando el codebook de texturas y el de color para corregir errores.
Posteriormente se aplican operaciones morfológicas para eliminar falsos negativos.
El segundo nivel es sobre las regiones, se aplica una veriﬁcación de los blobs por
la apariencia lo que nos da los resultados ﬁnales de detección.
Los codebooks utilizados están basados en cajas que no hacen suposiciones sobre
cambios de iluminación. Para la sustracción de fondo a nivel de píxel se genera un
mapa inicial de frente con los operadores de texturas y color. Se eliminan puntos
erróneos generados por los operadores de color y texturas.
A nivel de región se aplica un mapa de componentes conexas para detectar las
regiones.
GMG [87]: Aplica un método probabilístico de segmentación de fondo. El sistema
para cada píxel genera un histograma de color con las componentes RGB, y para
eliminar el ruido de la cámara aplica una cuantiﬁcación del espacio de color. Para
obtener un modelo de fondo toma los N primeros frames para obtener la función
de probabilidad de masa de cada píxel, o lo que es lo mismo el modelo de fondo.
Posteriormente genera una operación de elevación para generar un vector único de
características. Este vector va almacenando los valores de cada frame y posteriormente
se realiza la media de los valores.
Posteriormente se aplica una regla Bayesiana, para obtener la probabilidad de que
cada píxel pertenezca a fondo o a frente. Tras esto se genera una máscara binaria para
después aplicar un método de componentes conexas.
VUMETER [88]: Se propone un modelo no paramétrico basado en la estimación
de una densidad de probabilidad discreta. El modelo probabilístico utiliza el valor
de las componentes RGB de cada píxel, toma cada píxel como una variable aleatoria
discreta con posibilidad de tener dos estados, fondo o frente. La probabilidad de ser
fondo o frente depende del vector de color y de la posición del píxel, usando una
función de más para obtener dicha probabilidad.
El modelo de actualización se realiza cada nuevo frame, siendo lo que se actualiza
la función de masa. Al ser un algoritmo pensado para coches, se usa una función de
observación de verosimilitud. Cada coche se toma como un blob a analizar, teniendo
en cuenta esto, se asume que el centro del coche debe corresponder con el centro del
blob. Además utiliza un ﬁltro de partículas, que es un algoritmo de muestreo secuencial
para estimar propiedades de variables escondidas en un modelo de Markov.
KDE [19]: El objetivo de este algoritmo y en particular de su modelado de fondo,
que busca obtener información del frame actual para actualizar continuamente la
información del modelo para adaptarse a los cambios en la escena. Por lo que se debe
estimar una función de distribución en cada frame. En este caso la función se estima
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con una estimador kernel. Una vez estimada la probabilidad se utiliza un umbral para
decidir si es píxel de fondo o de frente, el umbral en este caso es global para todo el
frame.
Dado que estamos hablando de una estimación con kernel necesitamos obtener su
anchura. Hay dos tipos de variaciones en los valores de los píxeles, el primero sal-
tos muy grandes de valor de intensidad por distintos objetos y el segundo son esos
periodos cortos de tiempo que tienen variación continua de valor. Por tanto, para
estimar la anchura se calcula la desviación media absoluta sobre los valores distintos
de intensidad del píxel, si medimos la desviación entre dos valores consecutivos nor-
malmente pertenecerán al mismo momento de tiempo de la distribución y solo unas
pocas parejas serán de distribuciones distintas.
IMBS [89]: Uno de los métodos más populares para la detección de objetos en
movimiento con cámaras estáticas es Background Subtraction (BS), pudiendo ser
este en tiempo real. BS se basa en la resta del frame actual con un modelo de fondo.
La creación del modelo de fondo es un resto dado que se pueden encontrar problemas
como cambios de iluminación, sombras, camera jitter, movimientos de los elementos
de fondo, etc.
En la literatura se pueden encontrar múltiples algoritmos de BS, siendo estos cla-
siﬁcados por análisis a nivel de píxel, región, frame e híbrido, otra posible clasiﬁcación
posible es recursivos, o no. El primero de estos mantiene un modelo de fondo simple
el cual se va actualizando por cada nuevo frame. Por el contrario, los no recursivos
mantienen un buﬀer con un número de frames anteriores almacenadas y las analiza
para generar el modelo de fondo. Una tercera clasiﬁcación los divide en predictivos y
no predictivos, modelando como una serie temporal y generan un modelo dinámico
de fondo los primeros, mientras que los no predictivos no tienen en cuenta el orden
de observación de los frames y dan modelo de fondo de probabilidades.
Este algoritmo es de análisis a nivel de píxel, sin recursividad ni predicción. El
algoritmo fue diseñado para tratar con fondo de agua, pero puede ser aplicado a
cualquier escenario. El diseño tiene el propósito de conseguir un BS eﬁciente y rápido.
El modelo de fondo en este trabajo utiliza N frames, siendo este número siempre
menor que el número de frames totales par tener una menor carga computacional. El
modelo de fondo contiene duplas de los valores de RGB y los píxeles asociados a esta
combinación de RGB, con este modelado obtenemos información sobre la relación de
los canales RGB.
Este modelo produce una discretización de una distribución de probabilidad no
conocida, siendo esto uno de los motivos por lo que el algoritmo es más robusto.
Se crea un nuevo modelo de fondo cada cierto tiempo, estimando en el algoritmo, la
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independencia generada por que la creación del modelo de fondo no sea continua, hace
que sea un método que se puede adaptar a cambios de iluminación y otros diversos
problemas.
Un problema que se ha de solucionar es la eliminación de los píxeles seleccionados
como frente de manera errónea, por lo que se implementa un módulo de eliminación de
sombras. Este módulo es esencial para el buen funcionamiento de este algoritmo. En
cuanto a la actualización del modelo de fondo no se realiza sobre la imagen completa,
sino que solo se aplica sobre los píxeles clasiﬁcados como fondo.
EIGENBACKGROUND/ SL-PCA [90]: Para modelar el fondo se genera un es-
pacio de tipo Eigen que describe el rango de apariencias que se han observado. El
modelo se genera obteniendo de N frames la media y la matriz de covarianza, pu-
diéndose diagonalizar la matriz. Se aplica PCA para reducir la dimensionalidad del
espacio. Cuando entra una nueva frame se proyecta sobre el espacio Eigen que con-
tiene el modelo de fondo, aplicando la distancia Euclídea y aplicando un umbral se
decide si es fondo o frente y se segmenta. El esto del papper es sobre tracking lo cual
no nos compite.
ADAPTIVE SOM [30]: El modelo propuesto es crear un modelo de fondo, que
aprenda solo con las variaciones de valores de los píxeles, basado en un mapa de
movimiento y patrones estacionarios. Se utiliza un mapa de redes neuronales los cuales
permiten entrenar el modelo y cada nodo tiene una función lineal de combinación de
pesos de las entradas. Cada nodo puede ser representado por un vector de pesos.
Cuando llega un nuevo frame que genera un patrón de pesos se mapea con la red
neuronal y posteriormente se actualiza cada nodo para obtener el peso del nuevo
patrón. Para cada píxel de color tenemos un mapa neuronal formado por vectores de
pesos, el conjunto de vectores de pesos genera el modelo de fondo y usado para la
obtención del frente.
La inicialización del modelo se realiza con la primera imagen, y se generan los
respectivos vectores de pesos. Una vez se tienen los vectores de pesos se genera el
mapa de redes neuronales. Una vez que llegan nuevas frames se generan los vectores
de pesos y se comparan con el modelo que tenemos, si hay coincidencia quiere decir
que pertenece al fondo el píxel, si no ocurre esto sería píxel de frente.
FUZZY ADAPATIVE SOM [91]: Se propone un SOBS (self organizing back-
ground subtraction), donde se implementa una aproximación para la detección de
objetos en movimiento basado en una modelo de fondo generado automáticamente.
Generado por un método de auto organización con un conocimiento previo sobre los
patrones involucrados.
El ﬁn de este método es la mejora y ampliación de un algoritmo SOBS intro-
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duciendo una coherencia espacial, además de tener en cuenta la incertidumbre en el
modelo de fondo. Es muy útil pensar en coherencia espacial como la diferencia local
en la intensidad entre píxeles contiguos. Por tanto los píxeles vecinos que presenten
una pequeña diferencia de intensidad serán coherentes, si fuese al contrario serían
incoherentes Con este hecho se consigue una mayor robustez a falsas detecciones.
Se propone un método de aproximación a la variante del algoritmo SOBS, en
el cual durante la actualización del modelo de fondo, un mecanismos automático y
que depende de los datos para reforzar aún más la contribución de los píxeles que
pertenecen al fondo.
Las consideraciones expuestas dan pie a la formulación del algoritmo como un
procedimiento basado en unas reglas fuzzy, donde fuzzy funciones son ejecutadas a
nivel de píxel en la base de la fase de sustracción del fondo y la combinación de las
reglas producidas. Las mejoras producen una mayor precisión y nitidez en la detección




En esta sección se presenta un ejemplo del proceso de conﬁguración de los pará-
metros de un segmentador Frente-Fondo para un vídeo, solo se muestra este ejemplo
por simplicidad, espacio y porque no se considera una parte principal de este trabajo
solo se muestra este ejemplo, dado que se ha realizado la conﬁguración para cada uno
de los vídeos y algoritmos utilizados en este trabajo. El principal objetivo es mejorar
los resultados de ambos segmentadores, por lo que se ha intentado partir de los mejo-
res resultados posibles para que las mejoras introducidas fueran realmente relevantes,
pero sin ser totalmente exhaustivos porque no se considera una parte principal de este
trabajo.
En este caso el vídeo utilizado del dataset es AVSS_S1 y el algoritmo usado es
SimpleGaussian. En este caso el algoritmo SimpleGaussian tiene tres parámetros para
la conﬁguración del mismo. Hay dos modos de obtener la conﬁguración deseada, el
primero es subjetivo, basado en la imagen mostrada por el segmentador durante el
proceso. El segundo es en función de las puntuaciones ya desarrolladas en el capítulo
4, por lo tanto, estas son objetivas.
En nuestro caso, se han usado ambas pero si bien es cierto, ha tenido mayor
inﬂuencia las medidas objetivas. En este caso el segmentador tiene un parámetro
learningRate, el cual nos hace referencia a cuanto porcentaje de información del mo-
delo de fondo y de la imagen actual del vídeo tomamos. El siguiente parámetro que
encontramos disponible para su conﬁguración es noiseVariance y por último tenemos
sensitivity, el cual hace referencia al umbral de decisión para cuando determinamos
si pertenece o no al fondo un píxel o bloque dependiendo al nivel que se trabaje.
Partimos de los parámetros que vienen por defecto escogidos por el desarrolla-
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Tabla C.1: Parámetros originales Segmentador SimpleGaussian
En la Figura C.2 se observan los resultados obtenidos en la evaluación del seg-
mentador original.
PF PFR RF RFR F1F F1FR F1F+F1FR
0.996 0.1941 0.8889 0.8783 0.9392 0.3152 1.2543
Tabla C.2: Puntuaciones Segmentador Original
Primero se procede a la modiﬁcación del parámetro learningRate con los siguientes
valores, en la Figura C.3, se pueden observar los valores del parámetros escogidos y
los consiguientes resultados de la evaluación para cada valor.
learningRate=100;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9933 0.1524 0.8495 0.8442 0.9149 0.2548 1.1697
learningRate=10;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9968 0.1842 0.8819 0.8853 0.9354 0.3019 1.2373
learningRate=26;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9966 0.1883 0.8742 0.8782 0.9301 0.3069 1.2369
Tabla C.3: Puntuaciones Parámetro LearningRate modiﬁcado
En este caso, como el parámetro original genera puntuaciones más altas nos que-
damos con este valor y comenzamos a la modiﬁcación del parámetro noiseVariance,
pudiéndose observar en la Figura C.4, los resultados obtenidos en la evaluación para
cada variación del parámetro.
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noiseVariance=100;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9971 0.1491 0.8413 0.8974 0.9112 0.2541 1.1653
noiseVariance=250;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9963 0.2220 0.9088 0.8690 0.9504 0.3485 1.2989
Tabla C.4: Puntuaciones Parámetro NoiseVariance modﬁcado
Para este parámetro es mejor un valor superior al original, por lo que la conﬁgu-
ración actual del segmentador sería Sensitivity=66, noiseVariance=250 y learningRa-
te=18. Por lo tanto, procedemos a modiﬁcar el parámetro Sensitivity, pero en este
caso solo subiremos su valor, puesto que en las anteriores ejecuciones se ha observa-
do que es un valor bajo porque clasiﬁca como frente muchas zonas que en ningún
momento lo son, observándose los resultados obtenidos en la Figura C.5.
Sensitivity=120;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9947 0.4098 0.9645 0.8143 0.9793 0.5372 1.5165
Sensitivity=160;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9935 0.4997 0.9765 0.7804 0.9849 0.6013 1.5861
Tabla C.5: Puntuaciones Parámetro Sensitivity modﬁcado
Claramente el segmentador sufre una gran mejora con respecto a la conﬁguración
original, pero dado que el parámetro learningRate no ha mejorado con ningún cambio
se ha decidido aumentar su valor tras la mejora producida por el resto de parámetros,
pudiendo apreciar los resultados de la última modiﬁcación de los parámetros en la
Figura C.6.
learningRate=25;
PF PFR RF RFR F1F F1FR F1F+F1FR
0.9930 0.5276 0.9793 0.7663 0.9861 0.6173 1.6033
Tabla C.6: Puntuaciones Parámetro conﬁguración ﬁnal
El proceso realizado para este segmentador, se ha realizado para cada uno de los
segmentadores y para cada vídeo por independiente, dado que las características del
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vídeo inﬂuyen mucho en los resultados obtenidos.
Apéndice D
Resultados Adicionales a la
Evaluación
En este apéndice se muestran todos los resultados obtenidos en la evaluación de
los segmentadores Frente-Fondo y las dos aproximaciones realizadas en este proyecto,
que por motivos de espacio no se han incluido en el capítulo 4. Se pueden observar
los datos de las puntuaciones especíﬁcas para cada vídeo del estudio de los segmenta-
dores Frente-Fondo y de las dos aproximaciones de reconstrucción realizadas en este
proyecto. Los vídeos se han decidido nombrar de la siguiente manera, puesto que por



















En esta sección se muestran los resultados de la evaluación de los segmentadores
Frente-Fondo más detalladamente, puesto que en la Figura D.1 pueden observar los
resultados para la precisión de fondo para cada vídeo y algoritmo. En las Figuras
D.2, D.3, D.4 D.5 y D.6, se pueden observar la precisión de frente, el recall de fondo
y frente y por último el F1 Score de fondo y frente respectivamente.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.1: Precisión Fondo Segmentadores para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.2: Precisión Frente Segmentadores para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.3: Recall Fondo Segmentadores para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.4: Recall Frente Segmentadores para cada Vídeo







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.5: F1Score Fondo Segmentadores para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.6: F1Score Frente Segmentadores para cada Vídeo
D.2. RESULTADOS SEGUNDA APROXIMACIÓN 107
D.2. Resultados Segunda Aproximación
En esta sección se muestran los resultados de la evaluación de la segunda aproxi-
mación realizada en este proyecto más detalladamente, la cual busca la mejora de la
segmentación Persona-Fondo usando la información de la segmentación Frente-Fondo.
Puesto que, en la Figura D.1 pueden observar los resultados para la precisión de fon-
do para cada vídeo y algoritmo. En las Figuras D.2, D.3 D.4, D.5 y D.6, se pueden
observar la precisión de frente, el recall de fondo y frente y por último el F1 Score de
fondo y frente respectivamente.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.7: Precisión Fondo Segunda Aproximación para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.8: Precisión Frente Segunda Aproximación para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.9: Recall Fondo Segunda Aproximación para cada Vídeo







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.10: Recall Frente Segunda Aproximación para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.11: F1Score Fondo Segunda Aproximación para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.12: F1Score Frente Segunda Aproximación para cada Vídeo
114 APÉNDICE D. RESULTADOS ADICIONALES A LA EVALUACIÓN
D.3. Resultados Tercera Aproximación
En esta sección se muestran los resultados de la evaluación de la tercera aproxi-
mación realizada en este proyecto más detalladamente, la cual busca la mejora de la
segmentación Frente-Fondo usando la información de la segmentación Persona-Fondo.
Puesto que, en la Figura D.1 pueden observar los resultados para la precisión de fondo
para cada vídeo y algoritmo. En las Figuras D.2 D.3 D.4 D.5 D.6, se pueden observar
la precisión de frente, el recall de fondo y frente y por último el F1 Score de fondo y
frente respectivamente.








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.13: Precisión Fondo Tercera Aproximación para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.14: Precisión Frente Tercera Aproximación para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.15: Recall Fondo Tercera Aproximación para cada Vídeo






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.16: Recall Frente Tercera Aproximación para cada Vídeo








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabla D.17: F1Score Fondo Tercera Aproximación para cada Vídeo












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Compra de ordenador personal (Software incluido) . . . . . . . . . . . . . . . . . . . . 2.000¿
G Alquiler de impresora láser durante 6 meses . . . . . . . . . . . . . . . . . . . . . . .260 ¿
G Material de oﬁcina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150 ¿
G Total de ejecución material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.400 ¿
1. Gastos generales
16% sobre Ejecución Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352 ¿
2. Beneﬁcio Industrial
6% sobre Ejecución Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132 ¿
3. Honorarios Proyecto
1800 horas a 15 ¿ / hora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27.000 ¿
4. Material fungible
Gastos de impresión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280 ¿
Encuadernación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200 ¿
5. Subtotal del presupuesto
Subtotal Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .32.774 ¿
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6. I.V.A. aplicable
21% Subtotal Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.882,5 ¿
7. Total presupuesto
Total Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39.656,5 ¿
Madrid, Diciembre 2014
El Ingeniero Jefe de Proyecto




Este documento contiene las condiciones legales que guiarán la realización, en este
proyecto, Segmentación Persona-Fondo usando información de segmentación Frente-
Fondo. En lo que sigue, se supondrá que el proyecto ha sido encargado por una empresa
cliente a una empresa consultora con la ﬁnalidad de realizar dicho entorno. Dicha
empresa ha debido desarrollar una línea de investigación con objeto de elaborar el
proyecto. Esta línea de investigación, junto con el posterior desarrollo de los programas
está amparada por las condiciones particulares del siguiente pliego.
Supuesto que la utilización industrial de los métodos recogidos en el presente proyecto
ha sido decidida por parte de la empresa cliente o de otras, la obra a realizar se regulará
por las siguientes:
Condiciones generales
1. La modalidad de contratación será el concurso. La adjudicación se hará, por
tanto, a la proposición más favorable sin atender exclusivamente al valor econó-
mico, dependiendo de las mayores garantías ofrecidas. La empresa que somete
el proyecto a concurso se reserva el derecho a declararlo desierto.
2. El montaje y mecanización completa de los equipos que intervengan será reali-
zado totalmente por la empresa licitadora.
3. En la oferta, se hará constar el precio total por el que se compromete a realizar
la obra y el tanto por ciento de baja que supone este precio en relación con un
importe límite si este se hubiera ﬁjado.
4. La obra se realizará bajo la dirección técnica de un Ingeniero de Telecomunica-
ción, auxiliado por el número de Ingenieros Técnicos y Programadores que se
estime preciso para el desarrollo de la misma.
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5. Aparte del Ingeniero Director, el contratista tendrá derecho a contratar al resto
del personal, pudiendo ceder esta prerrogativa a favor del Ingeniero Director,
quien no estará obligado a aceptarla.
6. El contratista tiene derecho a sacar copias a su costa de los planos, pliego de
condiciones y presupuestos. El Ingeniero autor del proyecto autorizará con su
ﬁrma las copias solicitadas por el contratista después de confrontarlas.
7. Se abonará al contratista la obra que realmente ejecute con sujeción al proyecto
que sirvió de base para la contratación, a las modiﬁcaciones autorizadas por la
superioridad o a las órdenes que con arreglo a sus facultades le hayan comuni-
cado por escrito al Ingeniero Director de obras siempre que dicha obra se haya
ajustado a los preceptos de los pliegos de condiciones, con arreglo a los cuales,
se harán las modiﬁcaciones y la valoración de las diversas unidades sin que el
importe total pueda exceder de los presupuestos aprobados. Por consiguiente,
el número de unidades que se consignan en el proyecto o en el presupuesto,
no podrá servirle de fundamento para entablar reclamaciones de ninguna clase,
salvo en los casos de rescisión.
8. Tanto en las certiﬁcaciones de obras como en la liquidación ﬁnal, se abonarán
los trabajos realizados por el contratista a los precios de ejecución material que
ﬁguran en el presupuesto para cada unidad de la obra.
9. Si excepcionalmente se hubiera ejecutado algún trabajo que no se ajustase a
las condiciones de la contrata pero que sin embargo es admisible a juicio del
Ingeniero Director de obras, se dará conocimiento a la Dirección, proponiendo
a la vez la rebaja de precios que el Ingeniero estime justa y si la Dirección
resolviera aceptar la obra, quedará el contratista obligado a conformarse con la
rebaja acordada.
10. Cuando se juzgue necesario emplear materiales o ejecutar obras que no ﬁguren
en el presupuesto de la contrata, se evaluará su importe a los precios asignados
a otras obras o materiales análogos si los hubiere y cuando no, se discutirán
entre el Ingeniero Director y el contratista, sometiéndolos a la aprobación de
la Dirección. Los nuevos precios convenidos por uno u otro procedimiento, se
sujetarán siempre al establecido en el punto anterior.
11. Cuando el contratista, con autorización del Ingeniero Director de obras, emplee
materiales de calidad más elevada o de mayores dimensiones de lo estipulado
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en el proyecto, o sustituya una clase de fabricación por otra que tenga asigna-
do mayor precio o ejecute con mayores dimensiones cualquier otra parte de las
obras, o en general, introduzca en ellas cualquier modiﬁcación que sea beneﬁ-
ciosa a juicio del Ingeniero Director de obras, no tendrá derecho sin embargo,
sino a lo que le correspondería si hubiera realizado la obra con estricta sujeción
a lo proyectado y contratado.
12. Las cantidades calculadas para obras accesorias, aunque ﬁguren por partida
alzada en el presupuesto ﬁnal (general), no serán abonadas sino a los precios de
la contrata, según las condiciones de la misma y los proyectos particulares que
para ellas se formen, o en su defecto, por lo que resulte de su medición ﬁnal.
13. El contratista queda obligado a abonar al Ingeniero autor del proyecto y direc-
tor de obras así como a los Ingenieros Técnicos, el importe de sus respectivos
honorarios facultativos por formación del proyecto, dirección técnica y adminis-
tración en su caso, con arreglo a las tarifas y honorarios vigentes.
14. Concluida la ejecución de la obra, será reconocida por el Ingeniero Director que
a tal efecto designe la empresa.
15. La garantía deﬁnitiva será del 4% del presupuesto y la provisional del 2%.
16. La forma de pago será por certiﬁcaciones mensuales de la obra ejecutada, de
acuerdo con los precios del presupuesto, deducida la baja si la hubiera.
17. La fecha de comienzo de las obras será a partir de los 15 días naturales del
replanteo oﬁcial de las mismas y la deﬁnitiva, al año de haber ejecutado la
provisional, procediéndose si no existe reclamación alguna, a la reclamación de
la ﬁanza.
18. Si el contratista al efectuar el replanteo, observase algún error en el proyecto,
deberá comunicarlo en el plazo de quince días al Ingeniero Director de obras,
pues transcurrido ese plazo será responsable de la exactitud del proyecto.
19. El contratista está obligado a designar una persona responsable que se entenderá
con el Ingeniero Director de obras, o con el delegado que éste designe, para todo
relacionado con ella. Al ser el Ingeniero Director de obras el que interpreta
el proyecto, el contratista deberá consultarle cualquier duda que surja en su
realización.
20. Durante la realización de la obra, se girarán visitas de inspección por personal
facultativo de la empresa cliente, para hacer las comprobaciones que se crean
126 APÉNDICE F. PLIEGO DE CONDICIONES
oportunas. Es obligación del contratista, la conservación de la obra ya ejecu-
tada hasta la recepción de la misma, por lo que el deterioro parcial o total de
ella, aunque sea por agentes atmosféricos u otras causas, deberá ser reparado o
reconstruido por su cuenta.
21. El contratista, deberá realizar la obra en el plazo mencionado a partir de la fecha
del contrato, incurriendo en multa, por retraso de la ejecución siempre que éste
no sea debido a causas de fuerza mayor. A la terminación de la obra, se hará una
recepción provisional previo reconocimiento y examen por la dirección técnica,
el depositario de efectos, el interventor y el jefe de servicio o un representante,
estampando su conformidad el contratista.
22. Hecha la recepción provisional, se certiﬁcará al contratista el resto de la obra,
reservándose la administración el importe de los gastos de conservación de la
misma hasta su recepción deﬁnitiva y la ﬁanza durante el tiempo señalado como
plazo de garantía. La recepción deﬁnitiva se hará en las mismas condiciones
que la provisional, extendiéndose el acta correspondiente. El Director Técnico
propondrá a la Junta Económica la devolución de la ﬁanza al contratista de
acuerdo con las condiciones económicas legales establecidas.
23. Las tarifas para la determinación de honorarios, reguladas por orden de la Presi-
dencia del Gobierno el 19 de Octubre de 1961, se aplicarán sobre el denominado
en la actualidad Presupuesto de Ejecución de Contrata y anteriormente lla-
mado Presupuesto de Ejecución Material que hoy designa otro concepto.
Condiciones particulares
La empresa consultora, que ha desarrollado el presente proyecto, lo entregará a la
empresa cliente bajo las condiciones generales ya formuladas, debiendo añadirse las
siguientes condiciones particulares:
1. La propiedad intelectual de los procesos descritos y analizados en el presen-
te trabajo, pertenece por entero a la empresa consultora representada por el
Ingeniero Director del Proyecto.
2. La empresa consultora se reserva el derecho a la utilización total o parcial de los
resultados de la investigación realizada para desarrollar el siguiente proyecto,
bien para su publicación o bien para su uso en trabajos o proyectos posteriores,
para la misma empresa cliente o para otra.
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3. Cualquier tipo de reproducción aparte de las reseñadas en las condiciones gene-
rales, bien sea para uso particular de la empresa cliente, o para cualquier otra
aplicación, contará con autorización expresa y por escrito del Ingeniero Director
del Proyecto, que actuará en representación de la empresa consultora.
4. En la autorización se ha de hacer constar la aplicación a que se destinan sus
reproducciones así como su cantidad.
5. En todas las reproducciones se indicará su procedencia, explicitando el nombre
del proyecto, nombre del Ingeniero Director y de la empresa consultora.
6. Si el proyecto pasa la etapa de desarrollo, cualquier modiﬁcación que se realice
sobre él, deberá ser notiﬁcada al Ingeniero Director del Proyecto y a criterio de
éste, la empresa consultora decidirá aceptar o no la modiﬁcación propuesta.
7. Si la modiﬁcación se acepta, la empresa consultora se hará responsable al mismo
nivel que el proyecto inicial del que resulta el añadirla.
8. Si la modiﬁcación no es aceptada, por el contrario, la empresa consultora de-
clinará toda responsabilidad que se derive de la aplicación o inﬂuencia de la
misma.
9. Si la empresa cliente decide desarrollar industrialmente uno o varios productos
en los que resulte parcial o totalmente aplicable el estudio de este proyecto,
deberá comunicarlo a la empresa consultora.
10. La empresa consultora no se responsabiliza de los efectos laterales que se puedan
producir en el momento en que se utilice la herramienta objeto del presente
proyecto para la realización de otras aplicaciones.
11. La empresa consultora tendrá prioridad respecto a otras en la elaboración de
los proyectos auxiliares que fuese necesario desarrollar para dicha aplicación
industrial, siempre que no haga explícita renuncia a este hecho. En este caso,
deberá autorizar expresamente los proyectos presentados por otros.
12. El Ingeniero Director del presente proyecto, será el responsable de la dirección
de la aplicación industrial siempre que la empresa consultora lo estime oportuno.
En caso contrario, la persona designada deberá contar con la autorización del
mismo, quien delegará en él las responsabilidades que ostente.
