Let ω = [a 1 , a 2 , · · · ] be the infinite expansion of continued fraction for an irrational number ω ∈ (0, 1); let R n (ω) (resp. R n, k (ω), R n, k+ (ω)) be the number of distinct partial quotients each of which appears at least once (resp. exactly k times, at least k times) in the sequence a 1 , · · · , a n . In this paper it is proved that for Lebesgue almost all ω ∈ (0, 1) and all k ≥ 1,
The Hausdorff dimensions of certain level sets about R n are discussed.
Introduction
In early 2011, a beautiful range-renewal structure in i.i.d. models was found by Chen et al [2] . Among other results, the typical main results in [2] say that, given n samples of a heavy tailed regular (see [2] for the definition) discrete distribution π with an intrinsic index γ = γ(π) ∈ (0, 1), then lim n→∞ R n ER n = 1, (1.1)
where R n (resp. R n, k , R n, k+ ) stands for the number of distinct sample values each of which appears at least once (resp. exactly k times, at least k times). And the so-called range-renewal speed ER n can be calculated out explicitly in n; for instance, if Soon after that, it was realized by the second author that the above results should be somehow universal. Especially it should be true in the continued fractions system (equipped with the well-known Gauss measure µ) since this system, in a certain sense, is stationary and strongly mixing, meaning that the system is very near an i.i.d. model. The confidence was strengthened in the spring of 2012 after a numerical simulation with the help of Mr. Peng Liu.
Given an irrational number ω ∈ (0, 1). Let R n (ω) (resp. R n, k (ω), R n, k+ (ω)) be the number of distinct partial quotients each of which appears at least once (resp. exactly k times, at least k times) in the first n partial quotients of ω. In this paper, we shall prove the following interesting result: for Lebesgue almost all ω ∈ (0, 1) and all k ≥ 1
(2k − 1) · 4 k + o(1) and
as n → +∞; see Theorem 1 for the explicit statement and its proof in Section 3. Moreover we would discuss the Hausdorff dimension of certain level sets; see Theorem 2 and its proof in Section 4. As is pointed in a remark (Remark 1), though the continued fraction system (equipped with the Gauss measure µ) is in fact a positive recurrent system, we can observe certain kind of escape phenomenon: For any k ∈ N and Lebesgue almost all ω ∈ (0, 1) lim n→+∞ R n, k (ω) R n, k+ (ω) = 1 2k .
In the simple symmetrical random walk model in Z d (with d ≥ 3), the above limited ratio is always the escape rate γ d [4, 5, 26] where R n (respectively, R n, k , R n, k+ ) is interpreted as the number of distinct cites visited at least once (respectively, exactly k times, at least k times) up to time n.
It is worthwhile to point out that, the ideas in this paper are applicable to other systems to obtain similar results to Theorem 1. In view of the techniques developed in this article, it's also possible to obtain further results (as those in [2] ) for the current continued fractions model.
Main Settings and Results
Throughout this paper, the notation y = O(z) implies that there exists some universal
And the notation y = o(z) is understood in the usual way. We shall use O(1) to denote universal constants which could change from line to line. For two sets A, B, we will write AB := A B for simplicity.
Let X = (0, 1) \ Q be the set of irrational numbers in the interval (0, 1). For any ω ∈ X, let {a n = a n (ω)} ∞ n=1 be the partial quotients of ω in continued fraction form, i.e.,
Therefore for any ω ∈ X there is a unique (natural) coding (a 1 , a 2 , · · · ) (still written ω for simplicity) in Ω = N N . And the Gauss map T :
induces the natural left-shift map σ : Ω → Ω. The Gauss measure µ (which satisfies dµ(ω) = dω (log 2)·(1+ω) and which is invariant under T ) on (0, 1) naturally induces a probability measure P on Ω. And for any x ∈ N we know
as x → +∞. Therefore there is a probability measure π = (π x : x ∈ N) on N which also naturally induces an infinitely independent product measure P := π ∞ on Ω. The expectation operator of the probability measure P (respectively, P) will be denoted by E (respectively, E). And we have the following commuting graph
with p being the natural projection
Due to this obvious identification, we shall not distinguish the spaces Ω and X = (0, 1) \ Q from hereon.
Given ω ∈ X. For any fixed x ∈ N, write
which is the visiting number of the state x by the partial quotients a 1 (ω), · · · , a n (ω).
this is the number of distinct values of a 1 (ω), · · · , a n (ω), i.e., R n (ω) = ♯{a 1 (ω), · · · , a n (ω)}.
Define also for any k ∈ N R n, k (ω) := x∈N 1 {Nn(x, ω)=k} ; (2.4) this is the number of distinct partial quotients each of which appears exactly k times in the finite sequence a 1 (ω), · · · , a n (ω).
Our main result is as the following.
Theorem 1 For Lebesgue almost all ω ∈ (0, 1), we have Remark 1 From the above theorem, we know
, which is a power law with index 3/2;
Then for Lebesgue almost all ω ∈ (0, 1)
which can be interpreted as an average escape rate at the level k ≥ 1, though the model itself is in fact positive recurrent. This result can be seen as the following.
and r 1+ = 1. Obviously 
(Cf. [32] for more detailed calculations.) And the result follows. This is a different approach for Dvoretzky and Erdös' result [4] for d ≥ 3; The variation estimations are not needed in this proof.
Remark 2 In view of Corollary 4, the result in the above theorem can be strengthened as the following: for any k ≥ 1 fixed
almost surely since 
The above theorem implies that dim H E(β, c) = 1 for β = 1 2 and c = π log 2 .
One would wonder what happens for other choices of (β, c).
The classical result of Jarník (see [11] ) implies that d H (0) = 1. Therefore a natural conjecture seems to be
In fact we have the following result.
Theorem 2 Let E(β, c) be defined as above and put F (c) = E(1, c), i.e.,
Then
(1) for any β ∈ (0, 1) and c > 0
Remark 3 Actually, the proof of Theorem 2 in Section 4 can be modified to prove the following more general result. For any smooth function ψ with ψ(n) ր ∞,
is always of Hausdorff dimension 1.
It is interesting to point out that e − 2 = 0.71828... ∈ F ( 1 3 ), which is due to Euler (Cf.
[10, pp. 12]); one might expect π − 3 = 0.14159... satisfying the conclusions of Theorem 1.
The above results in Theorem 2 and in Remark 3 fall into the so-called fractional dimensional theory. This theory is attained much attention in studying the exceptional sets arising in the metrical theory of continued fractions. It seems that the first published work in this region is a paper by Jarník [11] . Later on, Good [7] gave an quite overall investigation of sets with some restrictions on their partial quotients. 
Proof of Theorem 1
The proof somehow follows the main strategy of [4] . The main tool in use is the one developed in [2] (also traced back to [4] in some sense) which we restate here without proof as the following.
Lemma 3 Let {Y n } ∞ 1 be a sequence of non-negative random variables in a probability
for some δ > 0, C > 0 and all sufficiently large n. Then
holds true almost surely. The condition (3.1) can even be weakened as
Corollary 4 The conclusion of the above lemma can be strengthened as the following: for
holds true almost surely if condition (3.1) holds. If condition (3.3) holds instead of (3.1),
For the convenience of the readers, we translate the main results in [2] for the proba-
below, which is in fact also the motivation of the current paper.
Lemma 5
We have the following estimations for the measure P as n → +∞.
(2) For any fixed k ≥ 1,
where r k is defined in Theorem 1. Let r k+ :=
Estimating ER n
In this part we shall estimate ER n . By the definition (2.3), we need to estimate the probability
for any x ∈ N. Actually we will do this for large enough x at first, i.e., for those
with C > 0 to be determined later; here ⌊a⌋ denotes the integer part of a real number a.
The basic idea is to exploit the following standard result in probability theory.
Lemma 6 Let {A k } n 1 be a sequence of measurable sets in a probability space (Ω, F, P).
When taking the probability P as a Dirac point measure, the above equation is just an identity for indicator functions:
From hereon, we will always write
for a sequence A = {A k } n 1 of measurable sets.
Obviously, in order to estimate P(N n (x) ≥ 1) by exploiting the formula (3.7), one has to take in count the strong mixing property of the model under investigation. Therefore we would introduce this property in the sequel.
For any n ≥ 1 and (a 1 , · · · , a n ) ∈ N n , call
an n-th order cylinder, where {p k , q k } n k=1 are determined by following recursive relations
with the conventions that p −1 = 1, p 0 = 0, q −1 = 0, q 0 = 1. It is well known, see [12] , that I(a 1 , · · · , a n ) just represents the set of points in [0, 1) which have a continued fraction expansions beginning with a 1 , · · · , a n .
Proposition 7 (See [12] .) For any n ≥ 1 and (a 1 , · · · , a n ) ∈ N n , one has
where |I(a 1 , · · · , a n )| denotes the length of I(a 1 , · · · , a n ).
The following lemma is a standard result in continued fraction model, which is our desired mixing property.
Proposition 8 (See [1] or [10] .) In the continued fraction model,
and sufficiently large L.
The first contributor for the mixing property of continued fractions is Kuzmin [17] (see also [12, 13] ), who proved a sub-exponential decay rate in solving Gauss's conjecture on continued fractions. Lévy [19] (see also [20, Ch . IX]) independently proved the exponential decay rate with q = 3.5 − 2 √ 2 = 0.67157..., also solving Gauss's conjecture. Using
Kuzmin's approach, Szűsz [27] claimed to have lowered the Lévy estimate for q to 0.4 whereas his argument yields q = 0.485 rather than q = 0.4. The optimal value of q = 0.30366300289873265859... was determined by Wirsing [30] .
The above equations alone are not sufficient. We need the following observation.
Lemma 9 For any m, n ≥ 1 andx = (
where the above bounds are optimal.
We can compare (3.13) with a standard result listed below
both bounds of which are also optimal; this can be easily proved in view of Proposition 7.
Proof of Lemma 9. Let
be irreducible fractions. Then we clearly have
where
which admits K = 2 · log 2; similarly one can take K ′ = log 2. K ′ = log 2, K = 2 log 2 is optimal since lim a→+∞ µ (I(a, a) ) µ(I(a)) 2 = log 2, lim a→+∞ µ (I(a, 1, a) ) µ(I(a)) · µ (I(1, a) ) = 2 log 2. ✷ Remark 4 Consider the optimal bounds of the following inequality where {a} r (resp. {1a} r ) denotes the integer tuple obtained by repeating the word "a" (resp. "1a") r times. Hence K ′ r = (log 2) r−1 and K r = (2 log 2) r−1 are optimal.
Similarly, the following bounds are also optimal:
Now for a fixed integer x > x * n , we take
(3.7). Noting P(A x i ) = P(A x i ) = π x , we would have
Here
We choose an integer number
for some sufficiently large C 1 (to be determined later). Consider the sum 
Since π x ≤ 1 log 2 · x −2 , we have
≥ C 1 log n for sufficiently large n. And we will have
Now choose a number C 2 ≥ 4 and put
We want to estimate
where the sum * is over all 1
and the sum * * is over the rest 1
Clearly q Ln ≤ n −C 2 . Since C 2 ≥ 4, for sufficiently large n
Thus if C ≥ 6 > 2 log 2 = 2.88539..., then
Now we estimate ∆ 3 (x). Clearly
From hereon we take C := 4 + 2 log 2 = 6.88539... 
A similar calculation reveals
Summing the above results together and noting P(N n (x) ≥ 1) = 1 − (1 − π x ) n , we have proved the following lemma.
Lemma 10 Let x * n = Cn log n with C = 4 + 2 log 2 . Then
Now it is natural to see what happens for |P(N
The inequality 0 ≤ P(N n (x) ≥ 1) ≤ 1 is surely not sufficient for our purpose in view of Lemma 3. Intuitively, we should have the following result.
But a mathematical rigorous proof is not so obvious. We postpone its proof a bit later.
From Lemma 11 we should have
And we already know from Lemma 10 that
Since 1/(C log 2) = 1 2+4 log 2 = ε 0 = 0.209529..., we have for sufficiently large n
which implies the following Lemma 12 Let x * n be defined as above. Then for sufficiently large n
In order to prove Lemma 11, we observe the following important fact.
Lemma 13 (Comparison Lemma for Continued Fraction)
Given two sequences of
Proof. In fact, let
and similar equation holds for µ(I(ỹ)). Then the condition in the lemma implies p n−1 ≥p n−1 , q n−1 ≥q n−1 , p n ≥p n , q n ≥q n .
Therefore the densities satisfy ρ(ω;x) ≤ ρ(ω;ỹ), which implies µ(I(x)) ≤ µ(I(ỹ)). ✷
Remark 5
The proof of Lemma 13 says more. Letx = (x 1 , · · · , x m ),ỹ = (y 1 , · · · , y n ) be two natural number tuples which may be of different length. Let
Proof of Lemma 11. For any x < y, we would prove f (x) ≥ f (y). Noting that
we only need to prove for any k = 1, 2, · · · , n
But this is obvious in view of Lemma 13 since
where * * * is over all tuples (x 1 , · · · , x n ) ∈ N n with x i = y, ∀i and
Summing the above estimations together, we have proved
Lemma 14
For sufficiently large n, |ER n − ER n | ≤ O(n 0.3 ). And by Lemma 5,
Estimating Var (R n )
Now we come to the estimation of Var (R n ). We would need to estimate the probability
Similar to the above subsection, we need the following elemental fact.
Lemma 15
Let {A k } n 1 , {B k } n 1 be two sequences of measurable sets in a probability space
where in the above summation the indices i 1 , · · · , i r and j 1 , · · · , j s are all distinct and both groups of indices are in increasing order.
One can prove eq. (3.22) directly using eq. (3.8).
Then we immediately derive an estimation
We first make the estimation for x > y ≥ x * n . Similar calculation yields:
Lemma 16 For sufficiently large n,
For x < y ≤ x * n , we have
Hence we have the following lemma.
Lemma 17
For sufficiently large n,
Similarly, for x < x * n ≤ y, noting eq. (3.24) we have
which implies
We note here that, in the step ( * ) we have exploited the estimating technique developed in [2] . Thus we have the following lemma.
Lemma 18
Note that, by Lemma 5,
and in view of the above estimations
we have the following lemma.
Lemma 19
Now by Lemma 3, we have for µ-a.e. (and hence for Lebesgue almost all) ω ∈ (0, 1)
3.3 More estimations for R n, k+ with k ≥ 2
The estimation of ER n, k+ and Var (R n, k+ ) follows almost the same line as in the previous subsections except that we need some additional treatments.
First we would need new equations in the places of eq. (3.7) and (3.22), which we state as the following lemmas without proof.
Lemma 20
Let {A i } n 1 be a sequence of measurable sets in a probability space (Ω, F, P).
Lemma 21 Let {A i } n 1 , {B i } n 1 be two sequences of measurable sets in a probability space
where in the above summation the two group of indices i 1 , · · · , i a and j 1 , · · · , j b are all distinct and both in increasing order.
We believe that there is monotonicity in the function
for all (fixed) n ≥ k ≥ 2 as Lemma 11 states. But we cannot give a rigorous and relatively easy proof for such result. Therefore we present an alternative treatment here.
Lemma 22
For all 1 ≤ x ≤ x * n and sufficiently large n,
Proof. Assume k ≥ 2. Let L n be defined as above and let s 1 := 0. Put
Clearly t k ≤ n and 0 = s 1 < t 1 < s 2 < t 2 < · · · < s k < t k ≤ n. We will write
for any interval ∆ ⊂ N, which is the visiting number at x with times n ∈ ∆ such that a n (ω) = x. Then obviously
We have the same bound for P(N n (x) ≥ k). Therefore our main theorem follows.
Proof of Theorem 2 4.1 Some elementary facts on continued fractions
In this subsection, we collect some elementary properties shared by continued fractions that will be used later.
For any n ≥ 1 and (a 1 , a 2 , · · · , a n ) ∈ N n , let q n (a 1 , a 2 , · · · , a n ) = q n be defined by (3.10). Then we have Proposition 23 (See [31] .) For any n ≥ 1 and 1 ≤ k ≤ n,
For any positive integer B ≥ 2, Let E B be the set of continued fractions each of whose partial quotients is between 1 and B, i.e.
I. J. Good [7] proved the following result.
Proposition 24 (See [7] .) For any n ≥ 1, let σ n be the unique root of
Non-autonomous conformal iterated function systems
In this part, we present the construction and some basic properties of non-autonomous conformal iterated function system (abbr. IFS) which was introduced quite recently by L. Rempe-Gillen and M. Urbanski in [25] . It is a variant of the construction studied in [8] and [29] .
Fix a compact set X ⊂ R d with int(X) = X such that ∂X is smooth or X is convex.
Given a conformal map ϕ : X → X, we denote by Dϕ(x) the derivative of ϕ at x, and we denote by |Dϕ(x)| the operator norm of the differential. Put
For any n ≥ 1, let I (n) be a (finite or countable infinite) index set. For each i ∈ I (n) , there is a conformal map ϕ (n) i : X → X, and write
Definition 4.2 For any t ≥ 0 and n ∈ N, we define Z n (t) = i∈I n Dϕ i t , the upper and lower pressure functions are defined as follows:
L. Rempe-Gillen and M. Urbanski [25] proved the following results. 
1 ≤ a n (ω) ≤ B, for all other n ≥ 1 .
It is direct to check that
Define Φ = {Φ (1) , Φ (2) , · · · } as follows. If n = ⌊k γ ⌋ for some k ≥ 1 (noting that such k is unique!), let Φ (n) = { for other n. Then Φ is a non-autonomous conformal IFS, and E B (β) is the associated limit set. I (n) = {k}, if n = ⌊k γ ⌋ for some k ≥ 1, and I (n) = {1, 2, · · · , B} for others. Thus ♯I (n) = 1, if n = ⌊k γ ⌋ for some k ≥ 1, and ♯I (n) = B for others. By Proposition 25, we have dim E B (β) = sup{t ≥ 0 : Z n (t) → ∞}. Now for any n ≥ 1, choose k ≥ 1 such that ⌊k γ ⌋ ≤ n < ⌊(k + 1) γ ⌋. By (4.1), we have Upper Bound: For any n ≥ 1 and (a 1 , · · · , a n ) ∈ N n , let R n (a 1 , a 2 , · · · , a n ) be the number of distinct ones among a 1 , a 2 , · · · , a n .
For any 0 < ε < c, let t = Λ n = (a 1 , · · · , a n ) ∈ N n : R n (a 1 , a 2 , · · · , a n ) ≥ (c − ε)n . We finish the proof of upper bound.
