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This paper proposes a new method called Adaptive Range Differential Evolution (ARDE). The basic idea can be 
obtained from the Adaptive Range Particle Swarm Optimization (ARPSO). In the ARDE, the active search domain 
range consists of the mean and the standard deviation of each design variable. Also the best position is included in this 
search range. Therefore, the active search domain range is newly defined by utilizing the mean and the standard 
deviation of each design variable, and the best position. The detailed procedure of the new active search domain range 
is described in this paper. To keep the best position for the new active search domain range will lead to the wide search 
range. Of course, the newly active search domain range will shrink through the search iteration. As the result, a highly 
accurate global minimum can be found. The effectiveness and validity of the ARDE are examined through typical 
benchmark problems. It could be found through benchmark problems that the ARDE can find a global minimum with 
the small number of function evaluations in comparison with basic Differential Evolution.  
Key Words : Global Optimization, Adaptive Range Differential Evolution, Optimal Design, System Engineering, 
Engineering Optimization 
1. 緒   言 
Differential Evolution (DE)は連続型多峰性関数の大域的最適解を見つけるために，1995年に Stornと Priceによっ
て提案された関数の感度（勾配）を利用せず大域的最適解を求める多点同時探索法である (1,2)．同年に Particle 









問題へ適用する研究や (10,11)，安定性解析を行うことで収束性を論じる研究もある (12)． 
一般に進化計算と称される多点同時探索型最適化手法では，はじめに探索領域を固定して大域的最適解の探索
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を行うため，初期探索領域の設定は極めて重要である．筆者らは探索点のばらつき状況に応じて探索領域を更新





























2. Differential Evolution 






k 回目の探索における d番目の探索点を kdx と表記し，nを設計変数の数とする． 
（STEP1）  探索点数 dmaxと最大探索回数 kmax を設定．初期探索集団をランダムに生成．突然変異確率 F ， 
交叉確率 Cr を設定．探索回数を k = 1とする． 
（STEP2）  全探索点に対し，以下の操作を繰り返す． 






r3x を選ぶ．ただし 321 rrrd ≠≠≠ ． 
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（STEP2-3）探索点 kdx と
k
dv が交叉確率 Cr によって交叉し，新たな点
k
du を生成する． 
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DEの交叉について，図 1を用いて説明する．ここで kdx ，
k
dv それぞれの成分を k idx , ， k idv , （ i = 1, 2,…, n ）と
表記する．交叉による kdu の生成を図 1に示す．図 1中の交叉点（Crossover point）は，ランダムに選ばれる．ま
た rは設計変数ごとに発生させる[0,1) の乱数である．はじめに交叉点の設計変数の成分が kdv から引き継がれ，
新たな点 kdu の成分となる．次に
k












Fig.1 Crossover in DE 
 
3. 領域適応型Differential Evolution 





める方法である．k回目の探索における d番目の探索点の位置を kdx ，速度を
k





















d rcrcw xpxpvv −+−+=
+  （5） 
式（5）において，w は慣性項と呼ばれる係数，c1，c2は定数であり， r1と r2 は[0,1)の乱数， kdp は探索点 d
の k回目までの最良点（p-best）， kgp は k回目の探索における探索点全体の最良点（g-best）を表す． 
ARPSO における有効探索領域は，式(6)で示される正規分布を基調とし，式(7)によって与えられる．ここで i















































dv Crr ≤∈ )1,0[
Crr >∈ )1,0[





















座標が式（7）の右側に位置した時に，最良値の保存を行った場合の有効探索領域を示す．ここで bestix は gp の i
番目の成分であり， Rnewi,σ は式（6）の ix を
best
ix に， )( ixN を ia に置き換えて iσ について解くと得られる値で，
L
iσ
は iσ である．ARDEにおける有効探索領域は，以下のようにして生成する．  






i axxax log2log2 σσ −+≤≤−−  （8） 
そして式（7）と式（8）それぞれの上下限を用いて有効探索領域を決定する．ARDEで最終的に探索に用いる
領域は式（11）である．  
{ }iibestiiiiRighti axax log2,log2max σσµ −+−+=  （9） 
















































































   (a) Superposed distribution curve                            (b) Expanded range 
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(a) Initial search stage        (b) Convergence stage           (c) Search termination 
 
Fig.5 Shrinkage of active search domain 
 
4. アルゴリズム 
提案する手法のアルゴリズムを示す．ARDE では 2 章で述べた DE の基本的なアルゴリズムにおける(STEP1)
～(STEP2-4)および(STEP3)，(STEP4)が同じであるため，変更を加える(STEP2-4)以降について示す．ただし(STEP1)
においては 2 章の設定パラメータに加えて，新たに ia と iε を設定する．そして以下に示す(STEP2-6)が終了した
ら 2章の(STEP3)へ移動する． 
（STEP2-5）各設計変数の標準偏差 iσ と平均 iµ を計算し，
best
ix を求める． iσ が min,iσ を下回っているのなら置  
換する． 











Range of this study
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すべての数値計算例で，突然変異率 F = 0.7，交叉率 Cr = 0.5とし，探索領域の作成で必要となるパラメータは，
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大域的最適解は xi,G = 420.9687（ ni ,,2,1 = ）であり，そのときの目的関数値は 0である．多くの局所的最適
解が含まれており，ARDEのように初期設定領域にとらわれずに外挿領域の探索をも意識した方法であれば，局
所的最適解にとらわれず大域的最適解の発見が期待できる．有効探索領域の可視化のため，設計変数の数は 2と
し，探索点数を 20，最大探索回数を 100とした時，目的関数の履歴を図 7に，有効探索領域の変化の一例を図 8












Fig.6 The behavior and contour of objective function 
 
 








      







Best objective 2.55E-05 2.55E-05
Worst objective 2.55E-05 2.55E-05
Mean value of objective 2.55E-05 2.55E-05
SD of objective 6.74E-09 8.33E-09

























17th iteration      22nd iteration       24th iteration 
 
Fig.8 Change of search domain through search process 
 

























Best objective -391.661657 -391.661657
Worst objective -391.661654 -391.661654
Mean value of objective -391.661656 -391.661655
SD of objective 5.42E-07 6.75E-06
Average of function call 8250 10611
ARDE DE
Best objective 3.95E-09 4.23E-09
Worst objective 1.93E-08 2.16E-08
Mean value of objective 1.05E-08 1.19E-08
SD of objective 3.54E-09 4.03E-09
Average of function call 8091 10242
Active search domain range
Best position
Mean of particles
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g x  （20） 
00.205.0 1 ≤≤ x  （21） 
30.125.0 2 ≤≤ x  （22） 
0.1500.2 3 ≤≤ x  （23） 
 















Arora(14) Coello(15) Ray(16) ARPSO(13) DE This study
x 1(d ) 0.053396 0.05148 0.050417 0.051679 0.051668 0.051638
x 2(D ) 0.039918 0.351661 0.321532 0.356477 0.35620 0.35549
x 3(N ) 9.1854 11.632201 13.979915 11.299395 11.320 11.362
g 1(x ) 0.000019 -0.00208 -0.001926 -0.000037 -1.01E-02 -1.06E-06
g 2(x ) -0.000018 -0.00011 -0.012944 -0.000008 -5.29E-06 -6.53E-06
g 3(x ) -4.123832 -4.026318 -3.89943 -4.054976 -4.0527 -4.0513
g 4(x ) -0.698283 -0.731239 -0.752034 -0.727895 -0.72809 -0.72858
f  (x ) 0.01273 0.012705 0.01306 0.012661 0.012665 0.012665
Average of f (x ) N/A 0.012769 0.013436 0.012675 0.012666 0.012666
Worst of f  (x ) N/A 0.012822 0.01358 0.012696 0.012668 0.012667
SD of f  (x ) N/A 3.94E-05 N/A 1.17E-05 4.75E-07 4.00E-07
Function call N/A 900000 1291 5804 6880 5900
Best solutions found
ARDE DE
Best objective 1.71E-07 2.97E-07
Worst objective 2.54E-06 2.66E-06
Mean value of objective 1.29E-06 1.46E-06
SD of objective 5.69E-07 5.82E-07
Average of function call 12633 14082
ARDE DE
Best objective -4.68766 -4.68766
Worst objective -4.68765 -4.68765
Mean value of objective -4.68766 -4.68766
SD of objective 1.86E-06 1.90E-06







)( 1xh = ，溶接する長さ )( 2xl = ，はりの断面寸法 )( 3xt = ， )( 4xb = の 4つである．また側面制約条件は式（25），
（26）である．制約条件は，はりのせん断応力や曲げ応力，たわみ，座屈等である．それらを式（27）～（41）
に示す． ここで c1 = 67413.5[$ /m3]，c2 = 2935.85[$ /m3]，L = 357[mm]， maxτ = 93.769[MPa]， maxσ = 206.84[MPa]，
maxδ = 6.35[mm]，P = 26.689[kN]，E = 206.84[GPa]，G = 82.737[GPa]である．探索点数を 20，最大探索回数を 500
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)3,2(25454.2 =≤≤ ixi  （26） 
0)()( max1 ≤−= ττ xxg  （27） 
0)()( max2 ≤−= σσ xxg  （28） 
0)( 413 ≤−= xxg x  （29） 
0175.3)( 14 ≤−= xg x  （30） 
0)()( max5 ≤−= δδ xxg  （31） 
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Fig.9 Design problem of welded beam 
 




































Ray and Liew(18) He et al(19) Wang and Yin(20) DE ARDE
x 1(h ) [mm] 6.2087 6.2070 6.2070 6.2067 6.2068
x 2(l ) [mm] 158.44 157.92 157.92 157.91 157.93
x 3(t ) [mm] 210.53 210.60 210.60 210.63 210.61
x 4(b ) [mm] 6.2120 6.2070 6.2070 6.2069 6.2069
g 1(x ) [Pa] -22346E+01 -1.9262 -1.6981 -354.96 -2215.6
g 2(x ) [Pa] -22376 -3.5293 -4.0282 -47426 -19434
g 3(x ) [mm] -3.2488E-03 0.0000E+00 0.0000E+00 -1.4073E-04 -1.0780E-04
g 4(x ) [mm] -3.0337 -3.0320 -3.0320 -3.0317 -3.0318
g 5(x ) [mm] -5.9496 -5.9497 -5.9497 -5.9499 -5.9498
g 6(x ) [ N ] -58.180 -1.3745E-03 -1.3968E-03 -1.1409 -0.47144
 f (x ) [$] 2.3854 2.3810 2.3810 2.3810 2.3810
Function call 40000 30000 30000 8100 7560
Average of f  (x ) 3.2551 2.3819 2.3810 2.3813 2.3811
Worst of f  (x ) 6.3997 N/A 2.3810 2.3815 2.3813
Standard Deviaton of f  (x ) 0.959 5.24E-03 1.14E-05 1.28E-04 5.92E-05
Best solutions found
6. 結   語 









付   録 
本論文で扱った無制約最適化問題を以下に示す．なお以下では設計変数の数を nとする． 
（P1）2n minima関数 
大域的最適解は n = 10で TG )90354.2,,90354.2( −−= x ，そのときの目的関数値は 661.391)( −=Gf x で









iii xxxf x  （A1） 
55 ≤≤− x  （A2） 
（P2）Griewank関数 
大域的最適解は n = 10で TG )0,,0,0( =x ，そのときの目的関数値は 0)( =Gf x である．本論文の表 3
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（P3）Ackley関数 
大域的最適解は n = 10で TG )0,,0,0( =x ，そのときの目的関数値は 0)( =Gf x である．本論文の表 4
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（P4）Michalewics関数 
  本論文では n = 5として計算し，大域的最適解は TG )720470.1,923059.1,284992.1,570796.1,202906.2(=x
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