An unusual object, G2, had its pericenter passage around Sgr A*, the 4 × 10 6 M supermassive black hole in the Galactic Centre, in Summer 2014. Several research teams have reported evidence that following G2's pericenter encounter the rate of Sgr A*'s bright X-ray flares increased significantly. Our analysis carefully treats varying flux contamination from a nearby magnetic neutron star and is free from complications induced by using data from multiple X-ray observatories with different spatial resolutions. We test the scenario of an increased bright X-ray flaring rate using a massive dataset from the Chandra X-ray Observatory, the only X-ray instrument that can spatially distinguish between Sgr A* and the nearby Galactic Centre magnetar throughout the full extended period encompassing G2's encounter with Sgr A*. We use X-ray data from the 3 Ms observations of the Chandra X-ray Visionary Program (XVP) in 2012 as well as an additional 1.5 Ms of observations up to 2018. We use detected flares to make distributions of flare properties. Using simulations of X-ray flares accounting for important factors such as the different Chandra instrument modes, we test the null hypothesis on Sgr A*'s bright (or any flare category) X-ray flaring rate around different potential change points. In contrast to previous studies, our results are consistent with the null hypothesis; the same model parameters produce distributions consistent with the observed ones around any plausible change point.
INTRODUCTION
At a distance of ∼ 8 kpc, in the centre of our Milky Way galaxy, lies a ∼ 4 × 10 6 M (Gillessen et al. 2017; Gravity Collaboration et al. 2018 ) supermassive black hole, Sgr A*. It is radiating very faintly at a bolometric luminosity about 9 orders of magnitude lower than its Eddington luminosity (Genzel et al. 2010 ). In the 2-10 keV X-ray band, Sgr A*'s behaviour is characterized by a constant, quiescent unabsorbed luminosity of ∼ 3.4 × 10 33 erg s -1 (Wang et al. 2013 ). This emission is spatially extended and well modeled by thermal bremsstrahlung emission arising from thermal plasma in the accretion flow around the Bondi radius (Quataert 2002; Baganoff et al. 2003; Yuan et al. 2003; Liu et al. 2004; Xu et al. 2006; Wang et al. 2013) . This quiescent behaviour is punctuated by X-ray flares of luminosities varying from ∼ 10s to 100s of times quiescence (or 100s to 1000s of times their locally-emitted background since the inner accretion flow contributes 10% of the quiescent emission; Baganoff et al. 2001; Goldwurm et al. 2003; Porquet et al. 2003 Porquet et al. , 2008 Belanger et al. 2005; Nowak et al. 2012; Neilsen et al. 2013 Neilsen et al. , 2015 Degenaar et al. 2013; Barriere et al. 2014; Ponti et al. 2015; Mossoux et al. 2016; Yuan & Wang 2016; Zhang et al. 2017; Yuan et al. 2018; Boyce et al. 2019; Haggard et al. 2019) .
Several studies have been performed to understand the statistical behaviour of Sgr A*'s X-ray flares. The first by Neilsen et al. (2013) was done before G2 and used the 3 Ms of Chandra data from the 2012 X-ray Visionary Project (XVP 1 ). They found 39 flares with L 2−8keV > 10 34 erg s -1 corresponding to a constant flaring rate of 1.1 +0.2 −0.1 flares per day using a Gaussian fitting technique on the binned 300 s 2-8 keV light curves. Yuan & Wang (2016) and Yuan et al. (2018) also performed an extensive X-ray flare study, this time on 4.5 Ms of Chandra observations from 1999 to 2012. They detected 82 flares, including 49 in the XVP dataset, using a maximum likelihood fitting algorithm on the unbinned 2-8 keV light curves. Their results are mostly consistent with Neilsen et al. (2013) .
Possible sources of flares include magnetic reconnection, stochastic acceleration, shocks from jets or the accretion flow, or even tidal disruption of asteroids (Markoff et al. 2001; Liu & Melia 2002; Yuan et al. 2003; Liu et al. 2004; Čadež et al. 2008; Kostić et al. 2009; Zubovas et al. 2012; Dibi et al. 2014 Dibi et al. , 2016 Ball et al. 2016 Ball et al. , 2018 whereas the responsible radiation mechanisms are likely synchrotron or synchrotron self-Compton in nature (Marrone et al. 2008; Dodds-Eden et al. 2009; Eckart et al. 2009; Witzel et al. 2012; Nowak et al. 2012; Barriere et al. 2014; Neilsen et al. 2015; Ponti et al. 2017; Zhang et al. 2017) but not inverse-Compton where the photons that get up-scattered to X-rays come from an external region (Boyce et al. 2019) . Flares share a consistent spectrum with a photon index Γ ∼ 2 (Nowak et al. 2012; Neilsen et al. 2013; Ponti et al. 2017; Yuan et al. 2018) and their timescale of minutes to hours points to an origin at ∼ 10's of Schwarzschild radii (R s ; Quataert 2003) . This scale was recently confirmed by IR observations from the GRAVITY Collaboration, which tracked 3 flares as they orbited around Sgr A* (Gravity Collaboration et al. 2018) .
The work of Boyce et al. (2019) shows that X-ray flares lead the IR variations by 10-20 minutes but is also consistent with no time lag at all. These authors cannot pick a single model that matches all observations. Luckily, there will be joint Spitzer/Chandra/GRAVITY observations in Summer 2019 which could help break this degeneracy. These exceptional multiwavelength observations will push our understanding of Sgr A*'s accretion physics further than ever before.
Furthermore, data from the Event Horizon Telescope (EHT) Campaigns capable of resolving Sgr A* and M87's black holes (e.g., EHT Collaboration et al. 2019 ) will put strong constraints on the underlying physical processes behind flares and the accretion flow, and inform better general relativistic magnetohydrodynamic simulations.
In 2014, G2, a mysterious object of ∼ 3 Earth masses on a very eccentric orbit of e ∼ 0.97 reached a pericentre of ∼ 2000 R s around Sgr A* (Gillessen et al. 2012 (Gillessen et al. , 2013a , probing a region of the accretion flow previously unconstrained by observations. Different research groups postdict different pericentre passage times for G2 depending on their proposed models. For example, Madigan et al. (2016) show that a pure Keplerian orbit would have given an estimated peripassage time between the end of February and mid April 2014 but that the addition of a drag force would have pushed this date to between the end of May and mid-July of the same year. If an inflow was also added from the accretion flow, the pericenter passage time would have become between early July and early September 2014. Gillessen et al. (2018) propose a model involving a drag force without an inflow. They compare their orbital fit to one using only Keplerian motion and find that the drag force was significant at the 10σ level. They report a pericentre passage time of 2014.58 ± 0.13, earlier but consistent with Madigan et al. (2016) .
This encounter could have resulted in an enhanced rate and luminosity of Sgr A*'s flares due to an increased accretion rate. Bright flares could have been generated if G2's material was clumpy, leading to accretion in bunches, or by shocks following the interaction between the cloud and the accretion flow (Ponti et al. 2015) . Schartmann et al. (2012) and Kawashima et al. (2017) predict an increase in activity between a few years and 5-10 years after pericentre, respectively. Whereas the former explain this delay by the strong angular momentum of G2 (which delays accretion), the latter use full 3D general relativistic magnetohydrodynamic simulations to model the evolution of magnetic fields as they interact with the cloud. An instability develops, and a magnetic reconnection event is expected to increase the radio and X-ray luminosity on a dynamo-viscous timescale of 5-10 years.
Sgr A* was closely monitored in Summer and Fall 2014 to detect any change in activity related to G2. Using Chandra, XMM -Newton and Swif t observations, multiple groups each report an increase in the bright flaring rate of Sgr A*. Ponti et al. (2015) report 80 flares from Chandra and XMM -Newton in 6.9 Ms of data from September 1999 to November 2014. They find an increase in the bright/very bright flaring rate (defined as flares with an absorbed fluence greater than 5 × 10 −9 erg cm −2 ) from 0.27 ± 0.04 to 2.5 ± 1.0 per day at 99.9% confidence after summer 2014. They also report a decline in the moderate-bright flaring rate from mid-2013 at the 96% level.
Mossoux & Grosso (2017) use 9.3 Ms of data from 1999 to 2015 from Chandra, XMM -Newton and Swif t, and report 107 flares. They also find an increase in the most energetic flaring rate by a factor of 3 following 2014 August 31 and a decay for the faintest flares by a similar factor. To do so, they use bottom-to-top and top-to-bottom searches on the detected flare fluxes and fluences. The bottom-to-top search consists on removing the faintest flare then performing the search, and repeating until a signal is found. The top-to-bottom search follows the same logic but the brightest flare is removed at each step instead.
Both of these works use data from Chandra but also from XMM -Newton and Swif t to have as many flares as possible. This complicates the analysis since all these observatories have different sensitivities and spatial resolutions. These authors also do not perform extensive Monte Carlo simulations of X-ray flares. Mossoux & Grosso (2017) do simulate X-ray flares to control their detection bias and they also allow the simulated flares to start before the beginning or after the end of a given observation to consider edge effects. However, they do not use their tool to study the impact of other factors such as multiple overlapping flares..
In this work, we use our Chandra observations of the Galactic Centre to re-visit the question of whether there was an increase in Sgr A*'s X-ray flare rate near G2's pericenter passage. We use Bayesian Blocks (Scargle et al. 2013; Williams et al. 2017 ) to detect and characterize flares, and we create emitted energy and duration distributions of flares similarly to Neilsen et al. (2013) . By splitting the observations into two datasets around a potential change point related to G2 (and repeating this process for every potential change point), we test the null hypothesis by performing Monte Carlo simulations of each X-ray light curve within each dataset using a model with the same parameters to produce confidence intervals for the flare distributions of both datasets. This paper is organized as follows. In Section 2 we explain the Chandra data reduction. In Section 3 we explain how we use Bayesian Blocks to detect and characterize flares, and we show our detected flares from the XVP and Post-XVP datasets. In Section 4, we present our Monte Carlo simulation model and look for significant change points in the X-ray flare rate. We discuss our results in Section 5 and conclude in Section 6.
OBSERVATIONS

Chandra X-ray Visionary Program
Chandra collected 38 observations of Sgr A* during the 2012 XVP campaign 2 , for a total of ∼3 Ms of data. The observations were all taken with the High Energy Transmission Grating (HETG) Spectrometer with the Advanced CCD Imaging Spectrometer-Spectroscopy (ACIS-S) camera at focus. This instrument mode has a frame time of 3.14 s and the HETG disperses some 2 https://www.sgra-star.com/ of the photons across the detectors to increase spectral resolution.
We reduce these data using CIAO v.4.9 tools (CALDB v.4.7.6) and we reprocess the level 2 events with the chandra_repro script before updating the WCS coordinate system with the wcs_update tool. The diffraction order of each event is determined by the tg_resolve_events tool and we keep zeroth and ±first order photons. We use the same extraction region as Nowak et al. (2012) , Neilsen et al. (2013) and Mossoux & Grosso (2017) to minimise background. We extract 2-8 keV zeroth-order events from a small 1.25" radius circular region centered around the radio position of the Sgr A* (17 h 45 m 40 s .04909, -29
• 00 ' 28.118 " ; Reid & Brunthaler 2004) and first-order counts (with grating order tolerance of ±0.2) are extracted from a rectangular box with a 5 pixel (2.5") width also centered on the source. The PHA2 files and the gratings responses are created with the tg_extract and mktgresp tools, respectively, while the zeroth order spectra and response files are extracted with the specextract tool.
Post-XVP data
We select Chandra observations following the 2012 XVP campaign from 2013 May 12 to 2018 April 25. To create a consistent dataset, we only use observations from the ACIS-S3 1/8th subarray instrument mode. This instrument mode reduces pile-up by using a 1/8th subarray of the central S3 chip (128-rows), which reduces the frame time to 0.44 s.
We exclude ObsIDs 14944 and 16597 because wcs_match did not properly correct the WCS coordinate system due to their short exposure (20 ks and 18 ks) making the localization of the sources more difficult. Inaccurate positions of the extraction regions would significantly affect the contribution of the magnetar to Sgr A*'s quiescent flux (see Section 2.3). Similarly, we exclude ObsIDs 18055 and 18056 because of the presence of a low-mass X-ray binary in outburst, Transient 15 (Ponti et al. 2016) . Our final Post-XVP ACIS-S3 1/8th subarray dataset consists of 1.56 Ms of data across 39 observations.
We adopt a 1.25" radius circular extraction region around Sgr A* to select 2-8 keV events after reprocessing the data with the chandra_repro tool and updating the WCS coordinate system with wcs_update. We extract X-ray spectra with the specextract tool. There is one complication, however; on 2013 April 25, SGR J1745-29, a new magnetar located only 2.4" from Sgr A*, went into outburst (see Figure 1 ; Mori et al. 2013; Kennea et al. 2013 ). Its luminosity is so great that its PSF leaks into Sgr A*'s extraction region. This influences how we handle background for the majority of this dataset (see Section 2.3). 
Magnetar contamination
The top of Figure 1 shows a Chandra image taken on 2013 June 4 in which the magnetar is much brighter than Sgr A*. The bottom of the same figure shows another observation taken on 2013 August 11 during which Sgr A* flared. The magnetar only drops to a luminosity comparable (within a factor of 2) to Sgr A*'s quiescence about 3 years after outburst. This means that this bright source contaminates our Sgr A* extraction region for the majority of our Post-XVP data. There is no need to apply this special data treatment to data taken before the outburst since the magnetar is too faint to cause any sort of contamination.
The analysis presented in this Section is a key element for simulating quiescent count rates in Section 4.
Estimation of the magnetar's contamination
To isolate Sgr A*'s quiescence count rate, we must calculate the subset of the magnetar's counts that overlap Sgr A*'s extraction region. We adopt the background region from Coti Zelati et al. (2017) , i.e., an annulus with an inner radius of 5" and outer radius of 8" (see Figure 1) . We extract count rates in the 2-8 keV band from 3 regions located at the same radial distance from the magnetar as Sgr A*, with the same size as Sgr A*'s extraction region (radius of 1.25"). We take the mean of the extracted, background-subtracted count rates and divide the result by the 2-8 keV count rate of the magnetar's extraction region (radius of 1.3"). This results in the fraction of the count rate Q magn from the magnetar that leaks out to Sgr A*'s radial distance. The measured Sgr A* quiescence count rate Q eff (corresponding to the longest block obtained with Bayesian Blocks, see Section 3.4) is in fact the sum of the actual Sgr A* quiescence count rate Q sgr and a magnetar contribution × Q mag
We compute for each of our Post-XVP observations until July 12 2016 (ObsID 18731) since at that point the magnetar is faint enough that count rates in the testing regions fall to background level. The resulting plot of as a function of time since the outburst is shown in Figure 2 . The observed fluctuation of can be explained with possible deviations from observation to observation in source localization combined with Poisson noise on the counts. We show the statistical Poisson error bars on each value of . Since we do not observe any trend over long periods, we conclude that those variations are random and proceed to calculate the global mean and standard deviation of using Monte Carlo simulations. For each ObsID, we draw a random point from its associated value and standard deviation. Once we have done this for every point, we save the mean and the standard deviation of . We repeat this process 10 000 times and take the average of all the saved means and standard deviations. We obtain = (1.4 ± 0.2)% without correcting for pile-up and = (1. To find the mean quiescent count rate from this distribution, we also use Monte Carlo simulations. We obtain Q sgr = (0.005 ± 0.001) ct s -1 for Sgr A*'s average quiescent count rate.
We compare our results with the quiescence count rates predicted using the model presented in Nowak et al. (2012) . Using this model in XSPEC (Arnaud 1996) , we compute the predicted count rates Q Nowak for each ObsID using the instrument response files and compare them to the expected value, Q sgr . A comparison is shown in Figure 3 and Table 1 . Our resulting mean quiescent count rate Q sgr is consistent with Nowak et al. (2012) 's prediction of Q Nowak = (0.0052 ± 0.0008) ct s -1 . Small variations in Q Nowak are caused by changes in instrument response files. In the following work, we choose to use our own quiescent value.
FLARE DETECTION
Bayesian Blocks and prior calibration
We choose Bayesian Blocks (Scargle et al. 2013) from Williams et al. (2017) for Chandra event files. The algorithm assumes that the data can be separated into different blocks, each with a constant count rate. If it detects a significant change in count rate at a specific point (called a change point) in the data, it will start a new block; where "significant" depends on the prior number of change points, ncp_prior.
Since ncp_prior is linked to the expected number of blocks, it can be mathematically connected to the probability of a given change point being a false positive. We refer to this false alarm probability as p 0 . The variable ncp_prior also depends on the number of events N in a given light curve and on the underlying statistics of the data. The algorithm needs to be properly calibrated on signal-free data before being applied to real data. We modify Williams et al. (2017) 's implementation to take this into account. See Appendix A for a detailed discussion of our calibration.
In this work, we adopt p 0 = 0.05. Since flares are made of at least 2 change points, this translates to a false positive rate of p 2 0 = 0.25% (except for the case of edge flares, which are made up of only 1 change point leading to a false positive rate of 5%).
For detections of individual events, we assume Poisson errors on our blocks (instead of the bootstrap simulations in the implementation of Williams et al. (2017) ). Kennea et al. (2013) ), count rate × Qmag from the magnetar at the position of Sgr A*'s extraction region, detected quiescent count rate Q eff , predicted quiescent count rate Q Nowak according to Nowak et al. (2012) and Qsgr for each ObsID. From ObsID 18731 and forward in time, the magnetar is faint enough that count rates in the testing regions fall to background level, resulting in < 0. This is why the corresponding Qsgr values are undefined since it implies that × Qmag is negligible such that Q eff ≈ Qsgr. a: The apparent discrepancy between Qsgr and Q Nowak is due to from that ObsID being the highest, but the global value is used when computing Qmag and Qsgr is thus overestimated. b: A similar discrepancy occurs, but it is caused by a feature in the light curve that could be an undetected faint flare.
Pile-up
When two or more photons hit the same detector region in less than 1 frame time, they are miscounted as a single event with an energy corresponding to the total energy of the photons. This phenomenon is called pile-up and primarily affects bright point sources on the CCD. Dispersed photons can also be piled up, but much higher count rates are required because the flux is spread over more pixels; for the low brightness of Sgr A* the first-order events are effectively free of pile-up.
Pile-up can be described by Equation 2 of Nowak et al. (2012) :
where Λ i is the incoming (unpiled) counts per frame, f d is the fraction of events lost due to pile-up and α is the grade migration parameter (representing the fraction of recorded piled events) which we assume to be α = 1 as shown in Equation 2 and Figure 2 of Nowak et al. (2012) . For gratings data (frame time of 3.14 s), we unpile the flaring count rates in the zeroth order of each flaring block. We retrieve an average 0th/1st order flaring count rate ratio across all XVP flares of ∼ 1.6, consistent with Nowak et al. (2012) .
X-ray flare energies
To accurately compare between grating and nongrating flare energies, we must convert counts to energy. Since Sgr A*'s flares have been shown to have very similar X-ray spectra (Nowak et al. 2012; Neilsen et al. 2013 ), their count rates are directly proportional to their fluxes given an ISM absorption model. We use XSPEC (Arnaud 1996) with a model of dustscat*tbabs*powerlaw, the abundances of Wilms et al. (2000) and the cross sections of Verner et al. (1996) . We take a powerlaw index of Γ = 2, an hydrogen column density of N H = 14.3 × 10 22 cm −2 , a dust scattering optical depth τ = 0.324(N H /10 22 cm −2 ) and we normalize to the the brightest flare of 2012, which has an absorbed 2-8 keV flux of F 34 erg s −1 (Nowak et al. 2012) . The unabsorbed emitted energies reported in Tables 2 and 3 are pile-up corrected and quiescence subtracted.
With this model, we find a conversion factor between unpiled, quiescence subtracted 2-8 keV flare count rates and their unabsorbed 2-10 keV luminosity of 0.0077 ct/(10 34 erg) for gratings flares and 0.013 ct/(10 34 erg) for subarray flares. The difference comes from the effective areas of these instrument modes. Indeed, ACIS-S/HETG 0th+1st orders have an effective area of ∼ 200 cm 2 whereas ACIS-S has an effective area of ∼ 300 cm 2 (at 5 keV 3 ).
Blocks classification
In addition to the Bayesian Blocks implementation, we define a set of criteria to determine which blocks are flaring blocks. This is especially important since we perform extensive Monte Carlo simulations and need to treat simulations and observations consistently. Since Sgr A* has a low flaring rate (∼ 1.1 flare day -1 ; Neilsen et al. 2013) , its quiescent count rate can be determined from the longest block in each observation. Given that the uncertainty on that block's count rate will be rather small (since it spans a long period), we consider a block as a flaring block if the difference between its count rate and the quiescent count rate is greater than 3 (σ Q + σ block ), where σ Q and σ block are the quiescent and flaring block's Poisson error on their respective count rate. We tried adding the errors in quadrature or using less than 3 (σ Q + σ block ) but found that this criterion behaves the best in general. That is, not adding the errors in quadrature increases the relative importance of the quiescent block's uncertainty (since it will always be the smallest), reducing the chance of having other quiescent-like blocks (also long with relatively low count rates) considered flares. Another way of seeing this is that the error on the actual quiescent count rate is likely larger than the error on the longest block. For blocks significantly above quiescence (which thus have larger error bars), adding uncertainties in quadrature instead makes a minimal difference. Figure 4 displays two distinct flares that would be grouped together into one flare by using less than 3σ or by using 3σ but adding the errors in quadrature (the block between them would be considered a flare).
Once all the flaring blocks have been found, we unpile them. We then multiply each block's count rate by its duration, add the resulting number of counts from each flaring block together, and divide it by the total duration of all the blocks in the flare, resulting in the flare's average count rate. We then subtract the quiescent count rate, and convert the resulting number of counts to an energy using the conversion factors presented in Section 3.3.
It is possible in principle for two long and bright flares to occur too close together in time to be distinguishable. This is discussed by Yuan & Wang (2016) , where the authors find that such a phenomenon is quite unlikely (only 1/3 of their flares that show evidence of substructures have a probability above 5% of being made of multiple flares). We introduce another criterion (referred to as the flare separation criterion from now on) in an effort to distinguish close flares and test our whole analysis with and without it. The criterion stipulates that if there is a series of flaring blocks with one of them (not the first nor the last one) having a count rate significantly lower than the others (the count rate difference is larger than 3 error bars added in quadrature 4 between the block and its neighbours), then it is flagged and the flare is considered to be made of two flares. This block is separated in half, with its first half being associated with the left flare and the other half with the right flare. This occurs in only 3 observations, all of which are Post-XVP (ObsIDs 15043, 16218 and 20346) . In Section 4, we do not use this criterion unless specified otherwise. Figure 5 shows ObsID 16218 as an example. We report our flares in Tables 2 and 3 . The bin time is 300 s, the Bayesian Blocks are in red with their associated Poisson errors, the rightmost block is the quiescent block and the blue vertical bars indicate the beginning and end times of the two detected flares with the criterion explained in Section 3.4. If we relax the constraint, the block between the two flares will be considered a flaring block as well, thus leading to the detection of a single flare instead of 2.
Detected flares
We find that the flaring rate is consistent across the datasets as we detect 40 XVP flares in 3 Ms (1.2 ± 0.2 flare day -1 ) and 18 Post-XVP flares in 1.56 Ms (1.0 ± 0.2 flare day -1 ). Light curves are available here. We compute the XVP and Post-XVP observed differential flare energy distributions dN/dE (see Figure 6 ). The upper and lower 1σ error bars on each data bin are computed with the inverse of the Poisson Cumulative Distribution Function (CDF) for the 15.87th and 84.13th percentiles, respectively, divided by the width of that bin. If we add the flare separation criterion, we identify There is an apparent dip between two flares. However, the block between the two flares is still significantly above quiescence (from the 3σ criterion). If we use the flare separation criterion, this block is cut in half and we end up with two flares instead of one.
the same number of XVP flares, but we find 21 Post-XVP flares giving a rate of 1.2 ± 0.3 flare day -1 ; all are consistent with Neilsen et al. (2013) . The properties of each flare are provided in Tables 2 and 3 . We compare our detected flares in detail with other works (Neilsen et al. 2013; Ponti et al. 2015; Mossoux & Grosso 2017) in Appendix B. Our results are mostly consistent with the previous authors, but some differences occur for the faint/short flares due to different criteria for flaring blocks, the Bayesian Blocks calibration and the flare detection method.
SIMULATIONS
To search for significant changes in the flaring behaviour of Sgr A*, we present a model for X-ray flares based on a Monte Carlo approach. To compute their associated CDF, the model assumes Gaussian flares and that the flare energy and duration distributions follow a power-law.
For each ObsID in a given instrument mode, the model generates an event list which requires a quiescent count rate. For XVP HETG data, since we do not detect any trend over long periods in the observed quiescent count rates (see Table 2 ), we simulate a random Poisson count rate around the median of the observed values, 0.0063 ct s -1 , for each simulated observation. For Post-XVP light curves, we use the analysis in Section 2.3; we draw random values around × Q mag and Q sgr for the corresponding ObsID and add them together. For simulated light curves from 2016 July 12 and on, we draw random Poisson quiescent count rates from Q sgr .
The total simulated time for a given ObsID is given by the sum of the duration of each of its Bayesian Blocks (given in Tables 2 and 3 as the exposure) plus an additional 10 ks before and after to accommodate edge flares in the analysis. We conservatively choose 10 ks to be positive to pick up any simulated flare since our longest flares have σ = 2 ks (see Section 4.1). Flare times are placed randomly in the simulated observation according to a given Poisson flaring rate.
For each flare time, a duration and an emitted energy are randomly drawn from their respective CDFs (assumed to be CDFs of power-law distributions which might differ from the observed ones; see Section 4.1). Like Neilsen et al. (2013) , we define the standard deviation σ of a Gaussian flare as its duration divided by 4 (we have tried other values than 4, but, using simulated flares, we find that 4 is the most reliable value for typical flare parameters). Given the energy and duration of a flare, we compute its mean luminosity and convert it to a count rate via the scaling established in Section 3.3. The count rate amplitude A of the Gaussian flare is also determined. The flare is then piled and the final event list generated after removing the additional 10 ks that were added before and after the simulated ObsID. To generate event lists from the Gaussian flare and the quiescent count rate 5 , we follow Appendix D of Mossoux & Grosso (2017) . We compute the expected number of counts within the simulated observation, draw a random Poisson number around it and calculate the light curve's CDF (CDF of a constant rate plus a Gaussian) which is used to assign a random time to each event. For explanations regarding how pile-up is handled in simulated gratings light curves, see Appendix C.
We run Bayesian Blocks on the simulated event lists and retrieve the detected flares in the same way we did for the data in Section 3. (See Figure 7 for an example of a simulation that uses the detected parameters of the two flares from ObsID 14392 as input. We also provide a code that simulates flares of given duration and energy for each instrument mode. 6 ) We do this for each dataset and reconstruct the flare energy distribution to compare it with observations. We split the simulation data into the same logarithmically spaced energy bins as the data to compare them. We simulate each dataset 3000 times and produce 15% -85% (70% intervals) confidence intervals for each bin. By using the same model parameters for the XVP and post-XVP datasets, we are able to test whether they are consistent with a single flare distribution. If this model matches both datasets (as determined from the simulated 70% confidence intervals above), then there is 5 Note that it is also possible to have zero or multiple flares in a simulated observation.
6 A code that simulates flares of given duration and energy for each instrument mode is available at https://github.com/Elie23/ X-ray-flare-simulator likely no compelling evidence for a change in Sgr A*'s X-ray flaring behavior between those datasets. Instead of finding change points, we fail to reject the null hypothesis, i.e, we find that there exists a selection of parameters that match the data before and after each potential change point (see Section 4.1 below). Figures 6 and 8 compare the XVP and Post-XVP datasets as well as the Pre and Post-G2 datasets for different potential change points in time (after 2014 April 4th and 2014 August 30th, respectively). The confidence intervals are obtained from a single set of model parameters described below.
Simulations of the XVP and Post-XVP observations
Since the XVP and Post-XVP datasets were obtained in different instrument modes with different sensitivities, we might expect different flare energy distributions. We can test if such a change is physical or due to a change in instrument mode since our model takes both into consideration automatically. In Figure 6 , we show the energy distributions from our XVP (top) and Post-XVP (bottom) datasets over-plotted with 70% confidence regions produced by 3000 Monte Carlo simulations of each dataset. We used the following parameters (found by trial and error 7 ): duration (energy) distribution powerlaw index Γ Dura = −0.8 (Γ Energy = −1.7), simulated duration (energy) range of 500 s to 8000 s (1.3 × 10 37 erg to 275 × 10 37 erg 8 ) and a flaring rate of 52 flares per 3 Ms (∼ 1.5 per day). These may not represent the true physical parameters of Sgr A*, but they are sufficient for our test here. Since these parameters produce 70% confidence intervals consistent with observations for both datasets, we infer that the flare distributions are consistent with each other. Many complex factors contribute to the wideness of the confidence intervals, namely the random draw from a CDF of a low number of flares, edge effects, overlapping flares, the inherent Poisson counting noise, and finally the Bayesian Blocks detection process itself. The duration and energy power-law indexes are in agreement with those reported by Neilsen et al. (2013) , but our flaring rate is higher because it represents the intrinsic flare rate rather than the observed flare rate. This analysis effectively demonstrates that the XVP and Post-XVP flare distributions are consistent with each other; we discuss some limitations of this method in Section 5.
If a simulated flare has a detected duration (or energy) outside the simulated parameter range, it is appended to the closest histogram bin. For XVP HETG simulations, we find no flare fainter than 1.3 × 10 37 erg because the detection efficiency rapidly drops below ∼ 2 × 10 37 erg, but we do find at least 1 flare brighter than 275×10 37 erg in 8.8% of our simulations. For Post-XVP simulations, we find at least 1 flare fainter (brighter) than 1.3 × 10 37 erg (275 × 10 37 erg) in 47% (2.3%) of simulations. This instrument mode has a much better sensitivity, such that its detection efficiency only starts to drop for energies below ∼ 1.5 × 10 37 erg. Bayesian Blocks tend to underestimate energies of simulated faint flares because they are more likely to be detected for shorter periods (< 4σ). Also, Poisson noise causes simulated flares to contain less counts than their expected value half the time, automatically creating flares outside the simulated energy range. The reason behind bright flares being sometimes detected above the simulated energy range, besides Poisson noise, is that our algorithm tends to overestimate the energy within the brightest flares. There are two reasons behind this. First, simulated bright flares tend to be detected for longer by the Bayesian Blocks since a greater fraction of their Gaussian will be significantly above quiescence. Because we assume that all the flare's energy is stored within a duration of 4σ to compute its mean count rate to simulate it, this leads to an overestimated energy when the Bayesian Blocks detect the flare for longer than that. However, since less than 5% of a Gaussian's area is outside this 4σ range, the degree of this overestimation is not concerning. Second, when we pile the flare before creating the event list, we pile only the mean count rate to conserve the shape of the Gaussian which is needed for the CDF and thus the creation of the event list itself. When we unpile, we proceed the same way as for actual observations; we unpile each flaring block. These two effects combined create an overestimation of only ∼ 10-15% for simulated flares of 250 × 10 37 erg. For flares of ≤ 100 × 10 37 erg, these effects become negligible. Given the size of the flare energy bins, this is good enough for this work. We observe that 90% of the flares brighter than 275 × 10 37 erg have energies below 300×10 37 erg; the rest are caused by rare overlapping flares. The percentage of simulations containing at least 1 detected energy greater than the simulated range is lower for Post-XVP simulations than for XVP simulations since the total XVP exposure is longer and the average exposure of each XVP observation is longer.
If we use the flare separation criterion (last paragraph of Section 3.4), we change the maximum energy to 150 × 10 37 erg since the flare in ObsID 15043 becomes two flares. Leaving the other model parameters at their original values, we again find that the two datasets are consistent. 
Looking for change points around G2's pericenter passage
Ponti et al. (2015) and Mossoux & Grosso (2017) report an increase in the bright flaring rate on August 31, 2014 which they argue is caused by the pericentre passage of G2 around Sgr A*. Ponti et al. (2015) also argue that this change could be caused by a noise process, where the flaring rate is constant on average but shows clustering on shorter timescales which was only detected because of the increased monitoring frequency around G2's pericentre passage. These authors also mention that they do not observe this change if they limit themselves to Chandra data only. Indeed, most (4 out of 5) of the bright/very bright flares responsible for this shift are from XMM -Newton. Mossoux & Grosso (2017) revisit this analysis, including two more recent bright Chandra flares from ObsIDs 16966 and 17857 and a Swif t flare from February 2015.
We test if inclusion of new Chandra data and our simulations retrieve such a change point. We explore four different potential change points; ObsIDs 16212 (2014 April 4th), 16214 (2014 May 20th), 16215 (2014 July 16th) and ObsID 16217 (2014 August 30th). The tests around April, May and July 2014 are motivated by the different G2 pericenter times from models. A purely Keplerian orbit gives an estimated time between the end of February to mid April 2014. The addition of a drag force pushes this date to between the end of May and mid-July, and if an inflow is also added, this prediction shifts to between July and September (Gillessen et al. 2013b; Madigan et al. 2016) .
We find that the same model parameters presented above produce 70% confidence intervals consistent with observations for both datasets, once again failing to reject the null hypothesis and implying no change in Sgr A*'s X-ray flaring behaviour. Since the only ObsID in which we find flares in these ObsIDs is 16217, the only variation in the other ObsIDs is how the exposure is split between Pre and Post-G2. Therefore, we only show results for ObsIDs 16212 and 16217 in Figure 8 . We observe that despite the removal of the flare at ObsID 16217 from the Post-G2 dataset, the entire dataset remains consistent with the Pre-G2 observations. We also test the change point (with and without the flare separation criterion) reported by Mossoux & Grosso (2017) where they find a decrease in the flaring rate of the less energetic flares on 2013 July 27 (ObsID 15041). Similarly, Ponti et al. (2015) report a tentative decrease in the moderate-bright flaring rate after 2013 June 5 (ObsID 14703) using their Chandra-only dataset (see Section 5). We do not recover either of these findings.
DISCUSSION
Based on the simulations and analysis presented here, we do not identify any significant change in the distribution of emitted energies of flares from Sgr A* at any point during the Chandra monitoring campaign between 2012-2018. This is in contrast with the findings of Ponti et al. (2015) and Mossoux & Grosso (2017) who find that an increase in the bright flaring rate occurs around 2014 August 31 (after ObsID 16217); the latter also report a decrease of the faint flaring rate on 2013 July 27 (ObsID 15041); again, we do not find evidence for such changes in the emitted energy distributions. However, these authors also use data from XMM -Newton and Swif t 9 , which cannot detect weak and moderate flares and most of their brightest flares are detected by XMM -Newton. Focusing on the Chandra data alone allows a systematic characterization of flares at all intensities, which motivates our choice to analyze data from this single observatory in the present work.
In comparison to these similar analyses by Ponti et al. (2015) and Mossoux & Grosso (2017) , the present work is an improvement in several areas.
First, we perform a systematic analysis of flares of all intensities using a dataset with relatively uniform sensitivity.
Second, we calibrate our Bayesian Blocks algorithm using signal-free light curves, ensuring that our flare detection and significance estimates are accurate.
Third, we calculate the flux of each flare assuming a constant conversion between count rate and emitted energy (see also Neilsen et al. 2013; Yuan et al. 2018 ). This avoids difficulties fitting flare spectra with poor statistics (eg., Mossoux & Grosso 2017) .
Fourth, we account for any dependence on the instrument mode in our simulations. Our simulations also use an instrument mode dependent pile-up scheme and produce entire renderings of each dataset, taking into account automatically the relative flare detection efficiencies of each dataset. This model is used to test whether the same model parameters can successfully -as we find in this work-reproduce the observed flare energy distributions of different datasets, then those datasets are consistent.
However, the present work shares some shortcomings with previous studies. Namely, we assume that the flares occur at random Poisson times. However, it's possible that Sgr A*'s flaring behaviour exhibits clustering. Yuan & Wang (2016) show that flare clustering on timescales of 20-70 ks is significant at the 96% level (for their gratings dataset, but for their ACIS-I sample this number drops to ∼ 50%) and may be described by a piecewisedeterministic Markov process (Davis 1984) . Furthermore, we assume that flare durations and energies are independent. However, Neilsen et al. (2013) show a moderate correlation (ρ ∼ 0.54) between the two. Our simulations a-posteriori recover some of this correlation (ρ ∼ 0.23) from detection biases. We consider this sufficient as Yuan et al. (2018) report no correlation between those quantities.
Despite these potential drawbacks, based on our analysis of the emitted energy distributions we believe the change points reported by Ponti et al. (2015) and Mossoux & Grosso (2017) are unlikely to be indicative of an increase in Sgr A*'s bright flaring activity caused by G2. If the increased bright flaring rate observed by these authors was due to G2, this process should stay active for at least a viscous timescale, ∼ 3-10 years at ∼ 2000 R s (Yuan & Narayan 2014; Ponti et al. 2015; Mossoux et al. 2016 , but see Do et al. (2019) ) assuming the canonical viscous parameter value α = 0.1, with α as defined as in Shakura & Sunyaev (1973) . In this scenario, our model should have detected this persistent signal with the additional Chandra exposure of 652 ks across 14 observations from June 2016 to April 2018 (from ObsID 18731 to 20347). In addition to the previously tested change points, it could be possible that the bright flaring rate was delayed and started increasing from those newer observations. This delayed timescale of a few years after pericentre probes the estimated timescale before an increased activity begins according to RIAF models (Yuan & Narayan 2014) and is worth testing. We observe 3 bright flares between June 2016 and April 2018 (according to the definition of > 120 counts from Ponti et al. 2015 , corresponding to an unabsorbed energy of 9.2 ×10 37 erg in our case), translating to a bright flaring rate of 0.4 ± 0.3 flare day -1 . For the whole Post-XVP dataset, we detect 6 bright flares in 1.56 Ms giving a bright flaring rate of 0.3 ± 0.1 flare day -1 . For the XVP dataset, we have 10 bright flares in 3 Ms translating to a bright flaring rate of 0.29 ± 0.09 flare day -1 . All these rates are consistent within errors. The 3σ upper limit of 3 is 9 giving a rate of 1.2 flare day -1 , still lower than the predicted rate of 2.52 ± 0.98 flare day -1 as found by Ponti et al. (2015) . This increase is thus absent from our Chandra-only dataset. Interestingly, Ponti et al. (2015) also don't find an increase in the bright X-ray flaring rate if they only use their Chandra data. In fact, the increase in the bright flaring rate found by Ponti et al. (2015) is mainly due to 4 bright XMM -Newton flares detected in only 133 ks of observations at the end of 2014. The fact that this significant increase is not present in their (nor our) Chandra sample could be explained by flare clustering as mentioned above (Yuan & Wang 2016; Yuan et al. 2018 ) and suggested by Ponti et al. (2015) In any case, this apparent discrepancy shows the importance of coordinated observations between different X-ray observatories to improve our understanding of their relative flare detection efficiency.
From the previously mentioned viscous timescale, it's also possible that G2 still hasn't caused an increase in Sgr A*'s X-ray flaring rate, but will in the near future. Schartmann et al. (2012) ; Kawashima et al. (2017) also predict an increased activity years and 5-10 years, respectively, after G2 as mentioned in the introduction. Future observations of Sgr A* will shed light on this matter.
It is worth noting that another gas cloud, G1, which has nearly identical orbital parameters to G2 (Pfuhl et al. 2015) , underwent a pericentre passage near Sgr A* in 2001 and no change in Sgr A*'s quiescence or flaring properties were observed (Yuan & Wang 2016) .
CONCLUSION
In this work, by using Bayesian Blocks and adding flaring blocks together with a systematic method, we detected and characterized 58 flares (40 XVP flares and 18 Post-XVP flares, respectively) in 4.5 Ms of Chandra observations from 2012 to 2018. We simulated X-ray light curves built from parameters such as flaring rate, quiescent count rate, flare count rate to luminosity conversion factor, energy and duration distributions, exposure time and pile-up. By simulating these light curves to reproduce different datasets (XVP and Post-XVP or Pre-G2 and Post-G2) using the same parameters, we found no evidence of a change point in the energy distribution above 95% confidence at any point in Summer or Fall 2014, failing to reject the null hypothesis. We have shown empirically that (1.3 ± 0.2)% of the count rate from the transient magnetar SGR J1745-2900 contaminates Sgr A*'s extraction region and quantified it as a function of time since its outburst on April 25 2013. Our findings indicate that the previously reported increased bright flaring rate in Summer 2014 (e.g., Ponti et al. 2015; Mossoux & Grosso 2017) is absent from our Chandraonly data. Future Chandra observations will allow us to determine if G2 caused a delayed increase in the flaring rate. Extraordinary Chandra observations coordinated with EHT and GRAVITY of Sgr A* in the coming years will improve our understanding of Sgr A*'s X-ray flares.
We thank all the members of the Sgr A* Chandra XVP collaboration (https://www.sgra-star.com/ collaboration-members), and we are immensely grateful to the Chandra scheduling, data processing, and archive teams for their support during these Sgr A* monitoring campaigns. We also Scargle et al. (2013) and applied in Appendix A of Mossoux et al. (2015) . We simulate signal-free light curves by choosing a number of expected counts N and a constant noise count rate cr.
The resulting event list is sent to the Bayesian Blocks algorithm, which returns the number of change points detected. For each N considered, we evaluate values of ncp_prior between 3 and 15, with a step of 0.1, and generate 1000 random Poisson light curves. p 0 is the sum of the detected change points divided by the number of light curves. We stick with p 0 = 0.05 and get a relation between ncp_prior and N . Since the value of ncp_prior chosen with our method is a bit noisy (e.g. Figure 9 ), we run the simulation for 10 different noise count rates and take the mean of the different ncp_prior values obtained at each N , as well as their standard deviation (see Figure 10 ). We choose different count rates to double-check our intuition that changing the count rates does not change the results. Indeed, if the count rate changes, the only modification in the Bayesian Blocks should be the mean count rate of each block (i.e., the probability of finding false change points shouldn't change).
We fit the following function to the data points in Figure 10 :
where ncp_prior(N ) is the fitted value of the prior for a given expected number of events N , A is the amplitude and B is a constant. Figure 10 also shows the corresponding 3σ error region. The error bars on the data points are the standard deviations of the values of ncp_prior across all simulations. For comparison, we also plot 2 other calibrations used in Scargle et al. (2013) . They are derived via similar simulations, but for Gaussian noise, and only consider N values up to 1024. We show the 3σ error region to accommodate the noise and to minimize false positives (recall that higher values of ncp_prior imply that the algorithm is less susceptible to false positives). Roughly, this means that we are 3σ confident that our calibration yields p 0 ≤ 0.05. Our final calibration is the upper bound of the 3σ fit.
B. COMPARISON WITH OTHER WORKS
In this section, we compare our flares with Neilsen et al. (2013) , Ponti et al. (2015) and Mossoux & Grosso (2017) . To compare energies with Ponti et al. (2015) , we convert from absorbed to unabsorbed values using the scaling between the unabsorbed fluences and absorbed fluxes of Table 1 of Neilsen et al. (2013) assuming a distance of 8 kpc. This should be sufficient for comparison purposes. For the comparisons in this section, we use our flares as obtained without the flare splitting criterion (see Section 3.4). Table 2 . List of all Chandra XVP observations. Listed for each observation are the exposure (taken as the total time spanned by the Bayesian Blocks), the flare start and end times and the duration. The flare mean count rates are pile-up corrected but not quiescence subtracted and we indicate their Poisson error bars. The energies are from 2-10 keV (not 2-8 keV like the mean count rates), are pile-up corrected and quiescence subtracted. a Flare truncated by the beginning or end of the observation. (flares # 11, 16, 29, 30 and 31) . On the other hand, they report 4 short (durations from 500 s to 1200 s) and faint (between 8 and 15 counts, or 1.15 and 2 ×10 37 erg) flares that we do not find in ObsIDs 13847, 13853, 13839 and 14468 (flares # 9, 18, 27 and 47). Our results agree for the most significant flares, but some differences exist for the weaker flares, which can be explained by the different detection methods used (long and faint flares are more easily detected by Bayesian Blocks, but short and faint flares are best found by direct Gaussian fitting). Ponti et al. (2015) find 37 XVP flares, of which 35 are in common. We find 4 faint (unabsorbed fluences below 3.7 × 10 37 erg) flares that they miss in ObsIDs 14392 (# 1), 13849 (# 14), 13845 (# 16) and 13840 (# 30). They are most likely missed because these authors limit themselves to the 0th order. They also report 2 flares that we do not detect in ObsIDs 13852 (# 35, with a count rate of 0.0049 ct s -1 , consistent with quiescence and not found by Mossoux & Grosso (2017) nor Neilsen et al. (2013) ) and 15568 (# 43). The flare at ObsID 15568 is also found by Mossoux & Grosso (2017) but not by us nor Neilsen et al. (2013) . It is rather faint (∼ 2x quiescence) and its detection is thus sensitive to what different authors consider to be significant. Mossoux & Grosso (2017) find 44 XVP flares, of which we have 40 in common. The 4 flares that we do not find are in ObsIDs 13857, 14466, 13839, and 15568 (flares # 3, 22, 27 and 43) . Even though we find blocks in ObsIDs 13857, 14466, and 15568, they are not considered flares because of our significance criterion. The reported flares at ObsIDs 13857 and 14466 are short (durations of 471 s and 380 s) and the one at ObsID 15568 lasts >4907 s but is very faint (0.006 ct s -1 above quiescence). This translates to rather high error bars, which explains why our method doesn't consider them flares. The flare at ObsID 13839 is undetected by our Bayesian Blocks and also by Ponti et al. (2015) , but it is on the short end (750 s according to Neilsen et al. (2013) and 1411 s according to Mossoux & Grosso (2017) Table 3 . List of all Chandra flares from our kept Post-XVP flare dataset. Listed for each flare are the observation start date, the exposure (taken as the total time spanned by the Bayesian Blocks), the flare start and end times and the duration. B.2. Post-XVP flares Ponti et al. (2015) report 10 flares for the Post-XVP observations that we share. There are substantial differences with what we find. For ObsID 15041, we and Mossoux & Grosso (2017) find two flares (flares # 49 and 50), but Ponti et al. (2015) only find the first one, which is faint (emitted energy of 1.55 × 10 37 erg). Likewise, we find two flares in ObsID 15042 (flares # 51 and 52), but Ponti et al. (2015) report them as one and Mossoux & Grosso (2017) do not find any. We argue that there are two distinct flares since we can see in Figure 11 that the two flares are separated by a non-flaring block. Ponti et al. (2015) also report 2 faint flares in ObsIDs 14945 and 14943 (flares # 53 and 55), but Mossoux & Grosso (2017) and us do not find them. Ponti et al. (2015) also report a flare in ObsID 16508 (# 58) and another one in ObsID 16217 (# 59) that Mossoux & Grosso (2017) do not find, but we do. Briefly, our results are a combination of these authors and differences occur based on the criterion that selects what is considered a flaring block and how the Bayesian Blocks are calibrated.
C. PILE-UP TREATMENT IN SIMULATED GRATINGS LIGHT CURVES
To simulate a flare with a given mean unpiled count rate in the HETG/ACIS-S/0+1st instrument mode, we need the unpiled 0th/1st order flare and quiescence ratios as pile-up occurs on the observed total 0th order count rate only. We assume these ratios to be the median of the ones observed in the XVP dataset, i.e., ∼ 1.6 and 0.45 for flare and quiescence, respectively.
The unpiling process requires more attention since the (piled) 0th/1st order flare ratio changes with flare count rate due to pile-up. This phenomenon can be taken into account via a calibration that computes the piled 0th/1st order Duration (s) Figure 12 . Durations of the flares detected in this work (green '+'), Neilsen et al. (2013) (red triangles), Mossoux & Grosso (2017) (blue 'x') and Ponti et al. (2015) (black dots). T op: Flares ordered by the shortest duration seen for each flare. Bottom : Flares ordered by the indices of Table 4. flare ratio for many different unpiled count rates.
10 When the Bayesian Blocks algorithm detects a flare mean count rate, we use that calibration to find the corresponding piled 0th/1st order flare ratio. This information is used to infer the total unpiled flare count rate. (2015), we converted from absorbed to unabsorbed values using the scaling between the unabsorbed fluences and absorbed fluxes of Table 1 of Neilsen et al. (2013) assuming a distance of 8 kpc. This should be sufficient for comparison purposes.
