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1. Пусть Т – промежуток управления, 
/ ,uh h M  
*
*( )h t t N  – периоды кванто-
вания времени (M, N – натуральные числа); 
*
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, ,yx
m nm n
x yH H  ( , ) ;x y x yrank H H m n n 
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A t  ( ) ,x
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,t T – непрерывные функции; ( ) ( ( ) { :u u t U u 
( ) ( ( ) { :u u t U u  ** }, )u u u t T  – дискретное в пря- 
мом времени1 с периодом квантования hu уп- 
равляющее воздействие непрерывной части 
гибридной системы; ( ) **( ( ) { : },t V   
*
*( ( ) { : },t V  )t T – управляющее воздей-
ствие дискретной части гибридной системы. 
В классе управляющих воздействий 
( ( ), ( )u ) рассмотрим линейную задачу опти-
мизации гибридной системы [1]: 
 
* *
( ), ( )
( , ) ( ) ( ) max ;x y
u
J u c x t c y t          (1) 
 
* 0
* 0
( ) ( ) ( ) , ; ( ) ;
( ) ( ) ( ) ( ) ( ), ; ( ) ;
x xy x
y y
x A t x A t y b t u t T x t x
y t h A t y t h b t t t T y t y
 
 
* *( ) ( ) .x yH x t H y t g                  (3) 
Здесь ( ) xnx x t – состояние непрерыв-
ной части системы в момент времени t; 
( ) y
n
y y t – то же дискретной части систе-
мы; ( ( ), ( ))x t y t  – то же гибридной системы; 
( ), ( )u t t  – значения управляющих воздей-
ствий в момент t. 
Под траекторией системы (2), соответ-
ствующей управляющим воздействиям 
( ( ), ( )),u  будем понимать единственную пару 
из непрерывной функции ( ) ( ( ), )x x t t T  и 
дискретной с периодом квантования h  в пря-
мом времени функции ( ) ( ( ), ),y y t t T  кото-
рые удовлетворяют (2). 
Управляющие воздействия ( ( ), ( ))u  назо-
вем программой гибридной системы, если на 
соответствующей им траектории ( ( ), ( ))x y  
системы (2) выполняются ограничения (3). 
Программа 0 0( ( ), ( ))u  называется оптималь-
ной, если на ней критерий качества (1) достига- 
ет максимального значения: 0 0( ( ), ( ))J u  
( ), ( )
max ( ( ), ( )),
u
J u  где максимум вычисляется 
по всем программам. Субоптимальную ( -оп- 
тимальную) программу ( ( ), ( ))u  определим 
неравенством 0 0( ( ), ( )) ( ( ), ( )) .J u J u  
Как известно [2], в теории оптимального 
управления важную роль играют  критерии  оп- 
тимальности и субоптимальности.  Целью  дан- 
 
____________ 
 
1 Функция 
*
*( ), [ , ],f t t T t t  называется дискретной в прямом (обратном) времени с периодом квантования 
*
* 0 0( ) (h t t N N  – натуральное число), если ( ) ( ), [ , [f t f t h , 
*
* *{ , , , }t t h t h ( ( ) ( ),f t f  
] , ],t h  **{ , , }t h t ). 
 
(2) 
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ной статьи является получение критериев суб-
оптимальности и оптимальности для программ 
задачи (1)–(3). 
2. Согласно [1] состояние гибридной систе-
мы (2) в момент 
*t  можно вычислить по фор-
муле Коши 
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2 *( , ) ( ) ( );xy y
s T
h F t s h b s s             (4) 
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* * 0( ) ( , ) ( )y yy t F t t h A t y
*( , ) ( ) ( ),y y
s T
h F t s h b s s  
 
где функция *( , ) ,x xn nxF t s  s T , диффе-
ренцируема по s , функции *( , ) ,y y
n n
yF t s  
*( , ) ,x y
n n
xyF t s s T , дискретны в обратном 
времени с периодом квантования h − компо-
ненты фундаментальной матрицы решений ги-
бридной системы (2), удовлетворяющие урав-
нениям: 
 
*
*
* *
*
( , )
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( , ) ( , ) ( )
1
( , ) ( ) , ;
x
x x
xy xy y
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x xy
s h
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* * * * * *( , ) , ( , ) , ( , ) 0.x y xyF t t E F t t E F t t   (6) 
 
Подставив выражения (4) в (1)–(3), получим 
задачу линейного программирования, эквива-
лентную исходной задаче: 
( ) ( ) ( ) ( ) max;
u
u
T s T
c u c s s  
( ) ( ) ( ) ( ) ;
u
u
T s T
d u d s s g          (7) 
* *
* *( ) , ; ( ) ,uu u t u t T s s T . 
 
Здесь 
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* 2 *( ) ( , ) ( ) ( , )x xy y y yc s c F t s h b s h c F t s h
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u x x x u
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d H F t b d T
d s H F t s h h b s
*( , )y yH F t s h ( ) ,yb s h s T ; 
*
* 0( ( , )x xg g H F t t x  
*
* *[ ( , ) ( )x xy yH F t t h A t h            (8) 
*
*
* *
0 * 0( , ) ( ) ] ( , ) )
t h
y xy y y
t
F t A d y H F t t h y . 
 
Принцип ε-максимума для задачи (1)–(3) 
получим с помощью критерия ε-оптимальности 
[3] планов задачи (7), учтя динамическую при-
роду последней. Для этого введем необходи-
мые понятия. 
3. Пусть ( ( ), ( )), ( ) ( ( ),u u uD D T D T D T d  
),uT  ( ) ( ( ), )D T d s s T ; oп ,u uT T  oп ,T T  
oп oп| | | | ,uT T m  − произвольные множества; 
oп oп oп{ , };uT T T  oп oп( )D D T oп( ( ), ;u ud T  
( )d s , s oп ).T  
Множество Топ называется опорой задачи 
(1)–(3), если не вырождена матрица Dоп, т. е. 
oпdet 0.D  
Следуя [3], подсчитаем вектор потенциалов 
mR  
1
oп oп ,c D  
 
где oп oп oп( ( ), ; ( ), ).u uc c T c s s T  
Совокупность ( ( ), ; ( ), )u uT s s T  с 
компонентами: 
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( ) ( ) ( ), ;
( ) ( ) ( ), ,
u u u uc d T
s c s d s s T
            (9) 
 
назовем копрограммой исходной задачи (1)–(3), 
сопровождающей опору Топ. 
Подставив (8) в (9), получим: 
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( ) ( )y x xA s h c H  
*( , ) ( ) ] ( ),
s h
x xy y
s
F t A d b s s T .     (10) 
 
Введем функции:  
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x
y
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Поскольку из (5), (6) следуют соотношения: 
 
*
*
( ) ( ) ( , )
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x x x x
x x x x x x
c H F t
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* 2 *
* 2 *
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то функции (11) являются решением сопря-
женной системы 
 
( ) ( ) ( ), ;
( ) ( ) ( ) ( ) ( ) ,
,
x x x
s h
y y y x xy
s
A T
s s h A s h A d
s T
 (12) 
 
с начальными условиями 
 
*( )x x xt c H , 
*( ) .y y v yt c h H    (13) 
 
Котраекторией, сопровождающей опору 
Топ, назовем пару ( ( ), ( )x y ), состоящую из 
непрерывной функции ( )x и дискретной в 
обратном времени с периодом квантования h  
функции ( ),y  которые удовлетворяют сопря-
женной системе (12) с начальными условиями 
(13). 
Компоненты копрограммы [3] с использо-
ванием котраектории принимают вид: 
 
( ) ( ) ( ) , ;
( ) ( ) ( ), .
uh
u x x u
y y
b d T
s s h b s s T
 
 
Критерий субоптимальности для задачи ли-
нейного программирования (7) [3] на языке 
введенных понятий для задачи (1)–(3) звучит 
следующим образом. 
Теорема (принцип ε-максимума). При лю-
бом ε ≥ 0 для ε-оптимальности программы 
( ( ), ( ))u  необходимо и достаточно существо-
вание такой опоры Топ, при которой на сопро-
вождающей ее котраектории ( ( ), ( ))x y  вы-
полняются условия квазимаксимума: 
 
( ) ( ) ( )
uh
x xb d u  
ин oпmax ( ) ( ) ( ), \ ;
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x x u u u
u U
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н oп
( ) ( ) ( ) max ( ) ( )
( ), \ ;
y y y y
V
s h b s s s h b s
s s T T T
(14) 
 
ин н
( ) ( ) .u
T s T
s  
 
Доказательство основано на формуле при-
ращения критерия качества и проводится ана-
логично  доказательству соответствующего ре-
зультата для задачи линейного программирова-
ния [3]. 
Из (14) при  = 0 следует принцип максиму-
ма. Для оптимальности программы ( ( ), ( ))u  
необходимо и достаточно существование такой 
опоры Топ, при которой на сопровождающей ее 
котраектории ( ( ), ( ))x y выполняются усло-
вия максимума: 
 
ин
( ) ( ) ( )
max ( ) ( ) , ;
u
u
h
x x
h
x x
u U
s b s ds u
s b s ds u T
 
 
н
( ) ( ) ( )
max ( ) ( ) , .
y y
y y
V
s h b s s
s h b s s T
 
 
4. Укажем на изменения, которые нужно 
внести в приведенные результаты для задачи 
(1)–(3) с многомерными управляющими воз-
действиями: 
 
*
*( ) ( ( ) { : }, )
uru u t U u R u u u t T ,  
 
*
*( ) ( ( ) { : }, )
r
s V R s T : 
 
1) в уравнениях (2) вместо векторных функ-
ций ( ), ; ( ), ,x yb t t T b s s T участвуют матрич- 
ные функции ( ) , ; ( ) ,yx u
n rn r
x yB t R t T B s R  
s T ; 2) скалярные функции ( ),u uc T ; ( ),c s  
s T , заменяются векторными функциями 
( ) , ; ( ) ,u
r r
u uc R T c s R s T ; 3) вектор-
ные функции ( ), ; ( ),ud T d s s T , ста- 
новятся матричными ( ) ( ( ),u uj uD D j J   
= {1, 2, , }), ( )u ujr D  − j-й столбец матрицы 
( ),uD  ;uT  ( )D s ( ,jD j J {1, 2, , }),r  
( )jD s  − j-й столбец матрицы ( ),D s s T ;  
4) вместо множеств Тиоп, Т оп вводятся множе-
ства oпu uS S ,u uJ T  oп ;S S J T  
опорой является совокупность oп oп oп{ , },uS S S  
oп| |S oп| |uS  oп| | ,S m  на которой не вырож-
дена (опорная) матрица oп oп oп( , ),uD D D  где 
oп oп( )u uD D S oп( ( ), { , } ),uj uD j S  oп oп( )D D S 
oп oп( )D D S oп( ( ), { , } );jD s j s S  5) скалярная 
копрограмма заменяется векторной; 6) крите-
рий -максимума примет вид: 
 
*
*
oп
( ) ( ) ( )
max ( ) ( )
( ),{ , } \ ;
u
u
j j j
h
x xj j
h
x xj j
u u u
uj uн u u
B d u
B d u
j S S S
 
 
*
*
oп
( ) ( ) ( )
max ( ) ( )
( ),{ , } \ ;
j j j
y yj j
y yj j
j н
s h B s s
s h B s
s s j S S S
 
 
{ , } { , }
( ) ( )
uн н
uj j
j S j s S
s . 
 
В Ы В О Д 
 
Получены критерии оптимальности и суб- 
оптимальности программ для линейной задачи 
оптимального управления гибридной системой. 
Область практического применения: авто-
матика автомобилей, управление химико-тех- 
нологическими процессами и энергетическими 
системами. 
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