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Abstract—Most methods for medical image segmentation use U-Net or its variants as they have been successful in most of the
applications. After a detailed analysis of these “traditional” encoder-decoder based approaches, we observed that they perform poorly
in detecting smaller structures and are unable to segment boundary regions precisely. This is in spite of the fact that these approaches
propagate low-level features to the output through skip connections. This issue can be attributed to the increase in receptive field size
as we go deeper into the encoder. The extra focus on learning high level features causes the U-Net based approaches to learn less
information about low-level features which are crucial for detecting small structures. To overcome this issue, we propose using an
overcomplete convolutional architecture where we project our input image into a higher dimension such that we constrain the receptive
field from increasing in the deep layers of the network. We design a new architecture for image segmentation- KiU-Net which has two
branches: (1) an overcomplete convolutional network Kite-Net which learns to capture fine details and accurate edges of the input, and
(2) U-Net which learns high level features. Furthermore, we also propose KiU-Net 3D which is a 3D convolutional architecture for
volumetric segmentation. We perform a detailed study of KiU-Net by performing experiments on five different datasets covering various
image modalities like ultrasound (US), magnetic resonance imaging (MRI), computed tomography (CT), microscopic and fundus
images. The proposed method achieves a better performance as compared to all the recent methods with an additional benefit of fewer
parameters and faster convergence. Additionally, we also demonstrate that the extensions of KiU-Net based on residual blocks and
dense blocks result in further performance improvements. The implementation of KiU-Net can be found here:
https://github.com/jeya-maria-jose/KiU-Net-pytorch
Index Terms—Brain Anatomy Segmentation, Brain Tumor Segmentation, Liver Segmentation, Gland Segmentation, Nerve
Segmentation, Medical Image Segmentation, Deep Learning, Overcomplete Representations.
F
1 INTRODUCTION
M EDICAL image segmentation plays a pivotal role incomputer-aided diagnosis systems which are helpful
in making clinical decisions. Segmenting a region of interest
like an organ or lesion from a medical image or a scan is crit-
ical as it contains details like the volume, shape and location
of the region of interest. Automatic methods proposed for
medical image segmentation help in aiding radiologists for
making fast and labor-less annotations. Early methods were
based on traditional pattern recognition techniques like sta-
tistical modeling and edge detection filters. Later, machine
learning approaches using hand-crafted features based on
the modality and type of segmentation task were developed.
Recently, the state of the art methods for medical image
segmentation for most modalities like magnetic resonance
imaging (MRI), computed tomography (CT) and ultrasound
(US) are based on deep learning. As convolutional neural
networks (CNNs) extract data-specific features which are
rich in quality and effective in representing the image and
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(a) (b) (c)
Fig. 1. A sample brain tumor segmentation prediction using (a) U-Net
3D, (b) KiU-Net 3D, and (c) Ground-Truth for BraTS dataset. KiU-Net 3D
results in better segmentation of fine details when compared to U-Net
3D as it focuses more on low-level information effectively.
the region of interest, deep learning reduces the hassle of
extracting manual features from the image.
Most of the architectures developed for semantic seg-
mentation in both computer vision and medical image
analysis are encoder-decoder type convolutional networks.
Seg-Net [1] was the first such type of network that was
widely recognized. In the encoder block of Seg-Net, every
convolutional layer is followed by a max-pooling layer
which causes the input image to be projected onto a lower
dimension similar to an undercomplete auto-encoder. The
receptive field size of the filters increases with the depth
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Fig. 2. (a) Input B-Mode Ultrasound Image. Predictions from (b) U-Net, (d) KiU-Net (ours), (f) Ground Truth. (c),(e) and (g) are the zoomed in
patches from (b),(d) and (f) respectively. The boxes in the original images correspond to the zoomed in portion for the zoomed images. Our method
segments small anatomy and edges better than U-Net.
of the network thereby enabling it to extract high-level
features in the deeper layers. The initial layers of the encoder
extract low-level information like edges and small anatom-
ical structures while the deeper layers extract high-level
information like objects (in the case of vision datasets) and
organs/lesions (in the case of medical imaging datasets).
A major breakthrough in medical image segmentation was
brought by U-Net [2] where skip connections were intro-
duced between the encoder and decoder to improve the
training and quality of the features used in predicting the
segmentation. U-Net has became the backbone of almost
all the leading methods for medical image segmentation in
recent years. Subsequently, many more networks were pro-
posed which built on top of U-Net architectures. U-Net++
[3], [4] proposed using nested and dense skip connection
for further reducing the semantic gap between the feature
maps of the encoder and decoder. UNet3+ [5] proposed
using full-scale skip connections where skip connections
are made between different scales. 3D U-Net [6] and V-Net
[7] were proposed as extensions of U-Net for volumetric
segmentation in 3D medical scans. In other extensions of
U-Net like Res-UNet [8] and Dense-UNet [9], the convolu-
tional blocks in encoder and decoder consisted of residual
connections [10] and dense blocks [11] respectively. It can be
noted that all the above extensions of U-Net used the same
encoder-decoder architecture and their contributions were
either in skip connections, using better convolutional layer
connections or in applications.
The main problem with the above family of networks is
that they lack focus in extracting features for segmentation
of small structures. As the networks are built to be more
deeper, more high-level features get extracted. Even though
the skip connections facilitate transmission of local features
to the decoder, from our experiments we observed that they
still fail at segmenting small anatomical landmarks with
blurred boundaries. Although U-Net and its variants are
good at segmenting large structures, they fail when the
segmentation masks are small or have noisy boundaries
which can be seen in Fig 1 and 2. As mentioned earlier, U-
net and its variants belong to undercomplete convolutional
architectures which is what causes the network to focus
on high-level features. To this end, we propose using over-
complete convolutional architectures for segmentation. We
call our overcomplete architecture Kite-Net (Ki-Net) which
transforms the input to higher dimensions (in the spatial
sense). Note that Kite-Net does not follow the traditional
encoder-decoder style of architecture, where the inputs are
mapped to lower dimensional embeddings (in the spatial
sense). Compared to the use of max-pooling layers in the
traditional encoder and upsampling layers in the traditional
decoder, Kite-Net has upsampling layers in the encoder
and max-pooling layers in the decoder. This ensures that
the receptive field size of filters in the deep layers of the
network does not increase like in U-Net. This ensures that
the Kite-Net is able to extract fine details of boundaries as
well as small structures even in the deeper layers. Although
Kite-Net extracts high quality low-level features, the lack
of filters extracting high-level features makes Kite-Net not
perform on par with U-Net when the dataset consists of both
small and large structure annotations. Hence, we propose a
multi-branch network, KiU-Net, where one branch is over-
complete (Ki-Net) and another is undercomplete (U-Net).
Furthermore, we propose to effectively combine the features
across the two branches using a novel cross-residual fusion
strategy which results in efficient learning of KiU-Net.
Note that, we presented a preliminary version of this
work in [12] at MICCAI 2020 where we:
• Proposed an overcomplete convolutional architec-
tures (Kite-Net) for segmentation and studied how
it is different from undercomplete architectures like
U-Net.
• Proposed a novel architecture KiU-Net which com-
bines feature maps of both under-complete and over-
complete deep networks such that the network learns
to segment both small and large segmentation masks
effectively.
• Evaluated the performance of the proposed method
for brain anatomy segmentation from 2D US scans
where we achieved significantly better performance
as compared to recent methods [2], [13], [14], [15].
In the current work, we propose additional improve-
ments over our earlier work. Specifically, we make the
following contributions:
• KiU-Net 3D which is an extension of KiU-Net
for volumetric segmentation. Here, we use a 3D
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convolution-based overcomplete network for effi-
cient extraction of low-level information.
• Res-KiUNet and Dense-KiUNet architectures where
we use residual connections and dense blocks respec-
tively for improving the learning of the network.
• We evaluate the performance of the proposed ar-
chitecture for volumetric and image segmenta-
tion across 5 datasets: Brain Tumor Segmentation
(BraTS), Liver Tumor Segmentation (LiTS), Gland
Segmentation (GlaS), Retinal Images vessel Tree Ex-
traction (RITE) and Brain Anatomy segmentation.
These datasets individually correspond to 5 differ-
ent modalities: ultrasound (US), magnetic resonance
imaging (MRI), computed tomography (CT), micro-
scopic and fundus images. With these additional ex-
periments on multiple datasets, we demonstrate that
the proposed method generalizes well to different
modalities.
2 RELATED WORK
In this section, we briefly review the deep learning works
proposed for medical image segmentation. We mainly focus
on methods that deal with datasets which we conduct our
experiments on.
For brain ventricle segmentation from US scans, meth-
ods based on U-Net and residual architectures have been
investigated [16]. Wang et al. [14] proposed a PSP-net based
method for this task. In [13], the authors explored using
uncertainty to further improve the predictions. For brain
tumor segmentation for MRI scans, a lot of methods have
been proposed based on 2D U-Net and its variations [17],
[18], [19], [20]. Many other methods based on Res-Net [10],
pixel-net [21] and PSP-net [22] have been proposed for brain
tumor segmentation in [23]. 3D convolution based methods
have been proved to be better for segmentation of brain
tumor when compared to training 2D convolution networks
on individual 2D slices of MRI scans and then combining
them back together to get 3D segmentation. So, 3D U-Net
based methods have been proposed in many recent works
for brain tumor segmentation. Most of the top performing
methods in the BraTS challenge used 3D U-Net as their
backbone network [14], [24], [25], [26]. Out of these methods,
regularization on a 3D U-Net backbone architecture [27]
gives the best performance for BraTS test dataset (2018). A
simple 3D U-Net with just proper hyper parameter tuning
is a close second [28]. U-Net based methods have also been
adopted for kidney tumor segmentation from CT scans [29],
[30], [31], cell/nuclei segmentation from microscopic images
[32], [33], [34], [35] and retina nerve segmentation from
fundus images [36], [37].
LiTS challenge which deals with liver segmentation and
liver lesion segmentation has been one of the leading med-
ical image segmentation datasets in recent times. Several
works [9], [38], [39], [40] that perform well for this task are
also based on U-Net. There are many more deep learning
works for medical image segmentation which can be found
in review papers for medical image segmentation [41],
[42]. Unlike the above methods which are encoder-decoder
based convolutional (undercomplete) networks designed
for specific applications, in this work we propose a new
Fig. 3. Sample images from Brain US data. Top row: B-Mode US scan.
Bottom row: Ground truth. The structures present in the dataset are of
varying sizes.
architecture which uses overcomplete representations for
segmentation. Also, we show that our proposed network
is not application specific but a generic solution that can be
used for segmentation in any modality.
3 METHOD
In this section, we first discuss the issues with the U-
Net family of architectures and motivate why we propose
using overcomplete representations. Later, we describe the
proposed architectures in detail.
3.1 KiU-Net
3.1.1 Issues with traditional encoder-decoder networks
In the dataset that we collected for Brain Anatomy Seg-
mentation from US images, the segmentation masks are
heterogeneous in terms of the size of the structures. For
example it can be seen from Fig 3 that while one image has
a large segmentation label, the other one has tiny segmen-
tation mask. U-Net and its variants yield relatively good
performance for this dataset as seen in [13], [14]. However,
in our experiments we observed that these methods fail
to detect tiny structures in most of the cases. This does
not cause much decrement in terms of the overall dice
accuracy for the prediction since the datasets predominantly
contain images with large structures. However, it is crucial
to detect tiny structures with a high precision since it plays
an important role in diagnosis. Furthermore, even for the
large structures, U-Net based methods result in erroneous
boundaries especially when the boundaries are blurry as
seen in Fig 2 (b),(c).
In order to clearly illustrate these observations, we eval-
uated U-Net on the Brain Anatomy Segmentation from US
images dataset and the results are shown in Fig 2. It can be
observed from the bottom row of this figure (Fig 2 (b),(c))
that U-Net fails to detect the tiny structures. Further, the
first row demonstrates that in the case of large structures,
although U-Net produces an overall good prediction, it is
unable to accurately segment out the boundaries. Addition-
ally, we also made similar observations when U-Net based
3D architecture was used for volumetric segmentation of
lesion. Specifically, the predictions from U-Net are blurred
as it fails to segment the surface perfectly especially when
JOURNAL OF LATEX CLASS FILES, VOL. X, NO. X, XXXX 2020 4
(a) (b)
Fig. 4. Feature maps extracted from the encoder of (a) U-Net (b) Kite-Net. Top row: Feature maps extracted from the first layer. Middle row: Feature
maps extracted from the second layer. Bottom row: Feature maps extracted from the third layer. It can be observed that while the features extracted
from U-Net are coarse and focus on high-level features in the deeper layers, Kite-Net extracts fine details like edges in its deep layers. Also, the
feature maps of Kite-Net in the deeper layers are of a higher resolution as we perform upsampling in the feature space.
the surface of the tumor is not smooth and has a high
curvature (see Fig 1(a)).
To gain a further understanding of why U-Net based
models are unable to segment small structures and bound-
aries accurately, we analyze the network architecture in
detail. In each convolutional block of the encoder, the input
set of features to that block get downsampled due to max-
pooling layer. This makes sure that the encoder projects the
input image to a lower dimension in spatial sense. This
combination of convolution layer and max-pooling layer in
the encoder causes the receptive field of the filters in deep
layers of encoder to increase. With an increased receptive
field, the deeper layers focus on high level features and thus
are unable to extract features for segmenting small masks
or fine edges. The only convolution filters that capture low-
level information are the first few layers. Also, it can be
noted that in a traditional “encoder-decoder” architecture,
the network is designed such that the number of filters
increases as we go deeper in the network. That is, for a
typical convnet, more than 95% of the filters present in
the network focus on extracting high level information. For
example, the traditional UNet architecture has a 5 layer deep
encoder with 64, 128, 256, 512 and 1024 filters. From Fig 4 (a),
we can observe that only the first layer captures low level
information like edges and small anatomy. So, effectively the
number of filters that capture low level information becomes
64
64+128+256+512+1024 = 3.22% which implies 96.78% of the
filters work on learning high-level features.
3.1.2 Overcomplete Networks
In signal processing, overcomplete representations [43] were
first explored for making dictionaries such that the num-
ber of basis functions can be more than the number of
input signal samples. This enables a higher flexibility for
capturing structure in the data. In [43], the authors show
that overcomplete bases work as a better approximators of
any underlying statistical distribution of a data. It has also
been widely used for reconstruction of signals under the
presence of noise and for source separation in a mixture
of signals. It is mainly popular for these tasks because
of its greater robustness in the presence of noise when
compared to undercomplete representations. For denoising
autoencoders [44], models with overcomplete hidden layer
expression were observed to perform better as they are more
useful feature detectors. The authors note that the proposed
idea of denoising autoencoders in fact improved the feature
detecting ability of an overcomplete fully connected net-
work and it performs better than the standard bottleneck
architectures for that task. Overcomplete representations
have also been backed in the field of neuroscience where it is
solves the problem of maintaining a stable sensory percept
in the absence of time-invariant persistent activity [45].
The idea of overcomplete networks (in the spatial sense)
in the convnet-deep learning era has been unexplored. To
this end, we propose Kite-Net which is an overcomplete
version of U-Net. In Kite-Net, the encoder projects the input
image into a spatially higher dimension. This is achieved
by incorporating bilinear upsampling layers in the encoder.
This form of the encoder constrains the receptive field from
increasing like in U-Net as we carefully select the kernel size
of the filters and upsampling coefficient such that the deep
layers learn to extract fine details and features to segment
small masks effectively. Furthermore, in the decoder, each
conv block has a conv layer followed by a max-pooling
layer. In Fig 6, we can see how the receptive field is con-
strained in our proposed Kite-net when compared to U-Net.
To analyze this in detail, let I be the input image, F1 and
F2 be the feature maps extracted from first and second conv
blocks respectively. Let the initial receptive field of the conv
filter be k × k on the image. In an undercomplete network,
the receptive field size change due to max-pooling layer is
dependent on two variables: pooling coefficient and stride
of the pooling filter. For convenience, the pooling coefficient
and stride is both set as 2 in our network. Considering this
configuration, the receptive field of conv block 2 (to which
F1 is forwarded) on the input image would be 2×k×2×k.
Similarly, the receptive field of conv block 3 (to which F2 is
forwarded) would be 4×k×4×k. This increase in receptive
field can be generalized for an ith layer in an undercomplete
network as follows:
RF (w.r.t I) = 22∗(i−1) × k × k.
In comparison, the proposed overcomplete network has
an upsampling layer with a coefficient 2 in the conv blocks
replacing the max-pooling layer. As the upsampling layer
actually works opposite to that of max-pooling layer, the
JOURNAL OF LATEX CLASS FILES, VOL. X, NO. X, XXXX 2020 5
CRFB CRFB CRFB
+
+
CRFB CRFB
+
+
+
U-Net
Ki-Net
CRFB
Conv2D+
Upsampling+
ReLU
Conv 2D+
Max-Pooling+
ReLU
Cross Residual
Fusion
Block
1x1 Conv2D
Input
 Image Prediction
CRFB
To Kite-Net
To U-Net Feature Maps
From U-Net
Features Maps
 From Kite-Net
+
+
RKi
RU
RKi RU
Residual
from
Kite-Net
Residual
from
U-Net
(a) (b)
Fig. 5. (a) Architecture details of KiU-Net for 2D image segmentation. In KiU-Net, the input image is forwarded to the two branches of KiU-Net:
Kite-Net and U-Net which have CRFB blocks connecting them at each level. The feature maps from the last layer of both the branches are added
and passed through 1 × 1 2D conv to get the prediction. In CRFB, residual features of Kite-Net are learned and added to the features of U-Net to
forward the complementary features and vice-versa. (b) Details of Cross Residual Fusion Block (CRFB).
receptive field of conv bock 2 on the input image now would
be 12×k× 12×k. Similarly, the receptive field of conv block 3
now would be 14 × k× 14 × k. This increase in receptive field
can be generalized for ith layer in the overcomplete network
as follows:
RF (w.r.t I) = (
1
2
)2∗(i−1) × k × k.
Note that the above calculations are based on a couple
of assumptions. We assume that the pooling coefficient and
stride are both set as 2 in both overcomplete and under-
complete network. Also, we consider that the receptive field
change caused by the conv layer in both undercomplete
and overcomplete networks would be the same and do
not consider in our calculations. This can be justified as
we have maintained the conv kernel size to 3 × 3 with
stride 1 and padding 1 throughout our network and this
Fig. 6. Effect on receptive field change due to architecture type as seen
in (a) U-Net (b) Kite-Net. The receptive field of Kite-Net is constrained
when compared to U-Net in the deeper layers.
setting does not actually affect the receptive as much as max-
pooling or upsampling layer does. The above explanations
are illustrated in Fig 6.
In Fig 4, we visualize the feature maps of both U-Net and
Kite-Net. The first row corresponds to the features extracted
from the first layer of encoder, second row corresponds to
the second layer and third row corresponds to the third
layer. From this, it can be observed that Kite-Net extracts
more finer details over smaller regions when compared to
U-Net. Although Kite-Net learns low-level features better
than U-Net, it does not learn any high-level features. Due
to this, Kite-Net is unable to segment out any large masks
present in the input image. To overcome this, we propose
KiU-Net, which efficiently combines both Kite-Net and U-
Net while achieving the best of both networks.
3.1.3 Architecture Details
KiU-Net is a two-branch network where one branch is Kite-
Net and the other is U-Net. This network exploits the low-
level fine edge capturing power of Kite-Net as well the
high-level shape capturing power of U-Net. KiU-Net has
been illustrated in Fig 5.(a). The input image is forwarded
to both Kite-Net and U-Net in parallel. Each conv block in
the encoder of Kite-Net has a conv 2D layer followed by a
bilinear upsampling layer with coeffecient of two and ReLU
activation. Each conv block in the encoder of U-Net has a
conv 2D layer followed by a max-pooling layer with kernel
size of two and ReLU activation. In each conv block in the
decoder of Kite-Net, we have a conv 2D layer followed
by a max-pooling layer with kernel size of two and ReLU
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Fig. 7. (a) Architecture details of KiU-Net 3D for 3D volumetric segmentation. (b) Details of Cross Residual Fusion Block (CRFB) for KiU-Net 3D. In
KiU-Net 3D, the input 3D voxel is forwarded to the two branches of KiU-Net 3D: Kite-Net 3D and U-Net 3D which have 3D CRFB blocks connecting
them at each level. The feature maps from the last layer of both the branches are added and passed through 1 × 1 3D conv to get the prediction.
In CRFB, the residual features of Kite-Net 3D are learned and added to the features of U-Net 3D to forward the complementary features to U-Net
and vice-versa.
activation. Similarly for U-Net, we have a conv 2D layer
followed by a bilinear upsampling layer with coeffecient of
two and ReLU activation in its decoder. We have 3 such
conv blocks in encoder and decoder in both Kite-Net and
U-Net branches of KiU-Net. We then add the output feature
maps of Kite-Net and U-Net and forward them through a
1 × 1 conv 2D layer to obtain the prediction. All the conv
layers in our network (except for the last layer) are of 3× 3
size with stride 1 and padding 1.
3.1.4 Cross residual feature block (CRFB)
In order to further exploit the capacity of the two networks,
we propose to combine the features of the two networks at
multiple scales through a novel cross residual feature block
(CRFB). That is, at each level in the encoder and decoder of
KiU-Net, we combine the respective features using a CRFB.
As we know that the features learned by U-Net and Kite-Net
are different from each other, this characteristic can be used
to further improve the training of the individual networks.
So, we try to learn the complementary features from both
the networks which will further improve the quality of
features learned by the individual networks.
The CRFB block is illustrated in Fig 5.(b). Denoting the
features maps from U-Net as F iU and F
i
Ki as the feature
maps from Ki-Net after ith block in KiU-Net, the cross-
residual features RiU and R
i
Ki are first extracted using a
conv block. The conv block that F iKi is forwarded to has
a combination of conv 2D layer and max-pooling layer. The
conv block that F iUi is forwarded through has a combination
of conv 2D layer and upsampling layer. These cross-residual
features are then added to the original features F iU and
F iKi to obtain the complementary features Fˆ
i
U and Fˆ
i
Ki,
Fˆ iU = F
i
U + R
i
Ki and Fˆ
i
Ki = F
i
Ki + R
i
U . With this kind of
complementary feature extraction from the two networks,
we observe a considerable improvement in the segmenta-
tion performance of the network.
3.2 KiU-Net 3D
With the success of KiU-Net for 2D segmentation, we ex-
plore its usage for volumetric segmentation from 3D med-
ical scans. Specifically, we propose KiU-Net 3D which is a
two-branch network similar to KiU-Net but contains Kite-
Net 3D and U-Net 3D as its branches. The input will be a
scan of shape H ×W × S where H, W are the height and
width and S is the number of slices of 2D images in the scan.
So, in our proposed KiU-Net 3D, we use 3D convolutions in
the place of 2D convolutions to work on the voxel space of
the scans.
In the encoder of Kite-Net 3D branch, every conv block
has a conv 3D layer followed by a trilinear upsampling
layer with coeffecient of two and ReLU activation. In de-
coder, every conv block has a conv 3D layer followed by
a 3D max-pooling layer with coeffecient of two and ReLU
activation. Similarly, in the encoder of U-Net 3D branch,
every conv block has a conv 3D layer followed by a 3D max-
pooling layer with coefficient of two and ReLU activation.
In decoder, every conv block has a conv 3D layer followed
by a trilinear upsampling layer with coefficient of two and
ReLU activation. We have CRFB block across each layer in
KiU-Net 3D similar to KiU-Net. The difference in the CRFB
block architecture of KiU-Net 3D is that we have conv 3D
layers and trilinear upsampling instead of conv 2D layers
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and bilinear upsampling like in KiU-Net. The output of both
the branches are then added and forwarded to 1×1×1 conv
3D layer to get the prediction voxel. All the conv layers in
our network (except for the last layer) have 3× 3× 3 kernel
sizes with stride 1 and padding 1. KiU-Net 3D is illustrated
in Fig 7.
4 EXPERIMENTS
In this section, we describe the experimental settings and
the datasets that we use for 2D medical image segmentation
and 3D medical volumetric segmentation to evaluate and
compare the proposed KiU-Net and KiU-Net 3D networks
respectively.
4.1 KiU-Net
4.1.1 Datasets
Brain Anatomy Segmentation (US): Intraventricular
hemorrhage (IVH) which results in the enlargement of
brain ventricles is one of the main causes of preterm brain
injury. The main imaging modality used for diagnosis
of brain disorders in preterm neonates is cranial US
because of its safety and cost-effectiveness. Also, absence
of septum pellucidum is an important biomarker for
septo-optic dysplasia diagnosis. Automatic segmentation
of brain ventricles and septum pellucidum from these US
scans is essential for accurate diagnosis and prognosis of
these ailments. After obtaining institutional review board
(IRB) approval, US scans were collected from 20 different
premature neonates (age < 1 year). The total number of
images collected were 1629 with annotations out of which
1300 were allocated for training and 329 for testing. Before
processing, each image was resized to 128× 128 resolution.
Gland Segmentation (Microscopic): Accurate segmentation
of glands is important to obtain reliable morphological
statistics. Histology images in the form of Haematoxylin
and Eosin (H&E) stained slides are generally used for gland
segmentation [46]. Gland Segmentation (GLAS) dataset
contains a total of 165 images out of which 85 are taken for
training and 80 for testing. We pre-process the images by
resizing them to 128× 128 resolution.
Retinal Nerve Segmentation (Fundus): Extraction of arteries
and veins on retinal fundus images are essential for delin-
eation of morphological attributes of retinal blood vessels,
such as length, width, patterns and angles. These attributes
are then utilized for the diagnosis and treatment of various
ophthalmologic diseases such as diabetes, hypertension,
arteriosclerosis and chorodial neovascularization [47]. To
perform retinal nerve segmentation, we use Retinal Images
vessel Tree Extraction (RITE) dataset [48] which is a subset
of the DRIVE dataset. RITE dataset contains 40 images split
into 20 for training and 20 for testing. We pre-process the
images by resizing them to 128× 128 resolution.
4.1.2 Training and Implementation
As the purpose of these experiments are to demonstrate the
effectiveness of proposed architecture, we do not use any
application specific loss function or metric loss functions
in our experiments. We use a binary cross-entropy loss be-
tween the prediction and ground truth to train the network.
The cross-entropy loss is defined as follows:
LCE(p,pˆ) = − 1
wh
w−1∑
x=0
h−1∑
y=0
(p(x, y) log(pˆ(x, y)))+
(1− p(x, y))log(1− pˆ(x, y)),
where w and h are the dimensions of image, p(x, y) corre-
sponds to the image and pˆ(x, y) denotes the output predic-
tion at a specific pixel location (x, y). We set the batch-size
as 1 and learning rate as 0.001. We use Adam optimizer for
training. We use these hyperparameters uniformly across
all the experiments. We train our networks for 300 epochs
or until convergence depending on the dataset.
4.2 KiU-Net 3D
For volumetric segmentation, we use two widely used
public datasets: BraTS challenge dataset and LiTS challenge
dataset for our experiments.
4.2.1 Datasets
Brain Tumor Segmentation (MRI): Segmentation of the
tumor is important for volume estimation of gliomas
which is essential for planning clinical treatment. Brain
Tumor Segmentation (BraTS) challenge has a curated
collection of MRI scans with expert annotations of brain
tumor. It contains multimodal MRI scans of confirmed
cases of glioblastoma (GBM/HGG) and low grade glioma
(LGG). The modalities present in these scans are native
(T1), post-contrast T1 (T1ce), T2-weighted (T2) and T2
attenuated inversion recovery (T2-FLAIR) [49], [50], [51].
The annotations are provided for four classes - enhancing
tumor, peritumoral edema and the necrotic and non-
enhancing tumor core. We used the 2019 version of the
BraTS challenge training data for training our the baselines
and our proposed. It has a total of 335 MRI scans. For
quantitative comparisons, we use the validation dataset
provided by BraTS 2019 challenge which has 125 scans.
For qualitative comparisons, we use the new 33 scans
added to the training set of BraTS 2020 challenge dataset
as the validation datasets do not come with ground truth
annotations. Each MRI scan contains 155 slices each of
dimensions 255× 255.
Liver Segmentation (CT): Accurate segmentation of liver and
liver lesions from abdominal CT scans are essential for di-
agnosis, treatment and surgical planning. Liver Tumor Seg-
mentation Challenge (LiTS) dataset [52] contains contrast-
enhanced abdominal CT scans along with annotations of
liver and liver lesions. The training set contains 130 CT
scans and the testing set contains 70 CT scans. For our
experiments, we focus on liver segmentation.
4.2.2 Training and Implementation
For training the KiU-Net 3D, we use the cross entropy loss
between the prediction and the input scan. Since, the scan
can be viewed as a 3D voxel, the cross entropy loss can be
formulated as follows:
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TABLE 1
Comparison of quantitative metrics for Brain US, GLAS and RITE datasets between KiU-Net, U-Net++ [3], U-Net [2] and Seg-Net [1].
Dataset Metrics Seg-Net [1] U-Net [2] U-Net++ [3] KiU-Net
Brain US Dice 0.8279 0.8537 0.8659 0.8943Jaccard 0.7502 0.7931 0.7995 0.8326
GLAS Dice 0.7861 0.7976 0.8005 0.8325Jaccard 0.6596 0.6763 0.6893 0.7278
RITE Dice 0.5223 0.5524 0.5410 0.7517Jaccard 0.3914 0.3111 0.3724 0.6037
TABLE 2
Comparison of quantitative metrics for brain tumor segmentation in BraTS dataset.
Type Network Dice-ET Dice-WT Dice-TC Hausdorff95-ET Hausdorff95-WT Hausdorff95-TC
Seg-Net [1] 0.4994 0.7611 0.6887 65.6867 20.3247 20.0050
Slice wise U-Net [2] 0.5264 0.8083 0.7032 17.5458 13.9467 19.2653
KiU-Net 0.6637 0.8612 0.7061 9.4176 12.7896 13.0401
Seg-Net 3D [1] 0.5599 0.8062 0.7073 10.0037 10.4584 10.7513
Voxel wise U-Net 3D [6] 0.6711 0.8448 0.7059 10.2162 13.0005 15.0856
KiU-Net 3D 0.7321 0.8760 0.7392 6.3228 8.9424 9.8929
TABLE 3
Comparison of quantitative metrics for liver segmentation in LiTS dataset.
Type Network Dice Jacard VOE FNR FPR ASSD MSD
Seg-Net [1] 0.7656 0.6265 0.3734 0.0673 0.3061 7.6310 45.3610
Slice-wise U-Net [2] 0.7723 0.6350 0.3649 0.0688 0.0688 7.6968 48.7151
KiU-Net 0.8035 0.6412 0.2956 0.0605 0.2045 6.8452 42.5421
Seg-Net 3D [1] 0.8789 0.7904 0.2091 0.0428 0.1666 3.9452 42.0544
Voxel-wise U-Net 3D [6] 0.9346 0.8828 0.1171 0.0622 0.0549 1.9450 33.8872
KiU-Net 3D 0.9423 0.8946 0.1053 0.0548 0.0505 1.7711 29.9831
LCE(p,pˆ) = −
C−1∑
c=0
1
whl
l−1∑
z=0
w−1∑
x=0
h−1∑
y=0
p(z, x, y) log(pˆ(z, x, y)),
where w, h are the dimensions of each slice while l is the
number of slices in the scan, p(z, x, y) corresponds to the
input 3D scan and pˆ(z, x, y) denotes the output prediction
at a specific pixel location (z, x, y) and C corresponds to
the number of classes found in the dataset. The above loss
formulation suits the multi-class segmentation framework
of BraTS dataset where C = 4. For both the datasets, we use
a learning rate of 0.0001 with batch size 1 and use Adam
optimizer. We do voxel-wise training (similar to patch-wise
training on 2D) for the BraTS dataset with voxel shapes
128× 128× 50.
5 RESULTS
In this section, we discuss the results and outcomes of the
experiments that we conducted using KiU-Net and KiU-Net
3D. First, we discuss the quantitative evaluations where the
proposed method is compared with other recent approaches
using metrics that are widely used for medical image seg-
mentation. Next, we provide qualitative results where we
visualize sample predictions to analyze why the proposed
method’s performance is superior as compared to the other
approaches.
5.1 Quantitative Results
5.1.1 KiU-Net
Following existing approaches like [4], we use Dice Index
(F1-score) and Jaccard Similarity score (mIOU) for evaluat-
ing and comparing the proposed method (KiU-Net) on the
medical image segmentation datasets:
Dice =
2TP
2TP + FP + FN
,
Jaccard =
TP
TP + FP + FN
,
where TP, FP and FN correspond to the number of pixels
that are true positives, false positives and false negatives
respectively of the prediction when compared with the
ground truth. Table 1 shows the results for the experiments
on all the 3 datasets for image segmentation. As it can be
observed, we compare KiU-Net with some of the widely
used backbone architectures for medical image segmenta-
tion like Seg-Net, U-Net and U-Net++. KiU-Net not only
performs better than the other networks but also achieves a
significant boost in terms of performance.
5.1.2 KiU-Net 3D
For 3D volumetric segmentation, we adopt the performance
metrics used in the BraTS challenge and LiTS challenge.
For brain tumor segmentation from MRI scans, we report
the Dice accuracy of enhancing tumor (ET), whole tumor
(WT) and tumor core (TC). We also report the Hausdorff
distance for all these three classes. More details about these
metrics for brain tumor segmentation can be found in
[51]. Similarly for liver segmentation in LiTS dataset, we
report metrics such as Dice score, Jaccard index, volume
overlap error (VOE), false negative rate (FNR), false positive
rate (FPR), average symmetric surface distance (ASSD) and
maximum symmetric surface distance (MSD). The details of
these metrics can be found in [52]. For both these datasets
we compare KiU-Net 3D with U-Net 3D and Seg-Net 3D.
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Fig. 8. Comparison of qualitative results between SegNet, UNet , UNet++ and KiU-Net for Brain anatomy segmentation using brain US dataset,
gland segmentation using GLAS dataset and retina nerve segmentation using RITE dataset.
Additionally, we also conduct experiments with slice-wise
training of the scans using 2D versions of all these networks.
Tables 2 and 3 report the quantitative metrics comparison
for BraTS dataset and LiTS dataset respectively. We observe
that KiU-Net outperforms other methods. Note that we
have used the same pipeline for all these experiments for
a fair comparison. Further, since the primary goal of these
experiments is to show that KiU-Net can act as a better
backbone network architecture, we do not perform any pre-
processing or post-processing which can improve the per-
formance further irrespective of the network architecture.
5.2 Qualitative Results
5.2.1 KiU-Net
Fig 8 illustrates the predictions of KiU-Net along with Seg-
Net, U-Net and U-Net++ for all 3 medical image segmenta-
tion datasets we used for evaluation. In the first row, we can
observe that KiU-Net is able to segment the small ventricles
accurately and the other “traditional” networks fail to do
so. Similarly from second, third and fourth rows, we can
observe that the predictions of KiU-net are able to segment
out the edges significantly better when compared to the
other networks. In the predictions of RITE dataset which has
very low number of images to train, our network performs
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Fig. 9. Comparison of qualitative results between SegNet, UNet , KiU-Net, SegNet 3D, UNet 3D and KiU-Net 3D for brain tumor segmentation using
BraTS dataset and Liver segmentation using LiTS dataset. The first and third row correspond to the prediction from a 2D slice in the MRI brain scan
and abdominal CT scan respectively. The second and third rows visualize the 3D volume segmentation predictions.
reasonably well as compared to others learns, thus demon-
strating that low level features for nerve segmentation are
used effectively in our network.
5.2.2 KiU-Net 3D
Fig 9 illustrates the predictions of KiU-Net 3D for volumetric
segmentation experiments. The first two rows correspond
to the results for BraTS dataset and the bottom two rows
correspond to the results for LiTS dataset. Note that the first
row and third rows correspond to segmentation prediction
of a single slice of the scan where as the second and fourth
row correspond to the 3D segmentation prediction of the
scan. The 3D segmentation results are visualized using
ITKSnap [53] where each scan prediction consists of 155 2D
images in the case of BraTS dataset and 48 2D images in the
case of LiTS dataset. From visualizations of the brain tumor
segmentation task, it can be observed that KiU-Net is able
to segment the surface and edges of the tumor significantly
better than any other network and is more closer to the
ground truth. For BraTS dataset, the red regions correspond
to tumor core, yellow regions correspond to non-enhancing
tumor and the green regions correspond to edema. From the
second row for BraTS dataset, it can be observed that the
tumor surface of the ground truth has sharp edges. While
all the other methods smooth out these edges, KiU-Net
predicts the sharp edges of the surface of the tumor more
precisely. While these results are focused on demonstrating
the superiority of KiU-Net in segmenting small lesions, the
results on the LiTS dataset show that the proposed method
is equally effective in segmenting larger regions. From the
bottom two rows of Fig 9, we can observe that KiU-Net
performs better than other networks in segmenting large
masks as well. Based on this, we would like to point out
that even though KiU-Net focuses more on low-level fea-
tures when compared to UNet or UNet++, its performance
is on-par/better as compared to them while segmenting
large masks as well. We also observe that performing 2D
segmentation on individual 2D images and then combining
them to form a 3D scan does not work well. This can be
observed from the first 3 images from the last row where
the surfaces are not smooth while the ground truth looks
smooth.
6 DISCUSSIONS
As we propose a generic solution to image and volumet-
ric segmentation, we believe it is important to study the
computational complexity and convergence trends of the
proposed network. In this section, we provide these details
and compare the proposed method with other approaches
in terms of number of parameters and rate of convergence.
6.1 Number of Parameters
Seg-Net, U-Net and U-Net++ have a 5 layer deep encoder
and decoder. The number of filters in each block of these
networks increase gradually as we go deeper in the network.
For example, U-Net uses this sequence of filters for its 5
layers - 64, 128, 256, 512 and 1024. Although KiU-Net is
a multi-branch network, we limit the complexity of our
network by using fewer layers and filters. Specifically, we
use a 3 layer deep network with 32, 64 and 128 respectively
as the number of filters. Due to this, the number of pa-
rameters in our network is significantly fewer as compared
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Fig. 10. Qualitative results of ablation study on test images. (a) B-Mode input US image. (b) Ground Truth annotation. Prediction of segmentation
masks by (c) UC - Under-complete architecture (d) OC - Over-complete architecture (e) UC + SK (under-complete architecture with skip
connections) (f) UC + OC with SK (combined architecture with skip connections) (g) KiU-Net (ours). The change in quality of the predictions
can be observed after each addition to the network.
TABLE 4
Comparison of number of parameters
Network Seg-Net [1] U-Net [2] U-Net++ [3] KiU-Net
No. of Parameters 12.5M 3.1M 9.0M 0.29M
TABLE 5
Ablation Study
Metrics UC OC UC+SK OC+SK UC+OC+SK KiU-Net
Dice 0.82 0.56 0.85 0.60 0.86 0.89
Jaccard 0.75 0.43 0.79 0.47 0.78 0.83
to other methods. In Table 4, we tabulate the number of
parameters for KiU-Net and other recent networks and it
can be observed that KiU-Net has ∼10× lesser parameters
as compared to U-Net and ∼40× fewer parameters as
compared to SegNet. Further, it is important to note that the
other approaches have have resulted in higher complexity
in an attempt to improve the performance, however, our
approach is able to obtain better performance while have
significantly fewer parameters.
6.2 Convergence
The convergence of loss function is an important characteris-
tic associated with a network. A faster convergence means is
always beneficial as it results in significantly lower training
complexity. Fig 11 compares the convergence trends for Seg-
Net, U-Net, U-Net++ and KiU-Net when trained on GLAS
dataset. It can be observed that KiU-Net converges faster
when compared to other networks. Similar trends were
observed while training the network on other datasets as
well.
6.3 Ablation Study
We conduct an ablation study to analyze the effectiveness
of different blocks in the proposed method (KiU-Net). For
these experiments, we use the brain anatomy segmentation
US dataset. We start with the basic undercomplete (“tra-
ditional”) encoder-decoder convolutional architecture (UC)
and overcomplete convolutional architecture (OC). Note
that these networks do not contain any skip connections
Fig. 11. Comparison of convergence of loss function between KiU-Net,
UNet++ [3], UNet [2] and SegNet [1]. The convergence of KiU-Net is
faster when compared to all other methods.
(SK). Next, we add skip connections to the UC and OC
baselines. These networks are basically U-Net (UC+skip
connections) and Kite-Net (OC+skip connections). We then
fuse both these networks by adding the feature map output
of both the networks at the end. This is in fact KiU-Net
without the CRFB block. Finally, we show the performance
of our proposed architecture - KiU-Net. Table 5 shows the
results of all these ablation experiments. It can be observed
that the performance improves with addition of each block
to the network. Please note that the performances of OC and
Kite-Net are lower because these predictions contain only
the edges of the masks and do not contain any high-level
information. Fig 10 illustrates the qualitative improvements
after adding each major block.
6.4 Further Improvements
As it is clear from the above discussions that KiU-Net is a
good backbone architecture for both image and volumetric
segmentation, we experiment with other variants of KiU-
Net which result in further improvements. In this section,
we describe these variants and present the detailed results
corresponding to each of these variants.
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Fig. 12. Details of Dense-KiU-Net architecture. The input image is forwarded to the two branches of Dense-KiUNet where each branch has dense
blocks at each level. The feature maps are added at the last layer and forwarded through a 1 × 1 conv 2D layer to get the prediction . In the right
side of the figure, dense block architecture has been visualized.
Fig. 13. Details of Res-KiU-Net architecture. The input image is for-
warded to the two branches of Res-KiUNet where each branch has
residual connections at each level. The feature maps are added at the
last layer and passed through a 1×1 conv 2D layer to get the prediction.
6.4.1 Res-KiUNet
In Res-KiUNet, we employ residual connections in both the
branches of KiU-Net. We use residual learning in every conv
block at each level in both the encoder and decoder part of
both branches. If x and y are the input and output of each
conv block (F ()) of our network, the residual connection can
be formulated as follows:
y = F (x) + x.
We illustrate the architecture details of Res-KiUNet in Fig
13 where the residual connections are denoted using red
arrows. Residual connections are helpful in efficient learning
(a) (b) (c) (d) (e)
Fig. 14. (a) Input Image, Prediction using (b) KiU-Net (c) Res-KiUNet (d)
Dense KiU-Net (e) Ground Truth for GLAS dataset. It can be observed
that the predictions of Res-KiUNet and Dense-KiUNet are better in terms
of quality when compared to KiU-Net.
TABLE 6
Comparison of performance metrics for Res-KiUNet and Dense KiUNet
using GLAS dataset.
Performance Metrics KiU-Net Res-KiUNet Dense-KiUNet
Dice 0.8325 0.8385 0.8431
Jaccard 0.7278 0.7303 0.7422
of the network since we can propagate gradients to initial
layers faster and thus solving the problem of vanishing
gradients.
6.4.2 Dense-KiUNet
In Dense-KiUNet, we employ dense blocks after every conv
layer in both the branches. We use a dense block of 4 conv
layers where the input consists of k feature maps. Each
conv layer outputs k/4 feature maps which is concatenated
with the input to all the next conv layers. The output of
all these conv layers are then concatenated to obtain k
output feature maps. This is added with the input and sent
to the next layer in the network. The output of the dense
block is forwarded to a max-pooling layer in the encoder of
undercomplete branch and in the decoder of overcomplete
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branch. In the encoder of overcomplete branch and in the
decoder of undercomplete branch, the output of the dense
block is forwarded to an upsampling layer. Fig 12 illustrates
the architecture details of Dense-KiUNet and the dense
block we have used.
To evaluate both Res-KiUNet and Dense KiUNet, we
conduct experiments on the GlaS dataset and report the
dice and Jaccard metrics in Table 6. Further, we visualize
the results of these experiments in Fig 14. It can be ob-
served that Dense-KiUNet and Res-KiUNet provide further
improvements in performance as compared to KiU-Net.
7 CONCLUSION
In this paper, we proposed KiU-Net and KiU-Net 3D for
image and volumetric segmentation, respectively. These are
two-branch networks consisting of an undercomplete and
an overcomplete autoencoder. Our novelty lies in propos-
ing overcomplete convolutional architecture (Kite-Net) for
learning small masks and finer details of surfaces and
edges more precisely. The two branches are effectively
fused using a novel cross-residual feature fusion method
that results effective training. Further, we experiment with
different variants of the proposed method like Res-KiUNet
and Dense-KiUNet. We conduct extensive experiments for
image and volumetric segmentation on 5 datasets spanning
over 5 different modalities. We demonstrate that the pro-
posed method performs significantly better when compared
to the recent segmentation methods. Furthermore, we also
show that our network comes with additional benefits such
as lower model complexity and faster convergence.
APPENDIX A
ARCHITECTURE DETAILS
Tables 7 and 8 show the configuration of the Ki-Net and U-
Net branch of our KiU Network. H and W are 128 each for
the ultrasound train and test images.
TABLE 7
Configuration of the Ki-Net branch of KiU-Net.
Block name Layer Kernel size/Scale Factor Filters Padding Input size Output size
Encoder
Conv1 3 × 3 32 1 1 × H × W 32 × H × W
Upsampling 2 × 2 - - 32 × H × W 32 × 2H × 2W
ReLU - - - 32 × 2H × 2W 32 × 2H × 2W
Conv2 3 × 3 64 1 32 × 2H × 2W 64 × 2H × 2W
Upsampling 2 × 2 - - 64 × 2H × 2W 64 × 4H × 4W
ReLU - - - 64 × 4H × 4W 64 × 4H × 4W
Conv3 3 × 3 128 1 64 × 4H × 4W 128 × 4H × 4W
Upsampling 2 × 2 - - 128 × 4H × 4W 2C × 8H × 8W
ReLU - - - 128 × 8H × 8W 128 × 8H × 8W
Decoder
Conv1 3 × 3 128 1 128 × 8H × 8W 128 × 8H × 8W
Max-Pooling 2 × 2 - - 128 × 8H × 8W 128 × 4H × 4W
ReLU - - - 128 × 4H × 4W 128 × 4H × 4W
Conv2 3 × 3 64 1 128 × 4H × 4W 128 × 4H × 4W
Max-Pooling 2 × 2 - - 64 × 4H × 4W 64 × 2H × 2W
ReLU - - - 64 × 2H × 2W 64 × 2H × 2W
Conv3 3 × 3 32 1 64 × 2H × 2W 32 × 2H × 2W
Max-Pooling 2 × 2 - - 32 × 2H × 2W 32 × H × W
ReLU - - - 32 × H × W 32 × H × W
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