We give a necessary condition of geometric nature for the existence of the H-fractional Brownian field indexed by a Riemannian manifold. In the case of the Lévy Brownian field (H = 1/2) indexed by manifolds with minimal closed geodesics it turns out to be very strong. In particular we show that compact manifolds admitting a Lévy Brownian field are simply connected.
Introduction
When it comes to handling functional data, Gaussian random processes have become an unavoidable class of models. If a considerable literature exists in the Euclidean case, applications call for random models of functions defined on more general spaces. However the study of Gaussian random fields indexed by metric spaces such as Riemannian manifolds or discrete spaces is still in progress, and we do not always have satisfying models in these cases. In particular a definition of the fractional Brownian motion indexed by any metric space was given by Istas in [11] , but in general the existence of those fields remains an open question.
Fractional Brownian motion is a popular Gaussian random process. It is characterised by a positive parameter H (the so-called Hurst exponent) that governs the roughness of its sample paths, together with a "long-range dependence" quality. This allows for example to fit a model on time series with long memory, or on spatial data presenting textures. Those qualities participate in the wide success of this process in a variety of applied domains since the initial article of Mandelbrot and Van Ness ( [16] ), and motivate the research of an extension to non Euclidean spaces. Let us recall that the case H = 1/2 corresponds to the Brownian motion: it is most natural to look for generalisations of that standard Gaussian process.
Moreover, the existence of the H-fractional Brownian field is equivalent to the negative definiteness of the kernel d 2H , which in turn implies the positive definiteness of kernels that are crucial for "kernel method" machine learning of nonlinear data (see for example [19] ). Fractional Brownian fields do not always exist. Furthermore little is understood from the links between their existence and the structure of the index space. In [11] Istas remarks that there exists a fractional index β E ∈ [0, ∞] depending on the index space (E, d) such that an H-fractional Brownian field indexed by E exists if and only if 2H ≤ β E . It is known that β H = 2 for any Hilbert space H and the value of β M has been found for symmetric spaces such as the spheres, and the hyperbolic spaces (β S d = β H d = 1) (see [11] ), through harmonic analysis techniques (see [6] , [17] , [5] ) or direct geometric constructions (see [12] , [3] , [21] , [20] , and [15] ). Moreover the fractional index of the cylinder S 1 × R is zero (see [22] ). These questions have been of interest since Lévy who prove the existence of the Brownian motion indexed by the Euclidean spaces in [13] and by the sphere in [12] . However in the general case of a manifold M endowed with a Riemannian metric there are few results: Istas [11] showed that β M ≤ 2 in this case, while in the more general setting of a length-space, Feragen et al. [7] have proven that β M = 2 if and only if M is flat. Since the fractional exponent of the circle β S 1 is equal to 1, the existence of minimal closed geodesics in M yields β M ≤ 1. Furthermore Morozova and Chentsov [18] gave a necessary condition to have β M = 1 in this case.
We give in this paper a geometric necessary condition for the existence of the H-fractional Brownian field X H indexed by a Riemannian manifold (M, d M ). It appears when there exist some points P 1 · · · , P n and coefficients c 1 , · · · , c n with 2H (P i , P j ) = 0). For the H-fractional Brownian field to exist in such a configuration the minimal geodesics connecting the (P i ) n i=1 together must span the whole tangent space with their speeds at any P i (see Theorem 1 for a rigorous statement).
On the circle S 1 we have infinitely many configurations of four points verifying those conditions for H = 1/2, given by any couple of pairs of antipodal points. This allows us to give a stronger necessary condition for the existence of Lévy Brownian field indexed by a manifold with at least a minimal closed geodesic (Theorem 2). This condition turns out to be very strong: in particular those manifolds cannot possess a loop of minimal length amongst all loops with nontrivial free homotopy (Theorem 3). From this we conclude that any compact manifold admitting a Lévy Brownian field is simply connected (Theorem 4). Let us highlight that this result relies on the topology of the manifold, independently of the chosen Riemannian metric. We also give several examples of general situations where our result show the nonexistence of Lévy Brownain field in Section 4.2.
Contrapositive of Theorem 1 gives a geometric proof of the nondegenerescence of the Lévy Brownian field on the real hyperbolic spaces (Theorem 5).
Structure of the article We start by some generalities and detail our motivations in Section 2, give the main result in Section 3 while Section 4 covers the case of manifolds with minimal closed geodesics and Section 5 the nondegenerescence of Lévy Brownian field indexed by hyperbolic spaces.
Generalities
In this article we consider metric spaces (E, d) and study the negative definiteness property for the functions d
2H (x, y), where H is a positive parameter. The metric spaces we consider are Riemannian manifolds endowed with their geodesic distance, and in particular Riemannian manifold with at least a minimal closed geodesic.
In practice, we are looking for the fractional index β E of the metric space, which is defined as the supremum of the parameters H such that d 2H is negative definite. This index is of particular interest because the function d 2H is negative definite if and only if 2H ≤ β E .
This problematic is motivated by existence problems for fractional Brownian fields and stationary random fields indexed by (E, d), which depend on the negative definiteness of d 2H . This property also gives the positive definiteness of kernels that are crucial for machine learning of nonlinear data.
In this section we recall some generalities and give details about these motivations.
Positive and negative definite kernels Given a set S, we say that a symmetric function f : S × S → R is a positive definite kernel if for every
Positive definite kernels are the covariances of random fields indexed by S. In particular, there exists a centred Gaussian random field indexed by S with covariance f if and only if f is a positive definite kernel (see for instance [14] ). Furthermore they are a key ingredient to machine learning of nonlinear data, as the positive definiteness of f is equivalent to the existence of an Hilbert space H and a map Φ : S → H (the "feature map") such that
which guaranties that f can play the role of a scalar product to allow for every linear machine learning method (see [19] ). Positive definite kernels are closely related to negative definite kernels (see for example [2] ): a symmetric function f is said to be a negative definite kernel if for every x 1 , · · · , x n ∈ S and every c 1 ,
Fractional Brownian fields Given a metric space (E, d) and H > 0, we recall that an H-fractional Brownian field indexed by E is a centred, real-valued, Gaussian random field (X x ) x∈E such that
This definition does not yield uniqueness (in law) of the field. Indeed for N a centred Gaussian random variable, if (X t ) is an H-fractional Brownian field indexed by E then so is (N + X t ). It is classical to define for any point O ∈ E the H-fractional Brownian field with origin in O by requiring also that X O be equal to 0 almost surely. If it exists one can check that the covariance is then
hence the uniqueness of the law of the field. Moreover the existence of the fractional Brownian field with origin in O is equivalent to the positive definiteness of (6) . A theorem of Schoenberg (see for example [11] ) proves that it is the case if and only if d 2H is a negative definite kernel. Notice that this property does not depend on the origin O, and that any Gaussian field verifying (5) is obtained by addition of a normal random variable to an H-fractional with origin in an arbitrary O ∈ E: the negative definiteness of d 2H is equivalent to the existence of every H-fractional Brownian field indexed by (E, d).
Remark 2.1. In [11] Istas define an α-stable H-fractional field indexed by a metric space. Unlike in the Gaussian case, positive definiteness of the covariance is not sufficient to guaranty the existence of this field, but it is still necessary that d 2Hα be negative definite: studying the negative definiteness of the powers of d is also a first step for fractional non Gaussian modelling.
Stationary kernels Furthermore when d
2H is negative definite, for every completely monotone function F :
is a positive definite kernel (see for instance [2] ). Let us recall that a function F is completely monotone if and only (−1) n F (n) (t) ≥ 0 for every t ∈ R + and n ∈ N. Since the kernels in (7) depend only on the distance, they are the covariances of stationary Gaussian random fields. These are first-choice random models for functions over E, whose random behaviour is homogeneous with respect to the geometry of (E, d).
Positive definite kernels that are functions of a distance are also of crucial importance in kernel machine learning, since by replacing a scalar product in learning methods a kernel plays the role of a "proximity measure". Examples of completely monotone functions include t → e −λt for every positive λ. In particular, when they exist e −λd(x,y) and e
−λd
2 (x,y) generalise the exponential and the Gaussian kernel families. 
Fractional index
The number β E is called the fractional index of (E, d) and is in general not easy to compute. Let us stress out some general facts which follow directly from the definition of β E , and that we will use later.
Remark 2.2. Given a metric space (E, d) and F ⊂ E, if we consider F as a metric space endowed with the restriction d |F of the distance d to F , we have
Remark 2.3. For a positive λ, multiplying the distance on E by λ does not change the fractional index β E .
Riemannian manifolds The metric spaces we consider in this article are Riemannian manifolds endowed with their geodesic distance. Following [8] we implicitly assume that the Riemannian manifolds we consider are C ∞ , connected, and countable at infinity manifolds in this whole document. Furthermore we assume the manifolds to be connected, without boundary and complete.
We will denote by , the Riemannian product on a Riemannian manifold M , L(c) the length of any path with values in M , or any curve of M . D is the covariant derivative associated to the Riemannian product. Finally we denote by d M the geodesic distance on M .
Following [8] we recall some definitions and basic facts about geodesics.
• We call a geodesic any differentiable path with values in M verifying the geodesic equation D g (t) g (t) = 0. We recall that such a curve is locally length minimising between its points (the reciprocal is true). A geodesic is necessarily C ∞ and parametrised with constant speed. When unspecified we implicitly consider the parametrisation by arc-length but we will use other when convenient.
• We call a minimal geodesic any piecewise continuously differentiable path that is of minimal length (amongst every continuously differentiable paths) between any pair of its points. Such a path is automatically a geodesic.
• Finally we call a loop any continuous path γ :
, and a minimal closed geodesic any loop γ such that for every points P, Q on γ there exists a minimal geodesic joining P to Q that is included in γ. Free homotopy of loops Theorem 3 and Theorem 4 involve free homotopy of loops.
Definition 1 (Free homotopy of loops). We say that two loops γ 1 , γ 2 are freely homotopic if there exists reparametrisationsγ 1 ,γ 2 : [0, 1] → M and a homotopy of loops fromγ 1 toγ 2 , that is to say a continuous map
such that f 0 =γ 1 and f 1 =γ 2 and for every t ∈ [0, 1], f t : [0, 1] → M is a loop. In this case we write γ 1 ∼ γ 2 .
We refer to [9] for generalities about free homotopy of loops. We will use the fact that ∼ is an equivalence relation.
Main result
We give in this section the main result of the article and its proof. All our other results follow from Theorem 1.
Statement and proof
We start by giving some definitions. The first two are directly connected to the property of negative definiteness for the power d 2H of a distance.
Definition 3 (Critical configurations). Given H > 0, we say that a configuration is H-critical if n i,j=1 
In this case the configuration ((
Definition 4 (Space of shortest directions). Given a Riemannian manifold M , P ∈ M and S ⊂ M , we define the space of shortest directions from P to S
where span(V ) denotes the linear span of a set of vectors V : the space of shortest directions T P →S is a vector subspace of the tangent space T P (M ).
Let us state the main result of the chapter: 
To prove Theorem 1 we will assume the existence of an H-critical configuration such that (G) does not hold and show that there exists no H-fractional Brownian field indexed by M . Proof. Let us consider H in ]0, 1[ and assume the existence of an H-critical configuration, that is to say distinct points
Furthermore we suppose that the points P 1 , · · · , P n do not verify the geometrical condition (G), therefore
Without loss of generality we assume i = n and consider a geodesic g ⊥ parametrised by arc-length with g ⊥ (0) = P n and g ⊥ (0) ∈ T Pn→{Pj ,j =n} ⊥ . Using Lemma 3 we obtain a sequence of positive ε m converging towards zero and geodesics
from which
Let us also notice that for m large enough, ε m is small enough so that the geodesic g ⊥ is minimal between g ⊥ (ε m ) and P n (see [8] ), hence
We now set
and consider the configuration ((
Let us compute
Recalling (12) we use (10) and (11) to obtain n−1 i,j=1
By hypothesis n i,j=1
hence it is clear that n+1 i,j=1 
To obtain it from the critical configuration ((P 1 , · · · , P n ), (c 1 , · · · , c n )) we only added P n+1 as close as wanted to P n and the coefficients c i remained the same, except for P n which "loses half of its coefficient to P n+1 ", that is to say
We can look at this new configuration as an infinitesimal perturbation of the critical configuration. Condition (G) from Theorem 1 is necessary to avoid that those perturbations of a critical configuration prevent the fractional Brownian motion to exist. Let us observe that while the perturbation happens in a neighbourhood of (P 1 , · · · , P n ) it is impossible to decide whether P 1 , · · · , P n ∈ M verify (G) without considering the whole manifold (M, d), because condition (G) deals with minimal geodesics (see also Remark 2.4).
Manifolds with a minimal closed geodesic
In this section we apply our main result to a Riemannian manifold with at least a minimal closed geodesic. In this context we obtain Theorem 2, which is a stronger version of Theorem 1, that we apply to give several examples and corollaries.
In particular Theorem 4 states that a compact manifold admitting a Lévy Brownian field is necessary simply connected.
A stronger version of Theorem 1
Let (M, d M ) be a Riemannian manifold with a minimal closed geodesic γ.
Definition 5 (Antipodal point). For any P on γ, we call the antipodal point of P on γ, denoted by P * , the unique point of γ such that
Many 1/2-critical configurations on γ Consider now distinct points P 1 , · · · , P 4 ∈ γ such that P 3 = P * 1
and
Because γ is a minimal closed geodesic we know that d M restricted to γ is the distance on S 1 up to a multiplication by L(γ)/2π. Setting 
Observe that c 1 + c 2 + c 3 + c 4 = 0, so that ((P 1 , P 2 , P 3 , P 4 ), (c 1 , c 2 , c 3 , c 3 )) is a 1/2-critical configuration.
We already know that if there exists a Lévy Brownian field (i.e. a 1/2-fractional Brownian field) indexed by M , every distinct points P 1 , · · · , P 4 ∈ γ verifying (13) and (14) must verify condition (G) from Theorem 1.
Furthermore it is possible to consider P 1 , P 2 , P 3 , P 4 as required with d M (P 1 , P 2 ) as small as wanted. Because P 1 , P 3 and P 2 , P 4 are respectively antipodal, d M (P 2 , P 4 ) = d M (P 1 , P 3 ) is also as small as wanted. This allows us to give the following result. 
Proof. Let us assume there exists P ∈ γ such that dim T P →{P * } < dim M . We take P 4 = P , P 2 = P * 4 , and choose for every η ∈]0, π[ a point P 3 (η) ∈ γ such that d M (P 4 , P 3 (η)) = η > 0. Finally we define P 1 (η) = (P 3 (η)) * (see Figure 2  above ). Please notice that we will sometimes write P i with i taking values in {1, 2, 3, 4}: what we mean is P i (η) if i ∈ {1, 3}, and P i if i ∈ {2, 4}.
Let g ⊥ be a geodesic parametrised by arc-length with g ⊥ (0) = P 4 and g ⊥ (0) ∈ T P →{P * } ⊥ .
Using Lemma 3 we get a sequence of positive ε m with lim ε m = 0 such that for each i ∈ {1, 2, 3} there exists
η η P 4 = P P 3 (η)
Figure 2: Disposition of the four points on γ Let us remark that the above expression is not uniform in m. Indeed the sequence (ε m ) depends on η, as much as the sequence m → O η (ε m ). This is not a problem as we fix η before we pass to the limit in m at the end of the proof.
We now distinguish three cases:
• i=1: Let us consider the following reparametrisations of the g η 1 :
Applying Lemma 2 we get a sequence of η n > 0 converging towards zero such thatg ηn 1 converges tog 1 minimal geodesic between lim n→+∞ P 1 (η n ) = P 2 and P 4 when n goes to infinity. We also have lim
.
We obtain
becauseg 1 is a minimal geodesic from P 2 to P 4 henceg 1 (1) ∈ T P →{P * } .
• i=2:
• i=3: We again consider reparametrisationsg and apply Lemma 2 to obtain the convergence ofg ηn 3 towards a minimal geodesicg 3 between P 3 (η n ) and P 4 . For n large enough, d M (P 3 (η n ), P 4 ) = η n is small enough so that there exists a unique minimal geodesic between P 3 (η n ) and P 4 (up to reparametrisations). This proves thatg 3 is included in γ when n is large enough henceg 3 (1) ∈ T P →{P * } . Proceeding with the same computations we did for i = 1 we obtain
In the end for every i in {1, 2, 3} we have
We now follow exactly the proof of Theorem 1. Setting P 5 = g ⊥ (ε m ) and (c 1 , · · · , c 5 ) = (c 1 , c 2 , c 3 , c 4 /2, c 4 /2). Recall from (15) and (16) c i c j d(P i , P j ) = 0. We obtain
Using (18) if we fix n large enough we have
In this case for m large enough 
where dQ denotes the uniform measure on S 1 . In particular this random variable does not depend on P . This directly implies that ∀P, P ∈ S 1 , X P + X P * − X P − X P * = 0 almost surely.
Equivalently ((P, P * , Q, Q * ), (1, −1, 1, −1)) is a 1/2-critical configuration (see Remark 3.1), which is our starting point to prove Theorem 2. However their statement seems distinct from ours. Furthermore using Theorem 2 we show there exists no Lévy Brownian field in cases where it seems uneasy to check whether Morozova and Chentsov's condition is verified or not (See Examples 1 and 2, Theorem 3 and 4). Proof. For every X = (x, y, z) ∈ R 3 we have
Examples
The map Π is differentiable on R 3 \ {0}. For every X ∈ R 3 \ {0} we compute the Jacobian matrix
We have
Let us notice that I 3 − n T n is the matrix of the orthogonal projection on the plane of normal vector n. In particular for every U ∈ R 3 ,
hence for every X such that X ≥ 1 and U ∈ R 3 ,
with equality if and only if X = 1 and U is tangent to the unit sphere S 2 . As a consequence for a curve c : [a, b] → S, for every t ∈ [a, b], c(t) ≥ 1 and we obtain
Let us now consider P and Q two points on the great circle C. Let c be a minimal geodesic from P to Q in S. From Lemma 1 we have
Since Π • c is a curve with values in S 2 we know that L(Π • c) ≥ d S 2 (P, Q). On the other the shorter arc of the great circle C joining P to P * is a curve with values in S and length d S 2 (P, Q), which gives d S 2 (P, Q) ≥ L(c) since c is a minimal geodesic. We obtain
The equality case of Lemma 1 states that c is included in the great circle C. We have shown that every minimal geodesic from P to Q is included in C, which shows that C is a minimal closed geodesic of S, together with dim T P →{P * } = 1 < dim S = 2 for every P ∈ C. From Theorem 2 we know that there exists no Lévy Brownian field indexed by S.
Example 2 (rotation-invariant manifolds with a shortest parallel). Let us consider a complete Riemannian manifold N and consider M = S 1 × N endowed with the Riemannian metric
where f : N → R * + is a C ∞ function with a global minimum at z 0 ∈ N . We take two points P, Q on the parallel γ = S 1 × {z 0 } and a curve g : [0, T ] → M with g(0) = P, g(T ) = Q. We write g(t) = (θ(t), z(t)) and compute the energy of g :
Since minimal geodesics are also minimisers of the energy (see e.g. [8] ) it is clear that minimal geodesics between P and Q are included in γ. This shows that any proportional to arc-length parametrisation of γ is a minimal closed geodesic together with dim T P →{P * } = 1 < dim M for every P ∈ γ. We apply Theorem 2 to get the nonexistence of Lévy Brownian fields indexed by M .
Manifolds with a shortest nontrivial loop
In the following we denote by L (M ) the set of all piecewise continuously differentiable loops with values in M. Notice that L(γ) is properly defined for every γ ∈ L (M ). We denote by C 1 (M ) = L (M )/∼ the set of all free homotopy classes of piecewise continuously differentiable loops in M . Furthermore we denote by C ∈ C 1 (M ) the class of piecewise continuously differentiable loops freely homotopic to any constant loop (recall that all the manifolds we consider are connected hence all the constant loops are freely homotopic to each others). Proof. From Lemma 4 we know that for every P, Q ∈ γ all the minimal geodesics from P to Q are included in γ. In particular every proportional to arc-length parametrisation of γ is a minimal closed geodesic such that
Since dim(M ) ≥ 2, Theorem 2 shows that there exists no Lévy Brownian field indexed by M .
For a compact manifold Cartan's theorem gives the existence of a minimal closed geodesic in every free homotopy class. We adapt its proof to give Lemma 5 (see Appendix), that gives the following result. Proof. Lemma 5 gives the existence of γ of minimal length in L (M ) \ C. Since M is compact it is complete as a metric space, hence a complete Riemannian manifold (see e.g. [8] ), and Theorem 3 applies.
Example 3 (closed surfaces). In dimension 2 due to the classification of closed (i.e. compact without boundary) surfaces a closed surface admitting a Lévy Brownian field is homeomorphic to the sphere S 2 .
Remark 4.2. Let us notice that we have examples of compact and simply connected manifolds that do not admit a Lévy Brownian field (provided by the results from Example 1 or 2). To the knowledge of the author, the spheres S n are the only compact manifolds on which we know a Lévy Brownian field exists.
Nondegeneracy of fractional Brownian fields indexed by hyperbolic spaces
Let us recall some elementary facts on the hyperbolic spaces. We again refer to [8] for proofs and details. 
One can check that we obtain a complete Riemannian manifold of curvature −1, which we call the hyperbolic space of dimension d and denote by H d . It is well known that the geodesics of H d are given by the arcs of the circles which intersect orthogonally the sphere S d−1 of radius 1 (By circles and sphere we mean: the usual circles and sphere from Euclidean geometry in R d ). Furthermore if we consider the unique circle of R d+1 passing through P, Q ∈ B d × {0} which is orthogonal to S d × {0}, we notice it is included in R d × {0} at all time and orthogonal to S d−1 . This shows that the minimal geodesics between points of B d are the same in H d and H d+1 , thus the inclusion B d × {0} ⊂ B d+1 extends to an isometric immersion
that is to say
Finally let us recall that for all d ≥ 1 there exists an H-fractional Brownian field indexed by H d if and only if 0 < H ≤ 1/2 (see [10] ). The following result is not surprising but should be quite tedious to prove with computations, if possible. Here we give a geometric proof of this fact.
Lemma 3. Let P 1 , · · · , P n be distinct points in a complete Riemannian manifold M and c be a C ∞ curve such that c(0) = P n . There exists a sequence of positive ε m converging towards zero such that for all i ∈ {1, · · · , n − 1}, there exists a minimal geodesic
Proof. Let us set T = d M (P 1 , P n ) and choose a decreasing sequence ε m > 0 converging towards zero. Because M is complete there exists a sequence of minimal geodesics g 1,m : [0, T ] → M between P 1 and c(ε m ) (see [8] ). Using Lemma 2 we can assume that g 1,m converges uniformly towards g 1 a minimal geodesic between P 1 and c(0) = P n . Lemma 2 also gives the convergence of g 1,m (0) m hence it is possible to find a C ∞ map
If we denote by L(ε) the length of the curve s → V (s, ε), the first variation formula (see [8] ) gives
Because g 1 is a geodesic D ds g 1 (s) = 0, hence the integral term is zero. Furthermore
hence we have
Because s → V (s, ε m ) = g 1,m (s) and s → V (s, 0) = g 1 (s) are minimal geodesics we get
From the sequence ε m we can extract ε ϕ(m) using Lemma 2 again and iterate the argument to get the result for every d M (P i , c(ε m )).
A.2 Loops
The following lemma are useful to prove Theorem 3 and 4. See Section 4.3 for notations.
Lemma 4. Let M be a Riemannian manifold, and γ a loop of minimal length in L (M ) \ C. Then for all P, Q ∈ γ, all the minimal geodesics from P to Q are included in γ.
Proof.
1. Let us assume that γ is of minimal length in L (M ) \ C and show that every proportional to arc-length parametrisation of γ is a geodesic. Suppose that it is not the case. Clearly, there exists a proportional to arclength parametrisation of γ and t 1 < t 2 with t 2 − t 1 as small as wanted such that γ |[t1,t2] is not a geodesic. Now we can take t 2 − t 1 small enough so that there exists a unique minimal geodesic γ(t 1 )γ(t 2 ) : [0, 1] → M between γ(t 1 ) and γ(t 2 ) (see [8] ). It is clear that
] is a minimal geodesic, which is impossible since it is not a geodesic). Hence the concatenation of γ(t 1 )γ(t 2 ) with γ \ γ |[t1,t2] is a loopγ with shorter length than γ. Now we can take t 2 − t 1 small enough to have γ |[t1,t2] and γ(t 1 )γ(t 2 ) taking values in a common geodesically convex ball. Therefore γ(t 1 )γ(t 2 ) is homotopic to γ |[t1,t2] , and finally γ andγ are homotopic. In the endγ ∈ L (M ) \ C is shorter than γ. We have reached a contradiction.
2. Now let us assume there exist P, Q ∈ γ and a minimal geodesic g between P and Q, not included in γ. Without loss of generality let us assume
We define
the two halves of γ connecting P to Q. Let us consider l 1 = γ 1 · g (the concatenation of γ 1 and g), and
Because g is a minimal geodesic between P and Q we have
Now l 1 is not C ∞ at P : indeed g (0) cannot be equal to γ (t P ), otherwise we would have
(Recall a geodesic is completely determined by some initial conditions on position and speed, see e.g. [8] ). This is impossible since we assumed g is not included in γ. Since l 1 is not C ∞ it cannot be a geodesic, hence l 1 is not of minimal length in L (M ) \ C (see part 1 of the proof). Because of (20) , it is then clear that l 1 belongs to C. The same is true for l 2 . We will now show that γ ∈ C to get a contradiction. is a loop. We reparametrise γ t over [0, 1] by settingγ t (s) = γ t (s/2) to obtain a free homotopy of loops such that γ 1 = Q and γ 0 is a reparametrisation of γ. In the end γ is freely homotopic to Q, which proves γ ∈ C: we have reached a contradiction.
Lemma 5. Let M be a compact, nonsimply connected Riemannian manifold. There exists a loop γ of minimal length in L (M ) \ C.
Proof. Let us consider
Since M is not simply connected L (M ) \ C is not empty, hence d > 0 and there exists a sequence (l n ) n≥0 of L (M ) \ C such that
Let us reparametrise l n over [0, 1] and proportionally to arc-length in order to have
||l n (t)|| M dt ≤ sup(L(l n ))(t 2 − t 1 ), which shows that the set {l n } is equicontinuous. Because M is compact, for all t ∈ [0, 1], {l n (t), n ∈ N} is relatively compact. By Arzelà-Ascoli theorem we conclude that {l n } is relatively compact in the uniform topology, hence we can extract a subsequence of l n which converges uniformly to l ∞ a continuous loop in M . To obtain a piecewise continuously differentiable curve, we consider a partition of [0, 1] 0 = t 0 < t 1 < · · · < t m = 1 with successive times t k , t k+1 close enough to each other so that every l ∞|[t k ,t k+1 ] takes value in a geodesically convex ball of M . We now consider the closed curve γ given by the concatenation of all the minimal geodesics l ∞ (t k )l ∞ (t k+1 ). Let us notice that for n large enough l n|[t k ,t k+1 ] takes values in the same geodesically convex ball as γ |[t k ,t k+1 ] = l ∞ (t k )l ∞ (t k+1 ), hence l n|[t k ,t k+1 ] and γ |[t k ,t k+1 ] are homotopic. In the end l n is homotopic to γ, which shows that γ ∈ L (M ) \ C, hence L(γ) ≥ d. We will now show that L(γ) = d to finish the proof.
Let us assume that L(γ) > d. We write
We now use (21) to write d − L(l n ) > −ε for n large enough. We obtain:
which ensures there exists k such that
Now let us recall that l n (t k ) −→ n→∞ γ(t k ),
hence for n large enough
Together with (22) we obtain
which contradicts the fact that γ |[t k ,t k+1 ] = γ(t k )γ(t k+1 ) is a minimal geodesic.
