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We are concerned with the control question for linear age-structured population dynamics
of incomplete initial data. More precisely, the initial population age distribution is supposed
to be unknown. We here generalize the notion of no-regret control of Lions (1992) [10] to
such singular population dynamics, following the method by Nakoulima, Omrane and Vélin
(2000) [16]. We prove that the problem we are considering has a unique no-regret control
that we characterize by a singular optimality system.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We study the control of a linear model describing the dynamics of a single species population where age structure is an
important factor and where initial data are missing or incomplete. The population lives in a bounded domain Ω ⊂ RN of
suﬃciently smooth boundary.
Let A > 0 be the life expectancy of individuals (the maximum age) and [0, T ] be the time interval we are looking at.
Denote by
Q := ]0, T [ × Ω × ]0, A[, Σ := ]0, T [ × ∂Ω × ]0, A[,
and for simplicity by
ΩT := ]0, T [ × Ω and ΩA := Ω × ]0, A[.
Let then p(t, x,a) be the distribution of the population at time t , located at x and having age a. The evolution of those
individuals is here described by the partial differential equation
∂p
∂t
(t, x,a) + ∂p
∂a
(t, x,a) + μ(t, x,a)p(t, x,a) − kp(t, x,a) = v(t, x,a), (t, x,a) ∈ Q ,
∂p
∂ν
(t, x,a) = 0, (t, x,a) ∈ Σ,
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A∫
0
β(a)p(t, x,a)da, (t, x) ∈ ΩT ,
p(0, x,a) = po(x,a), (x,a) ∈ ΩA, (1)
where po(x,a) ∈ L2(ΩA) is unknown. Further, v is a control function, which we want to choose in such a way that the state
function p approaches a given measurement for t > 0; i.e. we want to minimize the quadratic cost functional
J (v, po) :=
∥∥p(v, po) − pg∥∥2L2(Q ) + N‖v‖2L2(Q ), (2)
where pg is the given observation, N > 0 and where
p(v, po) := p(t, x,a; v, po). (3)
We are concerned with optimal controls v ∈ U := L2(Q ) of the population dynamics problem (1)–(2) with incomplete
initial data po , i.e.
inf
v∈U J (v, po) ∀po ∈ L
2(ΩA).
Since the vector space L2(ΩA) = {0}, the above minimization problem has no sense (L2 having inﬁnite elements). A natural
idea is then to solve the minmax problem
inf
v∈U
(
sup
po∈L2(ΩA)
J (v, po)
)
. (4)
But here, J is not upper bounded; indeed
sup
po∈L2(ΩA)
J (v, po) = +∞.
One then has to look for another idea!
In this paper, we adress an adapted control method for (1)–(2): we use the no-regret concept of Lions. The no-regret (or
low-regret) control is applied to systems where there are controls and unknown perturbations. Here, (4) is replaced by
inf
v∈U
(
sup
po∈L2(ΩA)
(
J (v, po) − J (0, po)
))
.
One then looks for the control not making things worse with respect to a nominal control v0 (or to than doing nothing,
v0 = 0 in our case), independently of the perturbations which may be of inﬁnite number.
Lions used the notions of Pareto control [9] and equivalently the no-regret control [10] in application to the control of
systems having missing data. The no-regret concept was previously used in statistics by Savage [18] (see also [11] and [12]).
We here extend the notion to population dynamics problems where the density of new born is missing.
The no-regret control which is related to incomplete data problems is diﬃcult to characterize directly. We will use an
approximate control: the low-regret control.
To achieve the no-regret control, we give the precise optimality system for the low-regret control for the incomplete
data population dynamics (1)–(2), using a quadratic perturbation by Nakoulima et al. in [16] (see also [17]). Then, we give
a characterization of the no-regret control which appears clearly as the limit of a standard control problem.
The paper is organized as follows. In Section 2, we give the optimality system for the low-regret control in the perturbed
problem and prove the convergence to the no-regret control of the original problem (1)–(2) in Section 3. We then give a
singular optimality system for the no-regret control in the last section.
2. System description and the no-regret concept
2.1. Well-posedeness
We will use the following hypotheses:
(A1) β ∈ L∞(0, A), β(a) 0 for a.e. a ∈ (0, A).
(A2) μ ∈ L∞(Q ), μ(t, x,a) 0 for a.e. (t, x,a) ∈ Q .
(A3) po ∈ L2(ΩA) and po(x,a) 0 for a.e. (x,a) ∈ ΩA .
If we denote by:
Dp(t, x,a) = lim
λ→0
(
p(t + λ, x,a + λ) − p(t, x,a)
λ
)
the directional derivative of p with respect to the direction (1,0,1), and if p is smooth enough, we get
Dp = ∂p
∂t
+ ∂p
∂a
.
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For a complete analysis of (1) one can also see B.-E. Ainseba and M. Langlais [1] or M. Iannelli [6]. For general frame on
populations dynamics models with spatial diffusion we refer to J.M. Cushing [4] and J.D. Murray [15].
2.2. Main deﬁnitions
We are now interested in the existence and the characterization of the no-regret control. We start by some deﬁnitions:
Deﬁnition 2.2. We recall that u ∈ U is a no-regret control for (1)–(2), if u is a solution to the following minmax problem
inf
v∈U
(
sup
po∈L2(ΩA)
(
J (v, po) − J (0, po)
))
. (5)
Denote by 〈.,.〉 the inner product in the L2(.) space. Then, due to the linearity of the partial differential equation (1),
easy calculations show that we have:
J (v, po) − J (0, po) = J (v,0) − J (0,0) + 2
〈
p(v,0), p(0, po)
〉
L2(Q ). (6)
Using integration by parts for the term 〈.,.〉 (Green formula), we obtain:
J (v, po) − J (0, po) = J (v,0) − J (0,0) + 2
〈
ξ(t = 0), po
〉
(7)
where ξ = ξ(v,0) is a linear function of v (see notation (3)). Moreover, ξ is the unique solution to the well-posed backward
two-time heat equation:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
L∗ξ = p(v,0) in Q ,
ξ(T ) = 0 in ΩA,
ξ(A) = 0 in ΩT ,
∂ξ
∂ν
(t, x,a) = 0 on Σ.
(8)
Important remark. Using (7), the expression (5) turns to
inf
u∈U
(
J (v,0) − J (0,0) + 2 sup
po∈L2(ΩA)
〈
ξ(0), po
〉)
.
It is obvious that we only have one of the two following cases:
sup
po∈L2(ΩA)
〈
ξ(0), po
〉= +∞, (9)
or
sup
po∈L2(ΩA)
〈
ξ(0), po
〉= 0. (10)
So, the no-regret control exists only in the case (10) which means that the controls we are looking for, belong to the set:
v ∈ {v ∈ U; such that ξ(0) is orthogonal to L2(ΩA)}.
The no-regret control is diﬃcult to characterize in this present form (see [16]). Thus we deﬁne in the next section the
low-regret control notion.
3. Low-regret control for the population dynamics of incomplete data
The low-regret technique we use is well described in Nakoulima et al. [17] and in Dorville et al. [5] for the backward
heat problem adressed in [8].
3.1. Construction of the low-regret control
From the above, we deﬁne the low-regret control by relaxing the problem (5) as follows:
Deﬁnition 3.1. Let be γ > 0 suﬃciently small. The low-regret control for the incomplete initial data problem (1)–(2) is deﬁned
by the solution of
inf
v∈U
(
sup
po∈L2(ΩA)
(
J (v, po) − J (0, po) − γ ‖po‖2L2(ΩA)
))
. (11)
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v = 0, i.e.
J (v, po) − J (0, po) γ ‖po‖2L2(ΩA).
Using (6) the problem (11) can be written as
inf
v∈U
[
J (v,0) − J (0,0) + sup
po∈L2(ΩA)
(
2
〈
p(v,0), p(0, po)
〉− γ ‖po‖2L2(ΩA)
)]
,
and thanks to (7) and the fact that
sup
po∈L2(ΩA)
(
2
〈
ξ(v,0)(0), p0
〉
L2(ΩA)
− γ ‖po‖2L2(ΩA)
)= 1
γ
∥∥ξ(v,0)(0)∥∥2L2(ΩA),
the problem is equivalent to the classical optimal control problem
inf
v∈U J
γ (v) where J γ (v) = J (v,0) − J (0,0) + 1
γ
∥∥ξ(v,0)(0)∥∥2L2(ΩA). (12)
3.2. Existence of the low-regret control
Proposition 3.3. There exists a unique low-regret control denoted by uγ ∈ U , solution to the problem of minimization (12).
Proof. We ﬁrst have the following J γ (v)  − J (0,0), ∀v ∈ U . Hence infv∈U J γ (v) exists. Let be then {vnγ } a minimizing
sequence such that dγ = limn→∞ J γ (vnγ ). We have
− J (0,0) J γ (vnγ )= J(vnγ ,0)− J (0,0) + 1γ
∥∥ξ(vnγ ,0)(0)∥∥2L2(ΩA)  dγ + 1,
for n suﬃciently large. We deduce the following estimates
∥∥vnγ ∥∥L2(Q )  cγ ,∥∥p(vnγ ,0)− pg∥∥L2(Q )  cγ ,
1√
γ
∥∥ξ(vnγ ,0)(0)∥∥L2(ΩA)  cγ , (13)
where cγ is a positive constant independent on n. From (13), we see that the sequence {vnγ } is bounded in U . Hence, there
exists a subsequence, still denoted by {vnγ }, converging weakly in U to uγ (see for example Lions [7] or Lions and Magenes
[13] for details).
From another side, for z ∈ D(Q ), we have∫
Q
p
(
vnγ ,0
)
L∗z dt dxda =
∫
Q
vnγ z dt dxda.
Thus, p(vnγ ,0) ⇀ p(uγ ,0) weakly in L
2(Q ). In a similar way, {ξ(vnγ ,0)(0)} converges weakly in L2(ΩA) to ξ(uγ ,0)(0). Here
ξ(vnγ ,0) denotes the solution of (8) with right-hand side p(v
n
γ ,0).
This implies that
J γ (uγ ) = J (uγ ,0) − J (0,0) + 1
γ
∥∥ξ(uγ ,0)(0)∥∥2L2(ΩA)
 inf
n∈N
[
J
(
vnγ ,0
)− J (0,0) + 1
γ
∥∥ξ(vnγ ,0)(0)∥∥2L2(ΩA)
]
= dγ .
Thus uγ is a minimizing solution. Moreover, thanks to the strict convexity of J γ , uγ is unique. 
Remark 3.4. The low-regret control uγ satisﬁes Jγ (uγ ) Jγ (0) = 0, which is equivalent to
∥∥p(uγ ,0) − pg∥∥2L2(Q ) + N‖uγ ‖2L2(Q ) + 1γ
∥∥ξ(uγ ,0)(0)∥∥2L2(ΩA)  ‖pg‖2L2(Q ). (14)
Thus in particular the sequence (uγ ) is uniformly bounded in L2(Q ).
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We have the following characterization of the low-regret control.
Proposition 3.5. The low-regret control uγ is characterized by the quadruplet (uγ , pγ ,σγ ,πγ ) ∈ (L2(Q ))4 , unique solution to the
optimality system
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Lpγ = uγ , Lσγ = 0, L∗πγ = pγ − pg + 1√
γ
σγ in Q ,
σγ (0) = 1√
γ
ξγ (0), πγ (T ) = 0 in ΩA,
pγ (0) =
A∫
0
β(a)pγ (t, x,a)da in ΩT ,
σγ (0) =
A∫
0
β(a)σγ (t, x,a)da in ΩT ,
πγ (A) = 0 in ΩT ,
∂pγ
∂ν
= ∂σγ
∂ν
= ∂πγ
∂ν
= 0 on Σ,
(15)
with
πγ + Nuγ = 0, in Q ,
and with (8), where pγ = p(uγ ,0), ξγ = ξ(uγ ,0), σγ = σ(uγ ,0), and πγ = π(uγ ,0), and where
L = ∂
∂t
+ ∂
∂a
+ μI − k.
Proof. The necessary condition of Euler–Lagrange satisﬁed by uγ :
lim
λ→0
(J γ (uγ + λ(v − uγ )) − J γ (uγ )
λ
)
 0 ∀v ∈ U,
gives
〈
pγ − pg, p(v − uγ ,0)
〉
L2(Q ) + N〈uγ , v − uγ 〉L2(Q ) +
〈
1√
γ
ξγ (0),
1√
γ
ξ(v − uγ ,0)
〉
L2(ΩA)
 0 ∀v ∈ U, (16)
where pγ = p(uγ ,0) and ξγ = ξ(uγ ,0). We then introduce σγ = σ(uγ ,0) unique solution to the problem
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Lσγ = 0 in Q ,
σγ (0)
1√
γ
ξγ (0) in ΩA,
σγ (0) =
A∫
0
β(a)σγ (t, x,a)da in ΩT ,
∂σγ
∂ν
= 0 on Σ,
so we have for every v ∈ U ,
〈
1√
γ
ξγ (0),
1√
γ
ξ(v − uγ ,0)(0)
〉
=
〈
σγ (0),
1√
γ
ξ(v − uγ ,0)(0)
〉
L2(ΩA)
=
∫
σγ L
∗ξγ =
〈
σγ , p(v − uγ ,0)
〉
L2(Q ). (17)Q
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∣∣∣∣∣∣∣∣∣∣∣
L∗πγ = pγ − pg + 1√γ σγ in Q ,
πγ (T ) = 0 in ΩA,
πγ (A) = 0 inΩT ,
∂πγ
∂ν
= 0 on Σ,
which is well-posed, and by the Green formula we have:∫
Q
(
L∗πγ
)
p(v − uγ ,0)dt dxda =
∫
Q
πγ (v − uγ )dt dxda.
Then (16) reads
〈πγ + Nuγ , v − uγ 〉 0, v ∈ U . (18)
Since U is a Hilbert space, we also have
〈πγ + Nuγ , v − uγ 〉 0 ∀v ∈ U
which with (18) gives immediately the variational equality:
πγ + Nuγ = 0.  (19)
4. The no-regret control
Lemma 4.1. The low-regret control uγ converges in L2(Q ) to a function u ∈ L2(Q ) called the no-regret control of (1)–(2).
Proof. From (14), we deduce that the sequence (uγ ) is uniformly bounded in L2(Q ). So uγ ⇀ u where u ∈ L2(Q ) is the
no-regret control following the deﬁnition of Lions. 
4.1. Singular optimality system
Theorem 4.2. The no-regret control u = limγ→0 uγ is characterized by the quadruplet (u, p, σ ,π) ∈ (L2(Q ))4 , unique solution to
the optimality system
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Lp = u, Lσ = 0, L∗π = p − pg + λ2 in Q ,
σ (0) = λ1, π(T ) = 0 in ΩA,
p(0) =
A∫
0
β(a)p(t, x,a)da in ΩT ,
σ (0) =
A∫
0
β(a)σ (t, x,a)da in ΩT ,
π(A) = 0 in ΩT ,
∂p
∂ν
= ∂σ
∂ν
= ∂π
∂ν
= 0 on Σ,
(20)
with
π + Nu = 0, in Q ,
where
p = lim
γ→0 pγ , σ = limγ→0σγ , π = limγ→0πγ , and λ1 = limγ→0σγ (t = 0)
and with
{u, p,σ ,π} ∈ L2(Q ), and λ1 ∈ L2(ΩA), λ2 ∈ L2(Q ).
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and converge to some p. Moreover, the sequence (uγ ) weakly converges in L2(Q ) to u the unique no-regret control. So,
Lpγ = uγ weakly converges to Lp in the sense of distribution (it suﬃces). But, Lpγ = uγ ⇀ u, that is Lp = u. Hence, the
traces exist and are bounded. We particularly have
∂pγ
∂ν
(t, .,a) ⇀
∂p
∂ν
(t, .,a) weakly in H−1/2(∂Ω)
(see Lions and Magenes [13, vol. 1, p. 44]).
The function σγ is bounded in L2(Q ). Indeed, σγ (0) = (1/√γ )ξγ (0) is bounded in L2(ΩA) from (14). Moreover, 0 = Lσγ
is bounded in L2(Q ) and so, the traces exist and we have the convergence to∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Lσ = 0 in Q ,
σ (0) = λ1 in ΩA,
σ (0) =
A∫
0
β(a)σ (t, x,a)da in ΩT ,
∂σ
∂ν
= 0 on Σ.
Now, πγ = −Npγ is bounded in L2(Q ). So, it converges (up to a subsequence) to π ∈ L2(Q ). 
Remark 4.3. The above work can be generalized to Birth optimal control problems as in the works by W.L. Chan and B.Z.
Guo [3] or by Z. Luo et al. [14].
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