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Key Points:
• A surrogate model for quantifying the effect of spatially random attributes in coupled
elliptic systems is developed.
• A hierarchical modeling design using deep convolutional neural networks as the un-
derlying components is proposed to improve the model efficiency in terms of training
and deploying.
• The efficacy of the proposed learning approach is demonstrated using a benchmark
structural problem with a variety of high-dimensional mapping relationships: R4096 →
R4096,R4096 → R12288, and R8192 → R8192.
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Abstract
The development of a reliable and robust surrogate model is often constrained by the dimen-
sionality of the problem. For a system with high-dimensional inputs/outputs (I/O), conven-
tional approaches usually use a low-dimensional manifold to describe the high-dimensional
system, where the I/O data is first reduced to more manageable dimensions and then the
condensed representation is used for surrogate modeling. In this study, we present a new
solution scheme for this type of problems based on a deep learning approach. The pro-
posed surrogate is based on a particular network architecture, i.e. the convolutional neural
networks. The surrogate architecture is designed in a hierarchical style containing three
different levels of model structures, advancing the efficiency and effectiveness of the model
in the aspect of training and deploying. To assess the model performance, we carry out un-
certainty quantification in a continuum mechanics benchmark problem. Numerical results
suggest the proposed model is capable of directly inferring a wide variety of I/O mapping
relationships. Uncertainty analysis results obtained via the proposed surrogate have suc-
cessfully characterized the statistical properties of the output fields compared to the Monte
Carlo estimates.
Keywords: Random field, High dimensionality, Surrogate model, Deep learning, Uncer-
tainty quantification
1 Introduction
The primitive parameters of real-world mechanical systems such as material properties
and external excitations are often not known exactly and are subject to uncertainty. This
uncertainty may arise from inevitable manufacturing imperfections, incomplete knowledge
on system parametrization, and others. In most cases, uncertain parameters are modeled as
random variables utilizing a sequence of probability distributions and the system of interest
is characterized by stochastic partial differential equations (SPDEs) (Smith, 2013). Because
the input parameters are random, the output of the system also becomes a random variable.
To obtain comprehensive probabilistic descriptions for the random output quantities, one
can rely on the ensemble of independent samples drawn from the distribution of the inputs
using the Monte Carlo method, evaluating the system at a finite number of realizations and
estimating the statistics of the target outputs (See Fig. 1 .(A)). Such uncertainty quantifi-
cation (UQ) task involving many system queries can be greatly expedited through the use
of surrogate models especially for applications that depend on a time-demading simulator
(Viana et al., 2014).
Conceptually simple, a formidable challenge remains open concerning the development
of a reliable and robust surrogate in cases where the input/output is no longer a random
variable, instead, is a random field or even a set of random fields. For instance, one can
treat material properties as random variables, which are random in essence but are uniformly
distributed over the domain. Such treatment ignores the possible spatial variation and the
realization of perfectly uniform material is unlikely to occur in practice, thus fails to provide a
realistic reflection of the real-world situations (Babusˇka et al., 2007; Gurley & Kareem, 1999;
G. Chen et al., 2016). On the other hand, the random field theory offers a more reliable
avenue as it systematically takes the spatial correlation into accounts (See Fig. 1 .(B)).
The numerical discretization of a random field with small correlation can easily result in a
large number of random variables. Unfortunately, most existing surrogate models dealing
with uncertainty propagation tasks have difficulty scaling to high-dimensional problems and
the conjunction use of the random field and the time-demanding computer model can be
prohibitive (Schwab & Gittelson, 2011; Babusˇka et al., 2007; Dai & Cao, 2017).
Given that the direct construction of surrogate models yielding an easy-to-evaluate
mechanism between high-dimensional inputs and outputs can be extremely demanding,
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practitioners usually attempt to project the given random field data from its original high
dimension to a lower dimension. The standard approach to performing dimensionality re-
duction on the continuous functional space in the UQ literature is the Karhunen-Loe`ve
expansion (KLE) (Xiu & Karniadakis, 2002; Ghanem & Spanos, 2003; Le Maˆıtre & Knio,
2010). Known under different names such as principal component analysis, proper orthogo-
nal decomposition, etc, the KLE first projects a random field, which is infinite dimensional,
to finite dimensions using eigenfunctions of the random field’s covariance function as basis
functions. Then, the KLE represents the random field as a linear combination of these
orthogonal eigenfunctions and their corresponding uncorrelated coefficients, which are ran-
dom variables. In spite of numerous applications in which the KLE based dimensionality
reduction scheme circumvents the curse of dimensionality, the KLE by definition can only
preserve the first and second order statistics, i.e., the mean and covariance of the random
field. However, uncertainties arise from material heterogeneities or randomly distributed
force fields usually exhibit nonlinear structures (Kareem, 2008). Moreover, the KLE is
an unsupervised learning algorithm from a machine learning perspective (Murphy, 2012),
indicating it does not explicitly integrate the output information into the dimensionality
reduction procedure and additional classification/regression model is needed to complete
the surrogate modeling task (See the upper green route in Fig. 1. (C)).
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Figure 1: A. Stochastic modeling using the Monte Carlo method; B. Random field the-
ory to model the spatial variability; C. Surrogate modeling for random field uncertainty
propagation
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In recent years, deep neural networks (DNNs) have gained increased popularity in
representing the high-dimensional solutions of a wide class of partial differential equations
(T. Q. Chen et al., 2018; Raissi et al., 2019; Sirignano & Spiliopoulos, 2018; Mo et al., 2019;
Zhu & Zabaras, 2018). Compared to the conventional surrogate modeling approaches, DNNs
tackle the curse of dimensionality by learning the latent representation through the use of a
series of layers, which are connected by affine operations and nonlinear activations. Usually
formed as a supervised learning problem, DNNs are capable of providing an end-to-end field-
to-field surrogate model, thus avoiding the need to build a dimension reduction model (See
the lower red route in Fig. 1. (C)). In this work, we attempt to deploy one of the most widely
used network architectures, the convolutional neural networks (CNNs), to the UQ analysis
of civil structures with spatially varying system properties. Within the realm of neural
networks modeling, CNNs are the workhorse of image classification (Gao & Mosalam, 2018;
Krizhevsky et al., 2012), object detection (Cha et al., 2017; Gopalakrishnan et al., 2017),
computer vision (Yeum & Dyke, 2015; Yang et al., 2018), and signal processing (Rafiei
& Adeli, 2018). This type of neural networks gains computational efficiency in dealing
with data of a grid-like topology by extracting multi-scale features within the modeling
process. This unique learning property triggers the use of CNNs for surrogate modeling of
the complex nonlinear mapping between discretized random fields.
In this paper, a machine learning based structural analysis framework is proposed to
statistically characterize the system responses under various spatially varying properties.
We formulate our surrogate model in a hierichiacal form where CNNs are adopted as fun-
damental model components. Because CNNs are prone to overparameterization, additional
network connections between nonadjacent convolutional layers are created in such a way that
extracted features can be reused, thus reducing the model parameters and strengthening the
machine learning process (He et al., 2016; Huang et al., 2017). Moreover, the operations of
deconvolution included in the CNNs can generate checkerboard artifacts, especially in the
context of regression problems of high-resolution images. To address this issue, we make
the joint use of the upsampling methods such as bicubic resizing and convolution operation
in the decoding process instead of conventional deconvolution (Odena et al., 2016; Dong
et al., 2015). To make the training process more efficient, we incorporate the annealing
learning strategy in the setting of stochastic gradient descent and adopt batch normaliza-
tion method to avoid data distortion (Robbins & Monro, 1951; Ioffe & Szegedy, 2015).
The overall machine learning methodology is applied to a plate-like structure governed by
a set of fourth-order elliptic partial differential equations. We demonstrate the flexibility
and robustness of our proposed surrogate model by considering one-to-one (R4096 → R4096),
one-to-many (R4096 → R12288), and many-to-many (R8192 → R8192) mappings, where each
one represents a discretized high-dimensional random field.
In the rest of this paper, Section 2 gives the problem statement for using deep neural
networks to propagate uncertainties represented by random fields. Section 3 provides a
comprehensive guide in terms of building, training, and validating the proposed surrogate.
In Section 4, a systematic case study on first identifying intrinsic relationships between
discretized random fields and then applying the learned surrogate to the uncertainty analysis
is presented. Lastly, Section 5 summarizes the principal conclusions and discusses the future
work.
2 Problem statement
This paper is focused on the development of surrogate models for effectively propagating
and quantifying the influence of spatially varying uncertainties on structural behaviors in
applied mechanics problems. To fulfill this objective, we consider general boundary value
problems of the following elliptic PDEs form:
Ls (Θ(s),u(s)) = f(s) in S (1)
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where s is the cartesian coordinates, Ls is a differential operator, Θ represents an input
property field encompassed in the constitutive equation, u denotes an unknown solution to
the equation, f represents the source term that drives the system, and S is a Lipschitz
smooth domain. To determine a unique solution, boundary conditions, i.e. the Dirichlet
and Neumann boundary conditions are imposed on ΓD ⊂ ∂S and ΓN ⊂ ∂S, respectively:
u = g(D) at ∂ΓD
∇u · nˆ = g(N) at ∂ΓN
(2)
with nˆ denoting the unit normal on the boundary. The operator ∇ is considered
only with respect to (w.r.t.) the spatial variables s. In a typical probabilistic mechanics
problem, one often deals with systems subjected to stochastic excitations f(s), or themselves
involve random parameters Θ(s), or both. A standard uncertainty analysis framework for
quantifying the influence of system uncertainties comprise three parts, that is, uncertainty
representation, uncertainty propagation, and uncertainty quantification (Smith, 2013).
Remark (1). Without loss of generality, we formulate the problem (Eq. (1)) using a general
elliptic operator Ls. In the context of uncertainty quantification of structural systems, the
operator Ls could be the momentum balance equation, which reads the mass density, body
force, initial velocity, etc as the inputs and computes the corresponding displacement field.
And our goal is to characterize and manage the spatial variability induced uncertainty effects
on the system performance.
2.1 Step 1: random fields for uncertainty representation
Let (Ω,S ,P) be a complete probability space, where Ω is the set of the elementary
events ω, S is an σ-algebra on the set Ω, and P is a probability measure. We are interested
in quantifying the uncertainty associated with the solution u that is due to the spatial
variability of the inputs Θ,f . To achieve the goal, we use random fields, which are second
order stationary and statistically homogeneous, to represent physically relevant variability
(Shinozuka & Jan, 1972). In general, a random field r(s, ω) is a manifold in the Hilbert
space consisting of a family of random variables. Hence, the solution mapping of Eq. (1) in
a geometrically bounded regime with discretized dimension d is expressed as:
u : S × Ω −→ Rd (3)
The central work of the first uncertainty representation step is to generate random field
samples. Usually, the random field generation covers two parts, where the first part focuses
on generating a set of uncorrelated random variables and the second part transfers these
random variables into a correlated random field with prescribed statistical properties. There
are several methods available for this purpose and matrix decomposition method is consid-
ered in this paper (Davis, 1987; Constantine & Wang, 2010; Kareem, 2008). Specifically,
the realization of a random field with known properties is obtained by multiplying the lower
triangular matrix computed from the Cholesky decomposition of the prescribed covariance
matrix of r(s, ω) by a random vector comprising a set of standard normal random variables.
2.2 Step 2: deep neural networks for uncertainty propagation
Given the fact that the input uncertainty is represented by means of random fields,
the second step of the uncertainty analysis is to propagate the spatial variability to the
outputs. To achieve this goal, deep neural networks are considered in this paper for two
main reasons. First, the performance function f (·) of structural systems with spatially
varying properties is highly complex and implicit in general. To approximate the function
f (·), neural networks based surrogate is a strong candidate since it has been shown that a
single hidden layer based neural networks are universal function approximators under mild
–5–
manuscript submitted to Wiley
conditions (Hornik et al., 1989). Secondly, going deep allows the network structure smoothly
reduces the high dimensionality d arises from the discretization of the random field (Bengio,
2012).
Mathematically, the approach of using deep neural networks to propagate random fields
represented uncertainties can be summarized as follows: (1) collect the training dataset
D = {xi,yi}ni=1 by querying f (·) with x and y denoting the input and output respectively.
For instance, x can be the system property field Θ(s) or the external loading field f(s)
or both x = [Θ,f ] , and y usually refers to the solution field u. (2) train the surrogate
model using D = {xi,yi}ni=1. The central goal is to establish a functional relationship fˆ (·)
in such a way that discrepancies between f (·) and fˆ (·) are optimally minimized. Once fˆ (·)
is available, one can immediately use it for the uncertainty quantification.
2.3 Step 3: Monte Carlo method for uncertainty quantification
With the aid of an efficient surrogate model, uncertainties concerning the inputs can be
effectively propagated into the system outputs. Subsequently, the last uncertainty quantifi-
cation step centers on estimating the statistical properties of the output. The most widely
used objective of a standard UQ problem is the characterization of the first two statistical
moments, i.e., the mean,
µf =
∫
Ω
f(x)p(x)dx (4)
and the variance,
σ2f =
∫
Ω
(
f(x)− µf
)2
p(x)dx (5)
In this paper, we are also interested in the computation of the probability density
function (PDF):
pf (y) =
∫
Ω
δ(y − f(x))p(x)dx (6)
Since the function f (·) may not always be known in closed form for the problem under
consideration, the sampling methods such as the Monte Carlo (MC) method are used to
numerical approximations of the multidimensional integrals (Liu, 2008; Robert & Casella,
2013). In particular, the high fidelity model f (·) is replaced by the deep neural networks
based surrogate model fˆ (·). And the integral for the statistical moments as well as the PDF
can be consequently expressed in the form of the averaging operator using sampled values:
µf = lim
N→∞
1
N
N∑
i=1
fˆ (xi)
σ2f = lim
N→∞
1
N − 1
N∑
i=1
(
fˆ (xi)− µf
)2
pf (y) = lim
N→∞
1
N
N∑
i=1
δ(y − fˆ(x))
(7)
The noteworthy fact is the combined use of the surrogate model and MC method in the
context of the uncertainty quantification can usually reduce the computational burden by
orders of magnitude. More importantly, the construction of a reliable and robust surrogate
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model is of critical significance throughout the uncertainty analysis. In the following section,
we propose a deep neural networks based surrogate to approximate the mapping relationship
between discretized high-dimensional random fields.
3 Methodology
The fundamental structure of the proposed surrogate model is based on a specific neural
networks architecture, that is, the convolutional neural networks (CNNs) (LeCun et al.,
1998). We build our surrogate in a hierarchical manner so that the model is more efficient
in terms of training and deploying. Because we mainly focus on the regression problems of
random fields, we name the model field regressor. The rest of this section covers a guideline
on the construction, training, and validation of a field regressor.
3.1 Model construction
Given the input data set x and the desired output data set y, we aim to build a
machine-learned model fˆ (·) such that fˆ (·) can approximate the input-output relationship
y = f (x). In the present case, x and y are discretized random fields. Let x ∈ RH×W×C
and y ∈ RH′×W ′×C′ , where H(H ′) is the y-axis resolution, W (W ′) is the x-axis resolution,
and C(C ′) denotes the number of random fields. The proposed surrogate fˆ (·) is essentially
a hierarchical model that contains three different levels. It approximates the nonlinear
regression function f (·) through a hierarchy of convolutional layers. Fig. 2 summarizes the
specifications for the architecture and assembling of the surrogate fˆ (·). We will investigate
the detailed designs in a bottom-up manner, starting from level 1 model.
f(·) : x −→ y
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x<latexit sha1_base64="pT1oY7xtUEB74tbtzaX53L3WTao=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZcFN7qrYB/QjiWTSdvQTDIkGbUM/Q83LhRx67+482/MtLPQ1gMhh3PuJScniDnTxnW/ncLK6tr6RnGztLW9s7tX3j9oaZkoQptEcqk6AdaUM0GbhhlOO7GiOAo4bQfjq8xvP1ClmRR3ZhJTP8JDwQaMYGOl+14geagnkb3Sp2m/XHGr7gxomXg5qUCORr/81QslSSIqDOFY667nxsZPsTKMcDot9RJNY0zGeEi7lgocUe2ns9RTdGKVEA2kskcYNFN/b6Q40lk0OxlhM9KLXib+53UTM7j0UybixFBB5g8NEo6MRFkFKGSKEsMnlmCimM2KyAgrTIwtqmRL8Ba/vExatap3Vq3dnlfqN3kdRTiCYzgFDy6gDtfQgCYQUPAMr/DmPDovzrvzMR8tOPnOIfyB8/kDVrWTFA==</latexit> y
<latexit sha1_base64="TTZoUd9+GXdp42ZQL969B5BMbzk=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclZkq6LLgRncV7APasWQymTY0kwxJRilD/8ONC0Xc+i/u/Bsz7Sy09UDI4Zx7yckJEs60cd1vZ2V1bX1js7RV3t7Z3duvHBy2tUwVoS0iuVTdAGvKmaAtwwyn3URRHAecdoLxde53HqnSTIp7M0moH+OhYBEj2FjpoR9IHupJbK9sMh1Uqm7NnQEtE68gVSjQHFS++qEkaUyFIRxr3fPcxPgZVoYRTqflfqppgskYD2nPUoFjqv1slnqKTq0Sokgqe4RBM/X3RoZjnUezkzE2I73o5eJ/Xi810ZWfMZGkhgoyfyhKOTIS5RWgkClKDJ9YgoliNisiI6wwMbaosi3BW/zyMmnXa955rX53UW3cFnWU4BhO4Aw8uIQG3EATWkBAwTO8wpvz5Lw4787HfHTFKXaO4A+czx9YOpMV</latexit>
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<latexit sha1_base64="k1U449Nyo7cPbeVFHpyaoJlE0UA=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9FjwouChimkLbSib7aZdursJuxuhhP4FLx4U8eof8ua/cdPmoK0PBh7vzTAzL0w408Z1v52V1bX1jc3SVnl7Z3dvv3Jw2NJxqgj1Scxj1QmxppxJ6htmOO0kimIRctoOx9e5336iSrNYPppJQgOBh5JFjGCTSw/0zu9Xqm7NnQEtE68gVSjQ7Fe+eoOYpIJKQzjWuuu5iQkyrAwjnE7LvVTTBJMxHtKupRILqoNsdusUnVplgKJY2ZIGzdTfExkWWk9EaDsFNiO96OXif143NdFVkDGZpIZKMl8UpRyZGOWPowFTlBg+sQQTxeytiIywwsTYeMo2BG/x5WXSqte881r9/qLauC3iKMExnMAZeHAJDbiBJvhAYATP8ApvjnBenHfnY9664hQzR/AHzucPrf6OBQ==</latexit> BN<latexit sha1_base64="sCYPHS9lMuKcXyyLWe3Qxsh+GFU=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgKexGQY9BL3qRKOYBSQizk9lkyOzsMtMrhCV/4MWDIl79I2/+jZNkD5pY0FBUddPd5cdSGHTdbye3srq2vpHfLGxt7+zuFfcPGiZKNON1FslIt3xquBSK11Gg5K1Ycxr6kjf90fXUbz5xbUSkHnEc825IB0oEglG00sPVXa9YcsvuDGSZeBkpQYZar/jV6UcsCblCJqkxbc+NsZtSjYJJPil0EsNjykZ0wNuWKhpy001nl07IiVX6JIi0LYVkpv6eSGlozDj0bWdIcWgWvan4n9dOMLjspkLFCXLF5ouCRBKMyPRt0heaM5RjSyjTwt5K2JBqytCGU7AheIsvL5NGpeydlSv356XqbRZHHo7gGE7Bgwuowg3UoA4MAniGV3hzRs6L8+58zFtzTjZzCH/gfP4AMzeNKQ==</latexit>
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<latexit sha1_base64="WBjC3nHnGTYnc8hzW8yAeZ1I4IU=">AAAB9XicbVDLSgNBEJyNrxhfUY9eBoPgKexGQY8BL3qLYB6QrGF20kmGzM4uM71qWPIfXjwo4tV/8ebfOEn2oIkFDUVVN91dQSyFQdf9dnIrq2vrG/nNwtb2zu5ecf+gYaJEc6jzSEa6FTADUiioo0AJrVgDCwMJzWB0NfWbD6CNiNQdjmPwQzZQoi84QyvddxCeMA1kxEd04nWLJbfszkCXiZeREslQ6xa/Or2IJyEo5JIZ0/bcGP2UaRRcwqTQSQzEjI/YANqWKhaC8dPZ1RN6YpUe7UfalkI6U39PpCw0ZhwGtjNkODSL3lT8z2sn2L/0U6HiBEHx+aJ+IilGdBoB7QkNHOXYEsa1sLdSPmSacbRBFWwI3uLLy6RRKXtn5crteal6k8WRJ0fkmJwSj1yQKrkmNVInnGjyTF7Jm/PovDjvzse8NedkM4fkD5zPH3/WkoY=</latexit>
B. overall architecture<latexit sha1_base64="U3JfG+vf6W8hseYOIrBBSSMyaPI=">AAACCnicbVC7SgNBFJ2Nrxhfq5Y2o0GwCrtR0DJoo10E84BkCbOTm2TI7IOZu2JYUtv4KzYWitj6BXb+jZNkC008MHA451zu3OPHUmh0nG8rt7S8srqWXy9sbG5t79i7e3UdJYpDjUcyUk2faZAihBoKlNCMFbDAl9Dwh1cTv3EPSosovMNRDF7A+qHoCc7QSB37sI3wgDSllyUamSCTkjLFBwKBY6KAjjt20Sk5U9BF4makSDJUO/ZXuxvxJIAQuWRat1wnRi9lCgWXMC60Ew0x40PWh5ahIQtAe+n0lDE9NkqX9iJlXoh0qv6eSFmg9SjwTTJgONDz3kT8z2sl2LvwUhHGCULIZ4t6iaQY0UkvtCuUuViODGFcCfNXygdMMY6mvYIpwZ0/eZHUyyX3tFS+PStWbrI68uSAHJET4pJzUiHXpEpqhJNH8kxeyZv1ZL1Y79bHLJqzspl98gfW5w9tmpoh</latexit>
D. level 2 model: dense block<latexit sha1_base64="g6eSECuQZfrDh/v5ptyerTZ8aHs=">AAACEHicbVA9SwNBEN2L3/ErammzGESrcBcFxUrQQrsIJhGSEPb2JmbJ3u6xOxcMR36CjX/FxkIRW0s7/42bj8KvBwOP92aYmRcmUlj0/U8vNzM7N7+wuJRfXlldWy9sbNasTg2HKtdSm5uQWZBCQRUFSrhJDLA4lFAPe2cjv94HY4VW1zhIoBWzWyU6gjN0Uruw10S4Q5rR8xKV0AdJyzTWEcgTGoGyQEOpeY8O24WiX/LHoH9JMCVFMkWlXfhoRpqnMSjkklnbCPwEWxkzKLiEYb6ZWkgY77FbaDiqWAy2lY0fGtJdp0S0o40rhXSsfp/IWGztIA5dZ8ywa397I/E/r5Fi57iVCZWkCIpPFnVSSVHTUTo0EgY4yoEjjBvhbqW8ywzj6DLMuxCC3y//JbVyKTgola8Oi6eX0zgWyTbZIfskIEfklFyQCqkSTu7JI3kmL96D9+S9em+T1pw3ndkiP+C9fwEzBJt2</latexit>
Figure 2: Schematic diagram of field regressor
3.1.1 Level 1 model: convolutional layer
A convolutional layer by its most prevailing definition is a composite function that
has three mathematical operations (Dumoulin & Visin, 2016). First, a convolutional layer
performs element-wise multiplications between a subarray of the input field x and the kernel
matrix W ∈ Rh×w×C to obtain the so-called feature value at location (m,n):
γm,n = (x ?W)
s
m,n =
h∑
p=1
w∑
q=1
C∑
r=1
Wsp,q,r · xp+m,q+n,r (8)
–7–
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where s denotes the kernel number, i.e. s = 1, 2, . . . , C ′. The computed output matrices
are often called the feature maps, which contain the local correlation information about the
input field. There are two other important parameters for the convolutional layer: the stride
number s and the padding number p. Specifically, s represents the distance between two
consecutive kernels and p introduces zeros values to the borders of the input fields. The
selection of h, w, s, and p together determines the size of the output fields (Goodfellow et
al., 2016):
W ′ =
W − w + 2p
s
+ 1 and H ′ =
H − h+ 2p
s
+ 1 (9)
Fig. 3 gives an example illustrating the convolution arithmetic. In this example, the
input field x ∈ R5×5×1, the kernel matrix W ∈ R3×3×1, the stride number s = 2 and the
padding number p = 1. Hence, the output field takes the form of y ∈ R3×3×1.
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B. kernel matrix
C. convolution
D.output field
Step 1 : y11 = !22x11 + !23x12 + !32x21 + !33x22
Step 2 : y12 = !21x12 + !22x13 + !23x14 + !31x22 + !32x23 + !33x24
Step 9 : y33 = !11x44 + !12x45 + !21x54 + !22x55
. . .
. . .
Figure 3: Illustration example of the convolution arithmetic
Secondly, the output of the convolution flows over an element-wise nonlinear function
that is often referred to as the activation function (Goodfellow et al., 2016). Numerous
types of activation functions exist in the literature and popular choice include the Sigmoid,
the hyperbolic tangent or the rectified linear unit (ReLU). In conjunction with empirical
knowledge, ReLU is implemented in the proposed scheme for two reasons. It has better
gradient propagation property and analytical expressions of the ReLU function and its
gradient are easy-to-implement as they only require basic addition and multiplication. An
element-wise expression is given as:
h(γm,n) = max(γm,n, ) and h
′(γm,n) =
{
1 if γm,n > 
0 if γm,n ≤  (10)
with  denoting a small number, typically 0. By manipulating the network architec-
ture (e.g. number of layers, size of each layer, etc.), one can learn functions of arbitrary
complexity.
Thirdly, we apply the batch normalization to the output of Eq. (10):
ϑ =
α (h(γ)− µx)√
σ2x + 
+ β (11)
where α and β are parameters to be learned, µx and σ
2
x are sample mean and variance
respectively. By means of Eq. (11), the internal covariate shift of the network architecture
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is minimized, allowing the data to propagate through a deeply structured neural network
without distortion (Ioffe & Szegedy, 2015).
3.1.2 Level 2 model: dense block
A quick summary, the level 1 model, i.e. the aforestated convolutional layer is structured
as Υ(·) : BN ◦ReLU ◦Conv(x). Neural networks approximate the input-output relationship
f(·) as:
fˆ(x) = ΥK ◦ΥK−1 ◦ . . .Υ1(x) (12)
where K is the number of layers defined in the network architecture and ◦ is taken to
be the composition operator with Υj , j ∈ {1, 2, · · · ,K}. Usually, CNNs take the output of
the (l − 1)th convolutional layer as the input to the (l)th layer:
xl = yl−1 = Υl−1 (xl−1) (13)
Though simple and neat, recent research reveals such block design often encounters
information degradation problems, which impede the training of CNNs (Glorot & Bengio,
2010). To remedy this issue, distant connections among nonadjacent layers are established,
where every single layer is fully connected with all the subsequent layers (He et al., 2016;
Huang et al., 2017). Consequently, the improved expression of function writes as:
xl = yl−1 = Υl−1 ([x0,x1, . . .xl−1]) (14)
In Fig. 2. (D), these augmented connections are depicted by the dashed lines. And a
sequence of convolutional layers with nonadjacent layers is called dense block. It is assumed
that each Υi(i = 1, 2, . . . l − 1) extracts k feature maps. As a result, the input field for the
(l)th layer has a size of RWl×Hl×Cl , where Cl = k0 + k(l − 1). Noticeably, k0 denotes the
number of random fields of the first layer and k is the growth rate.
3.1.3 Level 3 model: sampling processor
To improve the efficiency of fˆ(·) in terms of training, the high-dimensional input
data x will first go through a downsampling processing, where feature maps produced
by different convolutional layers are continually downsized to a coarser spatial resolution
Hl < Hl−1 & Wl < Wl−1, resulting in a significant reduction of model parameters. This
can be achieved either by controlling the stride number s or using max pooling operation. In
this paper, we choose to reduce the size of x by adopting non-unit stride so that sub-regional
data relations can be better preserved (Dumoulin & Visin, 2016). On the other hand, the
dimension-reduced data will be projected back to the high dimension output space. Pro-
jection methods mainly fall into two categories, i.e. the deconvolution method and the
interpolation method. We choose to resize the data by means of bicubic interpolation since
the deconvolution method tends to produce checkerboard artifacts (Odena et al., 2016).
3.2 Model training
3.2.1 Regularized loss function
Training a field regressor centers on optimizing the network parameters θ in such a way
that the discrepancy between model predictions yˆi and true observations yi is minimized.
For regression tasks, the discrepancy is typically measured by the mean squared error (MSE)
loss. Given a training dataset D = {xi,yi}Ni=1 consisting of n independent and identically
distributed (i.i.d.) samples, the loss function is defined as:
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L (θ;D) = 1
N
N∑
i=1
∥∥∥yi − fˆ (xi,θ)∥∥∥2 (15)
In parctice, neural nets are notorious for overfitting. One usually resort to regularization
techniques, penalizing f
′
(·) by either promoting sparsity or driving weights to 0. In this
paper, L2 norm is chosen to penalize the model complexity (Goodfellow et al., 2016). The
regularized MSE loss writes as:
L (θ;D) = 1
N
N∑
i=1
∥∥∥yi − fˆ (xi,θ)∥∥∥2 + λ K∑
j=1
∥∥∥W(j)∥∥∥2
2
(16)
where K is the total number of layers, and λ is a small constant that forces f
′
(·) learning
small weights (often termed as the weight decay), and Wj denotes all the parameters in the
jth layer. For the field regressor, Wj includes the kernel weights utilized in the convolution
operation, the scale and shift parameters in the batch normalization operation, and bicubic
interpolation parameters used in the image resampling.
3.2.2 Mini-batch stochastic gradient descent
In order to compute the parameters θ, the gradient-based optimization is adopted as
f
′
(·) is a highly composite function involving a series of layers of nonlinear transformation
(Rumelhart et al., 1988). In particular, the Mini-batch stochastic gradient descent (mini-
batch SGD) is implemented to solve this problem (Goodfellow et al., 2016). The central
idea is to approximate the negative gradient of the loss function by means of the expectation
of a batch of samples:
θk+1 ← θk − ηk∇θL (θ;DM ) (17)
where ηk is the learning rate in the k
th iteration and L (θ;DM ) is the loss function
evaluated using a mini-batch subset of samples DM ⊂ D. Specifically, a mini-batch is
initialized between 5 and 500 samples, chosen through a random manner and the Adaptive
Moments (ADAM) optimization algorithm, a variant of the SGD methods, is selected to
update the learnable parameters (Kingma & Ba, 2014):
θk+1 ← θk + ηk Mk
1− βk1
/
(√
Vk
1− βk2
+ 
)
(18)
In Eq. (18),  is a small number introduced to prevent 0 denominator, and Mk and Vk
are estimates of the mean and variance of the gradients, respectively. In ADAM, the update
scheme of them are given as follows:
Mk = β1Mk−1 + (1− β1)L (θ;DM )
Vk = β2Vk−1 + (1− β2)L2 (θ;DM )
(19)
Note that M0 and V0 are set to 0 during the initialization. β1 and β2 are averaging
parameters. In this work, values are configured as β1 = 0.9 and β2 = 0.999 following the
suggestion in (Kingma & Ba, 2014).
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3.3 Model validation
To assess the performance of a fully trained model, f
′
(·) is tested on a validation
dataset D = {xi,yi}Mi=1. More specifically, two performance indicators are selected to check
whether f
′
(·) provides a good approximation. First, root mean squared error (RMSE) is
used to monitor the convergence history of model training:
RMSE =
√√√√ 1
M
M∑
i=1
||yˆi − yi||22 (20)
Secondly, the coefficient of determination (R2) is selected as the performance indicator.
In statistics, R2 estimates the proportion of variance in y that can be explained by f
′
(·):
R2 = 1− V ar (y|x)
V ar (y)
= 1−
∑M
i=1 ||yˆi − yi||22∑M
i=1 ||y¯i − yi||22
(21)
where y¯i is the mean value. From a mathematical perspective, R
2 takes on values
between 0 and 1. When R2 is close to one, it indicates f
′
(·) fits the data well. On the other
hand, R2 = 0 means the model does not explain any variability in y. Usually, R2 > 0.5
reflects a significant relationship between x and y.
4 Case study
4.1 Problem setup
To demonstrate the effectiveness and efficiency of the proposed surrogate, we consider
the following benchmark MindlinReissner model on the unit square domain (Mindlin, 1951;
Reissner, 1945):
− div Cε(θ)− γ = 0 in Ω
− div γ = f in Ω
−λt−2(∇w − θ) in Ω
θ = 0, w = 0 on ∂Ω
(22)
where Ω = [0, 1]2 ⊂ R2 is a smooth domain with a small thickness t = 0.1, C is the
positive definite tensor denoting the bending moduli, ε is the linear Green strain tensor,
θ = [θx, θy] represents the rotations of the surface, w is the transverse displacement in
z-direction, γ denotes the scaled shear stresses, f is the applied scaled transversal load,
and λ = Eκ/2(1 + v) is the shear modulus with E denoting the Youngs modulus, v = 0.3
denoting the Poisson ratio, and κ = 5/6 denoting the shear correction factor. Essentially,
Eq. (22) is a system of second order partial differential equations that can describe the
bending behavior of a clamped plate loaded by a transverse force and Fig. 4. (a) shows the
computational domain of our interest.
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mesh 6 48⇥ 48 2.3468
mesh 7 56⇥ 56 2.3469
mesh 8 64⇥ 64 2.3470
mesh 9 72⇥ 72 2.3470
(a). Geometry illustration of the plate problem (b). Mesh convergence
Figure 4: Illustration of the case study
The objective of this benchmark problem is to build a surrogate model that can prop-
agate and quantify the spatially-varying uncertainty associated with model inputs. The
selected random input property is modeled by means of random field theory where its log-
arithm is a Gaussian random field:
logx(s) ∼ GP (m(s), k (s, s′)) (23)
where m(s) and k (s, s′) are the mean and covariance functions of the Gaussian process.
In this case study, the mean function is defined to be zero and the exponentiated quadratic
covariance function that is also known as the RBF kernel is adopted:
k (s, s′) = σ2 exp
(
− (s− s
′)2
2`2
)
(24)
where the correlation length l = 0.5. We expand the scope of the case study by applying
the proposed approach to the modeling of different mapping relationships, even though there
is no obvious structure sharing between the input and output fields. Quantities of interest
in different cases are summarized in Table 1:
Case study Inputs Outputs Surrogate modeling
Case 1 x = E(s) y = w(s) fˆ(·) : R4096 → R4096
Case 2 x = E(s) y = [σv(s), τmax(s), τxy(s)]
† fˆ(·) : R4096 → R12288
Case 3 x = [E(s), f(s)] y = [w(s), σv(s)] fˆ(·) : R8192 → R8192
†. σv is the Von Mises stress, τmax denotes the maximum shear stress, and τxy is the shear
stress. They can be obtained by evaluating the quadrature points for the stress-strain
relationship.
Table 1: Summary of the case study analysis
4.2 Training, testing, and validation datasets
To obtain input-output data to construct the deep convolutional neural networks, we
solve the forward PDEs using the finite element method (FEM) (Hughes, 2012). After
the convergence study (See Fig. 4. (b)), the unit square domain is discretized by 64 × 64
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quadrilateral isoparametric element (Q4) elements, ensuring the accuracy of the FE solution.
Hence, the number of degrees of freedom of the high-fidelity FE model is 12675. The FEM
writes the weak form of equilibrium equations (Eq. (22)) of the system into a set of algebraic
equations, and solves the whole set by the Newton-Raphson method. The input to the FEM
solver is the discretized representation of the random field(fields). For instance, each sample
xi ∈ R64×64×2 in the case 3 as the input covers the material and the load. The last column
of Table 1 shows the dimensionality of the input-output relationship of each case.
There are several sampling schemes available to generate data that includes three sets:
the training set, testing set, and validation set. We use the Latin hypercube sampling
method to generate samples from the prescribed probability distributions. Specifically, we
generate 1024 input samples at which the high-fidelity model is evaluated, yielding the
training dataset Dtrain = {xi,yi}1024i=1 . And we randomly sample another 200 inputs for the
testing Dtest = {xi,yi}200i=1. The reference statistics of the uncertainty analysis is computed
by the Monte Carlo method using 105 samples. Once the constructed network is optimally
trained, we carry out the uncertainty quantification on the easy-to-evaluate surrogate instead
of the computationally intensive finite element model with the same input snapshots.
The surrogate modeling algorithm is implemented in the open source machine learning
library TensorFlow and the scripts are tested on a single NVIDIA GeForce GTX 1080 Ti X
GPU. For the purpose of reproducibility, the code to replicate the optimization results in
this work will be made available at https://xihaier.github.io upon publication of this
manuscript.
4.3 Results
4.3.1 Case 1: one-to-one mapping
The first case concerns the use of field regressor to learn one-to-one mapping. Let the
input be the material field, i.e. the young modulus and the output be the displacement field.
The model inputs x ∈ R4096 are discretized random field realizations and the model outputs
y ∈ R4096 are the transverse deformation at the finite element centers. The uncertainty
analysis of the target system with high-dimensional stochastic inputs covers two parts.
First, we have to train a surrogate model fˆ : R4096 × [0, 1]2 → R4096, which can accurately
map the snapshot of the material field to the displacement field governed by the PDEs.
Next, the trained surrogate is applied to the uncertainty quantification tasks, computing
statistical moments and PDFs.
Network architecture. After extensive hyperparameter and network architecture
search, the field regressor is built using 21 convolutional layers and this configuration is
hence referred to as FR-21. Specifically, the dimension of each random field sample has
been reduced twice by the downsampling processor 64 × 64 → 31 × 31 → 17 × 17. There
are three dense blocks within FR-21. They share the same kernel size, stride number, and
padding number while have different growth number and depth. Fig. 5 gives a general
summary of the one-to-one mapping problem, graphic illustration of the data flow of FR-21,
and the details of these network configuration parameters.
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X ∈ R4096 Y ∈ R4096M (·) : FR-21
Case 1: one to one mapping (from the material field to the displacement field)
A. Problem statement
B. Schematic diagram of FR-21
Layers Nf(in) Nf(out) Kernel Stride Padding Dimension
1 1 48 7 2 2 31× 31× 48
2− 6† 48 16× 5 3 1 1 31× 31× 128
7 128 64 3 2 1 17× 17× 64
8− 12† 64 16× 5 3 1 1 17× 17× 144
13−14‡ 144 72 3 1 1 32× 32× 72
15−18† 72 18× 4 3 1 1 32× 32× 144
19−20‡ 144 144 3 1 1 64× 64× 144
21 144 1 3 1 1 64× 64× 1
Nf(out) : number of out features
Nf(in) : number of input features
† : dense block
‡ : decoding layer
Table notes:
C. Architecture parameters of FR-21
Dense Block EncodingEncoding Dense Block
Decoding
Dense BlockDecodingConv
xi
yi
Figure 5: Neural networks architecture design and parameterization of FR-21
To learn the high-dimensional input-output relationship, the gradient-based optimizer
Adam is selected. We train the surrogate model (FR-21) with training data size varies
from 64 to 1024. The initial learning rate is set to η0 = 0.005 and the step decay learning
strategy (often known as annealing) is adopted to gradually lower the learning rate during
training. The default value η0 is reduced by a annealing rate ζ = 0.75 every 20 epochs
and the model trained with 500 epochs in total. For regularization, the weight decay is
initialized to λ = 7× 10−6 and the batch size is 8.
Optimization results. Fig. 6 (A) plots the training process in terms of the RMSE
value, which is recorded every 20 epochs. The rapidness and steadiness of the convergence of
the FR-21 can be seen from the results. In particular, after around 300 epochs of the Adam
optimizer, an approximately stabilized solution is achieved. The optimization algorithm
converges faster with more training samples and the RMSE value of the testing dataset
reduces as the training size increases: 64 → · · · → 1024. Meanwhile, the coefficient of
determination (also known as the R2-score) is evaluated using 200 test samples with training
dataset sizes. Note that the trained FR-21 shows a remarkable generalization ability where
the R2-score is more than 0.9 in all the trials. In Fig. 6 (B), the model achieves a relatively
high R2-score of 0.967 with only 64 training samples and the R2-score gets close to 0.99
when increasing the training dataset to 512 samples, which indicates that the predicted
output fields by FR-21 match the ground truth computed by the FEM very well. Fig. 6
(C) show some of the predicted results. The errors of the predicted solutions of FR-21 are
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compared with respect to the FE solutions. Note that the results representing the output
fields have been standardized so that a more clear comparison can be carried out between
FR-21 with different training data sizes. For visualization purpose, we randomly selected
a sample from the testing dataset Dtest = {xi,yi}200i=1. Remarkably, the propsoed FR-21
is capable of providing good predictions. Even when using only 64 training samples, the
model is able to quickly capture the landscape of the target output field. The prediction
quality can be significantly improved as more samples are put into the training process.
Case 1: summary of the prediction results
B. R2–scores comparison for the FR-21.A. training process of FR-21 with different numbers of training samples.
C. errors of FR-21 with different numbers of training samples.
D. predictions of FR-21 with different numbers of training samples.
E. True values of selected test samples.
A sample from {yi}64i=1
<latexit sha1_base64="r23wSQrXlQS6TB29In4VcRhI9Hg=">AAACHnicbVBNTxsxEPUC5SMUmsKRi0WE1FO0CylwqRTEpb2BREikbLryOrNgxV6v7FlEZO0v4dK/0guHogqJE/wbnJADhT7J8tN7M5qZlxZSWAzDp2BufuHD4tLySm3149r6p/rnjXOrS8Ohw7XUppcyC1Lk0EGBEnqFAaZSCd10dDzxu1dgrND5GY4LGCh2kYtMcIZeSupfY4RrdEfUMlVIoJnRilY0dnGq5dCOlf/cuEpEXCVOfIuqn26/VSX1RtgMp6DvSTQjDTLDSVJ/iIealwpy5JJZ24/CAgeOGRRcQlWLSwsF4yN2AX1Pc6bADtz0vIrueGVIM238y5FO1dcdjik72dRXKoaX9q03Ef/n9UvMDgdO5EWJkPOXQVkpKWo6yYoOhQGOcuwJ40b4XSm/ZIZx9InWfAjR25Pfk/PdZrTX3D1tNdo/ZnEsky2yTb6QiByQNvlOTkiHcHJDfpM/5C74FdwGf4P7l9K5YNazSf5B8PgMV/ajQg==</latexit>
A sample from {yi}128i=1
<latexit sha1_base64="+1UwGkbPQNH/x3Q4Wtt6HiMqKZs=">AAACH3icbVBNaxsxENUmaZu6H3GTYy8iptCT2XVD6kvBpZf2lkL8AV530cqztrC0WqTZUiP2n/TSv5JLDi0h5OZ/U/njkNh5IPR4b4aZeWkhhcUwXAR7+wdPnj47fF578fLV66P6m+Oe1aXh0OVaajNImQUpcuiiQAmDwgBTqYR+Ovuy9Ps/wVih80ucFzBSbJKLTHCGXkrq5zHCL3SfqWWqkEAzoxWtaOziVMuxnSv/uXmViLhKnPgUVT9c1GpXSb0RNsMV6C6JNqRBNrhI6nfxWPNSQY5cMmuHUVjgyDGDgkuoanFpoWB8xiYw9DRnCuzIre6r6DuvjGmmjX850pV6v8MxZZer+krFcGq3vaX4mDcsMWuPnMiLEiHn60FZKSlqugyLjoUBjnLuCeNG+F0pnzLDOPpIaz6EaPvkXdJrNaMPzdb3s0bn2yaOQ/KWnJL3JCIfSYd8JRekSzj5Ta7IX/Iv+BNcBzfB7bp0L9j0nJAHCBb/AdvHo30=</latexit>
A sample from {yi}256i=1
<latexit sha1_base64="aoliAIEKU0s+yL2lAvCu6wygnOM=">AAACH3icbVBNaxsxENWmbeo4beK2x1xETSAns+vmo5dCSi7JzYX4A7zOopVnE2FptUizpUbsP+mlf6WXHFJC6c3/pvLHIYnzQOjx3gwz89JCCothOAs2Xrx8tfm6tlXffvN2Z7fx7n3P6tJw6HIttRmkzIIUOXRRoIRBYYCpVEI/nZzN/f53MFbo/BKnBYwUu85FJjhDLyWN4xjhB7qv1DJVSKCZ0YpWNHZxquXYTpX/3LRKRFwlTnyJqivXPjqukkYzbIUL0HUSrUiTrNBJGv/isealghy5ZNYOo7DAkWMGBZdQ1ePSQsH4hF3D0NOcKbAjt7ivovteGdNMG/9ypAv1YYdjys5X9ZWK4Y196s3F57xhidnnkRN5USLkfDkoKyVFTedh0bEwwFFOPWHcCL8r5TfMMI4+0roPIXp68jrptVvRp1b722Hz9GIVR43skY/kgETkhJySc9IhXcLJT/Kb3JE/wa/gNrgP/i5LN4JVzwfyCMHsP97Wo38=</latexit>
A sample from {yi}512i=1
<latexit sha1_base64="L92KHdBBQJFXpgDXheLzMqmPRSQ=">AAACH3icbVBNbxMxEPWWQkNKIcCRi9WoEqdoNy1tL0hBXOCWSs2HlA0rrzObWLXXK3sWEVn7T7j0r/TCAYQQt/ybOh+HkvAky0/vzWhmXlpIYTEMF8Heo/3HTw5qT+uHz46ev2i8fNW3ujQcelxLbYYpsyBFDj0UKGFYGGAqlTBIbz4u/cFXMFbo/BrnBYwVm+YiE5yhl5LGeYzwDd0HapkqJNDMaEUrGrs41XJi58p/bl4lIq4SJ95H1Rf3LmpXSaMZtsIV6C6JNqRJNugmjb/xRPNSQY5cMmtHUVjg2DGDgkuo6nFpoWD8hk1h5GnOFNixW91X0ROvTGimjX850pX6sMMxZZer+krFcGa3vaX4P29UYnY5diIvSoScrwdlpaSo6TIsOhEGOMq5J4wb4XelfMYM4+gjrfsQou2Td0m/3YpOW+2rs2bn8yaOGnlDjslbEpEL0iGfSJf0CCffyR35SX4Ft8GP4HfwZ126F2x6XpN/ECzuAdc/o3o=</latexit>
A sample from {yi}1024i=1
<latexit sha1_base64="ZhcGY12HKo+kZaK2wEZSWrByyV4=">AAACIHicbVBNSyNBEO3R9St+RT16aQyCpzATBb0Iyl7cW4RNFDJx6OnUaGP39NBdI4ZmfoqX/StePLiI3txfYyfm4Mc+aPrxXhVV9dJCCoth+BpMTf+YmZ2bX6gtLi2vrNbX1rtWl4ZDh2upzXnKLEiRQwcFSjgvDDCVSjhLr3+O/LMbMFbo/DcOC+grdpmLTHCGXkrq+zHCLbpjapkqJNDMaEUrGrs41XJgh8p/blglIq4SJw6j6sJFYWuvSuqNsBmOQb+TaEIaZIJ2Un+JB5qXCnLkklnbi8IC+44ZFFxCVYtLCwXj1+wSep7mTIHtu/GBFd32yoBm2viXIx2rHzscU3a0q69UDK/sV28k/s/rlZgd9J3IixIh5++DslJS1HSUFh0IAxzl0BPGjfC7Un7FDOPoM635EKKvJ38n3VYz2m22TvcaR78mccyTTbJFdkhE9skROSFt0iGc3JF78kj+Bn+Ch+ApeH4vnQomPRvkE4J/b1hDo7M=</latexit>
A sample from {yˆi}1024i=1
<latexit sha1_base64="3nheqNqo5vBApd/ic8bNg3+taEg=">AAACJnicbVBNTxsxEPVC+Wj4SumxF4sIiVO0G5DgggTiUm6p1IRI2bDyOrPEwl6v7FlEZO2v6YW/0guHVFXVGz8F5+NQSJ9k+em9Gc3MSwspLIbh32Bl9cPa+sbmx9rW9s7uXv3Tftfq0nDocC216aXMghQ5dFCghF5hgKlUwk16fzX1bx7AWKHz7zguYKDYXS4ywRl6KamfxwiP6C6pZaqQQDOjFa1o7OIRQxenWg7tWPnPjasqEXGVOHEeVbcuClsnVVJvhM1wBrpMogVpkAXaSX0SDzUvFeTIJbO2H4UFDhwzKLiEqhaXFgrG79kd9D3NmQI7cLMzK3rolSHNtPEvRzpT/+1wTNnpsr5SMRzZ995U/J/XLzE7GziRFyVCzueDslJS1HSaGR0KAxzl2BPGjfC7Uj5ihnH0ydZ8CNH7k5dJt9WMjputbyeNi+tFHJvkCzkgRyQip+SCfCVt0iGc/CA/yYT8Cp6C5+B38GdeuhIsej6TNwheXgGnI6aA</latexit>
A sample from {yˆi}512i=1
<latexit sha1_base64="8yLo/wIXezHfOR8eBCL7LOZ0sZ8=">AAACJXicbVDLahsxFNWkj7juI067zEbUFLIyM25CskjApZt250L9AI8zaOQ7trA0GqQ7IUbMz3TTX+mmi5pSyKq/UvmxaO0eEDqccy/33pMWUlgMw/vg4MHDR48Pa0/qT589f3HUOH7Zt7o0HHpcS22GKbMgRQ49FChhWBhgKpUwSOfvV/7gFowVOv+MiwLGik1zkQnO0EtJ4ypGuEP3jlqmCgk0M1rRisYunjF0carlxC6U/9yiqhIRV4kT11F1486jdpU0mmErXIPuk2hLmmSLbtJYxhPNSwU5csmsHUVhgWPHDAouoarHpYWC8TmbwsjTnCmwY7e+sqJvvDKhmTb+5UjX6t8djim72tVXKoYzu+utxP95oxKzy7ETeVEi5HwzKCslRU1XkdGJMMBRLjxh3Ai/K+UzZhhHH2zdhxDtnrxP+u1W9LbV/nTW7HzcxlEjJ+Q1OSURuSAd8oF0SY9w8oV8Iz/IMvgafA9+Br82pQfBtucV+QfB7z8jkaZH</latexit>
A sample from {yˆi}256i=1
<latexit sha1_base64="bE+/rmcAUICOVAHNQws1dz68Tsc=">AAACJXicbVDBbhMxEPW2lJa0haUcuVhElThFuylQDlQq4kJvQSJppeyy8jqzjRV7vbJnUSNrf4YLv8KFAxGqxIlfwUn3QJs+yfLTezOamZdXUliMoj/BxuaDrYfbO486u3v7j5+ETw9GVteGw5Brqc1FzixIUcIQBUq4qAwwlUs4z2cflv75VzBW6PIzzitIFbssRSE4Qy9l4bsE4Qrde2qZqiTQwmhFG5q4ZMrQJbmWEztX/nPzpslE0mROnMTNF9d//abJwm7Ui1ag6yRuSZe0GGThIploXisokUtm7TiOKkwdMyi4hKaT1BYqxmfsEsaelkyBTd3qyoYeemVCC238K5Gu1P87HFN2uauvVAyn9q63FO/zxjUWb1MnyqpGKPnNoKKWFDVdRkYnwgBHOfeEcSP8rpRPmWEcfbAdH0J89+R1Mur34qNe/9Or7ulZG8cOeU5ekJckJsfklHwkAzIknHwjP8gvsgi+Bz+D38H1TelG0PY8I7cQ/P0HKyimTA==</latexit>
A sample from {yˆi}128i=1
<latexit sha1_base64="+VJ9nBdsAvagSrgSUSDEyfuZ32Q=">AAACJXicbVBNSyNBEO1RV924alaPXhqDsKcwEwVzUFC86E3BqJDJDj2dGtPYPT1018iGZv6MF/+KFw+KCJ78K9uJOfj1oOnHe1VU1UsLKSyG4UswNT3zY3Zu/mdt4dfi0nL998qZ1aXh0OFaanORMgtS5NBBgRIuCgNMpRLO06uDkX9+DcYKnZ/isICeYpe5yARn6KWkvhMj/EO3Ty1ThQSaGa1oRWMXDxi6ONWyb4fKf25YVYmIq8SJ3aj666JWu0rqjbAZjkG/kmhCGmSC46T+GPc1LxXkyCWzthuFBfYcMyi4hKoWlxYKxq/YJXQ9zZkC23PjKyu64ZU+zbTxL0c6Vt93OKbsaFdfqRgO7GdvJH7ndUvM2j0n8qJEyPnboKyUFDUdRUb7wgBHOfSEcSP8rpQPmGEcfbA1H0L0+eSv5KzVjDabrZOtxt7RJI55skbWyR8SkW2yRw7JMekQTm7IHXkgj8FtcB88Bc9vpVPBpGeVfEDw+h8oGaZK</latexit>
A sample from {yˆi}64i=1
<latexit sha1_base64="w/cgVrhISBX0gQYKKdhERXiRrLY=">AAACJHicbVBNSyQxEE27fo5fs+vRS3AQPA3dKirIgosXvSk4KkyPTTpT7QSTTpNUi0PoH7MX/4oXD+qyBy/+FjPjHPx6EPJ4r4qqemkhhcUwfA7GfoxPTE5Nz9Rm5+YXFus/f51aXRoOLa6lNucpsyBFDi0UKOG8MMBUKuEsvdof+GfXYKzQ+Qn2C+godpmLTHCGXkrquzHCDbo/1DJVSKCZ0YpWNHZxj6GLUy27tq/85/pVlYi4Spz4HVUXbmuzSuqNsBkOQb+SaEQaZISjpP4UdzUvFeTIJbO2HYUFdhwzKLiEqhaXFgrGr9gltD3NmQLbccMjK7rqlS7NtPEvRzpU33c4puxgVV+pGPbsZ28gfue1S8x2Ok7kRYmQ87dBWSkpajpIjHaFAY6y7wnjRvhdKe8xwzj6XGs+hOjzyV/J6Xoz2miuH2829g5HcUyTZbJC1khEtskeOSBHpEU4+UvuyAN5DG6D++Bf8P+tdCwY9SyRDwheXgGhnKYP</latexit>
A sample from {yi − yˆi}64i=1
<latexit sha1_base64="0/TyhccF87flvLbUbIxhjEsJH64=">AAACN3icbVDBSiNBEO1R19W4q1GPXhqDsJcNMyruXgTFi15EwaiQyQ49nRrT2D09dNcshmb+you/4U0vHnYRr/6BnZiDRh80/Xiviqp6aSGFxTC8CyYmp75Mf52Zrc19+z6/UF9cOrW6NBxaXEttzlNmQYocWihQwnlhgKlUwll6uTfwz/6CsULnJ9gvoKPYRS4ywRl6KakfxghX6HapZaqQQDOjFa1o7OJUy67tK/+5fpUI+pPGPYZjujfiKnFiO6r+uK3NKqk3wmY4BP1IohFpkBGOkvpt3NW8VJAjl8zadhQW2HHMoOASqlpcWigYv2QX0PY0Zwpsxw3vruiaV7o008a/HOlQfdvhmLKDVX2lYtiz495A/Mxrl5j97jiRFyVCzl8HZaWkqOkgRNoVBjjKvieMG+F3pbzHDOPoo675EKLxkz+S0/VmtNFcP95s7ByM4pghK2SV/CAR+UV2yD45Ii3CyTW5J//I/+AmeAgeg6fX0olg1LNM3iF4fgFK1q4G</latexit>
A sample from {yi − yˆi}128i=1
<latexit sha1_base64="32VMiI4H+EiayR9HsMytANSpBMo=">AAACOHicbVBNTxsxEPXS8hW+0vbIxWqExIVoNyDBBYmqFzg1SA0gZcPK68wSC3u9smcRkbU/qxd+BjfEpYdWFVd+Ac7HoQSeZPnpvRnNzEsLKSyG4UMw9+Hj/MLi0nJtZXVtfaP+6fOZ1aXh0OFaanORMgtS5NBBgRIuCgNMpRLO0+vvI//8BowVOv+JwwJ6il3lIhOcoZeS+o8Y4RbdN2qZKiTQzGhFKxq7ONWyb4fKf25YJYLu0HjAcEb3RlwlThxG1aWLWgdVUm+EzXAM+pZEU9IgU7ST+n3c17xUkCOXzNpuFBbYc8yg4BKqWlxaKBi/ZlfQ9TRnCmzPjQ+v6JZX+jTTxr8c6Vj9v8MxZUe7+krFcGBnvZH4ntctMTvoOZEXJULOJ4OyUlLUdJQi7QsDHOXQE8aN8LtSPmCGcfRZ13wI0ezJb8lZqxntNlune42jk2kcS2STfCXbJCL75IgckzbpEE5+kUfyh/wN7oLfwb/gaVI6F0x7vpBXCJ5fANijrkE=</latexit>
A sample from {yi − yˆi}256i=1
<latexit sha1_base64="rPOrLyXa8QQL5GzsVrCxFNOZP5A=">AAACOHicbVDBThsxEPVCCzRQSOHYi0WExIVoN9DSCxIVF3oqSASQsmHldWaJhb1e2bOIyNrP4tLP4Ia4cKCquPIFOCGHEniS5af3ZjQzLy2ksBiGt8HU9IePM7Nzn2rzC58Xl+pflo+tLg2HNtdSm9OUWZAihzYKlHBaGGAqlXCSXuwN/ZNLMFbo/AgHBXQVO89FJjhDLyX13zHCFbqf1DJVSKCZ0YpWNHZxqmXPDpT/3KBKBN2gcZ/hhO6NuEqc2ImqM9f69r1K6o2wGY5A35JoTBpkjIOkfhP3NC8V5Mgls7YThQV2HTMouISqFpcWCsYv2Dl0PM2ZAtt1o8MruuaVHs208S9HOlL/73BM2eGuvlIx7NtJbyi+53VKzH50nciLEiHnL4OyUlLUdJgi7QkDHOXAE8aN8LtS3meGcfRZ13wI0eTJb8lxqxltNluHW43dX+M45shXskrWSUS2yS7ZJwekTTi5JnfkgfwN/gT3wb/g8aV0Khj3rJBXCJ6eAduyrkM=</latexit>
A sample from {yi − yˆi}512i=1
<latexit sha1_base64="CrEpFHDPNV6bG1i5i/h4q3QR2u8=">AAACOHicbVDBThsxEPUCpRBaCHDkYhEh9dJoNy1qL0ggLnACJAJI2XTldWaJhb1e2bMVkbWfxYXP4Ia4cGiFuPIFOCEHCDzJ8tN7M5qZlxZSWAzD22BqeubT7Oe5+drCl6+LS/XllROrS8OhzbXU5ixlFqTIoY0CJZwVBphKJZymF7tD//QvGCt0foyDArqKneciE5yhl5L6QYxwiW6HWqYKCTQzWtGKxi5OtezZgfKfG1SJoN9p3Gc4oXsjrhIntqLqj9uMWlVSb4TNcAT6nkRj0iBjHCb1m7ineakgRy6ZtZ0oLLDrmEHBJVS1uLRQMH7BzqHjac4U2K4bHV7RDa/0aKaNfznSkfq6wzFlh7v6SsWwbye9ofiR1ykx+911Ii9KhJy/DMpKSVHTYYq0JwxwlANPGDfC70p5nxnG0Wdd8yFEkye/JyetZvSj2Tr62djeH8cxR9bIOvlGIvKLbJM9ckjahJMrckf+kf/BdXAfPASPL6VTwbhnlbxB8PQM1BuuPg==</latexit>
A sample from {yi − yˆi}1024i=1
<latexit sha1_base64="sw0BOS6+uGMK0MrtbTFMj1o1N+Y=">AAACOXicbVBNaxsxENUmaZu6H3GTYy8iptBLza5jSC8Bl1zamwv1B3jdRSvP2sLSapFmQ43Yv9VL/kVugV56SAi99g9Udnxo7DwQerw3w8y8tJDCYhheBzu7e0+ePtt/Xnvx8tXrg/qbw77VpeHQ41pqM0yZBSly6KFACcPCAFOphEE6P1/6gwswVuj8Gy4KGCs2zUUmOEMvJfVujPAD3SdqmSok0MxoRSsauzjVcmIXyn9uUSWCfqDxjOGG7o24Spw4i6rvLgpb7SqpN8JmuALdJtGaNMga3aR+FU80LxXkyCWzdhSFBY4dMyi4hKoWlxYKxudsCiNPc6bAjt3q8oq+88qEZtr4lyNdqf93OKbscllfqRjO7Ka3FB/zRiVmH8dO5EWJkPP7QVkpKWq6jJFOhAGOcuEJ40b4XSmfMcM4+rBrPoRo8+Rt0m81o5Nm62u70fmyjmOfvCXH5D2JyCnpkM+kS3qEk5/kF7kht8Fl8Du4C/7cl+4E654j8gDB339fG653</latexit>
Figure 6: Training and prediction performance of FR-21
Uncertainty analysis results. The uncertainty analysis results predicted by the FR-
21 is verified against the solution computed by the FEM solver. The number of training
samples is set to N = 1024, and the number of testing samples is set to M = 1×105. Fig. 6
(A) and (B) show the the mean and variance of the displacement field, respectively. It can
be seen that FR-21 achieves smooth contour estimation that is close to the Monte Carlo
result. The maximum error of the estimate measured in a relative error form is less than
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10%. Meanwhile, we randomly select two points out of the domain and show the PDFs,
respectively. The unbounded kernel smoothing function is used to estimate the PDFs, where
the type of kernel smoother is set to normal. Fig. 6 (C) compares the PDFs at two locations
from FR-21 and FEM solver. As desired, the PDFs obtained by the surrogate model at two
randomly selected locations are almost identical to the reference solution.
A. the first statistical moment results<latexit sha1_base64="9QSjCCsv9EYAwNEaz9Ittxf4Q1E=">AAACF3icbVDLSgNBEJz1GeMr6tHLYBA8LbtR0GPEi94imAckS5id9CZDZh/M9IphyV948Ve8eFDEq978GyfJHjSxYKCo6u7pLj+RQqPjfFtLyyura+uFjeLm1vbObmlvv6HjVHGo81jGquUzDVJEUEeBElqJAhb6Epr+8GriN+9BaRFHdzhKwAtZPxKB4AyN1C3ZHYQHzC5tigOggVAaqUZjajQ1koZxCBFSBTqVqMfdUtmxnSnoInFzUiY5at3SV6cX83QyhEumddt1EvQypsx4CeNiJ9WQMD5kfWgbGrEQtJdN7xrTY6P0aBAr88wSU/V3R8ZCrUehbypDhgM9703E/7x2isGFl4koSREiPvsoSCXFmE5Coj2hgKMcGcK4EmZXygdMMY4myqIJwZ0/eZE0KrZ7alduz8rVmzyOAjkkR+SEuOScVMk1qZE64eSRPJNX8mY9WS/Wu/UxK12y8p4D8gfW5w/G0qBa</latexit>
B. the second statistical moment results<latexit sha1_base64="UwB9Y9t/JIlpBnU8QaTs3YgJa1U=">AAACGHicbVA9TwJBEN3DL8Qv1NJmIzGxwjs00ZJoox0m8pEAIXvLABv2bi+7c0Zy4WfY+FdsLDTGls5/4x5QKPiSTV7em5mdeX4khUHX/XYyK6tr6xvZzdzW9s7uXn7/oGZUrDlUuZJKN3xmQIoQqihQQiPSwAJfQt0f3qR+/RG0ESp8wFEE7YD1Q9ETnKGVOvmzFsITJtdFigOgBrgKu9SgdQ3aIkkDFUCIVIOJJZpxJ19wi+4UdJl4c1Igc1Q6+Umrq3icDuGSGdP03AjbCdN2vIRxrhUbiBgfsj40LQ1ZAKadTA8b0xOrdGlPafvsElP1d0fCAmNGgW8rA4YDs+il4n9eM8beVTsRYRQjhHz2US+WFBVNU6JdoYGjHFnCuBZ2V8oHTDOONsucDcFbPHmZ1EpF77xYur8olO/mcWTJETkmp8Qjl6RMbkmFVAknz+SVvJMP58V5cz6dr1lpxpn3HJI/cCY/fRSguQ==</latexit>
C. the probability density function
<latexit sha1_base64="xLW6tz5NNaoY7186wLyF85qbsHs=">AAACFnicbVDLSgMxFM34rPU16tJNsAhuLDMq6FJwo7sK9gHtUDLpHRvMZIbkjliGfoUbf8WNC0Xcijv/xkzbhbYeCDmccy7JPWEqhUHP+3bm5hcWl5ZLK+XVtfWNTXdru2GSTHOo80QmuhUyA1IoqKNACa1UA4tDCc3w7qLwm/egjUjUDQ5SCGJ2q0QkOEMrdd3DDsID0pxeVCn2gaY6CVkopMAB7YEyxR1lihdpOuy6Fa/qjUBniT8hFTJBret+dXoJz2JQyCUzpu17KQY50yi4hGG5kxlIGb9jt9C2VLEYTJCP1hrSfav0aJRoexTSkfp7ImexMYM4tMmYYd9Me4X4n9fOMDoLcqHSDEHx8UNRJikmtOiI9oQGjtI2IBjXwv6V8j7TjKNtsmxL8KdXniWNo6p/XD26PqmcX03qKJFdskcOiE9OyTm5JDVSJ5w8kmfySt6cJ+fFeXc+xtE5ZzKzQ/7A+fwBwQWfKg==</latexit>
estimation results<latexit sha1_base64="57OsDlKD5l9fL4moBKl9z/fCebo=">AAACA3icbVDLSgNBEJz1GeNr1ZteBoPgKexGQY8BL3qLYB6QLGF20kmGzD6Y6RXDEvDir3jxoIhXf8Kbf+NkswdNLGgoqrrp7vJjKTQ6zre1tLyyurZe2Chubm3v7Np7+w0dJYpDnUcyUi2faZAihDoKlNCKFbDAl9D0R1dTv3kPSosovMNxDF7ABqHoC87QSF37sIPwgDQFjSLINKpAJxL1pGuXnLKTgS4SNyclkqPWtb86vYgnAYTIJdO67ToxeilTKLiESbGTaIgZH7EBtA0NWQDaS7MfJvTEKD3aj5SpEGmm/p5IWaD1OPBNp7lzqOe9qfif106wf+mlIowThJDPFvUTSTGi00BoTyjgKMeGMK6EuZXyIVOMo4mtaEJw519eJI1K2T0rV27PS9WbPI4COSLH5JS45IJUyTWpkTrh5JE8k1fyZj1ZL9a79TFrXbLymQPyB9bnD/P0mGI=</latexit>
(c.1) randomly selected point 1
<latexit sha1_base64="Lf+fH1x7YDTF50mwEC1GIhIrtjY=">AAACD3icbVDLSgMxFM34rPVVdekmWJS6KTNV0GXBje4q2Ae0Q8lk7rShmWRIMmIZ+gdu/BU3LhRx69adf2P6WGjrgcDhnPvIPUHCmTau++0sLa+srq3nNvKbW9s7u4W9/YaWqaJQp5JL1QqIBs4E1A0zHFqJAhIHHJrB4GrsN+9BaSbFnRkm4MekJ1jEKDFW6hZOOgYeTFaiZe8UKyJCGfMhtvOAGghxIpkw2Bt1C0W37E6AF4k3I0U0Q61b+OqEkqYxCEM50brtuYnxM6IMoxxG+U6qISF0QHrQtlSQGLSfTe4Z4WOrhDiSyj67fqL+7shIrPUwDmxlTExfz3tj8T+vnZro0s+YSFIDgk4XRSnHRuJxODhkyt5tAwgZoYrZv2LaJ4rYLJTO2xC8+ZMXSaNS9s7KldvzYvVmFkcOHaIjVEIeukBVdI1qqI4oekTP6BW9OU/Oi/PufExLl5xZzwH6A+fzB86Km+g=</latexit>
(c.2) randomly selected point 2
<latexit sha1_base64="CSNU/j5ROxtQO2mJ9YRGQF3nEO0=">AAACD3icbVDLSgMxFM34rPU16tJNsCh1U2aqoMuCG91VsA9oh5LJ3LahmWRIMmIZ+gdu/BU3LhRx69adf2P6WGjrgcDhnPvIPWHCmTae9+0sLa+srq3nNvKbW9s7u+7efl3LVFGoUcmlaoZEA2cCaoYZDs1EAYlDDo1wcDX2G/egNJPizgwTCGLSE6zLKDFW6rgnbQMPJivSUvkUKyIiGfMhtvOAGohwIpkwuDzquAWv5E2AF4k/IwU0Q7XjfrUjSdMYhKGcaN3yvcQEGVGGUQ6jfDvVkBA6ID1oWSpIDDrIJveM8LFVItyVyj67fqL+7shIrPUwDm1lTExfz3tj8T+vlZruZZAxkaQGBJ0u6qYcG4nH4eCIKXu3DSBihCpm/4ppnyhis1A6b0Pw509eJPVyyT8rlW/PC5WbWRw5dIiOUBH56AJV0DWqohqi6BE9o1f05jw5L8678zEtXXJmPQfoD5zPH9Gvm+o=</latexit>
Case 1 : summary of the UQ results
<latexit sha1_base64="0oBVPCLMuq6ke2Q9aoHVpxm0t10=">AAACH3icbVBNSwMxEM36WetX1aOXwSJ4KrsqKp4KvehNwVahLSWbztpgsrsks2JZ+k+8+Fe8eFBEvPlvTGsFrT4YeLw3k8y8MFXSku9/eFPTM7Nz84WF4uLS8spqaW29YZPMCKyLRCXmKuQWlYyxTpIUXqUGuQ4VXoY3taF/eYvGyiS+oH6Kbc2vYxlJwclJndJBi/COIIeaewQGEMAxfEs205qbPiQRUA+hfg4GbabIwqBTKvsVfwT4S4IxKbMxzjql91Y3EZnGmITi1jYDP6V2zg1JoXBQbGUWUy5u+DU2HY25RtvOR/cNYNspXYgS4yomGKk/J3Kure3r0HVqTj076Q3F/7xmRtFRO5dxmhHG4uujKFNACQzDgq40KEj1HeHCSLcriB43XJCLtOhCCCZP/ksau5Vgr7J7vl+uno7jKLBNtsV2WMAOWZWdsDNWZ4Lds0f2zF68B+/Je/XevlqnvPHMBvsF7+MTazqhZw==</latexit>
Ground truth
<latexit sha1_base64="H5PIDcjcOMCQEhOOs/sNW52K36g=">AAAB/HicbVBNS8NAEN34WetXtEcvi0XwVJIq6LHgQb1VsB/QhrLZbNqlm03YnYgh1L/ixYMiXv0h3vw3btsctPXBwOO9GWbm+YngGhzn21pZXVvf2Cxtlbd3dvf27YPDto5TRVmLxiJWXZ9oJrhkLeAgWDdRjES+YB1/fDX1Ow9MaR7Le8gS5kVkKHnIKQEjDexKH9gj5NcqTmWAQaUwmgzsqlNzZsDLxC1IFRVoDuyvfhDTNGISqCBa91wnAS8nCjgVbFLup5olhI7JkPUMlSRi2stnx0/wiVECHMbKlAQ8U39P5CTSOot80xkRGOlFbyr+5/VSCC+9nMskBSbpfFGYCgwxniaBA64YBZEZQqji5lZMR0QRCiavsgnBXXx5mbTrNfesVr87rzZuizhK6Agdo1PkogvUQDeoiVqIogw9o1f0Zj1ZL9a79TFvXbGKmQr6A+vzB3p5lVM=</latexit>
Predictions<latexit sha1_base64="mcXT08dFpEI22rKqBefzYMPkoVU=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16CRbBU0mqoMeCF71VsB/QhrLZTNqlmw92J9IS+le8eFDEq3/Em//GTZuDtj4YeLw3w8w8LxFcoW1/G6WNza3tnfJuZW//4PDIPK52VJxKBm0Wi1j2PKpA8AjayFFAL5FAQ09A15vc5n73CaTicfSIswTckI4iHnBGUUtDszpAmGLWkuBzlktqPjRrdt1ewFonTkFqpEBraH4N/JilIUTIBFWq79gJuhmVyJmAeWWQKkgom9AR9DWNaAjKzRa3z61zrfhWEEtdEVoL9fdERkOlZqGnO0OKY7Xq5eJ/Xj/F4MbNeJSkCBFbLgpSYWFs5UFYPpfAUMw0oUxyfavFxlRShjquig7BWX15nXQadeey3ni4qjXvizjK5JSckQvikGvSJHekRdqEkSl5Jq/kzZgbL8a78bFsLRnFzAn5A+PzB+qTlQc=</latexit> Predictive errors<latexit sha1_base64="eqC+7fjpsB/o+aT6U+dcdA66TYE=">AAACAXicbVDLSgNBEJyNrxhfq14EL4NB8BR2o6DHgBe9RTAPSJYwO+kkQ2YfzPQGwxIv/ooXD4p49S+8+TdOkj1oYkFDUdVNd5cfS6HRcb6t3Mrq2vpGfrOwtb2zu2fvH9R1lCgONR7JSDV9pkGKEGooUEIzVsACX0LDH15P/cYIlBZReI/jGLyA9UPRE5yhkTr2URvhAdOqgq7gKEZAQalI6UnHLjolZwa6TNyMFEmGasf+ancjngQQIpdM65brxOilTKHgEiaFdqIhZnzI+tAyNGQBaC+dfTChp0bp0l6kTIVIZ+rviZQFWo8D33QGDAd60ZuK/3mtBHtXXirCOEEI+XxRL5EUIzqNg3aFAo5ybAjjSphbKR8wxTia0AomBHfx5WVSL5fc81L57qJYuc3iyJNjckLOiEsuSYXckCqpEU4eyTN5JW/Wk/VivVsf89aclc0ckj+wPn8AcHCXiw==</latexit>
Ground truth
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Figure 7: Uncertainty quantification results of FR-21
4.3.2 Case 2: one-to-many mapping
In this case, the field regressor is generalized to the surrogate learning of one-to-many
mapping. The input field is the young modulus x = E(s), and the output fields are stress
fields that essentially are functions of displacement fields y = [σv(s), τmax(s), τxy(s)] (See
Table 1 for details). The objective is to build a surrogate model that can predict three
discretized random fields simultaneously from one input random field fˆ : R64×64× [0, 1]2 →
R64×64×3.
Network architecture. The surrogate model is derived using 25 convolutional layers
in total, and hence is referred to as FR-25. There are four dense blocks in the FR-25. In
particular, we build a dense block before the last convolutional layer, ensuring that sufficient
information has been extracted to construct three independent output fields. The number
of feature maps increases from 72 before the block to 144 after a set of block layers 21− 24.
Fig. 8 gives a graphic representation of the one-to-many mapping problem R4096 → R12288
and summarizes the detailed designs of FR-25.
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X ∈ R4096
A. Problem statement
Nf(out) : number of out features
Nf(in) : number of input features
† : dense block
‡ : decoding layer
Table notes:
Dense Block EncodingEncoding Dense Block
Decoding
Dense BlockDecodingConv
xi
yi
Case 2: one to three mapping (from the material field to the stress fields)
M (·) : FR-25 Y ∈ R12288
B. Schematic diagram of FR-25
Dense Block
C. Architecture parameters of FR-25
Layers Nf(in) Nf(out) Kernel Stride Padding Dimension
1 1 48 7 2 2 31× 31× 48
2− 6† 48 16× 5 3 1 1 31× 31× 128
7 128 64 3 2 1 17× 17× 64
8− 12† 64 16× 5 3 1 1 17× 17× 144
13−14‡ 144 72 3 1 1 32× 32× 72
15−18† 72 18× 4 3 1 1 32× 32× 144
19−20‡ 144 72 3 1 1 64× 64× 72
21−24† 72 18× 4 3 1 1 64× 64× 144
25 144 3 3 1 1 64× 64× 3
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Figure 8: Neural networks architecture design and parameterization of FR-25
Optimization results. The surrogate model is trained with the same optimization
configuration stated in Section 4.3.1. Fig. 9 (A) confirms the learning effectiveness of our
proposed surrogate model. The Adam optimizer reaches stabilized state after 350 epochs.
The objective function minimizes faster with more training data, and the RMSE value at
epoch 500 increases when the training size decreases. Fig. 9 (B) shows the R2-score for each
training trial. Note that the R2-score is evaluated using all the predicted fields, implying
each sample yˆi in Eq. (21) belongs to the real-valued vector space R64×64×3. The results
show that the surrogate, FR-25, provides an accurate approximation of the high-dimensional
input-output relationship even with a few samples (e.g. 64 samples). Specifically, these R2-
score values indicate the majority of the observed variation (approximately 90 percents) can
be explained by the model. We present the predicted results using 64 and 1024 training
samples in Fig. 9 (C), respectively. The estimated stress fields via the FR-25 closely resemble
the landscape of the ground truth data when only 64 samples are available for the model
training. And the prediction accuracy improves substantially when the training sample size
increases to 1024. Noticebly, the preiction resutls of the shear stress field τxy(s) is relatively
less smoother, especially when the training sample size is small. This is due to the weights
assigned to each output field. Without any prior knowledge, the intuitive assignment is
the use of uniform weights. The different performances regarding different output fields are
largely alleviated as we increase the training samples, and the predictions become very close
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to the reference solutions, where the relative maximum error of σv(s), τmax(s), and τxy(s)
are in the same range.
C.1 predictive errors of the first output field C.2 predictive errors of the second output field
Case 2: summary of the prediction results
C.3 predictive errors of the third output field
D.3 predictions of the third output fieldD.2 predictions of the second output fieldD.1 predictions of the first output field
E.1 true values of the first output field E.2 true values of the second output field E.3 true values of the third output field
B. R2-scores comparison for the FR-25.
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A. training process of FR-25 with different numbers of training samples.
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Figure 9: Training and prediction performance of FR-25
Uncertainty analysis results. The predictive performance of the FR-25 to the ma-
chine learning with a small dataset seen in this case is a strong indication of the effectiveness
and robustness of using the proposed surrogate modeling approach for uncertainty analysis.
A number of 1× 105 independent and identically distributed samples have been generated
for the computation of the reference statistics using the Monte Carlo method. With re-
spect to the PDFs, we once again randomly select 2 points from each output field and
use kernel methods to estimate the corresponding PDF. For the mean field prediction, the
maximum error is less than 5% measured in a relative error sense and the error centers
around the extreme value region, for instance, the central cross region of the τmax(s) field
(See Fig. 10 (A)). For the mean variance prediction, the maximum error is distributed on
the boundary lines in terms of the prediction of σv(s) and τmax(s) and is overlapped with
the extreme value region in the case of τxy(s) (See Fig. 10 (B)). The PDFs obtained by the
surrogate model at two randomly selected locations are almost identical to the reference
solution. Fig. 10 (C) shows the randomly selected points have non-gaussian distributions
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of the σv(s), τmax(s), and τxy(s) value. And the FR-25 can capture different PDFs with
remarkably high precision.
Case 2: summary of the UQ results
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(a.1) predictive errors of the mean field
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(b.1) predictive errors of the variance field
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(b.2) predictions of the variance field
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(a.2) predictions of the mean field
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(a.3) true values of the mean field
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(b.3) true values of the variance field
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C. the probability density function estimation results
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(c.1) the first output field
<latexit sha1_base64="Qxx8SZRtvxHZbW0pbkThDvHonOQ=">AAACDHicbVDLSgMxFM3UV62vqks3wSLUTZmpgi4LbnRXwT6gHUomvdOGZh4kd8Qy9APc+CtuXCji1g9w59+YtrPQ1gOBk3PuJTnHi6XQaNvfVm5ldW19I79Z2Nre2d0r7h80dZQoDg0eyUi1PaZBihAaKFBCO1bAAk9CyxtdTf3WPSgtovAOxzG4ARuEwhecoZF6xVIX4QHTMq84pxSHQH2hNNIowThBcwHZn5gpu2LPQJeJk5ESyVDvFb+6/YgnAYTIJdO649gxuilTKLiESaGbaIgZH7EBdAwNWQDaTWdhJvTEKH3qR8qcEOlM/b2RskDrceCZyYDhUC96U/E/r5Ogf+mmIjTBIOTzh/xEUozotBnaFwo4yrEhjCth/kr5kCnG0fRXMCU4i5GXSbNacc4q1dvzUu0mqyNPjsgxKROHXJAauSZ10iCcPJJn8krerCfrxXq3PuajOSvbOSR/YH3+AM4Xmt4=</latexit>
(c.2) the second output field
<latexit sha1_base64="rN/YTqcdVr/55/674Em3k7SBcXg=">AAACDXicbVC7SgNBFJ31GeMramkzGAVtwm4UtAzYaBfBqJCEMDt7NxkyO7PM3BXDkh+w8VdsLBSxtbfzb5w8Cl8HBg7n3Mudc8JUCou+/+nNzM7NLywWlorLK6tr66WNzSurM8OhwbXU5iZkFqRQ0ECBEm5SAywJJVyH/dORf30LxgqtLnGQQjthXSViwRk6qVPabSHcYb7PK9UDij2gFrhWEdUZphnSWICMhp1S2a/4Y9C/JJiSMpmi3il9tCLNswQUcsmsbQZ+iu2cGRRcwrDYyiykjPdZF5qOKpaAbefjNEO655SIxtq4p5CO1e8bOUusHSShm0wY9uxvbyT+5zUzjE/auVAuGCg+ORRnkqKmo2poJAxwlANHGDfC/ZXyHjOMoyuw6EoIfkf+S66qleCwUr04KtfOp3UUyDbZIfskIMekRs5InTQIJ/fkkTyTF+/Be/JevbfJ6Iw33dkiP+C9fwGAQZs9</latexit>
(c.3) the third output field
<latexit sha1_base64="nQdZK6yDdd26A0Vw+pK2z+L3dZM=">AAACDHicbVC7SgNBFJ31GeMramkzGITYhN1E0DJgo10E84BkCbOzd5Mhsw9m7ophyQfY+Cs2ForY+gF2/o2TR6GJBy4czrmXmXO8RAqNtv1trayurW9s5rby2zu7e/uFg8OmjlPFocFjGau2xzRIEUEDBUpoJwpY6EloecOrid+6B6VFHN3hKAE3ZP1IBIIzNFKvUOwiPGBW4uXqGcUBmBHKp3GKSYo0ECD9sdmyy/YUdJk4c1Ikc9R7ha+uH/M0hAi5ZFp3HDtBN2MKBZcwzndTDQnjQ9aHjqERC0G72TTMmJ4axadBrMxESKfq74uMhVqPQs9shgwHetGbiP95nRSDSzcTkQkGEZ89FKSSYkwnzVBfKOAoR4YwroT5K+UDphhH01/elOAsRl4mzUrZqZYrt+fF2s28jhw5JiekRBxyQWrkmtRJg3DySJ7JK3mznqwX6936mK2uWPObI/IH1ucPvQma0w==</latexit>
output field 1
<latexit sha1_base64="F9ONAFa1J1lyaQ/1tcuwKCUjTgs=">AAAB/nicbVDLSgNBEJyNrxhfUfHkZTAInsJuFPQY8KK3COYByRJmZ3uTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLi+RQqNtf1uFldW19Y3iZmlre2d3r7x/0NJxqjg0eSxj1fGYBikiaKJACZ1EAQs9CW1vdD312w+gtIijexwn4IZsEIlAcIZG6pePegiPmMUpJinSQID0qTPplyt21Z6BLhMnJxWSo9Evf/X8mKchRMgl07rr2Am6GVMouIRJqZdqSBgfsQF0DY1YCNrNZudP6KlRfBrEylSEdKb+nshYqPU49ExnyHCoF72p+J/XTTG4cjMRmdcg4vNFQSopxnSaBfWFAo5ybAjjSphbKR8yxTiaxEomBGfx5WXSqlWd82rt7qJSv83jKJJjckLOiEMuSZ3ckAZpEk4y8kxeyZv1ZL1Y79bHvLVg5TOH5A+szx9nq5XH</latexit>
output field 2
<latexit sha1_base64="1FaDZiSf/+7IoLMFHqt6hikQn0k=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQPIXdKOgx4EVvEcwDkiXMTnqTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLj+RQqPjfFuFldW19Y3iZmlre2d3z94/aOo4VRwaPJaxavtMgxQRNFCghHaigIW+hJY/up76rQdQWsTRPY4T8EI2iEQgOEMj9eyjLsIjZnGKSYo0ECD7tDrp2WWn4sxAl4mbkzLJUe/ZX91+zNMQIuSSad1xnQS9jCkUXMKk1E01JIyP2AA6hkYsBO1ls/Mn9NQofRrEylSEdKb+nshYqPU49E1nyHCoF72p+J/XSTG48jIRmdcg4vNFQSopxnSaBe0LBRzl2BDGlTC3Uj5kinE0iZVMCO7iy8ukWa2455Xq3UW5dpvHUSTH5IScEZdckhq5IXXSIJxk5Jm8kjfryXqx3q2PeWvBymcOyR9Ynz9pMJXI</latexit>
output field 3
<latexit sha1_base64="6AU6Zw7nrl5h7HUWeSDmsldwF24=">AAAB/nicbVDLSgNBEJz1GeNrVTx5GQyCp7CbCHoMeNFbBPOAZAmzk95kyOyDmV4xLAF/xYsHRbz6Hd78GyfJHjSxoKGo6qa7y0+k0Og439bK6tr6xmZhq7i9s7u3bx8cNnWcKg4NHstYtX2mQYoIGihQQjtRwEJfQssfXU/91gMoLeLoHscJeCEbRCIQnKGRevZxF+ERszjFJEUaCJB9Wp307JJTdmagy8TNSYnkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS7KYaEsZHbAAdQyMWgvay2fkTemaUPg1iZSpCOlN/T2Qs1Hoc+qYzZDjUi95U/M/rpBhceZmIzGsQ8fmiIJUUYzrNgvaFAo5ybAjjSphbKR8yxTiaxIomBHfx5WXSrJTdarlyd1Gq3eZxFMgJOSXnxCWXpEZuSJ00CCcZeSav5M16sl6sd+tj3rpi5TNH5A+szx9qtZXJ</latexit>
output field 1
<latexit sha1_base64="F9ONAFa1J1lyaQ/1tcuwKCUjTgs=">AAAB/nicbVDLSgNBEJyNrxhfUfHkZTAInsJuFPQY8KK3COYByRJmZ3uTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLi+RQqNtf1uFldW19Y3iZmlre2d3r7x/0NJxqjg0eSxj1fGYBikiaKJACZ1EAQs9CW1vdD312w+gtIijexwn4IZsEIlAcIZG6pePegiPmMUpJinSQID0qTPplyt21Z6BLhMnJxWSo9Evf/X8mKchRMgl07rr2Am6GVMouIRJqZdqSBgfsQF0DY1YCNrNZudP6KlRfBrEylSEdKb+nshYqPU49ExnyHCoF72p+J/XTTG4cjMRmdcg4vNFQSopxnSaBfWFAo5ybAjjSphbKR8yxTiaxEomBGfx5WXSqlWd82rt7qJSv83jKJJjckLOiEMuSZ3ckAZpEk4y8kxeyZv1ZL1Y79bHvLVg5TOH5A+szx9nq5XH</latexit>
output field 2
<latexit sha1_base64="1FaDZiSf/+7IoLMFHqt6hikQn0k=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQPIXdKOgx4EVvEcwDkiXMTnqTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLj+RQqPjfFuFldW19Y3iZmlre2d3z94/aOo4VRwaPJaxavtMgxQRNFCghHaigIW+hJY/up76rQdQWsTRPY4T8EI2iEQgOEMj9eyjLsIjZnGKSYo0ECD7tDrp2WWn4sxAl4mbkzLJUe/ZX91+zNMQIuSSad1xnQS9jCkUXMKk1E01JIyP2AA6hkYsBO1ls/Mn9NQofRrEylSEdKb+nshYqPU49E1nyHCoF72p+J/XSTG48jIRmdcg4vNFQSopxnSaBe0LBRzl2BDGlTC3Uj5kinE0iZVMCO7iy8ukWa2455Xq3UW5dpvHUSTH5IScEZdckhq5IXXSIJxk5Jm8kjfryXqx3q2PeWvBymcOyR9Ynz9pMJXI</latexit>
output field 3
<latexit sha1_base64="6AU6Zw7nrl5h7HUWeSDmsldwF24=">AAAB/nicbVDLSgNBEJz1GeNrVTx5GQyCp7CbCHoMeNFbBPOAZAmzk95kyOyDmV4xLAF/xYsHRbz6Hd78GyfJHjSxoKGo6qa7y0+k0Og439bK6tr6xmZhq7i9s7u3bx8cNnWcKg4NHstYtX2mQYoIGihQQjtRwEJfQssfXU/91gMoLeLoHscJeCEbRCIQnKGRevZxF+ERszjFJEUaCJB9Wp307JJTdmagy8TNSYnkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS7KYaEsZHbAAdQyMWgvay2fkTemaUPg1iZSpCOlN/T2Qs1Hoc+qYzZDjUi95U/M/rpBhceZmIzGsQ8fmiIJUUYzrNgvaFAo5ybAjjSphbKR8yxTiaxIomBHfx5WXSrJTdarlyd1Gq3eZxFMgJOSXnxCWXpEZuSJ00CCcZeSav5M16sl6sd+tj3rpi5TNH5A+szx9qtZXJ</latexit>
output field 1
<latexit sha1_base64="F9ONAFa1J1lyaQ/1tcuwKCUjTgs=">AAAB/nicbVDLSgNBEJyNrxhfUfHkZTAInsJuFPQY8KK3COYByRJmZ3uTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLi+RQqNtf1uFldW19Y3iZmlre2d3r7x/0NJxqjg0eSxj1fGYBikiaKJACZ1EAQs9CW1vdD312w+gtIijexwn4IZsEIlAcIZG6pePegiPmMUpJinSQID0qTPplyt21Z6BLhMnJxWSo9Evf/X8mKchRMgl07rr2Am6GVMouIRJqZdqSBgfsQF0DY1YCNrNZudP6KlRfBrEylSEdKb+nshYqPU49ExnyHCoF72p+J/XTTG4cjMRmdcg4vNFQSopxnSaBfWFAo5ybAjjSphbKR8yxTiaxEomBGfx5WXSqlWd82rt7qJSv83jKJJjckLOiEMuSZ3ckAZpEk4y8kxeyZv1ZL1Y79bHvLVg5TOH5A+szx9nq5XH</latexit>
output field 2
<latexit sha1_base64="1FaDZiSf/+7IoLMFHqt6hikQn0k=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQPIXdKOgx4EVvEcwDkiXMTnqTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLj+RQqPjfFuFldW19Y3iZmlre2d3z94/aOo4VRwaPJaxavtMgxQRNFCghHaigIW+hJY/up76rQdQWsTRPY4T8EI2iEQgOEMj9eyjLsIjZnGKSYo0ECD7tDrp2WWn4sxAl4mbkzLJUe/ZX91+zNMQIuSSad1xnQS9jCkUXMKk1E01JIyP2AA6hkYsBO1ls/Mn9NQofRrEylSEdKb+nshYqPU49E1nyHCoF72p+J/XSTG48jIRmdcg4vNFQSopxnSaBe0LBRzl2BDGlTC3Uj5kinE0iZVMCO7iy8ukWa2455Xq3UW5dpvHUSTH5IScEZdckhq5IXXSIJxk5Jm8kjfryXqx3q2PeWvBymcOyR9Ynz9pMJXI</latexit>
output field 3
<latexit sha1_base64="6AU6Zw7nrl5h7HUWeSDmsldwF24=">AAAB/nicbVDLSgNBEJz1GeNrVTx5GQyCp7CbCHoMeNFbBPOAZAmzk95kyOyDmV4xLAF/xYsHRbz6Hd78GyfJHjSxoKGo6qa7y0+k0Og439bK6tr6xmZhq7i9s7u3bx8cNnWcKg4NHstYtX2mQYoIGihQQjtRwEJfQssfXU/91gMoLeLoHscJeCEbRCIQnKGRevZxF+ERszjFJEUaCJB9Wp307JJTdmagy8TNSYnkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS7KYaEsZHbAAdQyMWgvay2fkTemaUPg1iZSpCOlN/T2Qs1Hoc+qYzZDjUi95U/M/rpBhceZmIzGsQ8fmiIJUUYzrNgvaFAo5ybAjjSphbKR8yxTiaxIomBHfx5WXSrJTdarlyd1Gq3eZxFMgJOSXnxCWXpEZuSJ00CCcZeSav5M16sl6sd+tj3rpi5TNH5A+szx9qtZXJ</latexit>
output field 1
<latexit sha1_base64="F9ONAFa1J1lyaQ/1tcuwKCUjTgs=">AAAB/nicbVDLSgNBEJyNrxhfUfHkZTAInsJuFPQY8KK3COYByRJmZ3uTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLi+RQqNtf1uFldW19Y3iZmlre2d3r7x/0NJxqjg0eSxj1fGYBikiaKJACZ1EAQs9CW1vdD312w+gtIijexwn4IZsEIlAcIZG6pePegiPmMUpJinSQID0qTPplyt21Z6BLhMnJxWSo9Evf/X8mKchRMgl07rr2Am6GVMouIRJqZdqSBgfsQF0DY1YCNrNZudP6KlRfBrEylSEdKb+nshYqPU49ExnyHCoF72p+J/XTTG4cjMRmdcg4vNFQSopxnSaBfWFAo5ybAjjSphbKR8yxTiaxEomBGfx5WXSqlWd82rt7qJSv83jKJJjckLOiEMuSZ3ckAZpEk4y8kxeyZv1ZL1Y79bHvLVg5TOH5A+szx9nq5XH</latexit>
output field 2
<latexit sha1_base64="1FaDZiSf/+7IoLMFHqt6hikQn0k=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQPIXdKOgx4EVvEcwDkiXMTnqTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLj+RQqPjfFuFldW19Y3iZmlre2d3z94/aOo4VRwaPJaxavtMgxQRNFCghHaigIW+hJY/up76rQdQWsTRPY4T8EI2iEQgOEMj9eyjLsIjZnGKSYo0ECD7tDrp2WWn4sxAl4mbkzLJUe/ZX91+zNMQIuSSad1xnQS9jCkUXMKk1E01JIyP2AA6hkYsBO1ls/Mn9NQofRrEylSEdKb+nshYqPU49E1nyHCoF72p+J/XSTG48jIRmdcg4vNFQSopxnSaBe0LBRzl2BDGlTC3Uj5kinE0iZVMCO7iy8ukWa2455Xq3UW5dpvHUSTH5IScEZdckhq5IXXSIJxk5Jm8kjfryXqx3q2PeWvBymcOyR9Ynz9pMJXI</latexit>
output field 3
<latexit sha1_base64="6AU6Zw7nrl5h7HUWeSDmsldwF24=">AAAB/nicbVDLSgNBEJz1GeNrVTx5GQyCp7CbCHoMeNFbBPOAZAmzk95kyOyDmV4xLAF/xYsHRbz6Hd78GyfJHjSxoKGo6qa7y0+k0Og439bK6tr6xmZhq7i9s7u3bx8cNnWcKg4NHstYtX2mQYoIGihQQjtRwEJfQssfXU/91gMoLeLoHscJeCEbRCIQnKGRevZxF+ERszjFJEUaCJB9Wp307JJTdmagy8TNSYnkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS7KYaEsZHbAAdQyMWgvay2fkTemaUPg1iZSpCOlN/T2Qs1Hoc+qYzZDjUi95U/M/rpBhceZmIzGsQ8fmiIJUUYzrNgvaFAo5ybAjjSphbKR8yxTiaxIomBHfx5WXSrJTdarlyd1Gq3eZxFMgJOSXnxCWXpEZuSJ00CCcZeSav5M16sl6sd+tj3rpi5TNH5A+szx9qtZXJ</latexit>
output field 1
<latexit sha1_base64="F9ONAFa1J1lyaQ/1tcuwKCUjTgs=">AAAB/nicbVDLSgNBEJyNrxhfUfHkZTAInsJuFPQY8KK3COYByRJmZ3uTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLi+RQqNtf1uFldW19Y3iZmlre2d3r7x/0NJxqjg0eSxj1fGYBikiaKJACZ1EAQs9CW1vdD312w+gtIijexwn4IZsEIlAcIZG6pePegiPmMUpJinSQID0qTPplyt21Z6BLhMnJxWSo9Evf/X8mKchRMgl07rr2Am6GVMouIRJqZdqSBgfsQF0DY1YCNrNZudP6KlRfBrEylSEdKb+nshYqPU49ExnyHCoF72p+J/XTTG4cjMRmdcg4vNFQSopxnSaBfWFAo5ybAjjSphbKR8yxTiaxEomBGfx5WXSqlWd82rt7qJSv83jKJJjckLOiEMuSZ3ckAZpEk4y8kxeyZv1ZL1Y79bHvLVg5TOH5A+szx9nq5XH</latexit>
output field 2
<latexit sha1_base64="1FaDZiSf/+7IoLMFHqt6hikQn0k=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQPIXdKOgx4EVvEcwDkiXMTnqTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLj+RQqPjfFuFldW19Y3iZmlre2d3z94/aOo4VRwaPJaxavtMgxQRNFCghHaigIW+hJY/up76rQdQWsTRPY4T8EI2iEQgOEMj9eyjLsIjZnGKSYo0ECD7tDrp2WWn4sxAl4mbkzLJUe/ZX91+zNMQIuSSad1xnQS9jCkUXMKk1E01JIyP2AA6hkYsBO1ls/Mn9NQofRrEylSEdKb+nshYqPU49E1nyHCoF72p+J/XSTG48jIRmdcg4vNFQSopxnSaBe0LBRzl2BDGlTC3Uj5kinE0iZVMCO7iy8ukWa2455Xq3UW5dpvHUSTH5IScEZdckhq5IXXSIJxk5Jm8kjfryXqx3q2PeWvBymcOyR9Ynz9pMJXI</latexit>
output field 3
<latexit sha1_base64="6AU6Zw7nrl5h7HUWeSDmsldwF24=">AAAB/nicbVDLSgNBEJz1GeNrVTx5GQyCp7CbCHoMeNFbBPOAZAmzk95kyOyDmV4xLAF/xYsHRbz6Hd78GyfJHjSxoKGo6qa7y0+k0Og439bK6tr6xmZhq7i9s7u3bx8cNnWcKg4NHstYtX2mQYoIGihQQjtRwEJfQssfXU/91gMoLeLoHscJeCEbRCIQnKGRevZxF+ERszjFJEUaCJB9Wp307JJTdmagy8TNSYnkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS7KYaEsZHbAAdQyMWgvay2fkTemaUPg1iZSpCOlN/T2Qs1Hoc+qYzZDjUi95U/M/rpBhceZmIzGsQ8fmiIJUUYzrNgvaFAo5ybAjjSphbKR8yxTiaxIomBHfx5WXSrJTdarlyd1Gq3eZxFMgJOSXnxCWXpEZuSJ00CCcZeSav5M16sl6sd+tj3rpi5TNH5A+szx9qtZXJ</latexit>
output field 1
<latexit sha1_base64="F9ONAFa1J1lyaQ/1tcuwKCUjTgs=">AAAB/nicbVDLSgNBEJyNrxhfUfHkZTAInsJuFPQY8KK3COYByRJmZ3uTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLi+RQqNtf1uFldW19Y3iZmlre2d3r7x/0NJxqjg0eSxj1fGYBikiaKJACZ1EAQs9CW1vdD312w+gtIijexwn4IZsEIlAcIZG6pePegiPmMUpJinSQID0qTPplyt21Z6BLhMnJxWSo9Evf/X8mKchRMgl07rr2Am6GVMouIRJqZdqSBgfsQF0DY1YCNrNZudP6KlRfBrEylSEdKb+nshYqPU49ExnyHCoF72p+J/XTTG4cjMRmdcg4vNFQSopxnSaBfWFAo5ybAjjSphbKR8yxTiaxEomBGfx5WXSqlWd82rt7qJSv83jKJJjckLOiEMuSZ3ckAZpEk4y8kxeyZv1ZL1Y79bHvLVg5TOH5A+szx9nq5XH</latexit>
output field 2
<latexit sha1_base64="1FaDZiSf/+7IoLMFHqt6hikQn0k=">AAAB/nicbVDLSgNBEJyNrxhfq+LJy2AQPIXdKOgx4EVvEcwDkiXMTnqTIbMPZnrFsAT8FS8eFPHqd3jzb5wke9DEgoaiqpvuLj+RQqPjfFuFldW19Y3iZmlre2d3z94/aOo4VRwaPJaxavtMgxQRNFCghHaigIW+hJY/up76rQdQWsTRPY4T8EI2iEQgOEMj9eyjLsIjZnGKSYo0ECD7tDrp2WWn4sxAl4mbkzLJUe/ZX91+zNMQIuSSad1xnQS9jCkUXMKk1E01JIyP2AA6hkYsBO1ls/Mn9NQofRrEylSEdKb+nshYqPU49E1nyHCoF72p+J/XSTG48jIRmdcg4vNFQSopxnSaBe0LBRzl2BDGlTC3Uj5kinE0iZVMCO7iy8ukWa2455Xq3UW5dpvHUSTH5IScEZdckhq5IXXSIJxk5Jm8kjfryXqx3q2PeWvBymcOyR9Ynz9pMJXI</latexit>
output field 3
<latexit sha1_base64="6AU6Zw7nrl5h7HUWeSDmsldwF24=">AAAB/nicbVDLSgNBEJz1GeNrVTx5GQyCp7CbCHoMeNFbBPOAZAmzk95kyOyDmV4xLAF/xYsHRbz6Hd78GyfJHjSxoKGo6qa7y0+k0Og439bK6tr6xmZhq7i9s7u3bx8cNnWcKg4NHstYtX2mQYoIGihQQjtRwEJfQssfXU/91gMoLeLoHscJeCEbRCIQnKGRevZxF+ERszjFJEUaCJB9Wp307JJTdmagy8TNSYnkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS7KYaEsZHbAAdQyMWgvay2fkTemaUPg1iZSpCOlN/T2Qs1Hoc+qYzZDjUi95U/M/rpBhceZmIzGsQ8fmiIJUUYzrNgvaFAo5ybAjjSphbKR8yxTiaxIomBHfx5WXSrJTdarlyd1Gq3eZxFMgJOSXnxCWXpEZuSJ00CCcZeSav5M16sl6sd+tj3rpi5TNH5A+szx9qtZXJ</latexit>
Figure 10: Uncertainty quantification results of FR-25
4.3.3 Case 3: many-to-many mapping
The third and final case study investigates the efficacy of the proposed surrogate mod-
eling approach for many-to-many mapping problems. We consider the boundary value
problem defined by the elliptic PDEs (Eq. (22)) with multiple random input fields. In par-
ticular, the material E(s) and loading f(s) properties are considered to vary spatially where
the correlated variation has the same analytical form (Eq. (23)). Subsequently, we are inter-
ested in characterizing the spatial variability induced effects on the structural performances
that are denoted by the displacement w(s) and stress σv(s). The input-output relationship
satisfies the high-dimensional mapping fˆ : R64×64×2× [0, 1]2 → R64×64×2 on the unit square
domain.
Network architecture. Similar to the previous case, the deep neural networks based
surrogate model is configured with 25 convolutional layers. Since the model input x cov-
ers two independent random fields that are physically irrelevant, more features have been
extracted and stacked by the end of the first layer, where the number of input and output
features is 2 and 64, respectively. As displayed in the table of Fig. 11, a total of 4 dense
blocks have been constructed on account for the sufficiency of the reconstruction of the
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output fields. The concept of the many-to-many mapping problem is illustrated in Fig. 11
(A) and a graphic diagram of the FR-25 in the present case is given in Fig. 11 (B).
A. Problem statement
Nf(out) : number of out features
Nf(in) : number of input features
† : dense block
‡ : decoding layer
Table notes:
Dense Block EncodingEncoding Dense Block
Decoding
Dense BlockDecodingConv
yi
B. Schematic diagram of FR-25
Dense Block
C. Architecture parameters of FR-25
X ∈ R8192 Y ∈ R8192
Case 3: two to two mapping (from the material and loading fields to the displacement and stress fields)
M (·) : FR-25
Layers Nf(in) Nf(out) Kernel Stride Padding Dimension
1 2 64 7 2 2 31× 31× 64
2− 6† 64 16× 5 3 1 1 31× 31× 144
7 144 64 3 2 1 17× 17× 64
8− 12† 64 16× 5 3 1 1 17× 17× 144
13−14‡ 144 72 3 1 1 32× 32× 72
15−18† 72 18× 4 3 1 1 32× 32× 144
19−20‡ 144 72 3 1 1 64× 64× 72
21−24† 72 18× 4 3 1 1 64× 64× 144
25 144 2 3 1 1 64× 64× 2
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Figure 11: Neural networks architecture design and parameterization of FR-25
Optimization results. Fig. 12 (A) shows the optimization history of the model
learning with different size of training samples. The strength of the proposed surrogate in
terms of training is verified as the objective function decreases dramatically within the first
200 epochs. In comparing the different trials of this case study, again, it can be seen that an
increase in the training sample size leads to a better-optimized result. Indeed, the R2-score
illustrates the importance of providing sufficient training samples, where the coefficient of
determination value is relatively lower compared to the second case with the same amount
of training samples, with the R2-score of the trial using 64 samples slightly smaller than
0.9. This is due to the fact that the complexity of this case is higher than the second
one. Potential improvement strategy includes altering the architecture design of the field
regressor, for instant, extracting initial features in a separate manner rather than the joined
style, that is,
–20–
manuscript submitted to Wiley
Joint extraction: 64× 64× 2 → 31× 31× 64
Separate extraction: 64× 64× 2 = 64× 64× 1
64× 64× 1 →
31× 31× 32
31× 31× 32 = 31× 31× 64
(25)
For the purpose of easy comparison, we attempted to use a united design in all cases.
The accuracy and consistency of the predicted results of the proposed approach can once
again be seen from Fig. 12 (C), (D), and (E). In particular, the precision observed in the
selected trials of this case study approximately equivalent to those seen in the previous cases,
and thus indicates the robustness and strong potential of the proposed surrogate modeling
approach for solving a wide variety of problems of interest.
C.1 predictive errors of the first output field C.2 predictive errors of the second output field
D.1 predictions of first output field D.2 predictions of second output field
E.2 true values of second output fieldE.1 true values of first output field
Case 3: summary of the prediction results
A. training process of FR-25 with different numbers of training samples.
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B. R2-scores comparison for the FR-25.
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<latexit sha1_base64="r23wSQrXlQS6TB29In4VcRhI9Hg=">AAACHnicbVBNTxsxEPUC5SMUmsKRi0WE1FO0CylwqRTEpb2BREikbLryOrNgxV6v7FlEZO0v4dK/0guHogqJE/wbnJADhT7J8tN7M5qZlxZSWAzDp2BufuHD4tLySm3149r6p/rnjXOrS8Ohw7XUppcyC1Lk0EGBEnqFAaZSCd10dDzxu1dgrND5GY4LGCh2kYtMcIZeSupfY4RrdEfUMlVIoJnRilY0dnGq5dCOlf/cuEpEXCVOfIuqn26/VSX1RtgMp6DvSTQjDTLDSVJ/iIealwpy5JJZ24/CAgeOGRRcQlWLSwsF4yN2AX1Pc6bADtz0vIrueGVIM238y5FO1dcdjik72dRXKoaX9q03Ef/n9UvMDgdO5EWJkPOXQVkpKWo6yYoOhQGOcuwJ40b4XSm/ZIZx9InWfAjR25Pfk/PdZrTX3D1tNdo/ZnEsky2yTb6QiByQNvlOTkiHcHJDfpM/5C74FdwGf4P7l9K5YNazSf5B8PgMV/ajQg==</latexit>
A sample from {yi}256i=1
<latexit sha1_base64="aoliAIEKU0s+yL2lAvCu6wygnOM=">AAACH3icbVBNaxsxENWmbeo4beK2x1xETSAns+vmo5dCSi7JzYX4A7zOopVnE2FptUizpUbsP+mlf6WXHFJC6c3/pvLHIYnzQOjx3gwz89JCCothOAs2Xrx8tfm6tlXffvN2Z7fx7n3P6tJw6HIttRmkzIIUOXRRoIRBYYCpVEI/nZzN/f53MFbo/BKnBYwUu85FJjhDLyWN4xjhB7qv1DJVSKCZ0YpWNHZxquXYTpX/3LRKRFwlTnyJqivXPjqukkYzbIUL0HUSrUiTrNBJGv/isealghy5ZNYOo7DAkWMGBZdQ1ePSQsH4hF3D0NOcKbAjt7ivovteGdNMG/9ypAv1YYdjys5X9ZWK4Y196s3F57xhidnnkRN5USLkfDkoKyVFTedh0bEwwFFOPWHcCL8r5TfMMI4+0roPIXp68jrptVvRp1b722Hz9GIVR43skY/kgETkhJySc9IhXcLJT/Kb3JE/wa/gNrgP/i5LN4JVzwfyCMHsP97Wo38=</latexit>
A sample from {yi}1024i=1
<latexit sha1_base64="ZhcGY12HKo+kZaK2wEZSWrByyV4=">AAACIHicbVBNSyNBEO3R9St+RT16aQyCpzATBb0Iyl7cW4RNFDJx6OnUaGP39NBdI4ZmfoqX/StePLiI3txfYyfm4Mc+aPrxXhVV9dJCCoth+BpMTf+YmZ2bX6gtLi2vrNbX1rtWl4ZDh2upzXnKLEiRQwcFSjgvDDCVSjhLr3+O/LMbMFbo/DcOC+grdpmLTHCGXkrq+zHCLbpjapkqJNDMaEUrGrs41XJgh8p/blglIq4SJw6j6sJFYWuvSuqNsBmOQb+TaEIaZIJ2Un+JB5qXCnLkklnbi8IC+44ZFFxCVYtLCwXj1+wSep7mTIHtu/GBFd32yoBm2viXIx2rHzscU3a0q69UDK/sV28k/s/rlZgd9J3IixIh5++DslJS1HSUFh0IAxzl0BPGjfC7Un7FDOPoM635EKKvJ38n3VYz2m22TvcaR78mccyTTbJFdkhE9skROSFt0iGc3JF78kj+Bn+Ch+ApeH4vnQomPRvkE4J/b1hDo7M=</latexit>
A sample from {yi}64i=1
<latexit sha1_base64="r23wSQrXlQS6TB29In4VcRhI9Hg=">AAACHnicbVBNTxsxEPUC5SMUmsKRi0WE1FO0CylwqRTEpb2BREikbLryOrNgxV6v7FlEZO0v4dK/0guHogqJE/wbnJADhT7J8tN7M5qZlxZSWAzDp2BufuHD4tLySm3149r6p/rnjXOrS8Ohw7XUppcyC1Lk0EGBEnqFAaZSCd10dDzxu1dgrND5GY4LGCh2kYtMcIZeSupfY4RrdEfUMlVIoJnRilY0dnGq5dCOlf/cuEpEXCVOfIuqn26/VSX1RtgMp6DvSTQjDTLDSVJ/iIealwpy5JJZ24/CAgeOGRRcQlWLSwsF4yN2AX1Pc6bADtz0vIrueGVIM238y5FO1dcdjik72dRXKoaX9q03Ef/n9UvMDgdO5EWJkPOXQVkpKWo6yYoOhQGOcuwJ40b4XSm/ZIZx9InWfAjR25Pfk/PdZrTX3D1tNdo/ZnEsky2yTb6QiByQNvlOTkiHcHJDfpM/5C74FdwGf4P7l9K5YNazSf5B8PgMV/ajQg==</latexit>
A sample from {yi}256i=1
<latexit sha1_base64="aoliAIEKU0s+yL2lAvCu6wygnOM=">AAACH3icbVBNaxsxENWmbeo4beK2x1xETSAns+vmo5dCSi7JzYX4A7zOopVnE2FptUizpUbsP+mlf6WXHFJC6c3/pvLHIYnzQOjx3gwz89JCCothOAs2Xrx8tfm6tlXffvN2Z7fx7n3P6tJw6HIttRmkzIIUOXRRoIRBYYCpVEI/nZzN/f53MFbo/BKnBYwUu85FJjhDLyWN4xjhB7qv1DJVSKCZ0YpWNHZxquXYTpX/3LRKRFwlTnyJqivXPjqukkYzbIUL0HUSrUiTrNBJGv/isealghy5ZNYOo7DAkWMGBZdQ1ePSQsH4hF3D0NOcKbAjt7ivovteGdNMG/9ypAv1YYdjys5X9ZWK4Y196s3F57xhidnnkRN5USLkfDkoKyVFTedh0bEwwFFOPWHcCL8r5TfMMI4+0roPIXp68jrptVvRp1b722Hz9GIVR43skY/kgETkhJySc9IhXcLJT/Kb3JE/wa/gNrgP/i5LN4JVzwfyCMHsP97Wo38=</latexit>
A sample from {yi}1024i=1
<latexit sha1_base64="ZhcGY12HKo+kZaK2wEZSWrByyV4=">AAACIHicbVBNSyNBEO3R9St+RT16aQyCpzATBb0Iyl7cW4RNFDJx6OnUaGP39NBdI4ZmfoqX/StePLiI3txfYyfm4Mc+aPrxXhVV9dJCCoth+BpMTf+YmZ2bX6gtLi2vrNbX1rtWl4ZDh2upzXnKLEiRQwcFSjgvDDCVSjhLr3+O/LMbMFbo/DcOC+grdpmLTHCGXkrq+zHCLbpjapkqJNDMaEUrGrs41XJgh8p/blglIq4SJw6j6sJFYWuvSuqNsBmOQb+TaEIaZIJ2Un+JB5qXCnLkklnbi8IC+44ZFFxCVYtLCwXj1+wSep7mTIHtu/GBFd32yoBm2viXIx2rHzscU3a0q69UDK/sV28k/s/rlZgd9J3IixIh5++DslJS1HSUFh0IAxzl0BPGjfC7Un7FDOPoM635EKKvJ38n3VYz2m22TvcaR78mccyTTbJFdkhE9skROSFt0iGc3JF78kj+Bn+Ch+ApeH4vnQomPRvkE4J/b1hDo7M=</latexit>
Figure 12: Training and prediction performance of FR-25
Uncertainty analysis results. Fig. 13 first investigates the prediction performance
of the mean and variance fields by means of FR-25. The reference solution is obtained by
numerically solving the governing SPDEs with the finite element scheme 105 times. Fig. 13
(A) and (B) present the good agreement between the surrogate modeling and high-fidelity
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FE results for the statistics of the target output fields. Fig. 13 (C) also depicts the PDFs
of two output fields at three specific locations. It can be seen that our field regressor is
able to accurately approximate the probabilistic response. This once again illustrates the
robustness and efficiency of the proposed field regressor, i.e., using 1024 samples is sufficient
to capture most of the stochasticity in this R8192 → R8192 SPDEs.
A. the first statistical moment results<latexit sha1_base64="9QSjCCsv9EYAwNEaz9Ittxf4Q1E=">AAACF3icbVDLSgNBEJz1GeMr6tHLYBA8LbtR0GPEi94imAckS5id9CZDZh/M9IphyV948Ve8eFDEq978GyfJHjSxYKCo6u7pLj+RQqPjfFtLyyura+uFjeLm1vbObmlvv6HjVHGo81jGquUzDVJEUEeBElqJAhb6Epr+8GriN+9BaRFHdzhKwAtZPxKB4AyN1C3ZHYQHzC5tigOggVAaqUZjajQ1koZxCBFSBTqVqMfdUtmxnSnoInFzUiY5at3SV6cX83QyhEumddt1EvQypsx4CeNiJ9WQMD5kfWgbGrEQtJdN7xrTY6P0aBAr88wSU/V3R8ZCrUehbypDhgM9703E/7x2isGFl4koSREiPvsoSCXFmE5Coj2hgKMcGcK4EmZXygdMMY4myqIJwZ0/eZE0KrZ7alduz8rVmzyOAjkkR+SEuOScVMk1qZE64eSRPJNX8mY9WS/Wu/UxK12y8p4D8gfW5w/G0qBa</latexit> B. the second statistical moment results<latexit sha1_base64="UwB9Y9t/JIlpBnU8QaTs3YgJa1U=">AAACGHicbVA9TwJBEN3DL8Qv1NJmIzGxwjs00ZJoox0m8pEAIXvLABv2bi+7c0Zy4WfY+FdsLDTGls5/4x5QKPiSTV7em5mdeX4khUHX/XYyK6tr6xvZzdzW9s7uXn7/oGZUrDlUuZJKN3xmQIoQqihQQiPSwAJfQt0f3qR+/RG0ESp8wFEE7YD1Q9ETnKGVOvmzFsITJtdFigOgBrgKu9SgdQ3aIkkDFUCIVIOJJZpxJ19wi+4UdJl4c1Igc1Q6+Umrq3icDuGSGdP03AjbCdN2vIRxrhUbiBgfsj40LQ1ZAKadTA8b0xOrdGlPafvsElP1d0fCAmNGgW8rA4YDs+il4n9eM8beVTsRYRQjhHz2US+WFBVNU6JdoYGjHFnCuBZ2V8oHTDOONsucDcFbPHmZ1EpF77xYur8olO/mcWTJETkmp8Qjl6RMbkmFVAknz+SVvJMP58V5cz6dr1lpxpn3HJI/cCY/fRSguQ==</latexit>
C. the probability density function estimation results
<latexit sha1_base64="jYfr4TbjwTfzb0pHA1cJOuiGYho=">AAACJnicbVBNS8NAEN3U7/pV9ehlsQieSlIFvQgFL3qrYGuhDWWzmdjFzSbsTsQS+mu8+Fe8eKiIePOnuGl7UOvAso/35jEzL0ilMOi6n05pYXFpeWV1rby+sbm1XdnZbZsk0xxaPJGJ7gTMgBQKWihQQifVwOJAwm1wf1Hotw+gjUjUDQ5T8GN2p0QkOENL9SvnPYRHzC9qFAdAU50ELBBS4JCGoEzxR5niRS8FgyKe2KgGk0k0o36l6tbcSdF54M1Alcyq2a+Me2HCsxgUcsmM6Xpuin7ONAouYVTuZQZSxu/ZHXQtVCwG4+eTM0f00DIhjRJtn0I6YX86chYbM4wD22n3HJi/WkH+p3UzjM78XKg0Q1B8OijKJMWEFpnRUGjgKG0mgnEt7K6UD5hmHG2yZRuC9/fkedCu17zjWv36pNq4msWxSvbJATkiHjklDXJJmqRFOHkiL2RM3pxn59V5dz6mrSVn5tkjv8r5+gZTG6b5</latexit>
Case 3: summary of the UQ results
<latexit sha1_base64="L5mXpVhVzCYpyrH9o57X5Q9REug=">AAACEXicbVA9SwNBEN3zM8avqKXNYhCswl0iKFaCjXYJeImQHGFvM2cWd++O3TkxHPkLNv4VGwtFbO3s/Ddukiv8ejDweG9md+aFqRQGXffTmZtfWFxaLq2UV9fWNzYrW9ttk2Sag88TmeirkBmQIgYfBUq4SjUwFUrohDdnE79zC9qIJL7EUQqBYtexiARnaKV+5aCHcIf5mX2CNk6oyZRiekSTiOIQqN+iGkwm0Yz7lapbc6egf4lXkCop0OxXPnqDhGcKYuSSGdP13BSDnGkUXMK43MsMpIzfsGvoWhozBSbIpxeN6b5VBjRKtK0Y6VT9PpEzZcxIhbZTMRya395E/M/rZhgdB7mI0wwh5rOPokxSTOgkHjoQGjjKkSWMa2F3pXzINONoQyzbELzfJ/8l7XrNa9TqrcPq6UURR4nskj1yQDxyRE7JOWkSn3ByTx7JM3lxHpwn59V5m7XOOcXMDvkB5/0Lllac5A==</latexit>
Ground truth
<latexit sha1_base64="H5PIDcjcOMCQEhOOs/sNW52K36g=">AAAB/HicbVBNS8NAEN34WetXtEcvi0XwVJIq6LHgQb1VsB/QhrLZbNqlm03YnYgh1L/ixYMiXv0h3vw3btsctPXBwOO9GWbm+YngGhzn21pZXVvf2Cxtlbd3dvf27YPDto5TRVmLxiJWXZ9oJrhkLeAgWDdRjES+YB1/fDX1Ow9MaR7Le8gS5kVkKHnIKQEjDexKH9gj5NcqTmWAQaUwmgzsqlNzZsDLxC1IFRVoDuyvfhDTNGISqCBa91wnAS8nCjgVbFLup5olhI7JkPUMlSRi2stnx0/wiVECHMbKlAQ8U39P5CTSOot80xkRGOlFbyr+5/VSCC+9nMskBSbpfFGYCgwxniaBA64YBZEZQqji5lZMR0QRCiavsgnBXXx5mbTrNfesVr87rzZuizhK6Agdo1PkogvUQDeoiVqIogw9o1f0Zj1ZL9a79TFvXbGKmQr6A+vzB3p5lVM=</latexit>
Predictions<latexit sha1_base64="mcXT08dFpEI22rKqBefzYMPkoVU=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16CRbBU0mqoMeCF71VsB/QhrLZTNqlmw92J9IS+le8eFDEq3/Em//GTZuDtj4YeLw3w8w8LxFcoW1/G6WNza3tnfJuZW//4PDIPK52VJxKBm0Wi1j2PKpA8AjayFFAL5FAQ09A15vc5n73CaTicfSIswTckI4iHnBGUUtDszpAmGLWkuBzlktqPjRrdt1ewFonTkFqpEBraH4N/JilIUTIBFWq79gJuhmVyJmAeWWQKkgom9AR9DWNaAjKzRa3z61zrfhWEEtdEVoL9fdERkOlZqGnO0OKY7Xq5eJ/Xj/F4MbNeJSkCBFbLgpSYWFs5UFYPpfAUMw0oUxyfavFxlRShjquig7BWX15nXQadeey3ni4qjXvizjK5JSckQvikGvSJHekRdqEkSl5Jq/kzZgbL8a78bFsLRnFzAn5A+PzB+qTlQc=</latexit> Predictive errors<latexit sha1_base64="eqC+7fjpsB/o+aT6U+dcdA66TYE=">AAACAXicbVDLSgNBEJyNrxhfq14EL4NB8BR2o6DHgBe9RTAPSJYwO+kkQ2YfzPQGwxIv/ooXD4p49S+8+TdOkj1oYkFDUdVNd5cfS6HRcb6t3Mrq2vpGfrOwtb2zu2fvH9R1lCgONR7JSDV9pkGKEGooUEIzVsACX0LDH15P/cYIlBZReI/jGLyA9UPRE5yhkTr2URvhAdOqgq7gKEZAQalI6UnHLjolZwa6TNyMFEmGasf+ancjngQQIpdM65brxOilTKHgEiaFdqIhZnzI+tAyNGQBaC+dfTChp0bp0l6kTIVIZ+rviZQFWo8D33QGDAd60ZuK/3mtBHtXXirCOEEI+XxRL5EUIzqNg3aFAo5ybAjjSphbKR8wxTia0AomBHfx5WVSL5fc81L57qJYuc3iyJNjckLOiEsuSYXckCqpEU4eyTN5JW/Wk/VivVsf89aclc0ckj+wPn8AcHCXiw==</latexit>
Ground truth
<latexit sha1_base64="H5PIDcjcOMCQEhOOs/sNW52K36g=">AAAB/HicbVBNS8NAEN34WetXtEcvi0XwVJIq6LHgQb1VsB/QhrLZbNqlm03YnYgh1L/ixYMiXv0h3vw3btsctPXBwOO9GWbm+YngGhzn21pZXVvf2Cxtlbd3dvf27YPDto5TRVmLxiJWXZ9oJrhkLeAgWDdRjES+YB1/fDX1Ow9MaR7Le8gS5kVkKHnIKQEjDexKH9gj5NcqTmWAQaUwmgzsqlNzZsDLxC1IFRVoDuyvfhDTNGISqCBa91wnAS8nCjgVbFLup5olhI7JkPUMlSRi2stnx0/wiVECHMbKlAQ8U39P5CTSOot80xkRGOlFbyr+5/VSCC+9nMskBSbpfFGYCgwxniaBA64YBZEZQqji5lZMR0QRCiavsgnBXXx5mbTrNfesVr87rzZuizhK6Agdo1PkogvUQDeoiVqIogw9o1f0Zj1ZL9a79TFvXbGKmQr6A+vzB3p5lVM=</latexit>
Predictions<latexit sha1_base64="mcXT08dFpEI22rKqBefzYMPkoVU=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16CRbBU0mqoMeCF71VsB/QhrLZTNqlmw92J9IS+le8eFDEq3/Em//GTZuDtj4YeLw3w8w8LxFcoW1/G6WNza3tnfJuZW//4PDIPK52VJxKBm0Wi1j2PKpA8AjayFFAL5FAQ09A15vc5n73CaTicfSIswTckI4iHnBGUUtDszpAmGLWkuBzlktqPjRrdt1ewFonTkFqpEBraH4N/JilIUTIBFWq79gJuhmVyJmAeWWQKkgom9AR9DWNaAjKzRa3z61zrfhWEEtdEVoL9fdERkOlZqGnO0OKY7Xq5eJ/Xj/F4MbNeJSkCBFbLgpSYWFs5UFYPpfAUMw0oUxyfavFxlRShjquig7BWX15nXQadeey3ni4qjXvizjK5JSckQvikGvSJHekRdqEkSl5Jq/kzZgbL8a78bFsLRnFzAn5A+PzB+qTlQc=</latexit> Predictive errors<latexit sha1_base64="eqC+7fjpsB/o+aT6U+dcdA66TYE=">AAACAXicbVDLSgNBEJyNrxhfq14EL4NB8BR2o6DHgBe9RTAPSJYwO+kkQ2YfzPQGwxIv/ooXD4p49S+8+TdOkj1oYkFDUdVNd5cfS6HRcb6t3Mrq2vpGfrOwtb2zu2fvH9R1lCgONR7JSDV9pkGKEGooUEIzVsACX0LDH15P/cYIlBZReI/jGLyA9UPRE5yhkTr2URvhAdOqgq7gKEZAQalI6UnHLjolZwa6TNyMFEmGasf+ancjngQQIpdM65brxOilTKHgEiaFdqIhZnzI+tAyNGQBaC+dfTChp0bp0l6kTIVIZ+rviZQFWo8D33QGDAd60ZuK/3mtBHtXXirCOEEI+XxRL5EUIzqNg3aFAo5ybAjjSphbKR8wxTia0AomBHfx5WVSL5fc81L57qJYuc3iyJNjckLOiEsuSYXckCqpEU4eyTN5JW/Wk/VivVsf89aclc0ckj+wPn8AcHCXiw==</latexit>
(a.1) the von Mises stress output field
<latexit sha1_base64="EdSC4rwmIpp4B+FSSxqaarADKsE=">AAACF3icbVDLSgMxFM34tr6qLt0Ei6CbYUYFXQpudCFUsK3QlpJJ77ShmWRI7hTL0L9w46+4caGIW935N6aPha8DgcM593JzTpRKYTEIPr2Z2bn5hcWl5cLK6tr6RnFzq2p1ZjhUuJba3EbMghQKKihQwm1qgCWRhFrUOx/5tT4YK7S6wUEKzYR1lIgFZ+ikVtFvINxhvs/88IBiF2hfK3olLFhq0YC1VGeYZkhjAbI9bBVLgR+MQf+ScEpKZIpyq/jRaGueJaCQS2ZtPQxSbObMoOAShoVGZiFlvMc6UHdUsQRsMx/nGtI9p7RprI17CulY/b6Rs8TaQRK5yYRh1/72RuJ/Xj3D+LSZC+WCgeKTQ3EmKWo6Kom2hQGOcuAI40a4v1LeZYZxdFUWXAnh78h/SfXQD4/8w+vj0tnltI4lskN2yT4JyQk5IxekTCqEk3vySJ7Ji/fgPXmv3ttkdMab7myTH/DevwApAJ9a</latexit>
(a.2) the ω displacement output field
<latexit sha1_base64="4qSp0C8OJtbqDKHqQXuBq73v8I4=">AAACHHicbVDLSgNBEJz1bXxFPXoZjIJewm4i6FHworcIRoUkhN5JbzI4u7PM9IphyYd48Ve8eFDEiwfBv3HyOPgqGCiqunu6K0yVtOT7n97U9Mzs3PzCYmFpeWV1rbi+cWl1ZgTWhVbaXIdgUckE6yRJ4XVqEOJQ4VV4czL0r27RWKmTC+qn2Iqhm8hICiAntYvVJuEd5XtQruxz6iHfaeoYu7DDO9KmCgTGmBDXGaUZ8Uii6gzaxZJf9kfgf0kwISU2Qa1dfG92tMiGk4QCaxuBn1IrB0NSKBwUmpnFFMQNdLHhaAIx2lY+Om7Ad53S4ZE27rlNRur3jhxia/tx6CpjoJ797Q3F/7xGRtFRK5eJOwwTMf4oyhQnzYdJuQAMClJ9R0AY6XblogcGBLk8Cy6E4PfJf8llpRxUy5Xzg9Lx2SSOBbbFttkeC9ghO2anrMbqTLB79sie2Yv34D15r97buHTKm/Rssh/wPr4AjEOhGw==</latexit>
(b.2) the ω displacement output field
<latexit sha1_base64="tHduHoCnb8ht9ww/snM0l3ReEZ0=">AAACHHicbVBNS8NAEN34bf2qevSy2Ar1UpJW0KPgRW8VrApNKJvtpF3cZMPuRCyhP8SLf8WLB0W8eBD8N27bHPx6sPB4b2Z25oWpFAZd99OZmZ2bX1hcWi6trK6tb5Q3ty6NyjSHNldS6euQGZAigTYKlHCdamBxKOEqvDkZ+1e3oI1QyQUOUwhi1k9EJDhDK3XLTR/hDvNaWG/sUxwArfoqhj6r0p4wqWQcYkiQqgzTDGkkQPZG3XLFrbsT0L/EK0iFFGh1y+9+T/FsPIlLZkzHc1MMcqZRcAmjkp8ZSBm/YX3oWJqwGEyQT44b0T2r9GiktH12k4n6vSNnsTHDOLSVMcOB+e2Nxf+8TobRUZCLxB4GCZ9+FGWSoqLjpGwAGjjKoSWMa2F3pXzANONo8yzZELzfJ/8ll42616w3zg8qx2dFHEtkh+ySGvHIITkmp6RF2oSTe/JInsmL8+A8Oa/O27R0xil6tskPOB9fjfKhHA==</latexit>
(b.1) the von Mises stress output field
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Ground truth
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Ground truth
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(c.1) points selected from the first output field
<latexit sha1_base64="0QW0Uo1paWGfcOUCzv9YEoP1KqY=">AAACIXicbVDLSgMxFM34tr6qLt0Ei1A3ZUYFuxTc6K6CrUI7lEzmjg1mkiG5I5ahv+LGX3HjQpHuxJ8xfSzUeiBwcu69yT0nyqSw6Puf3tz8wuLS8spqaW19Y3OrvL3Tsjo3HJpcS21uI2ZBCgVNFCjhNjPA0kjCTXR/PqrfPICxQqtr7GcQpuxOiURwhk7qlusdhEcsqrwWHNJMC4WWuteAI8Q0MTql2AOaCGOR6hyzHN0FZDzolit+zR+DzpJgSipkika3POzEmucpKOSSWdsO/AzDghkUXMKg1MktZIzfsztoO6pYCjYsxg4H9MApbh9t3FFIx+rPiYKl1vbTyHWmDHv2b20k/ldr55jUw0IoZwwUn3yU5JKipqO4aCyMy0L2HWHcCLcr5T1mmMvH2JILIfhreZa0jmrBce3o6qRydjmNY4XskX1SJQE5JWfkgjRIk3DyRF7IG3n3nr1X78MbTlrnvOnMLvkF7+sbUYijqg==</latexit>
(c.2) points selected from the second output field
<latexit sha1_base64="cs1m7axwd4CkXyNd/0IJsDQNSeA=">AAACInicbVBNSwMxEM36bf2qevQSLIJeym4V1JvgRW8VbCu0pWSzszaYTZZkVixLf4sX/4oXD4p6Evwxph8HbX0QeLw3M5l5YSqFRd//8mZm5+YXFpeWCyura+sbxc2tutWZ4VDjWmpzEzILUiiooUAJN6kBloQSGuHd+cBv3IOxQqtr7KXQTtitErHgDJ3UKZ62EB4w3+flygFNtVBoqZsGHCGisdEJxS44hWsVUZ1hmiGNBcio3ymW/LI/BJ0mwZiUyBjVTvGjFWmeJaCQS2ZtM/BTbOfMoOAS+oVWZiFl/I7dQtNRxRKw7Xx4Yp/uOcUtpI17CulQ/d2Rs8TaXhK6yoRh1056A/E/r5lhfNLOhXKHgeKjj+JMUtR0kBeNhHFhyJ4jjBvhdqW8ywxzARlbcCEEkydPk3qlHByWK1dHpbPLcRxLZIfskn0SkGNyRi5IldQIJ4/kmbySN+/Je/Hevc9R6Yw37tkmf+B9/wAL66QJ</latexit>
Figure 13: Uncertainty quantification results of FR-25
5 Conclusion
This paper presents a deep neural network approach for uncertainty analysis of el-
liptic systems with spatially varying properties. Note that conventional random variable
representation with uniform distribution of variance cannot consider the effect of spatial
randomness notwithstanding the fact that spatial variability is naturally associated with a
wide range of engineering systems. In the present study, we describe the correlation that
exists in the uncertain spatial distribution by means of random field theory. After spatial
discretization, the stochastic parameter space in terms of the modeling of the input-output
relationship is high-dimensional. To overcome this high-dimensional stochasticity issue, we
introduce a hierarchical surrogate model named the field regressor utilizing convolutional
neural networks as the model basis. Compared to conventional approaches, our field re-
gressor provides a direct approximation of the intrinsic input/output relationships without
mapping the high-dimensional data to a lower dimension.
Specifically, novelties of the proposed field regressor can be outlined in three perspec-
tives. First, information flowing over the model is gradually downsized to a stack of feature
maps. Model-estimated output fields are then reconstructed from extracted features. Such
a multi-scaling data mechanism hereby advances the training process as fewer model param-
eters are required. Secondly, short connections between nonadjacent convolutional layers
are introduced to the basic network architecture, allowing previously extracted features to
be reused in the subsequent layers. This property favors the machine learning process as a
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deeply structured architecture becomes feasibly trainable and numerically stable. Thirdly,
we use bicubic resizing and convolution operation in the upsampling process. Consequently,
detailed variation patterns in the high-dimensional data can be better preserved.
The effectiveness and efficiency of the proposed field regressor is demonstrated on a
benchmark UQ problem. It is observed that the field regressor is capable of directly inferring
a variety of high-dimensional mapping relationships including one-to-one (R4096 → R4096),
one-to-many (R4096 → R12288), and many-to-many (R8192 → R8192) mappings. Even when
there is no obvious functional relationship between the data structures of the input and
output fields, the proposed field regressor can accurately capture the intrinsic mapping
relationships. The use of the field regressor greatly accelerates the uncertainty analysis, i.e.
propagating the random field represented uncertainty to the output quantities of interest.
It should be noted that the current surrogate is merely built through data without
integrating any physics into the neural network architecture. Possible improvement strate-
gies of the model performance may include utilizing well-established physical interpretations
during the architecture design process of the surrogate. For instance, building a new neural
network as a representation of governing equations or engineering constraints in addition
to the current field regressor will be helpful. In the future, besides applying the field re-
gressor to other potential engineering applications with high-dimensional data, the current
surrogate modeling technique will be extended to spatiotemporal problems.
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