When proper measurement and calibration protocols are applied, smartphone sensors can generate relatively good-quality data that compare well with professional-grade, calibrated systems, but at far-lower cost. This paper investigates one of these applications involving the accelerometer sensor. Earth's rotation causes a slight change in local surface gravity between the Polar and Equatorial regions with a magnitude of approximately 0.05 m/s 2 . Typical smartphone platforms can measure accelerations to an accuracy of ±0.01 m/s 2 . Provided that measurements are made with some care, a series of crowdsourcing campaigns demonstrate that the rotation of Earth is indeed detectable through differential gravimetry with modest statistical significance using commonly available smartphone platforms.
I. INTRODUCTION
Since the introduction of the iPhone 3GS in 2009, smartphones routinely come equipped with a suite of sensors to determine their orientation in space and provide exposure information to digital cameras, among other functions. Smartphone accelerometer sensors can provide accurate measurements of structural vibration in bridges and keeping track of an owner's physical activity. More sophisticated applications also involve the seismic detection of earthquakes and identifying users by their gait patterns. These sensors are also finding their way into formal education as a means of generating data for student experiments on acceleration and motion.
The majority of these applications make use of the accelerometer within its comfortable range of operation where measurements can be made with high signal-to-noise levels at resolutions of 0.1-gs (e.g. 1 m/s 2 ). Yet there are interesting physical phenomena that produce intrinsically weak acceleration signals below this limit. For instance, a car changing speed from 25 to 35 mph in five seconds experiences 0.2 gs of acceleration. Weak seismic events that are barely perceptible by humans can produce motions at about The associate editor coordinating the review of this manuscript and approving it for publication was Marco Fiore . 0.001gs (0.01 m/s 2 ), while noticeably stronger events lead to 0.04 gs (0.4 m/s 2 ) or higher.
An earlier study [1] investigated whether smartphone magnetometers are capable of detecting changes in Earth's magnetic field caused by solar, space weather events. The result was a detailed analysis of magnetometer sensitivities, systematic errors, and a procedure for making measurements near the sensitivity threshold of typical smartphone magnetometers where these geomagnetic disturbances would appear.
In this investigation, we will examine the accelerometer sensor as a means for detecting the difference in surface gravity on Earth due to the influence of centrifugal force, which causes surface gravity measurements near the equator to be slightly less than at higher latitudes. This effect is very modest and technically difficult to detect with non-professional instrumentation. Its amplitude of 0.05 m/s 2 is close to the ±0.01 m/s 2 sensitivity limit of smartphone accelerometer metrology systems whose values are reported out via a variety of different apps.
To explore this weaker but ubiquitous source of acceleration, we need to establish how smartphone accelerometers perform at the limits of their operation, and to control for a variety of environmental and electronic factors that can dominate these measurements in the field. Several approaches involving crowdsourcing will be discussed, along with the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ results of these efforts, which have led to a statisticallysignificant detection of this effect in at least one smartphone model. In the discussions to follow, the value for the acceleration of gravity is given as |g| with the negative sign for its direction understood.
II. SMARTPHONE MAGNETOMETERS AND APPS
There are two major operating systems for smartphones, Android and iOS, which are respectively operating on over 24,000 different android-compatible platforms and 134 models for iOS (Apple). With so many different hardware configurations, this poses a significant challenge for comparison testing. Fortunately, the sensor systems are far less variable and constitute only a small number of unique designs. The exact sensor system model found in a particular hardware configuration is generally very difficult to glean from public data on these systems. Consequently, we have decided to work backwards starting from smartphones commonly available and researching these systems.
For the initial phase of this study described in Section III, the iPhone 6s (iOS), and the Samsung Note 5 and Galaxy S8 (Android) smartphones were used to establish basic performance comparisons and measurement accuracy. A comparison of the relevant sensor information is shown in Table 1 with data provided by [2] - [9] .
In the iPhone 8 released in 2017, Bosch Sensortec (BMA devices) made significant changes in the accelerometer in which the old single-mass Micro-Electro-Mechanical Systems (MEMS) structure was abandoned for a new design that achieved better sensing properties [10] . Also in 2017, Apple released the iPhone X with an upgraded accelerometer allowing acceleration measurements even more precise than those in the iPhone 7 [9] .
Detailed descriptions of the acceleration sensors and operating principles can be found, for example, in [7] , [10] , [11] . Accelerometers have ranges up to ±16 gs, however many smartphone designs limit the scale to only ±2 gs [12] . The analog voltage signals from the MEMS accelerometer sensors are passed to dedicated analog-to-digital converters, one for each axis, which sample the voltages up to 100 times each second. These samples are digitized from 12 to 16-bit resolution as, for example, the Bosch Sensortec BMA-423 (12-bits) used for wearable technology, or the BMA 280 (16-bit) used in the iPhone 6s [13] .
The measurement sensitivity of accelerometers is determined by the ADC resolution and the ±g range of the analog output. For a smartphone typically set to a range of ±2 gs with a 14-bit ADC, with 1-bit allocated to the sign of the number, the resolution is 1g = 13-bits (e.g. 8191 levels) for a resolution (Least Significant Bit) of 0.122 milliG/LSB or with 1g = 9.80 m/s 2 , 1 LSB = 0.0012 m/s 2 [14] - [16] .
Noise density (ND) is a measure of the sensor measurement error. When this value is multiplied by the square root of the measurement bandwidth, the result is the RMS acceleration noise of the sensor. Example, for a system with ND = 120 µg/ √ Hz, for a typical measurement rate of 200 samples/sec or 100 Hz, the sensor noise is A nd = ±1200 µGs or ±0.001 m/s 2 . Accelerations below this value will not be resolvable. If the resolution of the ADC (1-LSB) is less than A nd , the system will be limited by the ADC noise rather than the sensor noise [17] .
The basic operation of an app involves three components: A sensor interface, application code, and a user interface [18] . The relevant TypeScript code used in the Anecdata app to perform the sampling and averaging is shown in Figure 1 . The Anecdata app uses the Cordova Device Motion middleware to access the accelerometer. To summarize its operation, we record accelerometer values for five seconds at 100ms intervals, convert them from m/s 2 (the internal unit used by the middleware) to g-force, and then average the samples and round anything beyond five decimal places. In more detail, the chip electronics provide digital data on a data bus, which is accessed on Line 4 using a call to the Device Motion service, which interacts with the underlying hardware. The Device Motion service then emits data objects with x, y, and z properties, which correspond to acceleration in the X, Y and Z directions in SI units of m/s 2 . On lines 10-14 these values are converted from m/s 2 to g-values by multiplying by the constant 1/9.80665. At a sample rate of 10 Hz, the callback from Line 9-16 is called for 5 seconds (e.g. 50 samples), after which data measurement stops and execution proceeds to Line 19. The accumulated data in g-units is summed between Line 20 and 24, and its average value is calculated at Line 26. The average value for |A| is then truncated to 5 decimal places, which is equivalent to 0.0001 m/s 2 . This value is than saved by the app and tagged with the smartphone model, the latitude, longitude and time of the observation, and the observer's user ID.
The accelerometer measures all accelerations that affect the device, which are the sum of the gravity acceleration and the actual linear acceleration associated with the movement of the device [19] , [20] . Apps that measure the local acceleration due to gravity are relatively common on both Android and iOS platforms and for purposes of characterizing smartphone performance we selected the Physics Toolbox Sensor Suite (Android and iOS; Vieyra Software; hereafter Physics Toolbox). This app allows data to be saved in a .csv file, and transferred via e-mail or shared in Google Drive or Dropbox. The G-Force meter function gives a realtime display of the g-acceleration components to 0.001 gs (0.01 m/s 2 ). The Android model allows the display cadence to be adjustable from 420 Hz to 5 Hz. The iOS model operates in a fixed mode with a cadence of about 200 Hz.
If we compute the magnitude of a smartphone placed on a motionless table-top, the magnitude of the acceleration vector |A| = (Ax 2 + Ay 2 +Az 2 ) 1/2 will be invariant regardless of changes in the smartphone tilt angle, and equal to the local gravity acceleration |A| = g. It is the slight variations in |A| that will be measured to determine the latitude dependence of g due to centrifugal forces.
III. ACCELERATION MEASUREMENTS
In view of the fact that local gravity is a fixed constant over typical measurement timescales of a few minutes, the issue of artifacts and glitches using smartphone gravimetry is far less troublesome than for other forms of acceleration likely to be of interest.
The Physics Toolbox data from a series of measurements show that the Samsung phone displayed in Figure 2 has more complex changes than simultaneous data taken with the iPhone. The Samsung metrology appears to suffer from a considerable number of short-term 'glitches' with amplitudes of up to 0.03 m/s 2 , a frequency of about two samples per minute, which also appear to be semi-periodic.
This variation is comparable to the derived σ shown in Table 2 and suggests that for Samsung platforms the data may be limited by systematic effects rather than random 'Gaussian' noise. These systematic effects are problematical because they artificially increase the effective σ of the data according to the quadrature formula σ 2 = (σ n) 2 + (σ s) 2 where σ n is the true measurement noise limited by the ADC to about σ n= ± 0.01 m/s 2 , and σ s is the systematic error contributed by the various uncompensated offsets and curvature effects. The σ s component can be reduced or eliminated by subtracting smooth spline curves from the data to model the 'DC' changes, however, this is not a practical solution for real-time measurements made from an app's active display.
If you use the same app but make your measurements on multiple copies of the same platform, how similar will the acceleration measurements be? To test this, we obtained four copies of the Samsung Note 5, four of the Samsung Galaxy S8 and two copies of the iPhone 6s. We obtained 100 consecutive measurements with each smartphone placed on a table top leveled to within ±0.2 degrees.
From Table 2 , the copies reveal significant differences among the individual mean values, however the measurement errors based upon the same number of 100 samples remain consistent with σ n = ±0.01 m/s 2 . This means that for a given smartphone copy, the error for 100 measurements is ±0.01 m/s 2 , however if you compare the measurements between copies, the means (DC-offsets) can be significantly different at a level of about 0.20 m/s 2 for the Note 5, 0.10 m/s 2 for the Galaxy S8, and about 0.05 m/s 2 for the iPhone 6s. If you combine all of the copies of a given platform, the Samsung phones yield Az=9.80±0.15 m/s 2 , which in-themean is in agreement with the expected vertical acceleration due to local gravity, but the measurement dispersion about this mean for N = 8 samples is about ten-fold higher than the variation between copies. It appears to be a better strategy to entirely eliminate some models (e.g. Samsung Galaxy S8) from the analysis and concentrate on models (e.g. iPhone 6s and Samsung Note 5) that give measures closer to the expected value of 9.8 m/s 2 and expected digitization noise σ = ±0.01 m/s 2 .
A. DC OFFSETS
Smartphone accelerometers may have different zero points that can vary by as much as 0.2 m/s 2 called the 'zero-g offset'. Studies of smartphone fingerprints [21] reveal that accelerometer sensors in smartphones have a wide range of intrinsic error patterns including frequency response and absolute acceleration measurement that are built-in to the sensors upon manufacture due to the lack of precision in the electro-mechanical structure. These imperfections are endemic to MEMS systems that use capacitive measurements at micron-scales to establish absolute acceleration values. Generally, the absolute acceleration at a resolution of 0.01 m/s 2 is of less concern in smartphone operations such as display swiping and orientation, which rely on relative, and large, acceleration changes.
According to [22] , smartphone accelerometers are adjusted with a zero-g bias that varies among manufacturers. For example, the STMicroelectonics sensor in the iPhone 5s uses a bias value of ±0.020 Gs or in metric units ±0.19 m/s 2 while the Bosch Sensortech accelerometer uses ±0.095 Gs or ±0.931 m/s 2 . These offsets lead to corresponding variations in the absolute accelerations measured between smartphones as shown in Figure 3 where the offset for the Note 5 is +0.13 m/s 2 while for the iPhone 6s and Galaxy S8 it is only +0.02 m/s 2 . When other uncontrollable factors are considered the difference between the measured and correct values can vary significantly.
For example, an iPhone 6s was left running while taking data and then moved to locations on ten different tables. This yielded a set of results with <g>= 9.916 ± 0.001 m/s 2 , suggesting an offset relative to the correct value 9.80 m/s 2 of +0.12 m/s 2 . With a one-hour off time between smartphone measurements at the same geographic location, the smartphone is unused and cool to minimize operational heating effects. The result is <g>= 9.907±0.005 m/s 2 . The difference between the nominal correct value of 9.80 m/s 2 is also an offset of +0.11 m/s 2 . This issue of offsets when combining data from individual smartphones remains a problematical issue unless the offsets are random, in which case the averaging of the data will reduce this effect by √ N.
B. BATTERY CHARGING AND DISCHARGING
During battery charging, current flows into the battery and this causes battery heating. The battery heating effect does have a measurable impact on some smartphone platforms, and this probably has to do with the proximity of the acceleration sensor to the battery compartment in each instance. Figure 4 shows the impact that battery charging has on the gravity measurements. Both smartphones were placed on a table with the charging cables attached to an extension cord to avoid vibration during the start and stop-charging procedure. The smartphones, both at an initial battery charge level of 60% were allowed to take data for 780 seconds. The charging was then commenced and continued until 4000 seconds when the charging was stopped and the smartphones allowed to run for another 500 seconds. Only the Samsung phone data displayed a definite response to the charging activity. For a smartphone model selected at random it is, therefore, not advisable to leave the smartphone attached to a charger during the measurement operation.
C. TEMPERATURE EFFECTS
The changing internal temperature of a smartphone can also be a factor influencing measurement. An investigation of bias changes in smartphone magnetic field measurements due to temperature by [23] demonstrates that significant changes at qa level of several percent are common. The effect is variously caused by power dissipation from the CPU, GPS units, screen and other devices, which increase with time as the smartphone operates.
To test this effect on the accelerometer sensor, the smartphones were placed side-by-side on a table under near-roomtemperature conditions measured with the OmniTemp app and an external sensor. The data was sampled for 10 minutes at 19 Hz. During this time, the battery charge declines were only 3%. We see in Figure 5 that, on average, the smartphones both display a statistically constant reading throughout the temperature range, however, even over a 10-minute measuring window, the bias can vary by as much as ±0.05 m/s 2 so data-taking over short timescales is favored over running the app continuously for minutes at a time. 
IV. NOISE ASSESSMENT
The iPhone 6s uses a three-axis Bosch BMA280 accelerometer or an InvenSense MP67B six-axis accelerometer [24] . The actual digitization level of the measured accelerations can be found by direct measurement and is apparent in Figure 2 at a level of σ = ±0.01 m/s 2 .
We see in Figure 6 from the averaging of a variety of sample sizes, N, that σ decreases rapidly at approximately 1/ √ N as one expects from Gaussian noise, but quickly reaches the 1-LSB level near ±0.01 m/s 2 after about N=8 samples. Consequently, adding more samples to the average will not improve the accuracy of the measurements. Figure 6 also reveals that smartphone models even by the same manufacturer can have dramatically different noise properties as data is averaged, specifically the Samsung Note 5 has an apparently worse noise performance by nearly ten-fold than the Samsung Galaxy S8. Data from specific models have to be treated separately and any bias offsets removed prior to averaging. If done properly, eight samples will be sufficient to achieve the minimum possible noise level set by the LSB limit near ±0.01 m/s 2 . The accuracy of smartphone accelerometer systems has been investigated for biometric applications [25] , [26] and for general motion applications [27] and is reported to be of the order ±0.02 g (±0.2 m/s 2 ). The Physics Toolbox G-force function, which is available on both Android and iOS platforms, was run on all three smartphone models for several seconds. The digitization level is the same for all three models and platforms, and has a value of 1-bit = 0.01 m/sec 2 . In practical terms we should expect the sensitivity of the gravity measurements to also be of this order, which is why typical gravity and acceleration apps only report values to the second decimal place in m/s 2 . Nevertheless, this is considerably better than the accuracy reported by previous studies.
V. COMPARATIVE GRAVIMETRY
We can now compare the various apps and assess their accuracy (ability to agree among themselves) and precision (ability to measure the actual value for g). The smartphones were placed on a leveled table and the apps were started and allowed several minutes of operation before measurements were taken. The resulting measurements are displayed in Table 3 . In terms of precision, it is clear that the Android (Samsung Note 5) underestimates Az compared to the iOS (iPhone 6s) platform, however the iOS apps yield a much more accurate measurement that is closer to the actual value of 9.8 m/s 2 . Only SparkVue, Physics Toolbox and Sensor Kinetics actually yield measurements that are accurate (returned the correct value of 9.80 m/s 2 ) in comparison with the modeled acceleration at the location of the test site in Kensington, Maryland (39.014 N, 77.0877 W, 80-m) when compared to the official WGS1984 or NOAA NGS models [28] , which both agree on a value of |g| = 9.80 m/s 2 .
VI. SURFACE ACCELERATION AND ROTATION
Sophisticated 'geoid' models have been developed that are incorporated into Earth rotation models such that the local acceleration at arbitrary latitude, longitude and altitude points can be predicted. Table 4 shows the results of using the SensorOne model to determine surface acceleration for a range of latitudes compared to the simple spherical-Earth rotation model.
The formulas used by this calculator are based on the International Gravity Formula 1980 [29] , which determines the gravity from the specified latitude, , and also corrects for height, h, above sea level as shown in Equation 1: 
The IGF model is based on the 1980 Geodetic Reference System (GRS 80) whose Earth model has a 6,378.137-km semi-major axis and a 21.4-km flattening at the poles, and is rotationally-symmetric so the surface acceleration is longitude-independent. This model was adopted at the XVII General Assembly of the International Union of Geodesy and Geophysics (IUGG) in Canberra, Australia, 1979. Absolute gravity measurements from ground-based observatories are also available from the Bureau Gravimetrique Internationale [30] and are shown in Table 4 .
The difference between the modeled and measured values are generally consistent to ±0.002 m/s 2 , which exceeds the ±0.01 m/s 2 measurement accuracy of smartphones. We see from Figure 7 that the combination of the equatorial bulge and the effects of the Earth's rotation cause the sea-level gravitational acceleration to increase from about 9.77 m/s 2 at the Equator (g = 0.996) to about 9.83 m/s 2 at the poles (g = 1.002). An object will weigh about 0.6% more at the poles than at the Equator. At a level of 0.01 m/s 2 the most significant effect comes from Earth rotation and equatorial bulge. At the North and South Poles along the rotation axis, the value for the acceleration at the surface will be fully due to the gravitational bulk mass of Earth, however at the equator, centrifugal force will reduce the surface acceleration in a predictable way. The expected difference from Table 4 is 0.05 m/s 2 , which should be detectable with smartphone accelerometers operating at σ = ± 0.01 m/s 2 .
VII. CROWDSOURCING MEASUREMENTS A. PRECISION 2017 CAMPAIGN
A total of 22 volunteers were recruited from a variety of sources such as social media, teacher networks and direct targeting of schools at critical latitudes to participate in gathering local surface acceleration measurements. Participants were asked to make certain their smartphones were not 'running hot' and were at room-temperature conditions before making the measurements. In addition, multiple measurements were made at each site and only data with σ near the expected minimum of ±0.01 m/s 2 were used to control for errant data. This was easier to do when working with individual, targeted contributors than with large groups of individuals. In each case for the individual contributors, about one minute of data was recorded with Physics Toolbox and exported as a .csv file for analysis.
Once the .csv data was received from each participant, the individual observing sessions were plotted and in each instance a section of 100 consecutive samples was extracted that showed a constant, artifact-free data series. The average |A| and σ were created for each of the five data series. A substantial number of iPhone 6/6s models (N = 9) were used by the participants, which helped make the data-gathering uniform with respect to the platform type. Generally, the data variation was consistent with σ = ± 0.01 m/s 2 demonstrating the optimum, ADC-limited data quality.
An analysis of the data displayed in Figure 8 shows a tendency for surface gravity to increase with latitude, however, this correlation depends, largely, on only one measurement made at 63.4 • that appears to be dominated by a large DC offset of order +0.06 m/s 2 . All that can be qualitatively concluded is that, relative to a reference latitude of 40 • N, lower-latitudes seem to return slightly smaller net surface accelerations than those at higher latitudes.
B. SMALL-SCALE CROWDSOURCING
This phase of the project was designed to set up and test a crowdsourcing project called Earth Rotation Detector through the Anecdata platform [31] . Figure 9 shows a screenshot of the observer's input display.
The objective was to test a large-scale data gathering process with as many participants across a full latitude range and multiple copies of as many smartphone types as was possible. To accommodate this level of data-gathering, the Anecdata app developer was kind enough to add a feature in which the current acceleration components could be captured and automatically entered into the data form by merely the click of a button. This feature sampled the data for five seconds. The volunteer only needed to open the app on their smartphone and click on the 'MEASURE' button shown in Figure 9 to contribute a single data point.
Between October 2018 and July, 2019, the project went public, and a total of 236 individuals participated. The app automatically recorded the latitude/longitude of the measurement as well as the model of the smartphone being used. The campaign involved 1995 measurements taken on 77 different smartphone models with latitude binning at 10 • , the data represented 27 different latitudes from −37 • to +71 • . The geographic distribution of the observers is shown in Figure 10 .
Previous studies of the accuracy and precision of the smartphone gravity measurements in Section III indicated that inter and intra-model variations are significant and not well controlled, so we will select only those platforms that have the largest numbers of data points. The dominant platforms shown in Table 5 with significant latitude ranges exceeding 5 • in latitude accounted for 93% of the data. The smartphones are ranked in order of their ability to return the correct value for |g| = 9.8 m/s 2 . The 'Top-5' give values within ±0.02 m/s 2 of this value. The remaining models, Galaxy Note 5 and Galaxy Core Prime includes in the 'Miscellaneous category' had subtended latitude ranges less than 5 • so that trends within each model could not be discerned.
The measurements from each observer, typically five data points at a given latitude and for a given smartphone model yield a measurement error that is about ±0.01 m/s 2 which, as expected, is set by the ADC noise. Although the weighted average of all the |g| measures in Table 5 is 9.83 m/s 2 , which is very close to the correct mean global value of 9.80 m/s 2 , it is clear that some smartphones have significant offsets from this value such as the Galaxy S7 (−0.13 m/s 2 ) and the Galaxy J7 Prime (+0.24 m/s 2 ). The iPhone X appears to be simultaneously the most accurate (mean value of |g| is closest to 9.80 m/s 2 ) and the most precise (smallest values for σ ) phone for making these measurements.
Four participants used the same smartphones (iPhone 8, iPhone 6s, LGE G6) and made measurements at a variety of latitudes during their travels. For the iPhone 8, the difference between the average measure at +60N (9.76) and +44N (9.75) is statistically insignificant. Similarly, for the LGE G6, which gave identical measurements at +32N and +43N. The more numerous measurements for the iPhone 6s (N = 35) however, resulted in a difference between +42N (9.81±0.01) and +70N (9.83±0.01) of 0.02 m/s 2 at about the 2-σ level, which is a marginal detection at best.
The graphs of the individual smartphone models are shown in Figure 11 . The actual acceleration is indicated by the solid line in each graph. The circle radii approximately represent the |σ | = 0.01 m/s 2 dispersion of each observer's data. The data used to assemble Figure 11 represented 1165 measurements. This data was averaged by latitude for each smartphone and shifted to a mean value of 9.80 m/s 2 at a latitude near +40N to correct for any systematic, model-dependent manufacturer offset. Then a value of 9.80 m/s 2 was subtracted to obtain the differential acceleration plot in Figure 12 . Smartphone data for which the computed σ exceeded 0.03 m/s 2 (e.g three times the minimum 0.01 m/s 2 set by the accelerometer) were eliminated as outliers (23 points) , and the resulting model data (35 points) was plotted in Figure 12 representing 652 individual measurements or (652/1995) = 32% of all of the data collected. . Individual measurements of the differential acceleration obtained with an iPhone X (dot) and iPhone 7s (triangle). The solid line is the expected, differential acceleration relative to 9.80 m/s 2 at +40N based on Eq 3. The theoretical minimum dispersion is ±0.01 m/s 2 . Data provided by @Adwan, @Alduran, @Blanyon, @gholt, Michael Collins, Brian Hendrix, Mark Maligsay, Pat Reiff, Jyotiraditya Sikder, and Bryan Thomas. Figure 12 suggests that there is no significant trend with surface gravity changing with latitude in the expected manner. Comparing the difference at each latitude between the model and the data, one obtains a difference of < g>= −0.013 ±0.05 m/s 2 , which confirms that the dispersion of measured values is very large compared to < g>, and so the ensemble of crowdsourced data when taken together do not support the detection of the differential acceleration effect. Does this mean that the differential effect cannot be detected? Not necessarily.
Inspection of
Some smartphone models appear to perform much better than the collective average in Figure 12 . For example, the iPhone X and Galaxy S7 (see Figure 11 ) appear to have a much lower dispersion of values with respect to the predicted acceleration. In Figure 13 the data for these phones are re-plotted in the manner of Figure 12 . The data consists of 41 individual measurements made by 9 observers.
An analysis of the model used as the regression for the raw data gives R 2 = 0.68. With the data averaged at each distinct latitude, one obtains R 2 = 0.79 so that as much as 79% of the variation in the data can be explained by the regression model. This is actually the maximum possible value for R 2 because the remaining variation in the data is caused by the irreducible ADC noise σ = ±0.01 m/s 2 in the data itself. The data used in Figure 12 is dominated by the iPhone X contribution (36 of 41 measurements). The fact that this smartphone model gives the best detectability of the differential acceleration is perhaps not surprising since Apple released the iPhone X with an upgraded accelerometer allowing measurements that are claimed to be even more precise than those in earlier smartphone models [9] .
When combined with the results from smartphone magnetometers used to detect geomagnetic storms [1] , we find that for certain applications in citizen science or crowdsourced investigations, smartphones can indeed provide some useful data for projects that explore certain categories of physical phenomena. These can be measured at the very limits of current smartphone sensor performance, but may greatly benefit from additional progress in sensor development that will invariably occur as consumer demand for virtual reality and other applications continue to increase in the years to come.
VIII. CONCLUSION
Smartphones are a ubiquitous, mobile technology that has been adapted for many projects involving citizen science and crowdsourcing, mostly by taking advantage of their photographic capabilities. However, smartphones are also equipped with sensors that can measure local magnetic fields, pressure, sound and acceleration among other physical quantities.
We present a detailed analysis of the precision and accuracy of smartphone accelerometers when making measurements near the noise limit of their operating range to quantify systematic and random errors. We explore both the model-tomodel and copy-to-copy variations in the weak-acceleration regime below 2 m/s 2 and determine that some models are superior to others in terms of systematic offsets and random errors. Using the fixed local gravity reference at 9.8 m/s 2 , gravity measurements have a random noise component that is about ±0.01 m/s 2 set by the digitization noise of the sensors, and a platform/app dependent systematic error that can be as high as ±0.50 m/s 2 and apparently set by the manufacturers for each model.
Applying our analysis to a sample problem, we investigated whether the differential acceleration of local surface gravity as a function of latitude could be detected. This is a phenomenon caused by the centrifugal effect due to the rotation of Earth and has a magnitude from pole to equator of 0.05 m/s 2 . By using crowd-sourcing techniques, the latitude-dependent change in terrestrial surface acceleration can be marginally detected, but presents a challenging measurement based upon a heterogenous mixture of smartphone models.
By using smartphones with the best noise figures such as the iPhone X, and by using measurement protocols that control for ambient temperature and smartphone orientation, the differential acceleration due to Earth's rotation can be detected at relatively high confidence, and represents the extreme limit of what can be accomplished using this sensor technology. STEN F. ODENWALD received the bachelor's degree in astronomy from the University of California at Berkeley, in 1975, and the master's and Ph.D. degrees from Harvard University, in 1976 and 1982, respectively, in the area of infrared astronomy through his investigation of star-forming activity in the nuclear regions of the Milky Way galaxy.
Following his postdoctoral work at the Naval Research Laboratory, Space Science Division, where he led a team of astronomers to support NASA's Cosmic Background Explorer mission, from 1991 to 1996. He then became the Director of the Education and Public Outreach Program for the NASA IMAGE Mission, from 1997 to 2002. He was the Director of the NASA SpaceMath@NASA Program, from 2005 to 2015. He is currently the Director of citizen science with the NASA Space Science Education Consortium. In addition to numerous technical articles in astrophysics and education, he has published over a dozen books for the general public including The 23rd Cycle: Learning to Live With a Stormy Star, Patterns in The Void: Why Nothing is Important, and most recently Interstellar Travel: An Astronomical Perspective, and Space Exploration: A History in 100 Objects. His current interest includes investigating smartphone sensor systems for application to citizen science projects.
Dr. Odenwald has received a number of awards for his public education and writing activities including the 1999 NASA Goddard Award of Excellence in Outreach, and the 2000 and 2009 AAS Solar Physics Division Popular Science Writing Awards.
CAIT M. BAILEY received the bachelor's degree in German and international affairs from the University of Maine, in 2010.
After earning the bachelor's degree, she divided her time between teaching ESL, music engineering, and running her own web design business. In 2014, she created the online citizen science platform Anecdata.org, which is now host to over 130 projects from organizations such as Mass Audubon, South Carolina Aquarium, and NASA. She currently divides her time between creating new features for Anecdata and designing online systems that support laboratory data management. Apart from her work at the MDI Biological Laboratory, she is also an Advisory Board Member of SciStarter.org, an online platform which helps to equip and train participants for citizen science projects in need of help. In 2013, she started as a Systems Developer with the MDI Biological Laboratory, where she is currently involved in informal science education-with citizen scientists in the laboratory, classroom, and digital realm. Her current research interest includes remote sensing data to help enhance observations from citizen scientists, particularly those related to extreme weather and climate change. VOLUME 7, 2019 
