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Summary  Compressed  pattern  matching  (CPM)  refers  to  the  task  of  locating  all  the  occur-
rences of  a  pattern  (or  set  of  patterns)  inside  the  body  of  compressed  text.  In  this  type  of
matching,  pattern  may  or  may  not  be  compressed.  CPM  is  very  useful  in  handling  large  volume
of data  especially  over  the  network.  It  has  many  applications  in  computational  biology,  where
it is  useful  in  ﬁnding  similar  trends  in  DNA  sequences;  intrusion  detection  over  the  networks,
big data  analytics  etc.  Various  solutions  have  been  provided  by  researchers  where  pattern  is
matched  directly  over  the  uncompressed  text.  Such  solution  requires  lot  of  space  and  con-
sumes lot  of  time  when  handling  the  big  data.  Various  researchers  have  proposed  the  efﬁcient
solutions  for  compression  but  very  few  exist  for  pattern  matching  over  the  compressed  text.
Considering  the  future  trend  where  data  size  is  increasing  exponentially  day-by-day,  CPM  has
become a  desirable  task.  This  paper  presents  a  critical  review  on  the  recent  techniques  on  the
compressed  pattern  matching.  The  covered  techniques  includes:  Word  based  Huffman  codes,
Word Based  Tagged  Codes;  Wavelet  Tree  Based  Indexing.  We  have  presented  a  comparative
analysis  of  all  the  techniques  mentioned  above  and  highlighted  their  advantages  and  disadvan-
tages.
© 2016  Published  by  Elsevier  GmbH.  This  is  an  open  access  article  under  the  CC  BY-NC-ND  license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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With  the  day-by-day  increase  in  size  of  data,  storage  and
retrieval  has  become  a  challenge.  For  example,  in  compu-
tational  biology,  storage  of  large  DNA  sequences  for  further
processing  requires  huge  disk  storage.  Keeping  this  fact  in
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licenses/by-nc-nd/4.0/).ind,  compression  of  huge  data  has  become  essential  task.
ompression  is  able  to  reduce  the  disk  storage  and  minimize
he  time  in  further  processing  of  the  data.  Compressed  Pat-
ern  Matching  (CPM)  (Beal  and  Adjeroh,  2013;  Garg  et  al.,
014;  Prasad  and  Garg,  2014) problem  is  a  task  of  match-
ng  a  pattern  inside  the  body  of  a  compressed  text,  without
ecompressing  the  text.  Here,  pattern  may  be  compressed.
PM  is  able  to  reduce  the  disk  size,  compression  ratio  and
atching  time.  It  is  more  useful  in  the  networks,  where  huge
mount  of  data  being  transferred  over  it.  In  this  situation,
PM  can  minimize  the  trafﬁc  over  the  network.  Many  algo-
ithms  have  been  proposed  to  solve  the  CPM.  In  (Huffman,
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952),  Huffman  code  was  presented  for  plain  text.  Huffman
ode  assigns  smaller  code  to  frequent  occurring  characters
n  a  text.  Later  on  in  (Moura  et  al.,  2000),  Huffman  code  for
haracters  was  extended  to  handle  the  words  and  pattern
atching  was  devised  on  compressed  patterns.  However,
t  suffers  with  the  problem  of  false  matches.  In  (Moura
t  al.,  2000),  Huffman  code  of  word  was  further  extended
sing  byte  instead  of  bits.  Later  on  in  (Gupta  and  Agarwal,
008a,b)  Word  Based  Tagged  Code  (WBTC)  algorithm  was
roposed.  It  allows  partial  compression  and  decompression
f  arbitrary  portion  of  text.  Recently  in  2003,  an  efﬁcient
ata  structure:  Wavelet  tree  (Grossi  et  al.,  2003)  was  devel-
ped  by  Gupta  et  al.  Wavelet  tree  is  a  self-compressed  index
ata  structure,  which  support  locate,  count  and  display
peration  efﬁciently.
This  paper  presents  a  critical  review  of  the  most  recent
echniques  on  the  CPM  problem.  We  have  presented  a  com-
arative  analysis  of  all  the  techniques  mentioned  above  and
ighlighted  their  advantages  and  disadvantages.
uffman compression based pattern matching
his  section  presents  Huffman  compression  and  its  variation
f  the  text  and  words.  It  also  presents  pattern  matching  over
 Huffman  compressed  text.
uffman  compression  of  text
he  Huffman  compression  (Huffman,  1952) generates  vari-
ble  length  code  using  Greedy  approach.  It  is  greedy
owards  frequency  of  the  symbols  presents  in  the  text.
n  this  approach,  high  frequency  symbols  are  represented
ith  a  minimum  number  of  bits  and  low  frequency  sym-
ols  are  represented  with  relatively  higher  number  of
its.  Huffman  tree  is  used  to  generate  the  code.  The
etails  about  construction  of  Huffman  codes  are  given  in
Huffman,  1952).  For  example,  and  the  text:  T  =  ‘‘for  each
ose,  a  rose  is  a  rose’’, the  Huffman  compressed  text
s:  10000011011101101000101110001011111001101111000-
011111001010101111000101111.  Using  Huffman  code,  the
otal  number  of  bits  required  to  represent  24  symbols  is  75,
hile  using  ASCII  code  (8-bit  code),  it  is  24  ×  8  =  192  bits.
t  clearly  shows  the  advantage  of  Huffman  code  over  ASCII
ode.  When  words  are  used  as  the  basic  elements  of  vocab-
lary,  the  compression  ratio  is  obtained  approximately  25%
f  the  original  text.  Due  to  this,  word  based  Huffman  code  is
ptimal  than  character  based  Huffman  code.  For  example,
sing  spaceless  word  model,  the  above  text  T  =  ‘‘for  each
ose,  a  rose  is  a  rose’’  is  represented  by  000  001  11  100  01
1  101  01  11.
yte  oriented  Huffman  code
n  byte  oriented  Huffman  code,  each  word  is  encoded  as
hole  bytes.  In  this  case,  the  Huffman  tree  has  degree
28  (called  as  Tagged  Huffman  code)  and  Huffman  tree  has
egree  256  (called  as  Plain  Huffman  code).
According  to  (Huffman,  1952),  there  is  no  deprivation  of
he  compression  ratio  by  using  byte  instead  of  bits,  whereas
n  case  of  byte  Oriented  Huffman  code  decompression  is
w
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uch  faster  than  binary  Huffman  code.  This  uses  a  coding
cheme  called  as  Tagged  Huffman  Code.
agged  Huffman  code
n  Tagged  Huffman  code,  7  lower  order  bits  of  each  byte
re  used.  The  highest  bit  of  each  byte  is  used  as  follows:
he  ﬁrst  byte  of  each  code  word  has  the  highest  bit  as  1
nd  next  subsequent  byte  has  highest  bit  as  0.  This  coding
cheme  acts  as  ﬂag  for  starting  of  each  word.  This  allows
irect  searching  of  a  pattern  in  the  compressed  text.  Flag
an  easily  decode  the  compressed  text,  but  does  not  allow
irect  searching  for  compressed  words,  due  to  possibility  of
alse  matches.
ord based tagged code
n  efﬁcient  compression  tool  ‘‘Word  Based  Tagged  Code’’
or  dynamic  data  was  developed  by  (Gupta  and  Agarwal,
008a).  It  assumes  that  word  is  basic  unit  of  compression.  It
eeps  all  the  features  of  Tagged  Sub-optimal  code,  while
aintaining  the  good  compression  ratio.  It  encodes  the
ords  as:  It  assigns  code  01  and  10  to  the  ﬁrst  2m (m  = 1,
ank  =  0,  1)  words  of  the  vocabulary.  For  m  =  2,  next  2m words
re  obtained  by  adding  00  and  11  as  preﬁx  to  all  the  codes  of
revious  level.  In  general,  at  any  level,  for  any  value  of  m,
ext  2m words  of  the  vocabulary  are  assigned  codes  using
m  bits,  by  adding  00  and  11  as  preﬁx  to  all  the  codes  of
revious  levels.  These  steps  are  repeated  until  all  the  words
re  encoded.  For  example,  consider  the  text  T  of  words:
 =  ZZGG  XXSS  SZGZ  XSZX  ZZGG  SZGZ  SZGZ  ZGZG.  Assuming
hat  the  word  is  sequence  of  4  characters  the  compressed
ext  is  T′ =  10  0001  01  1110  10  01  01  1101.  In  searching,
ode  (C)  of  the  word  is  extracted  from  the  vocabulary.
his  code  C  is  searched  in  T′ by  using  any  pattern  match-
ng  algorithm  (Boyer  and  Moore,  1977;  Goel  and  Prasad,
014).
avelet tree based compression
avelet  trees  (WT)  (Grossi  et  al.,  2003)  are  self-indexed
ata  structure.  It  reduces  the  cost  of  maintaining  the  text
xplicitly.  By  maintaining  index  of  text,  we  can  easily  track
nd  retrieve  a  text  at  any  point  of  time.  Hence  WT  replace
he  text.  Compressed  indexes  give  the  beneﬁt  of  compress-
bility  of  the  text.  Therefore  we  can  construct  wavelet  trees
y  using  compressed  text.  Wavelet  tree  is  organized  as  a
inary  tree.  Different  symbols  of  an  alphabet  are  present
t  leaf  of  tree.  Wavelet  tree  transform  the  text  into  bal-
nced  binary  tree.  Root  of  the  tree  is  assigned  a  bitmap.
he  two  basic  bitmap  operations  rank  and  select  are  used
o  implement  above  mentioned  operations.  Rank  is  deﬁned
s:  rankc(S,  i)  =  k,  where  k  is  the  number  of  occurrences  of
ymbol  ‘c’  in  the  sequence  S[1. . .i].  Deﬁne  selectc(S,  i)  =  k,
here  k  is  position  of  ith  occurrence  of  the  symbol  ‘c’  in  the
equence  S.  For  example,  if  S  =  11001100011001,  rank0(S,
1)  =  5  and  select1(S,  6)  =  11.  Fig.  1  shows  the  Wavelet  tree
or  Huffman  code  of  words.
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Table  1  Comparison  of  the  various  compressed  pattern  matching  methods.
Method  Performance  measure
Compression  ratio  Compression  speed  Memory  space  Compressed  pattern  matching
Binary  Huffman  Poor  Fast  Low  Yes
Tagged Huffman  Good  Slow  Medium  Yes
Plain Huffman  Good  Slow  Medium  Yes
WBTC Good  Fast  High  Yes
Wavelet Tree Good  Very  fast
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MFigure  1  Wavelet  Tree  built  from  Huffman  codes  for  words
‘‘for each  rose,  a  rose  is  a  rose’’.
The  advantage  of  this  approach  is  that  it  reduces  the
height  of  the  tree  and  size  of  alphabet.  Height  of  the  wavelet
tree  is  approximately  half  of  the  previous  approach.
We  can  retrieve  the  number  of  occurrences  of  word
(count)  using  index,  occurrence  of  a  word  (locate)  and  ﬁnd
word  in  any  given  position  of  the  text  (display).  Suppose
that  the  word  to  be  searched  is  ‘‘each’’.  Wavelet  tree  of
Fig.  1 shows  that  it  is  encoded  by  001.  The  operation  locate
is  used  to  search  particular  in  Wavelet  tree.  Since  there  is
three  bit  code  of  the  word,  so  we  need  to  move  three  lev-
els  in  the  Wavelet  tree.  Since  ﬁrst  bit  is  0,  so  we  move  left
child  of  root.  After  this,  second  bit  is  0,  so  we  move  left
child  of  root,  we  calculate  rank1 (B2,  |B2|)  =  1,  which  means
word  occurs  one  times  in  the  leaf  of  right  sub  tree.  Now  to
ﬁnd  the  ﬁrst  occurrence  of  the  word  each, start  from  leaf
and  move  towards  root.  Compute  selecteach(B2,  1)  =  2  (means
ﬁrst  occurrence  in  this  node  is  2).  It  means  ﬁrst  occurrence
of  word  each  occur  at  2nd  position  in  node.  Now  move  one
label  up  and  compute  select0(B1,  2)  =  2,  means  second  occur-
rence  of  0  occur  at  2nd  position  in  node.  Now  move  one  label
up  and  compute  select0(B0,  2)  =  2,  means  second  occurrence
of  0  occur  at  2nd  position  in  the  node.  Since  it  is  root,  so
stop  the  operation.  So  ﬁrst  occurrence  of  word  each  occur
at  2nd  position.
PLow  Yes
onclusion
his  paper  presents  a  review  on  the  efﬁcient  algorithms  on
ompressed  Pattern  Matching.  Recent  trends  show  that  the
avelet  tree  based  matching  is  more  popular  as  compared
o  others.  Table  1  shows  a  comprehensive  comparison  of
ll  the  techniques  mentioned  above.  It  shows  that  Wavelet
ree  based  searching  provides  fast  compression  and  random
earching  over  the  compressed  text.
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