Abstract. Modern ground-based telescopes rely on a technology called adaptive optics (AO) in order to compensate for the loss of image quality caused by atmospheric turbulence. Nextgeneration AO systems designed for a wide field of view require a stable and high-resolution reconstruction of the refractive index fluctuations in the atmosphere. By introducing a novel Bayesian method, we address the problem of estimating an atmospheric turbulence strength profile and reconstructing the refractive index fluctuations simultaneously, where we only use wavefront measurements of incoming light from guide stars. Most importantly, we demonstrate how this method can be used for model optimization as well. We propose two different algorithms for solving the maximum a posteriori estimate: the first approach is based on alternating minimization and has the advantage of integrability into existing atmospheric tomography methods. In the second approach, we formulate a convex non-differentiable optimization problem, which is solved by an iterative thresholding method. This approach clearly illustrates the underlying sparsity-enforcing mechanism for the strength profile. By introducing a tuning/regularization parameter, an automated model reduction of the layer structure of the atmosphere is achieved. Using numerical simulations, we demonstrate the performance of our method in practice.
Introduction
In the next generation of telescopes, called the extremely large telescopes (ELT), atmospheric turbulence is the major limiting factor for the angular resolution. Adaptive optics (AO) systems are designed to improve the imaging quality by providing real-time correction for the unwanted distortions generated by the atmosphere. Next generation AO systems are required to produce a good correction in a large field of view. To achieve this, they use the measurements of incoming wavefronts from reference light sources (guide stars) for the reconstruction of the turbulence (refractive index fluctuations) above the telescope. At the core of this challenge is a severely illposed mathematical problem called atmospheric tomography. Based on the turbulence profile, the shape of the deformable mirrors (DM) has to be determined such that the image of the scientific objects is corrected after reflection on the deformable mirrors.
The ill-posedness of atmospheric tomography is clear, when considering some problem parameters in the European Extremely Large Telescope (E-ELT). In the E-ELT, 9 guide stars and associated wavefront sensors (WFSs) sample a field of view of at most 10 arcmin in diameter (e.g., Multi-Object Adaptive optics [36] ), while the relevant turbulent atmosphere at the site reaches the altitude of roughly 20 km [40] . It goes without saying that the achievable vertical resolution is low and the model assumptions play a crucial role in the regularization of the tomography problem.
Current reconstruction algorithms are based on the so-called layered model [34] where the atmosphere is divided into a finite number of slabs or layers (see Fig. 1 ). The key assumptions are that the turbulence subregions have approximately homogeneous statistics and that each layer is assumed to be statistically independent. A crucial component of all layered models is the refractive index structure parameter (also known as C 2 n -profile or strength profile in telescope imaging literature). The strength profile describes the distribution of the (turbulence) energy in the vertical coordinate. It fluctuates in time and needs to be measured frequently by external instruments.
However, with a change in the strength profile, the discretization (e.g., the number and position of the layers) of the atmosphere in the tomographic reconstructor may become inefficient.
As the real-time nature of atmospheric tomography dictates that applicable computational resources are very limited, an optimized model is vital in achieving good imaging quality. This remains an issue as well in the next-generation implementations due to the rapid increase of system sizes. To the knowledge of the authors, no analytical method exists to optimize the discretization with respect to the strength profile.
While the literature on reconstruction methods is well-developed, analytical model optimization has gained less attention: how sensitive are the algorithms to fluctuations in the strength profile? How to choose an optimal model for the atmosphere? In the current generation of telescopes, the turbulence strength profile is measured using independent instruments, e.g., MASS and SCIDAR [26] . The impact of the turbulence strength on the tomographic reconstruction has been studied, e.g., in [16, 11, 18, 12] . Novel numerical methods have been recently proposed for estimating the profile based on the wavefront sensor measurements [19, 10] . Such a method would carry the advantage of integrating the strength profile modelling more closely to the reconstruction algorithm. Nonetheless, the question of choosing an optimal computational model seems open.
In this work we focus on model optimization in atmospheric tomography. We introduce a novel reconstruction method that simultaneously produces an estimate of the turbulent layers as well as the turbulence profile. We show that while such an algorithm requires a comparably large computational effort, it can be qualitatively superior in situations where there is uncertainty in the strength profile. What is more, we present a modification of this method which enforces sparsity on the profile-solution. In other words, the algorithm produces an estimate of the atmosphere which is optimized in both the data fidelity as well as the number and the altitudes of the layers. The ability to do so is the crux of model optimization. Given the computational resources (roughly how many layers can be modeled), our method is able to optimize the model (altitudes of the layers) based on the data-stream.
For the optimization, we propose two alternative procedures, an alternating minimization-type algorithm, which switches between a layer-reconstruction step and a layer-strength identification step and an iterative shrinkage-type method, which promotes a sparse atmosphere model and hence is tailored for model reduction. Although both methods approximate the solution to the same optimization problem, they have different scopes, as we will explain below.
A second major contribution in this paper is to include an additional clustering structure of the layers by grouping them into independent clusters. Such a step is important in view of an intended model reduction because otherwise the predominant ground layer overshadows all other layers.
The results in this paper are demonstrated and confirmed by simulations in an adaptive optics simulation environment called the MOST [3] . Let us mention that for the simulations, we have chosen rather idealistic imaging conditions. Including more practically relevant effects such as spot elongation and tip-tilt indetermination [34] is important if one aims to measure the real-life performance of a reconstruction algorithm. In this work we instead concentrate on the effects taking place in the reconstructed strength profile and how energy is divided to different altitudes. Our objective is to build the basis for such an optimization algorithm. This paper is organized as follows. In Section 2, we describe the problem setting and review a model for atmospheric turbulence. Section 3 is concerned with a Bayesian approach to the problem of atmospheric tomography. In Section 4, we state several equivalent optimization problems and propose two different algorithms, an alternating minimization procedure and an iterative shrinkage method. Numerical results are presented in Section 5.
Problem setting
2.1. Light propagation in the atmosphere. The wind in the atmosphere causes an irregular mixing of warm and cold air. This effect is called the atmospheric turbulence. The fluctuations of the temperature are essentially proportional to the refractive index fluctuations [32] , and hence, turbulence affects the propagation of light.
In atmospheric tomography one aims to reconstruct the turbulence profile given wavefront sensor (WFS) measurements. Further, in an AO system, these data are used to adapt the shape of one or more deformable mirrors (DM). Below we assume that the tomography problem (WFS data to atmosphere reconstruction) can be divided into two reliable steps where the incoming wavefronts are resolved in an intermediate stage. Together with the DM shape optimization step, such an approach is sometimes referred to as the 3-step approach [30] . The 3-step approach typically requires good imaging conditions in order to be successful. Figure 1 . Illustration of the atmospheric tomography problem with three guide star directions, three WFS, and three atmospheric layers.
In the following, we are mainly interested in the second step, i.e., estimating the atmosphere from the incoming wavefronts (see Fig, 1 ). Let us therefore explain next the physical model that connects the turbulence layers located at different altitudes h l , l = 1, . . . L, to the incoming wavefronts ϕ αg , g = 1, ..., G, in each guide star direction.
We define the forward operator A as the mapping from the atmosphere consisting of L layers to the G incoming wavefronts
with the operators in guide star directions α g := (α
g ), corresponding to the 3D directional vector (α (1) g , α (2) g , 1), g = 1, . . . G. Above, Ω D and Ω l stand for the layer domains and the telescope aperture, respectively; see (4), (5) . A next-generation adaptive optics system typically utilizes a mix of natural guide stars (NGS) and laser guide stars (LGS). For this work, the crucial difference is in the geometry of light propagation explained below.
Under the geometric optics approximation and appropriate assumptions on the atmosphere, the distortions in the phase of light are proportional to the integral over the refractive index fluctuations along the path of light. In the layered model of atmosphere, the precise formula for the forward operator is
where Φ (l) represents the fluctuations of the refractive index (also referred to as "turbulence" in the following) at layer l. Here α g corresponds to the 3D directional vector (α
g , 1) and c l is a factor needed in the case of laser guide stars. In fact, the conical propagation of light in
LGSs requires a scaling factor
Above, h LGS denotes the altitude where the laser beam scatters, i.e., the altitude where the artificial light source is observed. We assume that the telescope aperture is annular with D > d ≥ 0 and
In consequence, the visible areas of the atmosphere at layer l can be described as
Note that it is also possible to consider the tomography operator (2) acting between the spaces
; see [14] . Let us explain our notation: we write functions representing turbulence (and only those) at some layer l with an upper bracketed index, Φ (l) . Moreover, to distinguish between objects on layers and the collection of these objects into a vector, we write the latter as well as all operators acting on these by bold symbols. Thus, the total atmospheric turbulence as the vector having the turbulence at the different layers as entries is expressed as
2.2. Atmospheric turbulence. Statistical models for turbulence are frequently utilized in the AO literature when postulating the tomography step as a Bayesian inference problem. The classical works by Kolmogorov [24] suggest that the turbulence statistics can be modeled by a homogeneous and isotropic Gaussian random field. The key assumption is that the power spectral density satisfies Kolmogorov's power law, i.e., it is proportional to |κ| −11/3 for 0 ≤ κ ≤ L 0 where κ is the spatial frequency of the turbulence field and the bounds 0 and L 0 (inner and outer scale, respectively) define the so-called inertial range. Deviations from Kolmogorov turbulence have been debated, but currently Kolmogorov models or variants are commonly used in the reconstruction algorithm literature related to atmospheric tomography. In this work we assume a so-called von Karman statistics [41] that modifies the Kolmogorov model in order to avoid the singularity at κ = 0. Under the von Karman model, the cumulative turbulence integrated over the atmosphere has a covariance function (6) c Φ (
Bessel function of the second type [1] , Γ is the gamma function, and r 0 is the Fried parameter [6] . Notice carefully that since Φ is a stationary random field, the covariance function depends only on the separation of the points x 1 and x 2 . Now let C Φ denote the covariance operator formally induced by c Φ in equation (6) . We remark that the realizations from the probability distribution of Φ do not decay at infinity and thus fail to belong to typical function spaces, e.g., L 2 (R 2 ). The definition of C Φ can be made precise as a pseudodifferential operator of order −11/3 in weighted Sobolev spaces or using the formalism of generalized random variables [17] . For a detailed expression of C Φ , see [22] . In the following we neglect a more detailed analysis and work with the discretized version of C Φ .
In the layered model of the atmosphere, the cumulative turbulence is decomposed into separate layers by assuming that the a priori distribution of Φ = (Φ (1) , . . . , Φ (L) ) has zero-mean Gaussian statistics with covariance operator diag(ρ 1 C Φ , ..., ρ L C Φ ), where the relative turbulence strength
Recall that in adaptive optics the cumulative turbulence is typically given from independent measurements and expressed in equation (6) . Therefore, the normalization is required for ρ.
The Bayesian approach
In atmospheric tomography one considers the problem
represent the unknown turbulence layers and incoming wavefronts, respectively, and A is given by equation (1) . Let us shortly outline how the problem (8) can be interpreted using Bayesian inference.
To avoid technicalities, we assume that the model (8) is discretized by orthogonal projections
where the parameters m, n ∈ N indicate the dimension of each projection, respectively. We set ϕ m = Q m ϕ and Φ n = R n Φ and obtain a linear system A mn Φ n = ϕ m with A mn = Q n AR n . For this presentation, the details of the discretization basis are not relevant and are omitted. For the rest of the paper, let us abuse the notation by writing A, Φ and ϕ instead of A mn , Φ n and ϕ m and identify them with matrices and vectors in Euclidean spaces equipped with the Euclidean norm. Hence, in the following, the appearing covariance operators (C η , C Φ below) can be represented by non-singular matrices.
Our starting point for the Bayesian setup is based on the splitting of the covariance for Φ into a relative turbulence strength part and a standardized covariance as above. Hence, we assume that the prior model for Φ can be decomposed as
with two mutually independent random components (10)
. The vector ρ is assumed to be distributed according to (11) π prior (ρ) ∼ δ Γ (ρ), where δ Γ denotes the Dirac delta on the surface Γ = {ρ |
In other words, ρ is assumed to be equally distributed within an L-dimensional simplex, i.e., we only include the information that it is nonnegative and normalized by (7) . Furthermore, we assume Ψ ∼ N (0,
.., C Φ ) and α > 0 is the model tuning parameter. We discuss the role of α in more detail below.
In the following, we choose to make statistical inference on the pair (ρ, Ψ) instead of Φ. Since the two were assumed to be independent, we have
Consequently, the posterior takes the following form
where the constant c depends on the measurement ϕ. Assuming that the measurement noise is Gaussian to a good approximation with zero mean and covariance matrix C η , we conclude that the MAP estimate is obtained from a constrained optimization problem
(12) Remark 1. We point out that, in general, a MAP estimate is not invariant under reparametrizations (see e.g. [13] ). More precisely, consider the mapping f : (Φ, ρ) → (Ψ, ρ). In our case, the image f (Φ M AP , ρ M AP ) does not coincide with (Ψ M AP , ρ M AP ) since the dependency of Φ and ρ will introduce additional non-quadratic terms in the minimization problem (12) . Our numerical simulations suggest that the MAP estimator in (12) represents the posterior well and has good approximation properties in practical settings. In addition, the MAP estimate becomes discretization invariant with respect to Ψ [21] and connects directly to an interesting class of optimization problems related to sparse structures. It remains (an important) part of future work to study the posterior from perspective of conditional mean estimates and confidence intervals. These practically motivated objectives are out of the scope of this treatise.
Although not obvious at first sight, the estimator in (12) has a built-in sparsity-enforcing mechanism. In practice, when the dimension of the data is radically lower than the unknown, such a method yields an estimate ρ MAP which has zero turbulence strength at several altitudes. This contradicts with reality in the sense that the turbulence profile is considered smooth with respect to the altitude. However, we will demonstrate below that decreasing the dimension (fewer layers are used in the model) reduces or even removes the sparsity effect.
For a higher number of layers, our simulations suggest that the solution is optimal under a constraint that a fixed number of turbulence strength components ρ l are non-zero. Let us make this claim more precise: suppose we model L layers. Then the solution (
is optimal (in the sense of minimizing the functional K) among all reconstructions that have only L 0 non-zero layers (out of the chosen set of L layers). What is more, we can control the number L 0 by adjusting the regularization term in (12) by tuning α.
Below we find that in such an approach the layers at lower altitudes become heavily preferred. This is due to both geometrical factors as well as the fact that most of the turbulence is located close to the ground. For a more detailed analysis, see Section 5. In order to include layers at higher altitude to the solution we introduce additional information. We assume that we know the cumulative turbulence strength on some altitude intervals in the atmosphere. In a nutshell, the set of layers is divided into clusters of layers and we know the cumulative strength over each cluster.
Let us discuss the clustering in more detail. We assume that N < L clusters, B 1 , . . . , B N , are given which constitute a partition of the layers, i.e., (13) B i ⊂ {1, . . . , L},
and on each cluster we fix a total turbulent energy d i as
where d is given. Further, we assume that the prior is uniformly distributed on the simpleces formed by the clusters B j in the following way
where
Including this additional information we propose now a modified method with an a priori fixed vector d such that the MAP estimate is given analogous to (12) by
with K(Ψ, ρ) as in (12) . Obviously, the modified method reduces to the original by setting N = 1.
Let us now return to the role of parameter the α. As mentioned above, the constraint ρ ∈ Γ N enforces some sparsity on the solution. This phenomenon is illustrated in Proposition 2 in more clarity. Moreover, we notice that the parameter α controls how sparse the obtained solutions are. From a Bayesian point of view, α defines the subjective demand for model reduction. The parameter α can also be interpreted otherwise: consider two problems with parameters α and α . It is straightforward to see that the problem (16) with α is equivalent to a situation where α = 1, but where Γ N is normalized to 1/α, i.e.,
The intuition is that a large α artificially enforces a lower cumulative strength in order to achieve economically a reasonable model fit. In Section 5 we explore the proposed method with various choices of α.
Optimization problems and algorithms

4.1.
The maximum a posteriori estimate revisited. In this section we study problem (16) , rewrite it into alternative forms, and discuss algorithms to solve it. We propose two different algorithms, namely an alternating minimization procedure and an iterative shrinkage method based on eliminating the strength vector ρ. Proposition 1. The optimization problem (16) is equivalent to the problem
where W(ρ) † denotes the Moore-Penrose pseudoinverse,
More precisely, equivalence holds in the following sense:
MAP ) i∈I do not contribute to the first term in (16) and the second term is a sum of squares over the layers, it follows by the minimization property that the corresponding entries in Ψ must vanish: (Ψ (i) MAP ) i∈I = 0. Therefore, problem (16) is equivalent to the same optimization problem with the additional constraint W(ρ) † W(ρ)Ψ = Ψ. Hence, by setting Φ MAP := W(ρ)Ψ MAP , we arrive at (17) with the additional constraint that there exists a Ψ with Φ = W(ρ)Ψ and W(ρ) † Φ = Ψ. It is a simple calculation that this constraint is satisfied if and only if W(ρ) † W(ρ)Φ = Φ. The same argument reversed implies that solutions to (17) yield corresponding solutions to (16) .
Next, we eliminate the strength vector ρ from the optimization problem by minimizing over it.
where d i are as in equation (14). If for some cluster B i , the vector (Φ
MAP ) l∈B i is non-zero, the l-th component of the strength vectors at this cluster, (ρ MAP ) l , is uniquely defined by
Proof. With Φ MAP a solution to (17) , we can compare the function values of (Φ MAP , ρ MAP ) with all admissible values for (Φ MAP , ρ), i.e., where ρ satisfies the constraints ρ ∈ Γ N (d) and ρ l > 0 whenever Φ (l) MAP = 0. Since ρ MAP must be minimal, it follows that
since the first term in (17) does not depend on ρ. This optimization problem can be solved yielding (19) for those clusters B i where Φ
MAP is not all zero for l ∈ B i . For the other clusters the functional value and the constraints are independent of the strength vector on these clusters, hence (ρ MAP ) l can be arbitrary with the only restriction that l∈B k ρ l = d k on these clusters. By plugging in the formula for ρ MAP in (19) into the functional in (17), we find that its optimal value is that of G(Φ MAP ) in (18) . Conversely, for any Φ, we can construct a ρ as given in (19) such that G(Φ) equals F(Φ, ρ) in (17) . Thus, it follows that Φ MAP must be a minimizer of G as well and this proves the proposition.
From these results we can study existence and uniqueness of minimizers of the functionals above. Proof. Since the problem is finite dimensional, it follows by straightforward argumentation that (16) has a solution. Note that the functional K is continuous in both arguments. By Propositions 1, 2 the same holds for (17) and (19) . The functional G in (18) is strictly convex in Φ, thus the minimizer Φ MAP is unique, by formula (19) , ρ MAP is unique if Φ MAP is not all zero at a cluster.
The reduced problem (18) can be interpreted as a regularization with penalty term being of the type of an l 1 -norm squared. It is well-known that such a penalty enforces sparsity, i.e., solutions to (17) will lead to a Φ that vanishes on many layers (if the real Φ is sparse and α is sufficiently large). This is the reason why (12) (L = 1) is not appropriate, because the corresponding estimator usually has only values on very few layers, which is not how a real atmosphere behaves. The introduction of the clustering structure of the layers and the weights d allows for more flexibility and "sparsifies" less, depending on the weights. 4.2. Alternating Minimization Algorithm. In Proposition 2 we calculated the minimizers with respect to ρ, when Φ is given. This suggests to apply an alternating minimization procedure for solving (17) , where the approximate solutions Φ k , ρ k , k = 1, . . . are defined iteratively as
Note that ρ k+1 can be computed explicitly by (19) (taking special care in case of Φ being zero at a cluster). For numerical calculations, the evaluation of W(ρ) † is problematic as it can lead to numerical overflow if ρ has very small entries. A not uncommon remedy is to regularize W to prevent it becoming near singular. Thus, we approximate problem (17) by adding a small value to ρ l in W, i.e., W (ρ) := W(ρ + ) is used in place of W(ρ). This has the additional effect that the constraint W(ρ) † W(ρ)Φ = Φ is trivially fulfilled and can be dropped.
The computation of Φ k+1 involves then a quadratic optimization problem, hence, Φ k+1 is given as solution to the optimality conditions
. However, as this system is usually of large scale, we modify this step and compute Φ k+1 in (21) by an approximate minimization using a finite number of steps of an iterative procedure like a gradient method. The resulting algorithm reads as follows: η , and a sequence of stepsizes (τ i ) k and initial guesses ρ init , Φ init . Set ρ 1 = ρ init , P(ρ 1 ) as in (22) , Φ 1,0 = Φ init . for i = 1, . . . until convergence do for k = 1, . . . INNER do perform one or several steps of a gradient method
update turbulence weights end for end for ρ i+1 := (ρ 1 , . . . , ρ N ). end for
In Algorithm 1, several implementation details are left out for simplicity. Of course, a standard convergence criterion for the outer loop is required. The parameter INNER defines the number of inner iterations. If formally INNER = ∞ (and assuming the gradient method converges), then we obtain the exact alternating minimization in (20) . We preset the parameter INNER to a fixed value as described below. The sequence of stepsizes τ k can be chosen constant with the standard convergence constraint τ k < λ max (A * C −1 η A). However, we allow for more advanced non-constant stepsizes as well.
Despite its deficiencies, the alternating minimization algorithm has one big advantage over other methods like those that minimize problem (16) : it is rather simple, and most important, it can be included easily into existing software. In fact, the inner iteration with the iteration variable k for Φ k is exactly a standard gradient method for the atmospheric tomography problem when the turbulence strength is known as it is commonly used in AO. From the aspect of implementation, if a standard atmospheric tomography solver is already available, then the only additional procedure, namely calculating ρ, is straightforward, and thus the alternating minimization method is a convenient choice. In particular, this applies to the dynamic (timedependent) reconstruction problem, where the method can be easily adapted to.
Let us remark on the convergence of Algorithm 1. Such alternating minimization procedures are well-known and can be viewed as nonlinear variants of Gauss-Seidel iterations. A convergence proof (limit points of the sequence are stationary points) in the discretized (i.e., finite-dimensional case) can, e.g., be found in [7, Proposition 2.7.1] and the references therein. Note, however, that for general functionals the alternating procedure does not have to converge, as it was shown by a counterexample of Powell [29] . The cited convergence result in [7] applies to our case if we restrict the problem to having all positive strength ρ ≥ > 0 (with a small parameter , e.g., of the order of machine epsilon). Using these results and the positivity restriction (which is just another way of introducing a regularization of P(ρ) −1 similar to (22) ) it can be concluded that then the exact iteration in (20) converges to the unique minimum.
We also mention that the transformation of problem (16) to problem (17) and the associated algorithms have also been applied in other contexts like in variational image processing for nondifferentiable penalty functionals, e.g., for the ROF-functional. There the corresponding alternating minimization method is known under the name of half-quadratic minimization [2, Section 3.2.4], [9] and also by the name of iteratively reweighted minimization [33] .
According to Proposition 1, the two optimization problems (12) and (16) are equivalent and a similar alternating minimization algorithm for (12) can be designed. Since (16) arises from a change of variables, it is not surprising that the corresponding iteration for Φ i,k is similar to that in Algorithm 1 but where the gradient direction is preconditioned by P(ρ i ). The reason why we prefer (16) over (12) is again the compatibility with existing code for the reconstruction of atmospheric turbulence, where usually Φ is used as the unknown and not Ψ.
In the next section we discuss an algorithm for solving (17) . As we will see, it does not require an -regularization of W and is hence more robust for the case of layers with vanishing strength ρ i = 0. It looses, however, the implementational benefit of Algorithm 1 of the compatibility with existing code.
4.3.
Iterative shrinkage-thresholding algorithm. The second algorithm for solving (17) is based on G defined in (18) , which includes a nondifferentiable term (the l 1 -norm squared). In particular, classical derivative-based method cannot be applied, but tools from convex analysis have to be employed. The functional G(Φ) can be split into two parts, a quadratic one f and a convex nondifferentiable one g:
There is an arsenal of methods to tackle the corresponding optimization problems, for instance, primal-dual algorithms [44] , augmented Lagrangian methods [23, 28] , Alternating Direction Method of Multipliers [8] , Bregman [27] and split Bregman [20] methods, just to mention a few. Since we want a simple yet efficient one, we propose to use the iterative shrinkage-thresholding algorithm (ISTA) of Beck and Teboulle [5] together with its accelerated version FISTA. ISTA is defined as follows: a parameter λ is fixed, which is set to be larger than the Lipschitz constant of f . In ISTA, a sequence of iterations Φ k for minimizing (23) is defined as
The function prox λ −1 is called the proximal mapping. The efficiency of the method is based on the fact that the proximal mapping can often be calculated analytically. In case of g being the l 1 -norm, it amounts to applying a simple soft-shrinkage operator. Thus, to employ ISTA, we have to calculate the proximal mapping associated to the last term in (18) . In order to do so, we first rewrite the optimization problem by a change of variables
In the new variables, problem (18) reads as
Clearly the minimizers of G andG are related by (24) . The proximal mapping forg is now separable over the clusters,
such that v (l) can be computed clusterwise independently. The minimizer of the functional inside the brackets can be found explicitly; see, e.g., [38] . It involves a soft-thresholding within each cluster with threshold parameters γ m , m = 1, . . . N ,
and γ m is calculated by the following algorithm, which we state in the variables Φ (l) = C 1/2 Φ Θ (l) for later reference.
Algorithm 2 Proximal mapping threshold parameter
Compute norms n ∈ R |Bm| , with n = C We apply the ISTA iteration toG, yielding a sequence Ψ k . Upon a substitution to the original variables Φ
k , we end up with the following Algorithm 3. Here we also include the possibility to have several inner gradient iterations with respect to f, and the stepsize 1 λ is fixed such that
The original version of ISTA has INNER = 1. Note that this algorithm has no problem if C
i,k = 0 as the threshold is then simply set to 0 in the shrinkage step. As before, the turbulence strength weights ρ can be found in any outer iteration step by formula (19) .
In order to accelerate convergence of ISTA, a fast iterative shrinkage-thresholding algorithm (FISTA) has been introduced in [5] . The method is very similar to ISTA except that it involves a two-step procedure (or alternatively two iteration variables). Only the iteration for Φ is altered while the shrinkage step stays the same. The algorithm exhibits a similar computational cost per iteration than ISTA, but is faster in general. There is no problem in applying the FISTA acceleration concept to Algorithm 3; as this is quite standard, we omit its description.
Numerical results
Simulation setup.
Our simulation setting consists of a 10m telescope with a circular aperture. We assume a guide star asterism with 6 natural guide stars arranged in a circle with a radius of 1.5 arcmin; see Figure 2 . In our simulations, we assume 6 corresponding ShackHartmann wavefront sensors. As discussed above, we consider only the tomography step, i.e., take the incoming wavefronts (calculated by an arbitrary wavefront reconstructor) as given. The correction is made by means of one deformable mirror. This mimics a Laser Tomography AO or a Multi-Object AO system and is well suited for evaluating the purely tomographic performance of the algorithms. The projection of the reconstructed layers onto the telescope aperture gives the optimal shape of the deformable mirror, thus, no sophisticated fitting step as, e.g., in Multi-Conjugate AO [15, 30, 22, 37] , is needed between tomographic reconstruction and quality evaluation.
We consider two prominent atmospheric models: the 9-layer profile and the 40-layer profile, provided by the ESO. For comparison of the two profiles, the relative (logarithmic) densities in each Voronoi interval [4] , i.e. the absolute weights ρ l divided by the interval length, are depicted in Figure 3 . Additionally, the corresponding layer heights h l are marked, l = 1, . . . , L with L = 9 and L = 40 respectively. We simulate a layered atmosphere following the von Karman model (6) . By projection onto the telescope aperture in the center direction the simulated screen is obtained. The incoming wavefronts in guide star directions serve as input data for our reconstruction algorithms. After the reconstruction, the atmospheric layers are projected onto the telescope aperture in the center direction in order to get the shape of the deformable mirror.
Image quality is evaluated over the whole 3 arcmin field of view as well as in the center direction by means of the short-exposure Strehl ratio S ϕ [25] , a value between 0 (worst) and 1 (best), which we approximate via the Marechal criterion (e.g. [32] ) (27) S 
In the following, we only consider one time step, which spares us any concerns about temporal control and gain tuning. We refer to future work for a full simulation over more time steps.
Alternating minimization results.
In Figure 4 we demonstrate the qualitative performance of the alternating minimization algorithm 1. We sample 512 realizations of the 9-layer atmospheric profile and compute the average radial Strehl ratio of our method and the standard gradient method [39, 31] . The alternating minimization algorithm outperforms the gradient method even if the latter is configured with exact layer weights.
The Strehl values are evaluated in 25 directions, i.e. in a 5 × 5 square over the field of view. In Figure 4 , the radial average is displayed over the separation in arc minutes from the center direction. At the guide star radius, Strehl ratios are largest, whereas due to the big field of view, the quality in the center is significantly lower. This is a typical behaviour for wide field of view AO: comparable results but for bigger telescope apertures were obtained, e.g. in [35] . In Figure 5 we depict results for Algorithm 1 with three clusters, i.e. N = 3 (bottom), and without clustering, i.e. N = 1 (top). The left column shows the reconstructed turbulence weights on the nine layers, along with the weights used for simulation. In the right column, the Strehl ratio (in center direction and averaged over the field of view) and the relative error for varying regularization parameters α are depicted. Please note, that the prescribed interval strength d m per cluster is displayed as line at value d m over all layers in cluster B m in all following figures. The number and sizes of the clusters B m and the corresponding weights d m can vary. Here, three clusters are modelled based on the idea of reducing the reconstruction effort to three instead of nine layers. Different choices of clusters and corresponding weights were tested yielding similar results.
We can observe that even for large regularization parameters α no sparse profile is obtained. This stems from the slow convergence in case of turbulence weights ρ l being close to zero. The direct solution of the optimality condition for Φ in equation (21) would formally be identical to choosing INNER = ∞. The result for solving the optimality condition by direct matrix inversion with P −1 (ρ) = diag 1 ρ l + and ∼ 10 −10 for stabilization, is depicted in Figure 6 . In this case, we can observe that the sparsity of the solution is more pronounced. A similar result as in Figure 6 can be obtained by considering the alternating minimization procedure for (12) by multiplying P(ρ i ) to the update in the gradient step in Algorithm 1, as discussed at the end of Section 4.2.
Therefore, we can conclude that the alternating minimization with the clustering approach approximates the true turbulence profile and with increasing regularization parameter also enforces sparsity. Moreover, the algorithm is easily integrated into existing reconstruction methods. ground layer. As noted above, this is physically realistic. However, for wide field tomography problems higher vertical resolution is required. This can be guaranteed by introducing clusters.
In Figure 7 we demonstrate the results for ISTA with varying parameter α. Recall that α influences the threshold for the shrinkage in Algorithm 2. The clustering approach approximates the true turbulence profile for small parameters α and with increasing α enforces sparsity, where only one layer per cluster has a nonzero turbulence weight.
For ISTA, 10 (outer) iterations along with 10 INNER iterations are already sufficient to reach a sparse turbulence profile and good quality. Compared to the alternating minimization algorithm, the quality is lower, in particular in the center. However, a sparse profile can be reached and the number of iterations is considerably lower. In Figure 8 we can observe that the best reconstruction quality is obtained when all weights are non-zero. Naturally, the quality decreases when some weights are set to zero. However, reducing the number of non-zero turbulence weights, i.e., the number of reconstruction layers, e.g., from seven to three, does not alter the quality significantly. Thus, ISTA seems to be a promising approach to answering the question which layer altitudes are the most relevant for the reconstruction.
For the sake of convergence speed, the covariance matrix C Ψ of the turbulence statistics can be omitted in the gradient step. With a proper choice of λ and the number of ISTA iterations, both variants -with and without C Ψ -yield very similar results and show comparable convergence behaviour.
The stepsize has to fulfill
In the examples presented here, we chose a fix stepsize of 0.25, i.e. λ = 4, which leads to fast convergence. A more sophisticated stepsize choice, such as the classical steepest descent stepsize can improve quality, in particular, the center Strehl ratio by several percent and the average Strehl ratio by a few percent.
In Figure 9 we demonstrate that ISTA recovers the qualitatively optimal reconstruction layer altitude per cluster. We run ISTA as in Figure 7 with α = 0.5, and determine the preselected candidates for non-zero reconstruction layers, i.e., layers 1, 5 and 8. Then we apply a standard gradient method [39, 31] with a fixed number of layers and altitudes and heights set to different combinations. We fix layer 1 and 8 and vary the reconstruction layers in cluster 2 (layers 2 to 6). One can observe, that the reconstruction layer 5 -chosen as optimal both by ISTA and the alternating minimization for cluster 2 -yields the best results compared to a reconstruction with layers 2, 3, 4, and 6 instead. This clearly demonstrates the potential of our algorithms to automatically select the "best" model (layers). Figure 9 . ISTA chooses the best reconstruction layer altitudes: Strehl and error vs. reconstruction layers. Gradient method on fixed layer altitudes and heights, 100 iterations, reconstruction on all 9 layers (leftmost) and on 3 layers (cluster 1 and 3 fixed, i.e. layers 1 and 8, and varying layer in cluster 2).
Furthermore, Figure 10 shows that the choice of reconstruction layer 5 by ISTA and the alternating minimization for cluster 2 is consistent with the variation of cluster sizes. Similar results can be obtained for the 40-layer atmosphere. In Figure 11 , we can observe, that already 50 (outer) iterations suffice to guarantee convergence to one layer per cluster. For α large enough, i.e., greater than 0.05, the convergence to the non-zero layers 1, 2, 12, 24 and 37, is robust with respect to varying cluster sizes and weights. As for the 9-layer atmosphere, the quality is very stable over the number of iterations.
Using the FISTA-variant of Algorithm 3, a speed up in convergence can be obtained. However, in these examples, the reduction in the computational effort is rather small, as only few iterations are needed anyway. However, this speed up could be a crucial point for systems with finer resolution such as the ELT.
The computational cost of one gradient step is determined by the operators A, A * and the application of C Ψ is the most costly step in both Algorithms 1 and 3. Note, that in Algorithm 1, this has to be performed in each INNER step, i.e., k · i times, while in ISTA, it is only needed in the shrinkage step, i.e., i times. By thresholding, the dense matrices C −1 Φ can be sparsified without loss of qualitative performance. However, more sophisticated methods, as, e.g., in [42, 43] , are needed to efficiently apply the method for larger systems with finer resolution. Both algorithms can be parallelized on the reconstruction layers, as well as in the guide star directions. Table 1 . Upper bounds of the computational cost estimates per standard gradient iteration, one iteration costs (16G + 3)nL + (2 − 9G)n, G = 6 guide stars and L the number of reconstruction layers. Table 1 shows the computational cost estimates and speed up factors for a standard gradient iteration [39] (with fixed turbulence heights and weights). With the resulting downsampled turbulence profiles from the alternating minimization algorithm or ISTA, we could reach speed up factors of 8.8 and 3.4 for the 40-layer and 9-layer atmosphere, respectively. Again, this should serve as a justification of the proposed methods as a tool for joint identification and model reduction.
Conclusion
In this paper, we presented a new reconstruction algorithm for atmospheric tomography that includes an automatic model optimization of the reconstruction profile. We derived the corresponding Bayesian model and presented two different algorithms to solve the joint optimization with respect to the atmospheric layers and their turbulence weights. Our numerical results suggest that both algorithms choose optimal reconstruction heights which leads to a significant speed up while still results of good quality are obtained. Moreover, our algorithms can be easily adapted for a two-step method, such as [22] , with wavefront sensor measurements as input data instead of incoming wavefronts.
We believe that our method is very promising especially for wide field of view AO systems as the approach unites the idea of conventional compression algorithms for a layered atmosphere and the tomographic reconstruction itself. The numerical experiments presented here indicate that the methods are not yet feasible for real-time usage in present-day AO systems with many degrees of freedom due to some rather time-consuming steps like the application of the turbulence statistics. However, our model reduction approach can still be used offline for profile optimization, running in parallel to a standard real-time reconstructor. The updated and optimized profile can then be included into the reconstructor whenever available. This allows to adapt on the fly to changing atmospheric conditions.
