The Low-Efficiency Adaptive Clustering Hierarchical (LEACH) protocol, a hierarchical routing protocol, has the advantage of simple implementation and can effectively balance network loads. However, to date there has been a lack of consideration for its use in heterogeneous energy network environments. To solve this problem, the Energy-Coverage Ratio Clustering Protocol (E-CRCP) is proposed, which is based on reducing the energy consumption of the system and utilizing the regional coverage ratio. First, the energy model is designed. The optimal number of clusters is determined based on the principle of "minimum energy consumption", and the cluster head selection is based on the principle of "regional coverage maximization". In order to balance the network load as much as possible, in the next iteration of cluster head selection, the cluster head with the lowest residual energy and the highest energy consumption is replaced to prolong the network's life. Our simulated results demonstrate that the proposed method has some advantages in terms of longer network life, load balancing, and overall energy consumption in the environment of a heterogeneous energy wireless sensor network.
Introduction
Wireless sensor networks are complex and changeable working environments, and they require a large number of sensor nodes to complete measurement tasks cooperatively [1] . The reasonable placement of nodes and the optimization of parameters according to different environments help improve the overall efficiency and reduce wireless sensor network (WSN) costs. In recent years, researchers have tried to solve the energy consumption and life optimization problem of wireless sensor networks from different angles, and they have put forward many effective methods. Data routing is a problem that must be considered in wireless sensor networks, and one of the most important goals of data routing is energy saving [2] . Therefore, many researchers have tried to explore this issue from the aspects of low computational complexity, energy balance, and efficient routing. Reference [3] proposes a data decoding and fusion scheme for wireless sensor networks, which achieves data fusion in resource-constrained scenarios with low computational complexity. This method has explicit form of state estimation and residuals and is suitable for online computing. However, this method is aimed at the application of CEO (central evaluation officer) scenarios, which limits the migration of the algorithm. Document [4] studies the expansion state problem in data aggregation based on mobile agents, but the algorithm needs to calculate the dynamic migration path of mobile agents and deal with the fault and passive nodes, which increases the computational cost and hardware cost. Specific WSN software architecture design is important for maximizing network lifetime [5] . The token-based wireless sensor network cluster communication architecture in document [6] is to achieve energy-saving goals from this aspect, but the cost factor is introduced in the next hop node selection process, which increases the computing cost. Data volume in wireless sensor networks tends to grow continuously in both input and output [7] . Literature [8, 9] discussed the problem of reducing energy consumption from aspect of reducing the scale of data fusion, but literature [8] only considered the correlation of data and did not consider the correlation of adjacent sensor nodes.
Wireless Communications and Mobile Computing
Literature [9] used broadcasting mode to reduce the delay rate and prolong the life but did not discuss the flooding problem caused by broadcasting mechanism. The PED and PAD protocols proposed in literature [10] are event-driven and query-driven. The network load only becomes heavier when triggering data conditions, and most other time is lighter. Therefore, the energy consumption of network load is reduced to a certain extent. However, dynamic switching of network reporting schemes is needed in the implementation process, which increases the control overhead. Reference [11] proposes an energy-efficient cluster adaptive time division multiple access protocol EA-TDMA, which is a communication protocol between sensors in railway transportation system. This protocol improves energy efficiency by collecting information about future data packets rather than dispatching data packet exchanges in the competition stage [12] , it is especially suitable for high-flow load characteristics of train operation [13] , but its universality needs further verification.
The above-mentioned literature has actively explored and addressed the energy consumption of wireless sensor networks from different perspectives, while other researchers have studied this issue from the perspective of hierarchical mechanisms. The use of hierarchical mechanisms can optimize data delay to increase network scalability, reduce data redundancy and communication load, and optimize a network's lifespan [14] . Reference [15] studied the impact of uniform and nonuniform clustering on the performance of cluster sensor networks using numerical methods. It is concluded that uniform clustering has lower probability of decision-making errors than nonuniform clustering. Reference [16] implemented an efficient clustering protocol for wireless sensor networks from the perspective of fuzzy search to dynamically generate the optimal cluster number in each round using decentralization mechanism. However, the recalculation of the number of clusters per round increases the computational overhead. The EACA protocol proposed in [17] achieves better system lifetime prolongation effect, but it only considers the energy consumed by cluster head transmission and does not consider the condition that the base station is located at the far end of the network and the transmission energy consumption between cluster head and intracluster nodes. Document [18] introduces cluster sender for data transmission. Cluster heads are only responsible for allocating the time slots of TDMA within the cluster, which reduces the transmission burden of cluster heads and prolongs the network lifetime. But this method increases the election cost of cluster heads and cluster senders. From the above literatures, it can be seen that layering or clustering is an important technical means to reduce network energy consumption and prolong network life.
The typical representative of the hierarchical clustering routing protocol is the LEACH protocol [19] proposed by W. R. Heintzelman. The basic idea of this algorithm is that the cluster head nodes are randomly selected in a cyclic way, and the energy load of the whole network is equally distributed to each sensor node, which results in a reduction of the energy load and low network energy consumption that improves the overall network lifetime. The LEACH algorithm is divided into three parts: (1) cluster head election; (2) cluster members join clusters; and (3) cluster routing. At the time of election, each node generates a random number between 0 and 1. If the number is less than the threshold ( ), the node will become the cluster head. The formula to calculate ( ) [19] is
where represents the cluster head ratio in the network; that is, the ratio of the number of cluster head nodes to the total number of nodes in the network. represents the current number of iterations. The set G indicates the set of nodes during the first 1/ iterations that are not cluster heads. From (1), we know that all nodes have the same probability of being selected as a cluster head. The energy consumption of all nodes in the system is balanced, which prolongs the life cycle of the system. Unfortunately, the LEACH algorithm has the following shortcomings: (1) the cluster head election is completely random, which may cause the cluster heads to be distributed unevenly in the monitored area. In turn, this will create an uneven global energy consumption distribution, especially for the node farthest away from the base station which may die early; (2) the scalability is poor, and communication between the cluster head and the base station is "single-hop", which is unsuitable for large-scale network applications; and (3) poor adaptability, due to diverse applications of wireless sensor networks, where the requirements of each may not be the same. As the LEACH algorithm adopts a unified, wholenetwork sampling and transmission period, it cannot be applied to heterogeneous networks [20] [21] [22] .
In view of the shortcomings of the LEACH algorithm, considerable research has been done to address them. In [23] , based on the LEACH protocol, energy-efficient and cooperative target tracking was regarded as a utility function of a cross-layer cluster optimization problem, which can obtain better simulation results, but does not involve any discussion of heterogeneous networks. A distributed algorithm proposed in [24] was used as an extension of the LEACH clustering algorithm. Although the lifetime of a network is longer than that of a LEACH network, the LEACH algorithm is only applicable to the problem of unit and nonunit circles, which has its limitations. Hence, the NEAP (Novel Energy Adaptive Protocol) energy-adaptive protocol was proposed [25] . Unlike the LEACH protocol, the threshold of NEAP is a function of the residual energy of the nodes, as shown in [25] (2):
where and represent the current and initial energy of the nodes, respectively, and indicates the iterations where nodes have not been selected as cluster heads. Compared with the LEACH protocol, the NEAP protocol has better performance when selecting cluster heads, but to date there has not been any discussion regarding energy optimization when selecting cluster heads. The authors of [26] proposed the Distributed Energy Efficient Cluster (DEEC) protocol, which adopts a heterogeneous, two-level energy structure network model, where each node chooses its cluster head based on its own residual energy. However, it does not consider the problem of system energy balance. The authors of [27] proposed an improved DEEC algorithm called the DDEEC (developed DEEC) protocol, which dynamically changes the standard for selecting cluster heads and then balances the energy consumed by the nodes. The authors of [28] also proposed an improved DEEC protocol called SEP (the Stable Election Protocol). The basic idea of SEP is based on the different initial energies of the nodes, which are divided into two categories: ordinary nodes and advanced nodes. Advanced nodes have a higher initial energy than ordinary nodes, and the probability of an advanced node being selected as a cluster head is higher. Reference [29] discussed the clustering protocol based on residual energy and distance information. Although [28, 29] carried out some useful explorations on the life cycle of wireless sensor networks with heterogeneous energy, the heterogeneous characteristics of node energy are not universal enough. In view of the above problems, we propose a clustering protocol that can be applied to a heterogeneous energy wireless sensor network, the Energy-Coverage Ratio Clustering Protocol (E-CRCP). E-CRCP is an improvement of the LEACH protocol in terms of the selection of cluster heads, where we consider the lowest energy consumption in each communication iteration and the maximum cluster head coverage ratio. E-CRCP balances both the cluster head selection and the system energy load to extend the system's life cycle.
System Model
In order to simplify the problem, the following assumptions are made in our study: (1) the wireless sensor network is composed of a large number, N, of fixed sensor nodes; that is, once the sensor nodes are arranged in a monitoring area, the locations of the sensor nodes are no longer changed; (2) the nodes arranged in the monitoring area are subjected to a certain method to get their positional information (such as GPS); (3) all nodes are basically synchronized in second precision; (4) only one base station exists in the monitoring area, and its position is fixed in region A, which is at the center; (5) the N sensor nodes have heterogeneous energy levels; i.e., they have different initial energies; (6) the system routing model is based on a hierarchical routing protocol cluster that consists a cluster head (CH) node and several noncluster head (non-CH) nodes, which are called normal nodes. First, the normal nodes transmit their sensing data to their respective CHs, where each CH node is responsible for fusing the data from the normal nodes and forwarding it to the base station (BS).
System Timing.
In this paper, we divide the system timing into several rounds, where a cycle is called an iteration. The initial and working stages are set for each iteration, as shown in Figure 1 . At the initial stage, CHs are selected, and clusters are formed. Data are transmitted at the working stage. Data transmission from non-CH to CH nodes follows the principle of Code-Division Multiple Access (CDMA); that is to say, all nodes share spectrum resources in the form of orthogonal address codes; only nodes with the same orthogonal code can transmit information between sender and receiver. Nodes transmit data do not interfere with each other.
Energy Model.
Each sensor node in the system needs to receive and send information in the process of data transmission. From the point of view of energy consumption, the sensor node is simplified to consist of only a receiver and an emitter, in which the emitter consists of an emitting component and a power amplifier. During data transmission, the sensor node will switch between emitting and receiving states, which means that the node is in an emitting or receiving state at any given moment. When a sensor node emits or receives data, it consumes energy. The emitter consumes energy when it runs the emitter components and power amplifiers. Assuming that the receiving and sending ends are placed at a distance away from each other, if is small, the free space transmission model is adopted. When is large, the multipath fading channel model is adopted. Figure 2 shows the system radio energy consumption model.
Based on [30] , we use the energy consumed by transmitting a message between the transmitter and receiver of is where represents the energy consumed per bit when the emitter components are running, and represent the energy consumed by the unit power amplifier in the free space and the double path propagation model (two-ray ground model), respectively, and 0 is as follows:
In (4), ℎ and ℎ are the respective ground clearance of the sending and receiving ends and is the wavelength. Correspondingly, the energy consumed by receiving a message is
Determination of the Optimal Number of Clusters.
Cluster-based hierarchical routing protocols first divide nodes in the network into different clusters. How to assemble the cluster and select CH nodes is the problem that needs to be solved. The optimal probability of a node being a CH is an important embodiment of the clustering results. The authors of [31] proved that if the cluster number is nonoptimal, the energy consumption of the system will increase exponentially. Therefore, in this paper, we first calculate the optimal number of clusters from the perspective of the minimum energy consumption of the system. Routing protocols follow point 6 at the beginning of Section 2.
The number of nodes in the network and the initial energy of each node are different. We assume that, in iteration Mth, C-number of CHs are generated, and there are / −1 cluster member nodes in each cluster. Then, the member nodes send a control message to the CH. The basic principle of a cluster is that the communication cost of all nodes in the cluster should be as low as possible. Generally, the CH is located at the center of a cluster, and the distance from other nodes to the CH is small. So, all member nodes that have a close distance to a CH are generally added to that cluster. It is assumed that the member nodes transmit the data to the CH based on the free space channel model. Therefore, we can get the energy consumption of each cluster member node that sends a control message to the CHs,
where is the average distance between the cluster members and the CH.
Next, let us consider a general situation where a CH is located far from the BS, and the message transmission model is a multipath fading channel model. The CH receives control messages from the / −1 cluster member nodes and performs data fusion. Then, the total energy consumed by the transmission of the message to the base station is − :
The first term in (7) is the energy consumed by the control message from the / − 1 cluster member nodes. The second term is the energy consumed when fusing the data, and the last term is the energy used to transmit the data to the base station. Among them, indicates the energy consumed when fusing a one-bit message, and indicates the average distance from the CH to the base station. Therefore, the total energy of a cluster message in a communication iteration is :
Then, in the Mth iteration, the total energy consumed by the network is :
It is hoped that the energy consumed by the network is the lowest in every iteration. Therefore, we can obtain the Wireless Communications and Mobile Computing 5 partial derivative C through (9) and set it to 0; this will give the optimal number of clusters . Accordingly, the optimal cluster head ratio is = (10)
Cluster Head Selection Based on the Maximum Coverage
Ratio. Although implementation of the LEACH algorithm is simple, the random selection of CHs may result in a high density of them in one area, with other regions containing few or even no CHs. Hence, the CHs may be distributed unevenly throughout the system. In the process of CH selection, we should take account of the coverage ratio to prevent the uneven distribution of CHs. Coverage generally refers to the area coverage ratio [32] . Although all sensors may operate in a system, it is difficult to ensure that the coverage ratio of the target area is 100% [33] . In practical applications, small monitoring vulnerabilities have little impact on the system and are deemed acceptable. A coverage mechanism is used to ensure that nodes are kept active while meeting coverage expectations, and in this work we use the cluster coverage ratio. Based on previous work [34] , the CH selection process is as follows.
Coverage Problem Description.
Suppose the monitoring area is a rectangle with a length of h meters and a width of meters, and the area is ℎ * m 2 . Taking h as the ordinate and as the abscissa when establishing the two-dimensional coordinate system, we can get the coordinates of the N sensor nodes in the two-dimensional coordinate system. Let us further suppose that the sensing radius of each sensor is r, and the communication radius is R. In order to ensure network connectivity and wireless interference, = 2 [35] . Using = { , , }, it is shown that a circle with a radius of is the center of the node coordinates { , } ( ∈ 1, . . . , ). Assuming that the monitoring target coordinates are ( , ), the distance between the target and sensor nodes is ( ) = √( − ) 2 + ( − ) 2 . The event that the monitoring target is covered by the sensor node is , and the probability { } of the event is the probability that the target ( , ) is covered by the sensor node . Next, we consider the monitoring environment and noise interference, where the probability distribution [36] of the sensor node measurement model in the actual application is given as
where (0 < < r) is the measurement reliability parameter of the sensor nodes and 1 , 2 , 1 , and 2 are measured parameters related to the sensing node characteristics. 1 and 2 are input parameters:
To improve the probability that a target is measured, multiple sensor nodes are used to measure targets simultaneously. The combined measurement probability is as follows [29] :
The monitoring area is a rectangle of ℎ * m 2 and is discretized into pixels. The pixel size is determined according to the actual application scenario. Whether each pixel is covered or not is measured by the joint measurement probability of node set V ( V). In this paper, the area coverage ( ) of node set C is defined as the ratio of the coverage area of node set C to the total monitoring area:
Assuming that the monitoring area is a square of 20 m * 20 m, it is divided into 100 pixels of equal size, and 20 sensor nodes are put into the area. A diagram of the monitoring area is shown in Figure 3 , which shows the location of sensor nodes in the area. The coverage problem is described as follows: (1) use (11)- (13) to calculate the coverage of a sensor node to each pixel; (2) use (14) to calculate the joint coverage of the sensor nodes to each pixel; (3) repeat steps (1) to (2) to calculate the joint coverage rate from the sensor nodes to the pixel points; and (4) use (15) to calculate the area coverage and consider (15) as the optimization objective function of the coverage control algorithm.
Cluster Head Selection Algorithm.
The N sensors in the monitoring area are numbered as 1-N, and we randomly select a node as the CH, assuming that the selected node is K. According to the optimal number of CHs calculated before, we need to select − 1 nodes from the remaining N-1 nodes as CHs. The selection principle is to compute the node coverage rate according to the steps mentioned above, followed by the maximum coverage rate, which is determined using (15) . In the process of data communication, the energy consumption of all CHs is recorded as ( ∈ 1, . . . , , ∈ 1, . . . , ), which is calculated according to (3)-(7). The cumulative energy consumption of the first iterations is recorded as ( ∈ 1, . . . , ), and the residual energy of each CH is recorded as ( ∈ 1, . . . , ), where
, ( ∈ 1, . . . , , ∈ 1, . . . , ) , (16) where 0 is the initial energy of the sensor node, is the current number of iterations, and is the number of iterations at the point where the energy of the system is exhausted or the maximum number of cycles assumed by the algorithm has been reached.
Next, the CH vitality parameter is introduced, which is defined as follows:
With the same energy consumption, the more the remaining energy is, the greater is, and the higher the vitality of the CH is, the longer will be the life cycle. For the same residual energy, the more energy consumed by the current iteration is and the smaller the is, the lower will be the vitality of the CH and the shorter will be the life cycle. After the end of a communication iteration, of CHs are sorted from small to large. In order to extend the life cycle of the system as long as possible, we hope that the greater the vitality of CH nodes, the better.
The above algorithm is a one-iteration CH selection algorithm. After a data communication iteration is finished, the next iteration of CHs is selected. Because a CH needs to collect data from common nodes first and then fuse the data to send to the base station, the energy consumption of the CHs will be far greater than that of ordinary nodes. In order to balance the energy load of the whole system, we should try to let every node have the chance of becoming a CH. So, when the next iteration of CHs is selected, we need to replace the local CH and retain as many of the strongest CHs as possible. The replace proportion ( ∈ (0, 1]) is a pure decimal in the (0,1] interval, where = 1 indicates that the CHs of the current iteration are all replaced, and all the next iteration CHs are selected from the noncluster head set G. A value of = 0 indicates that all CHs remain unchanged in the next iteration, which is not exist in this model, so ̸ = 0. The number of replaced CHs is = × , so, we replace the first CHs with from small to large, selecting the CHs from the non-CH set G to maximize the region coverage in (15) and complete the next CH selection iteration. Because the data transmission of this model follows the CDMA, it can be seen from Section 2.1 that each communication iteration is divided into the initial stage of cluster head selection and clustering and the data transmission process in the working stage. The process of CH selection and clustering in the initial stage is actually a computing process. By selecting the control nodes with computing power to complete this process, the time required in the application process is fast and meets the needs. However, to ensure system efficiency, the time proportion of CH selection to the clustering process should not be too large in any communication iteration, or else system throughput will be affected. Therefore, in addition to the normal process of CH selection and clustering calculation, the system sets a time upper limit for the initial stage, which is the average time for CH selection and clustering in the first communication iterations. If the initial stage is not completed when the arrives, the system randomly generates the remaining CHs that should have been generated, but have not yet been generated. At this time, part of the algorithm degenerates to the LEACH algorithm. Figure 4 shows a flowchart of the CH selection algorithm.
In each CH selection iteration, the calculation process for each CH is mainly divided into area coverage calculation and low-energy CH replacement. In the process of calculating the regional coverage, the joint measurement probability V ( V) is correlated with 2 by (14), and the regional coverage ( ) is also correlated with 2 by (15), and therefore the computational time complexity of the regional coverage calculation is ( 2 ). In the process of CH selection and replacement, (18) shows that the calculation process is linearly related to . Therefore, the time complexity of the whole algorithm is ( 2 ).
Clustering Process and Working Stage.
After the CH nodes in one communication iteration have been elected, the CHs broadcast request messages to other normal nodes to join the cluster. After the non-CH nodes receive the message, they choose the nearest cluster to join until the cluster process terminates when the number of cluster nodes reaches / or there are no remaining nodes. Because the value of / may not be an integer, the number of nodes in the last cluster may be less than / . The working stage is also known as the data transmission stage. The CH broadcasts a CDMA data stream to notify its member nodes to start the data-acquisition process. The cluster member nodes send data to the CH according to the system timeing in Figure 1 , where the CH collects the node data and then transfers them to the base station. After the data transmission is completed, the algorithm will enter the next iteration of CH selection and form a new cluster. In the working stage, data acquisition begins with the CH sending a CDMA broadcast to its member nodes. The cluster members send the collected data to their respective CHs during the CDMA process. After receiving all the data, the CHs integrate them to reduce the noise in the signal and then send the 
Simulation Analysis

Simulation Parameter Hypothesis.
In this section, we evaluate the performance of the proposed E-CRCP. The simulation was built using MATLAB R2016b and then compared with the LEACH, DDEEC, and SEP protocols. The specific simulation parameters are shown in Table 1 . In this experiment, the size of the monitoring area was fixed at 100m × 100m, the coordinate axis range was [(0,0), (100,100)], the number of sensor nodes was 100, and the position coordinates were obtained by coordinate axis if they were randomly distributed in the monitoring area. The base station was located in the center of the monitoring area (50, 50). If the basic initial energy 0 = 0.5 and the energy coefficient ( ∈ [1, ] ) is a random number in (0, 10), then the initial energy of each node is
where , , and follow the parametric interpretation in Section 2.2 and follows the parametric interpretation in Section 2.3.
Impact of the Cluster Head Replacement
Ratio on the Network Life Cycle. The purpose of the introduced CH replacement ratio is to replace some low-vitality CHs in each cluster to prolong the network life cycle and balance the energy load of the whole system. The life cycle of the network, namely, the number of network lives, is expressed by the number of iterations. The value is equal to the iteration number when the last node in the network dies. The influence Network life cycle  LEACH  DDEEC  SEP  E-CRCP  LEACH  DDEEC  SEP  E-CRCP  1  934  1255  1399  1689  5530  5860  8621  8650  2  955  1253  1396  1679  5532  5858  8625  8648  3  969  1258  1402  1682  5535  5861  8628  8651  4  936  1261  1392  1699  5540  5863  8629  8650  5  978  1251  1395  1692  5538  5864  8624  8649  6  933  1258  1403  1695  5534  5858  8626  8656  7  922  1247  1398  1698  5536  5869  8628  8655  8  955  1262  1400  1690  5538  5870  8629  8658  9  948  1263  1402  1688  5535  5865  8630  8652  10  972  1260  1398  1695  5539  5868 of on the life cycle of the system network is shown in Figure 5 .
From Figure 5 , we can see that has a great influence on the life cycle of the network. A value of = 0 indicates that all CHs in the next iteration are used in the local CH. In this case, the lifetime of the network is only maintained at about more than 3000 iterations, which is approximately half the highest point that is more than 8000 iterations. This shows that the life cycle of the CH nodes in the network determines the life cycle of the system. If the CHs are not replaced by other nodes, once all the CHs in the network are dead, the network will no longer work. It can be seen that the network without considering load energy consumption balance is not applicable. From the graph, the number of network iterations reaches the highest point near = 0.65, which will prolong the life cycle of the network. A value of = 1 indicates that all CHs in the current iteration are replaced, and the algorithm is identical to the LEACH algorithm. It is seen that the value of first rises, reaches a maximum near = 0.65, and then decreases, which shows that a too-large or too-small has no positive influence on the life cycle of the network. Only the appropriate value can prolong the network life cycle.
Comparison of Several Algorithms in Terms of Network Life Cycle.
In this section, we analyze the performance of the proposed E-CRCP algorithm in two aspects: stability time and network lifetime. The stability time and network lifetime are represented by the number of iterations. The stability time is equal to the number of iterations from the initial time to the iteration when the first node dies. The network lifetime is equal to the number of iterations from the initial time to the iteration when the last node dies. First, we analyze the stability time and network lifetime of four kinds of protocols: LEACH, DDEEC, SEP, and E-CRCP. Table 2 lists the experimental data of the 10 tests. From Table 2 , we can see that the stability duration of LEACH, DDEEC, SEP, and E-CRCP is 950.2, 1256.8, 1398.5, and 1690.7, respectively. The average life spans of the networks are 5535.7, 5863.6, 8626.5, and 8652.3, respectively. These indicate that the proposed E-CRCP protocol can effectively extend the stability period and the network lifetime.
From Table 2 , we can see that the E-CRCP proposed in this paper can extend the stability time and network lifetime better than LEACH, DDEEC, and SEP. The reason is that the LEACH protocol does not consider the residual energy of the node and simply gives the same opportunity to each node, whereas DDEEC only considers the residual energy of the node, and SEP only considers the node energy level. However, these considerations are not conducive to the selection of a good CH. The proposed E-CRCP dynamically adjusts the replacement ratio of the CHs, which promotes the E-CRCP to select the best CH, reduces energy consumption, and thus prolongs the stability time and network life. A prolonged network lifetime means that more nodes can collect data, which helps the base station receive more data packets.
Relationship between the Number of Active Nodes and the Network
Lifetime. An active node is a working node. Once the energy of the node is exhausted, the node will no longer work (i.e., it dies). As time goes on, there will be fewer and fewer active nodes in the system. This section compares the lifetime of different protocols in the network when the number of active nodes is different. Figure 6 reflects the influence of the number of active nodes on the network lifetime. Figure 6 illustrates the relationship between the number of active nodes and the network lifetime. As we can see from the graph, with decrease of the number of alive nodes in the network, LEACH's lifetime is about 6500 rounds, DDEEC's lifetime is about 7200 rounds, and SEP's lifetime is about 8000 rounds. That is to say, LEACH, DDEEC, and SEP to prolong the lifespan are failed. Conversely, the E-CRCP protocol can prolong the life span as the number of nodes decreases. This is because LEACH, DDEEC, and SEP do not take the cluster coverage mechanism into account. Each node needs to send all the collected environmental information to its CH nodes, including redundant information, thus increasing the energy consumption. The E-CRCP protocol not only considers the network energy load balance, but also takes the maximum coverage in the cluster into account, so that network life increases with the number of nodes decrease.
Influence of the Number of Sensor Nodes on Network Lifetime and Energy Consumption.
To reveal the influence of the number of sensor nodes on network lifetime and energy consumption, the number of sensor nodes was chosen as = 100, 50, and 25, and the system was given the same average initial energy (assumed to be 0.5 J) under all three models, with the other parameters set as in Table 1 . Network life was still measured by the number of iterations of network operation. Figure 7 shows the relationship between network lifetime and average residual energy for several protocols.
As can be seen from Figure 7 , when the number of nodes in the system is 100, 50, and 25, the average residual energy of each protocol decreases as the number of iterations increases. When = 100 and 50, the change trends of several protocols are very similar. The curve of each protocol shows a convex trend, but the curve shows a concave trend when = 25. When = 100, the number of iterations to termination of the E-CRCP protocol was about 8500, whereas the number of iterations to termination when = 50 was about 6500. In other words, the average residual energy of the system does not decrease synchronously as the number of nodes decreases exponentially but moves horizontally on the coordinate axis. This trend also exists for several other protocols. Moreover, from the graph, the performance of the proposed E-CRCP protocol is optimal when = 100 or = 50. This shows that there should be an appropriate range to determine the number of nodes in the monitoring area. The appropriate number of sensor nodes in the monitoring area is conducive to extending the life of the network system. However, when N drops to 25, the performance of several protocols is similar, and the average residual energy of the system shows a rapid downward trend. The reason for this is that when the number of nodes in the system is small, the communication distance between nodes is generally longer. The energy consumption transmission model of the nodes therefore changes from a free space transmission model to a multipath fading transmission model, which makes the data transmission need more energy and makes the system energy rapidly decay to 0. In addition, when N is small, the E-CRCP algorithm proposed in this paper does not have any advantages in the calculation of regional coverage and optimal cluster number, which makes its performance not necessarily superior to other protocols. Hence, when N is appropriately chosen, the performance of the E-CRCP algorithm proposed in this paper is better than that of other algorithms.
Impact of Coverage Area on Network Life.
To simplify the model, it was assumed that the monitoring area was equal to the coverage area, which was a square area with equal length and width, and that the base station was located in the center of the area. The other parameters are listed in Table 1 . Figure 8 shows the influence of changes in coverage area on network lifetime. From Figure 8 , it is clear that, in the range of [(0,0), (50,50)], changes in coverage have a strong influence on network lifetime, but in the range of [(50,50), (150,150)], this influence diminishes. In these two ranges, the influence of coverage on network lifetime shows a linear trend. As the coverage area continues to increase, there is no longer a stable linear trend between coverage area and network life. The reason for this is that the larger coverage area leads to a change in the data transmission model between nodes, making the state of the model unstable. It can be seen that the appropriate choice of coverage area has a positive impact on system stability.
Conclusions
In this paper, a CH selection protocol (E-CRCP), which is effectively applied to heterogeneous energy wireless sensor networks, is proposed as the solution to the CH selection problem in wireless sensor networks. First, a system-wide energy consumption model is established. The optimal number of system clusters is determined in the case of minimum energy consumption. Next, CH nodes are selected under the condition that the CH coverage is at a maximum, and CH nodes that consume a large amount of energy are replaced in the next communication iteration. The remaining members of each cluster join their nearest cluster and send their own data to the CH node. The CH node then sends the data to the base station after the data of each member node are fused, thus completing a single communication iteration. Our simulated results show that the algorithm proposed in this paper has obvious advantages over the LEACH, DDEEC, and SEP protocols in terms of the network lifetime of heterogeneous energy network applications. In the process of CH selection, E-CRCP reduces the overall energy consumption of the network, balances the network load, and prolongs the network life.
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