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RESUMO
O nu´mero de aplicac¸o˜es envolvendo roboˆs tem aumentado no u´ltimos anos em virtude dos in-
vestimentos em pesquisa robo´tica e dos avanc¸os tecnolo´gicos nas a´reas de informa´tica e eletroˆnica.
Entretanto, um dos maiores gargalos da robo´tica industrial corresponde a`s diferenc¸as existentes
entre o modelo de controle e o modelo real do roboˆ, limitando o uso da programac¸a˜o off-line (prin-
cipal responsa´vel por reduzir o tempo de inatividade da ma´quina). O sucesso dessa programac¸a˜o
esta´ associado a` boa repetibilidade e precisa˜o dos manipuladores, sendo este fator mais crı´tico. De
maneira geral, existem duas formas de aproximar o modelo nominal do modelo real do roboˆ. A
primeira consiste em fabricar o roboˆ mais pro´ximo do projeto original, e, portanto, do modelo; a
segunda maneira esta´ associada ao melhoramento do modelo. Esse u´ltimo me´todo e´ denominado
de calibrac¸a˜o e tem sido importante na produc¸a˜o de roboˆs, bem como na operac¸a˜o e integrac¸a˜o de
roboˆs em sistemas de fabricac¸a˜o, uma vez que se trata de um me´todo mais simples de ser imple-
mentado e com custo relativamente mais baixo. Nesse contexto, este trabalho tem como objetivo
realizar a calibrac¸a˜o cinema´tica do manipulador IRB-140, utilizando um me´todo de otimizac¸a˜o
parame´trica do modelo de erros, a fim de melhorar sua precisa˜o e, portanto, viabilizar a sua
programac¸a˜o off-line. Para tanto, primeiramente foi desenvolvido e parametrizado um modelo
cinema´tico; posteriormente, foi executada a etapa de identificac¸a˜o, onde foram detectados e eli-
minados os paraˆmetros que provocavam redundaˆncias e/ou deficieˆncias no posto do Jacobiano;
por u´ltimo, com o modelo otimizado, foram identificados os valores dos paraˆmetros cinema´ticos.
A avaliac¸a˜o de desempenho do roboˆ ocorreu por meio de te´cnicas de simulac¸a˜o computacio-
nal. Dentre os resultados obtidos com a simulac¸a˜o, chegou-se a um modelo otimizado com 24
paraˆmetros, proporcionando um nu´mero de condicionamento igual a 54. Ale´m disso, foi possı´vel




The number of applications involving robots has increased in recent years due to investments
in robotics research and technological advances in the areas of computing and electronics. Howe-
ver, one of the biggest bottlenecks in industrial robotics is the differences between the control
model and the real robot model, limiting the use of offline text programming (primarily respon-
sible for reducing machine downtime). The success of this programming is associated with the
good repeatability and precision of the handlers, being this most critical factor. Generally spea-
king, there are two ways of approximating the nominal model to the actual robot model. The first
is to manufacture the robot closest to the original design, and therefore the model; The second
way is associated with model improvement. This latter method is called calibration and has been
important in robot production as well as the operation and integration of robots in manufactu-
ring systems as it is a simpler method to implement and relatively lower cost. In this context,
this work aims to perform the kinematic calibration of the IRB-140 manipulator, using a para-
metric error model optimization method, in order to improve its accuracy and, therefore, make
its offline programming possible. To this end, a kinematic model was first developed and para-
meterized; subsequently, the identification step was performed, where the parameters that caused
redundancies and/or deficiencies in the Jacobian post were detected and eliminated. Finally, with
the optimized model, the values of the kinematic parameters were identified. The performance
evaluation of the robot occurred through computational simulation techniques. Among the results
obtained with the simulation, we obtained at an optimized model with 24 parameters, providing a
conditioning number of 54. In addition, it was possible to verify that, over 30 measuring points,
the improvement in the accuracy of the Calibration is irrelevant.
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Durante muito tempo os roboˆs teˆm sido aplicados na indu´stria de manufatura com o intuito de
substituir a ma˜o-de-obra humana em tarefas simples, repetitivas e perigosas. Os investimentos em
pesquisa robo´tica, bem como o avanc¸o tecnolo´gico crescente nas a´reas de informa´tica e eletroˆnica,
melhoraram de forma significativa a precisa˜o dos roboˆs, permitindo ampliar o nu´mero de suas
aplicac¸o˜es. Todavia, um dos maiores desafios na robo´tica industrial de hoje e´ a discrepaˆncia entre
o modelo nominal e o modelo real do roboˆ, impossibilitando o uso da programac¸a˜o off-line na
indu´stria [1], cuja importaˆncia tem crescido significativamente devido a` necessidade de minimizar
o tempo de inatividade da ma´quina, e, assim, melhorar a taxa de utilizac¸a˜o do roboˆ [2].
A programac¸a˜o off-line pode ser definida como a te´cnica de gerar um programa para o roboˆ
sem usar uma ma´quina real, apresentando inu´meras vantagens em relac¸a˜o ao me´todo on-line.
Entretanto, fazer uma programac¸a˜o off-line bem sucedida implica que os roboˆs tenham boa repe-
tibilidade e exatida˜o[2]. Segundo Mooring et al. [3], o conceito de repetibilidade esta´ associado
a` habilidade do manipulador retornar a uma posic¸a˜o que foi armazenada no espac¸o das juntas. A
exatida˜o, por outro lado, e´ a capacidade do roboˆ se mover para uma posic¸a˜o definida no espac¸o
da tarefa.
Apesar dos conceitos de exatida˜o e repetibilidade muitas vezes serem confundidos, a repeti-
bilidade esta´ na ordem de 0,1 mm para boa parte dos roboˆs atuais, e a exatida˜o esta´ na ordem
de milı´metros ou mesmo de centı´metros, de forma que a raza˜o entre exatida˜o/repetibilidade es-
teja frequentemente na faixa de 3 para 20 [4]. Segundo Karan e Vukobratovic´ [5], e´ deseja´vel
que tanto a exatida˜o quanto a repetibilidade atinjam padro˜es elevados, pore´m, como a exatida˜o
normalmente e´ inferior a` repetibilidade, a baixa exatida˜o de um roboˆ e´ considerada um problema
mais se´rio.
Nesse sentido, existem duas formas para aproximar o modelo nominal do modelo real do roboˆ,
a fim de viabilizar a programac¸a˜o off-line. A primeira consiste em fabricar o roboˆ mais pro´ximo
do projeto original (e, portanto, do modelo), implicando em menores toleraˆncias de fabricac¸a˜o,
ou, talvez, um novo design; a segunda maneira esta´ associada ao melhoramento do modelo, ge-
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ralmente aumentando sua complexidade [6]. Este u´ltimo processo e´ denominado de calibrac¸a˜o, e
desempenha um papel cada vez mais importante na produc¸a˜o de roboˆs, assim como na operac¸a˜o
e integrac¸a˜o de roboˆs em sistemas integrados de fabricac¸a˜o, pois e´ um me´todo mais simples de
ser implementado e com custo relativamente mais baixo [7]. Segundo Ginani e Motta [1], a
calibrac¸a˜o corrige a falta de exatida˜o no posicionamento esta´tico de roboˆs, e minimiza o risco
de ter que modificar os programas de aplicac¸o˜es em virtude de pequenas mudanc¸as (desgaste de
pec¸as, desvios dimensionais ou toleraˆncias e efeitos de substituic¸a˜o de componentes) no sistema
do roboˆ. Isso e´ relevante, principalmente em aplicac¸o˜es que envolvam uma grande quantidade de
pontos de tarefa.
De acordo com Karan e Vukobratovic´ [5], a principal fonte de erros de posicionamento do
roboˆ esta´ diretamente relacionada a seus paraˆmetros cinema´ticos ou modelo nominal de sua ge-
ometria, que diz exatamente onde o roboˆ sera´ posicionado em func¸a˜o de seus paraˆmetros de
controle. Campos [8] acrescenta que as impreciso˜es de fabricac¸a˜o, montagem, temperatura e des-
gaste dos elementos fazem com que o modelo real do roboˆ seja diferente do seu modelo nominal,
concebido inicialmente na fase preliminar de projeto. Com isso, Wang et al. [9] afirmam que
uma das formas mais eficientes para melhorar a precisa˜o do roboˆ e´ a calibrac¸a˜o precisa de seus
paraˆmetros cinema´ticos.
O processo de calibrac¸a˜o de um roboˆ compreende a modelagem, medic¸a˜o, identificac¸a˜o
nume´rica das caracterı´sticas fı´sicas reais de um roboˆ e implementac¸a˜o de um novo modelo. Con-
tudo, esse procedimento pode se tornar caro e extenso, conforme o equipamento de medic¸a˜o e
a quantidade de dados que precisam ser coletados. Dessa maneira, dentre as deciso˜es a serem
tomadas antes de realizar a calibrac¸a˜o, esta˜o aquelas relacionadas a qual instrumento de medic¸a˜o
utilizar e ao nu´mero de medic¸o˜es a serem feitas [6].
Os me´todos de calibrac¸a˜o dos roboˆs requerem que o modelo cinema´tico seja completo, mı´nimo
e contı´nuo, ale´m de apresentar paraˆmetros identifica´veis [10], [11], [6]. Motta e McMaster [6]
reforc¸am que e´ necessa´rio empregar um procedimento de otimizac¸a˜o baseado em uma func¸a˜o ob-
jetivo, visando eliminar paraˆmetros dependentes e/ou redundantes do modelo cinema´tico e, con-
sequentemente, melhorar a precisa˜o de posicionamento e reduzir o nu´mero de pontos de medic¸a˜o.
Segundo Motta et al. [12], nas u´ltimas de´cadas diferentes me´todos de calibrac¸a˜o de roboˆs fo-
ram publicados, no qual parte significativa dessas publicac¸o˜es esta´ relacionada com a calibrac¸a˜o
esta´tica, que permite realizar a compensac¸a˜o dos erros de posic¸a˜o no modelo cinema´tico, utili-
zando, todavia, um grande nu´mero de pontos de medic¸a˜o. Wang et al [13] ressaltam que, atual-
mente, a calibrac¸a˜o de roboˆs ainda consiste em uma a´rea ativa de pesquisa.
Nesse contexto, a presente pesquisa tem como objetivo geral implementar um sistema de
calibrac¸a˜o cinema´tica de um manipulador industrial, baseado em um me´todo de otimizac¸a˜o pa-
rame´trica do modelo de erros.
Com o intuito de alcanc¸ar o objetivo geral, foram definidos, como objetivos especı´ficos:
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• Obter as equac¸o˜es da cinema´tica direta para o manipulador IRB-140;
• Realizar a modelagem cinema´tica desse roboˆ, usando os modelos de parametrizac¸a˜o pro-
postos por Denavit-Hartenberg e Hayati-Mirmirani;
• Eliminar os paraˆmetros dependentes e/ou redundantes do modelo cinema´tico a partir da
te´cnica de otimizac¸a˜o por decomposic¸a˜o em valores singulares do Jacobiano;
• Identificar o modelo nominal desse roboˆ por meio do algoritmo de Levenberg-Marquardt;
• Simular o processo de calibrac¸a˜o proposto;
• Avaliar o nu´mero de condicionamento do Jacobiano como uma func¸a˜o do nu´mero de paraˆmetros
no modelo;
• Averiguar a precisa˜o do elemento terminal como uma func¸a˜o do nu´mero de pontos de
medic¸a˜o;
• Analisar a melhoria na identificac¸a˜o de paraˆmetros devido ao procedimento de otimizac¸a˜o
do modelo cinema´tico.
Portanto, a principal contribuic¸a˜o deste trabalho esta´ relacionada a` otimizac¸a˜o do modelo
cinema´tico durante o procedimento de identificac¸a˜o dos paraˆmetros, que inclui treˆs etapas, por
interme´dio do qual dependeˆncias e/ou redundaˆncias sa˜o eliminadas do modelo: decomposic¸a˜o
em valores singulares, escalonamento das colunas do Jacobiano e ana´lise do nu´mero de condici-
onamento da matriz Jacobiana. Esse me´todo proporciona melhorias na precisa˜o do manipulador,
e reduz o nu´mero de pontos a serem medidos quando comparado com um modelo de calibrac¸a˜o
na˜o otimizado [14].
1.1 Estrutura da Dissertac¸a˜o
A presente dissertac¸a˜o esta´ organizada em cinco capı´tulos, incluindo esta Introduc¸a˜o. A se-
guir, os demais capı´tulos sa˜o descritos brevemente.
O Capı´tulo 2 apresenta os fundamentos teo´ricos pertinentes a` programac¸a˜o off-line e calibrac¸a˜o
de manipuladores. Ale´m disso, sa˜o detalhados os me´todos de modelagem cinema´tica, os princı´pios
de parametrizac¸a˜o do modelo, assim como os principais me´todos nume´ricos de identificac¸a˜o
dos paraˆmetros cinema´ticos e os sistemas de medic¸a˜o comumente empregados no processo de
calibrac¸a˜o. Tambe´m sa˜o explicitados os problemas tı´picos de calibrac¸a˜o de roboˆs. Adicio-
nalmente, sa˜o abordados os principais trabalhos encontrados na literatura sobre as etapas de
identificac¸a˜o de paraˆmetros e sistemas de medic¸a˜o (consideradas mais relevantes no processo
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de calibrac¸a˜o esta´tica), bem como os trabalhos relativos aos problemas de calibrac¸a˜o hand-eye,
eye-to-hand e com mu´ltiplos roboˆs e sensor.
O Capı´tulo 3 discorre sobre a metodologia adotada para atingir os objetivos propostos, e
descreve sucintamente as equac¸o˜es da cinema´tica direta do manipulador IRB-140, assim como a
modelagem cinema´tica livre de singularidades e o modelo de identificac¸a˜o de paraˆmetros para este
roboˆ. Neste capı´tulo tambe´m e´ detalhado o procedimento de simulac¸a˜o do processo de calibrac¸a˜o.
O Capı´tulo 4 mostra e discute todos os resultados obtidos com a simulac¸a˜o da calibrac¸a˜o
cinema´tico do manipulador industrial IRB-140.





Esse capı´tulo tem como objetivo apresentar os princı´pios ba´sicos necessa´rios a` compreensa˜o
da presente pesquisa. Para tanto, inicialmente sa˜o apresentados os tipos de programac¸a˜o de roboˆs,
com suas respectivas caracterı´sticas, ale´m da importaˆncia da programac¸a˜o off-line.
Em seguida, e´ definido o processo de calibrac¸a˜o de roboˆs e suas etapas sa˜o descritas minucio-
samente, iniciando pela modelagem cinema´tica, cuja sec¸a˜o compreende uma breve revisa˜o sobre
os conceitos de cinema´tica direta e inversa, apresentac¸a˜o dos requisitos do modelo cinema´tico,
especificac¸a˜o dos me´todos de modelagem cinema´tica, assim como das parametrizac¸o˜es, singula-
ridades e continuidade do modelo e minimalidade. Na sec¸a˜o seguinte e´ abordada a etapa do pro-
cesso de calibrac¸a˜o denominada de me´todos nume´ricos para identificac¸a˜o dos paraˆmetros, onde
sa˜o discutidos os me´todos lineares e na˜o lineares para solucionar o problema de identificac¸a˜o,
com eˆnfase no me´todo de Levenberg-Marquardt. Ale´m disso, os problemas de identificac¸a˜o de
paraˆmetros tambe´m sa˜o pormenorizados.
Na pro´xima sec¸a˜o e´ detalhado um me´todo para otimizar o modelo cinema´tico de calibrac¸a˜o,
utilizando a ferramenta nume´rica de Decomposic¸a˜o em Valores Singulares (SVD). Logo apo´s,
sa˜o mostrados diferentes sistemas de medic¸a˜o que podem ser usados na terceira etapa do pro-
cesso de calibrac¸a˜o de roboˆs. Depois e´ caracterizada a quarta etapa, formalmente intitulada de
implementac¸a˜o e compensac¸a˜o de posicionamento, apresentando duas te´cnicas: uma baseada
no conhecimento do modelo cinema´tico inverso corrigido, e outra denominada de Me´todo de
Redefinic¸a˜o de Posicionamento.
Por fim, na u´ltima sec¸a˜o sa˜o mostrados os principais problemas de calibrac¸a˜o de roboˆs.
2.1 Programac¸a˜o Off-Line
Em um ambiente industrial, um roboˆ pode ser programado de duas formas. A primeira e
mais comum consiste em fazer com que um operador movimente o manipulador, utilizando um
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equipamento chamado de teach pendant, por meio de um conjunto de configurac¸o˜es de juntas
necessa´rias para execuc¸a˜o da tarefa. Nesse me´todo, cada configurac¸a˜o e´ armazenada no contro-
lador do roboˆ, e o operador manipula os valores das juntas para que o elemento terminal alcance
a posic¸a˜o desejada. Esse tipo de programac¸a˜o e´ denominado de teaching method e caracteriza-se
por ser bastante demorado, exigir um operador qualificado e gerar atrasos nas linhas de produc¸a˜o.
A segunda forma de programac¸a˜o, chamada de programac¸a˜o off-line, compreende o desenvolvi-
mento do programa do roboˆ longe da linha de fabricac¸a˜o e a transfereˆncia deste para o roboˆ. Esta
programac¸a˜o pode ser realizada em laborato´rio, utilizando outro roboˆ, ou com uma simulac¸a˜o do
roboˆ e seu ambiente de trabalho no computador [3].
Segundo Mooring et al. [3], a utilizac¸a˜o da programac¸a˜o off-line e´ restringida pelas dis-
crepaˆncias entre a repetibilidade e a exatida˜o dos manipuladores industriais, que sa˜o mecanismos
empregados para avaliar a capacidade de um roboˆ alcanc¸ar uma dada posic¸a˜o no espac¸o. No tea-
ching method, o operador garante que o elemento terminal esteja na posic¸a˜o apropriada em cada
ponto da tarefa. Consequentemente, a conversa˜o do espac¸o da tarefa para o espac¸o da junta e´
feita em cada ponto-chave da tarefa, com a confirmac¸a˜o visual do operador. Como esses pontos-
chaves sa˜o previamente ensinados, a capacidade do roboˆ de atingir essas posic¸o˜es e´ medida pela
sua repetibilidade. Por outro lado, a programac¸a˜o off-line pressupo˜e que uma descric¸a˜o correta
de uma posic¸a˜o no espac¸o de juntas pode ser obtida a partir da descric¸a˜o do espac¸o de tarefas. A
fim de ilustrar esse conceito, supondo que um manipulador tenha sido configurado em laborato´rio
e usado para programar uma tarefa, em cada ponto de interesse dessa tarefa, o efetuador final
foi movido e os deslocamentos de juntas foram gravados. Posteriormente, o programa gerado e´
movido para outro roboˆ no cha˜o de fa´brica. Devido a` imprecisa˜o caracterı´stica dos manipulado-
res, o roboˆ ira´ para uma posic¸a˜o diferente, o que implica em dizer que programas na˜o podem ser
transferidos de uma ma´quina para outra.
Portanto, o sucesso da programac¸a˜o off-line esta´ diretamente associado a` repetibilidade e a`
exatida˜o dos manipuladores industriais [15], que, segundo Placzek e Piszczek [16], sa˜o carac-
terı´sticas importantes que afetam o funcionamento dos roboˆs. De acordo com Driels e Pathre
[17], a exatida˜o corresponde a` capacidade do roboˆ de se mover para um local no seu espac¸o de
trabalho (especificado em termos de suas coordenadas globais), enquanto que a repetibilidade
refere-se a` capacidade do roboˆ de retornar a um determinado local apo´s ter sido previamente en-
sinado. Conforme Gao et al. [18], em aplicac¸o˜es industriais, a exatida˜o de posicionamento e´ um
fator crı´tico, principalmente nas a´reas de soldagem, montagem, etc. Uma outra caracterı´stica de
desempenho especificada por muitos fabricantes e´ a resoluc¸a˜o, definida por Driels e Pathre [17]
como a menor mudanc¸a de posic¸a˜o que o roboˆ pode acarretar no elemento terminal. Contudo,
como este conceito e´ difı´cil de quantificar, porque o menor movimento varia ao longo do espac¸o
de trabalho, uma outra definic¸a˜o de resoluc¸a˜o esta´ associada a` digitalizac¸a˜o dos va´rios sinais que
entram e saem do controlador do roboˆ, ou seja, a resoluc¸a˜o para uma determinada junta traduz-se
pela menor mudanc¸a de sinal que pode ser detectado e atuado pelo controlador [3].
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Nesse contexto, e´ importante ressaltar que usua´rios de roboˆs recorreram a uma terceira classe
de programac¸a˜o chamada de workspace feedback. Dessa forma, para partes da tarefa que na˜o
demandam alta precisa˜o, pode-se usar o teaching method ou a programac¸a˜o off-line; para aquelas
que exigem alta precisa˜o, o espac¸o de trabalho e´ instrumentado de maneira a fornecer a posic¸a˜o
real do elemento terminal ao controlador, que podera´ fazer qualquer correc¸a˜o necessa´ria para
execuc¸a˜o da tarefa [3].
De maneira geral, os me´todos de programac¸a˜o apresentados relacionam-se com a exatida˜o do
manipulador. Na Tabela 2.1 e´ possı´vel verificar essas relac¸o˜es.
Tabela 2.1: Relac¸a˜o entre o tipo de programac¸a˜o e a precisa˜o do roboˆ.
Tipo de programac¸a˜o Aspecto mais significante da precisa˜o Nı´vel de exatida˜o
teaching method Repetibilidade Moderado a alto
workspace feedback Resoluc¸a˜o Muito alto
programac¸a˜o off-line Exatida˜o Baixo
Fonte: Adaptado de [3].
O interesse pela programac¸a˜o off-line tem crescido gradativamente desde o seu advento no
inı´cio da de´cada de 1980. Tal fato e´ justificado pelas vantagens proporcionadas por este me´todo
de programac¸a˜o, dentre as quais pode-se citar a reduc¸a˜o do tempo necessa´rio para programar um
sistema robo´tico automatizado. Nos me´todos tradicionais de ensino de manipuladores, denomina-
dos de programac¸a˜o on-line, o roboˆ e´ retirado da produc¸a˜o sempre que programas sa˜o alterados
ou gerados [19]. Portanto, um sistema de programac¸a˜o off-line (que na˜o provoca a parada do
equipamento de produc¸a˜o, ou seja, o roboˆ), pode ser definido como um ambiente de programac¸a˜o
de roboˆs que foi estendido por meio de computac¸a˜o gra´fica, de maneira que o desenvolvimento
de programas para o manipulador pode ser feito sem acesso direto ao mesmo [20].
De acordo com Young e Pickin [19], o uso da programac¸a˜o off-line diminui o tempo de
programac¸a˜o em ate´ 85% para pequenos programas em lote, e reduz o tempo ocioso de um
manipulador de 12 a 18 horas para 6,5 horas. A relevaˆncia dessa programac¸a˜o pode ainda ser
observada quando se considera uma linha de soldagem tı´pica com 30 roboˆs e 40 pontos de sol-
dagem, que leva aproximadamente, 400 horas para ensinar os roboˆs a executarem suas tarefas
[15]. Todavia, e´ importante ressaltar que, apesar desses benefı´cios, existem problemas relaciona-
dos com a precisa˜o do modelo do roboˆ e de seu respectivo espac¸o de trabalho, o que implica na
limitac¸a˜o do emprego desse me´todo.
Diante disso, e´ noto´ria a necessidade de aplicar me´todos objetivando melhorar a precisa˜o dos
manipuladores. Neste contexto, destaca-se o me´todo de calibrac¸a˜o de roboˆs, que e´ fa´cil de ser
implementado, e o custo e´ relativamente baixo [7].
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2.2 Calibrac¸a˜o de Manipuladores Industriais
A calibrac¸a˜o de roboˆs consiste em um conjunto de procedimentos para melhorar a exatida˜o
do roboˆ por meio da alterac¸a˜o do seu software de controle [21]. Do ponto de vista matema´tico, a
calibrac¸a˜o de roboˆs e´ definida como a sequeˆncia de estimativas na˜o lineares de paraˆmetros, cujos
erros desconhecidos sa˜o identificados pela minimizac¸a˜o de uma func¸a˜o custo [12], e tornam o mo-
delo matema´tico mais pro´ximo dos dados experimentais considerados. Portanto, a calibrac¸a˜o se
resume a` soluc¸a˜o de um conjunto de equac¸o˜es na˜o lineares, que pode ser resolvido por diferentes
me´todos.
Duelen e Schro¨er [22] definem o problema central da calibrac¸a˜o como a selec¸a˜o adequada de
um modelo esta´tico do roboˆ, onde e´ importante a alta exatida˜o de posicionamento associada com
baixas velocidades do roboˆ. Roth et al. [23] propuseram uma classificac¸a˜o hiera´rquica, onde os
nı´veis de modelagem e calibrac¸a˜o sa˜o separados em treˆs:
1. Nı´vel de calibrac¸a˜o de junta: neste nı´vel, o principal objetivo e´ estabelecer o relacionamento
correto entre o sinal do sensor de junta e o deslocamento da junta real;
2. Calibrac¸a˜o do modelo cinema´tico: o objetivo deste nı´vel de calibrac¸a˜o e´ melhorar o mo-
delo cinema´tico, assumindo que o roboˆ e´ formado por elos idealmente rı´gidos e juntas na˜o
ela´sticas.
3. Calibrac¸a˜o na˜o geome´trica (na˜o cinema´tica): neste nı´vel, os desvios do modelo cinema´tico
ideal devido a efeitos, tais como conformidade de junta, folga e conformidade de elos, sa˜o
considerados.
Segundo Liu et al. [7], o processo de calibrac¸a˜o de roboˆs divide-se em duas categorias:
calibrac¸a˜o cinema´tica (compensac¸a˜o de erros geome´tricos) e calibrac¸a˜o dinaˆmica (compensac¸a˜o
de erros na˜o geome´tricos), indicados na Fig.2.1.
De acordo com Motta [24], os erros geome´tricos correspondem a cerca de 90 % de todos os
erros do roboˆ, o que justifica o fato de o processo de calibrac¸a˜o cinema´tico, tambe´m chamado de
esta´tico, ser amplamente empregado. De maneira geral, manipuladores seriais apresentam erros
de posicionamento entre 2 e 10 mm (mesmo sendo novos), e, apo´s serem calibrados de forma
adequada, esses erros podem ser reduzidos para valores inferiores a 0,5 mm.
Conforme Motta [6], a calibrac¸a˜o compreende quatro etapas:
1. Modelagem Cinema´tica: obtenc¸a˜o de um modelo matema´tico que representa a geometria
do roboˆ e seu respectivo movimento;




Identifica as caracterı´sticas esta´ticas do roboˆ
Calibrac¸a˜o Dinaˆmica:
Identifica as caracterı´sticas dinaˆmicas do roboˆ








Figura 2.1: Diagrama representativo dos tipos de calibrac¸a˜o de roboˆs. Fonte: Adaptado de [10].
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3. Identificac¸a˜o dos Paraˆmetros: identificac¸a˜o dos valores dos paraˆmetros do modelo;
4. Implementac¸a˜o ou Compensac¸a˜o: modificac¸a˜o dos comandos de controle, a fim de possi-
bilitar uma execuc¸a˜o bem-sucedida de uma tarefa programada.
Motta e McMaster [25] descrevem, de forma mais sucinta, que a modelagem cinema´tica con-
siste na obtenc¸a˜o de um modelo matema´tico representativo da geometria e do movimento do
roboˆ; durante a etapa de medic¸a˜o, no entanto, caracterı´sticas geome´tricas especı´ficas do roboˆ sa˜o
medidas, com o auxı´lio de equipamentos de medic¸a˜o com precisa˜o conhecida; no terceiro passo
(identificac¸a˜o), por outro lado, os erros dos paraˆmetros do modelo sa˜o identificados; por fim, o
modelo e´ corrigido no sistema de controle do roboˆ, visando obter eˆxito na realizac¸a˜o de tarefas
programadas.
As quatro etapas caracterı´sticas da calibrac¸a˜o sera˜o detalhadas nas pro´ximas sec¸o˜es.
2.3 Modelagem cinema´tica
O primeiro passo para realizar a calibrac¸a˜o de um roboˆ denomina-se modelagem cinema´tica, e
consiste em obter o modelo cinema´tico que associa as saı´das dos sensores das juntas do roboˆ com
a posic¸a˜o do seu elemento terminal [21]. Dessa forma, esse modelo e´ constituı´do por equac¸o˜es
na˜o lineares que relacionam os paraˆmetros geome´tricos nominais e as varia´veis de juntas com a
posic¸a˜o e orientac¸a˜o do efetuador final do roboˆ [26]. E´ importante destacar que a modelagem
cinema´tica pode ser estendida para englobar uma ce´lula de trabalho robo´tica inteira. Neste caso,
as posic¸o˜es relativas de va´rios componentes do sistema sa˜o estabelecidos de forma u´nica [21].
2.3.1 Conceitos fundamentais de cinema´tica
A cinema´tica e´ a cieˆncia que estuda o movimento sem considerar as forc¸as que o causam,
ocupando-se da posic¸a˜o, velocidade, acelerac¸a˜o e de todas as derivadas de ordem superior da
posic¸a˜o (tanto em relac¸a˜o ao tempo quanto em relac¸a˜o a`s outras varia´veis). Portanto, o estudo
da cinema´tica de manipuladores corresponde a todas as propriedades do movimento que sejam
geome´tricas e baseadas no tempo [20].
De acordo com Ginani e Motta [1], um roboˆ pode ser definido como um conjunto de elos
que conectam o elemento terminal a sua base, com cada elo conectado ao pro´ximo por meio
de uma junta. A conexa˜o entre um par de elos, quando o movimento relativo caracteriza-se
por duas superfı´cies que deslizam uma sobre a outra, e´ denominado de par inferior [20], ilus-
trado na Fig. 2.2. Uma parte significativa dos manipuladores possuem juntas rotacionais ou
prisma´ticas (tambe´m chamadas de deslizantes), cada uma apresentando um grau de liberdade.
Em circunstaˆncias onde o manipulador e´ construı´do com uma junta com n graus de liberdade, ele
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podera´ ser modelado com n juntas com um grau de liberdade cada, e conectadas com n-1 elos de
comprimento zero [20].
Figura 2.2: Tipos de juntas do par inferior. Fonte: [20].
Como manipuladores industriais possuem geometria complexa, o estudo de sua cinema´tica
tem inı´cio com a atribuic¸a˜o de sistemas de coordenadas a`s va´rias partes do mecanismo, seguida
pela descric¸a˜o entre eles a partir de matrizes de transformac¸o˜es homogeˆneas. Um dos problemas
centrais da cinema´tica consiste em compreender como a localizac¸a˜o dos sistemas de refereˆncia
se altera a` medida que o mecanismo se articula [20]. Segundo Spong et al. [27], uma matriz de
transformac¸a˜o homogeˆnea e´ uma matriz de ordem 4x4, constituı´da por uma matriz de rotac¸a˜o e
um vetor de translac¸a˜o, cuja forma geral esta´ representada na Eq. 2.1.
T0N =

nx sx ax px
ny sy ay py
nz sz az pz
0 0 0 1
 =
[
~n ~s ~a ~p
0 0 0 1
]
(2.1)
Na Equac¸a˜o 2.1, n = (nx, ny, nz)T , s = (sx, sy, sz)T e a = (ax, ay, az)T sa˜o vetores
que representam, a direc¸a˜o de x1, y1 e z1, respectivamente, no sistema o0x0y0z0. O termo
p = (px, py, pz)
T corresponde ao vetor que relaciona a origem o0 com a origem o1, expresso
no sistema o0x0y0z0.
O modelo cinema´tico de posic¸a˜o pode ser solucionado por meio da cinema´tica direta ou in-
versa, que, por sua vez, depende das varia´veis de entrada e de saı´da. Enquanto a cinema´tica direta
permite calcular a posic¸a˜o e a orientac¸a˜o do elemento terminal a partir dos valores das varia´veis
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de juntas do mecanismo, conforme explı´cito pela Eq. 2.2, a cinema´tica inversa e´ empregada para
computar os valores das varia´veis de juntas para determinados valores de posic¸a˜o e orientac¸a˜o do
elemento terminal, de acordo com a Eq. 2.3 [26].
[x, y, z, α, β, θ]T = g(q1, ..., qn) (2.2)
[q1, ..., qn]
T = f(x, y, z, α, β, θ) (2.3)
Nas Equac¸o˜es 2.2 e 2.3, x, y e z sa˜o as coordenadas de posic¸a˜o e α, β e θ sa˜o as coordenadas de
orientac¸a˜o (ambas do efetuador), enquanto que q1, ..., qn sa˜o as varia´veis das juntas do mecanismo.
A Figura 2.3 demonstra a relac¸a˜o existente entre a cinema´tica direta e a cinema´tica inversa.
Figura 2.3: Relac¸a˜o entre as cinema´ticas direta e inversa. Fonte: Produzido pela Autora.
As equac¸o˜es da cinema´tica direta sa˜o obtidas a partir da atribuic¸a˜o de sistemas de refereˆncia
a cada elo do manipulador, utilizando uma determinada convenc¸a˜o para definir a posic¸a˜o e a
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orientac¸a˜o relativa de dois elos consecutivos [28]. Um me´todo amplamente usado para estabelecer
sistemas de refereˆncias em aplicac¸o˜es robo´ticas e´ a convenc¸a˜o de Denavit-Hartenberg (DH) [27],
[28], detalhado em [29].
Segundo Jazar [30], um sistema de coordenadas obtido pela notac¸a˜o de DH possui quatro
paraˆmetros de elos, conforme indicado na Fig. 2.4.
Figura 2.4: Paraˆmetros de Denavit-Hartenberg definidos para a junta i e elo i. Fonte: [30].
Os paraˆmetros de elos mostrados na Fig. 2.4 sa˜o interpretados como:
• ai: distaˆncia, ao longo de xi, de Oi a` intersecc¸a˜o entre zi−1 e zi, se zi−1 e zi se cruzarem;
ou a distaˆncia mais curta entre zi−1 e zi, se estes forem paralelos ou na˜o coplanares;
• αi: aˆngulo, em torno de xi, de zi−1 a zi;
• di: distaˆncia, ao longo de zi−1, de Oi−1 a` intersecc¸a˜o entre zi−1 e xi; ou a distaˆncia mais
curta entre xi−1 e xi, se estes forem paralelos ou na˜o coplanares;
• θi: aˆngulo, em torno de zi−1, de xi−1 a xi
Por meio dessa notac¸a˜o, cada elo pode ser descrito por uma transformac¸a˜o do sistema de
coordenadas atual para o sistema de coordenadas anterior, de acordo com a Eq. 2.4.
T i−1i = Rz (θi) · Tz (di) · Tx (ai) ·Rx (αi) (2.4)
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Multiplicando os termos do lado direito da Eq. 2.4, tem-se a forma geral da matriz de
transformac¸a˜o T i−1i , indicada pela Eq. 2.5.
T i−1i =

cos(θi) −sen(θi) · cos(αi) sen(θi) · sen(αi) ai · cos(θi)
sen(θi) cos(θi) · cos(αi) −cos(θi) · sen(αi) ai · sen(θi)
0 sen(αi) cos(αi) di
0 0 0 1
 (2.5)
Uma vez definidos os sistemas de refereˆncia para cada elo, e, consequentemente, obtidos seus
respectivos paraˆmetros pela notac¸a˜o de DH, as equac¸o˜es da cinema´tica direta sa˜o obtidas pela
substituic¸a˜o destes paraˆmetros na Eq. 2.5. A transformac¸a˜o isolada que relaciona a orientac¸a˜o e
a translac¸a˜o do sistema de coordenadas N ao sistema de coordenadas 0, conforme representado
na Fig. 2.5, e´ obtida pela Eq. 2.6 [20], [28].




1(q1) ·T12(q2) · · ·Tn−1n (qn) (2.6)
A forma como sa˜o concatenadas as transformac¸o˜es de elos em um manipulador, indicada na
Eq. 2.6, demonstra que o ca´lculo da func¸a˜o cinema´tica direta e´ recursivo e obtido pelo produto
das matrizes de transformac¸a˜o homogeˆnea Ti−1i (qi) (para i = 1, ..., n), onde cada matriz e´ func¸a˜o
de uma u´nica varia´vel de junta. Como cada junta conecta dois elos consecutivos, e´ plausı´vel
considerar a descric¸a˜o cinema´tica entre elos adjacentes, e em seguida obter a descric¸a˜o geral da
cinema´tica do manipulador de maneira recursiva [28].
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O problema da cinema´tica inversa, por outro lado, e´ bem mais complexo que o da direta,
devido a`s seguintes razo˜es [28]:
• As equac¸o˜es a serem solucionadas normalmente sa˜o na˜o-lineares e, portanto, nem sempre
e´ possı´vel obter uma soluc¸a˜o analı´tica;
• Podem existir mu´ltiplas soluc¸o˜es;
• Para um manipulador cinematicamente redundante, podem existir infinitas soluc¸o˜es;
• Dependendo da estrutura do manipulador, pode na˜o haver soluc¸o˜es admissı´veis.
De acordo com Siciliano et al. [28], a existeˆncia de soluc¸o˜es e´ garantida somente se a posic¸a˜o
e a orientac¸a˜o do elemento terminal estiverem no espac¸o de trabalho destro, ou seja, no volume
de espac¸o que o efetuador do roboˆ consegue alcanc¸ar em todas as orientac¸o˜es. O nu´mero de
soluc¸o˜es, entretanto, depende do nu´mero de graus de liberdade e do nu´mero de paraˆmetros de
DH na˜o nulos; em geral, quanto maior o nu´mero de paraˆmetros na˜o nulos, maior o nu´mero de
soluc¸o˜es admissı´veis. Por exemplo, para um manipulador com seis juntas rotacionais, a Tab. 2.2
mostra a relac¸a˜o entre o nu´mero de soluc¸o˜es e quantidade de paraˆmetros de comprimentos de elos
(ai) iguais a zero.
Tabela 2.2: Nu´mero de soluc¸o˜es versus ai diferente de zero.
ai Nu´mero de soluc¸o˜es
a1 = a3 = a5 = 0 ≤ 4
a3 = a5 = 0 ≤ 8
a3 = 0 ≤ 16
Todos ai 6= 0 ≤ 16
Fonte: Adaptado de [20].
Analisando a Tabela 2.2 e´ possı´vel constatar que, quanto maior a quantidade de paraˆmetros
diferentes de zero, maior e´ o nu´mero ma´ximo de soluc¸o˜es. Portanto, para um manipulador de
seis graus de liberdade com juntas rotacionais e completamente gene´rico, existem ate´ dezesseis
soluc¸o˜es possı´veis [20]. A existeˆncia de va´rias soluc¸o˜es para uma mesma junta, implica a ne-
cessidade de estabelecer um crite´rio para escolha de uma u´nica soluc¸a˜o (por exemplo: o caso do
cotovelo para cima/ cotovelo para baixo). E´ importante ressaltar que, a existeˆncia de limites de
juntas mecaˆnicas pode reduzir o nu´mero de soluc¸o˜es permitidas para a estrutura real.
As estrate´gias de soluc¸a˜o da cinema´tica inversa podem ser divididas em dois grandes grupos:
soluc¸o˜es de forma fechada e soluc¸o˜es nume´ricas. A soluc¸a˜o de forma fechada e´ um me´todo ba-
seado em expresso˜es analı´ticas ou na soluc¸a˜o de um polinoˆmio de grau 4 ou menor, de forma
que ca´lculos na˜o iterativos sa˜o suficientes para determinar a soluc¸a˜o. Ela se divide em dois
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me´todos: alge´brico e geome´trico, que sa˜o difı´ceis de serem distinguidos, uma vez que todo
me´todo geome´trico empregado e´ aplicado por expresso˜es alge´bricas, sendo, dessa forma, se-
melhantes. Na pra´tica, eles diferem quanto a` abordagem. A soluc¸a˜o nume´rica, por outro lado,
apresenta uma natureza iterativa, logo, e´ mais lenta que a analı´tica, e converge a soluc¸a˜o para um
o´timo global ou local, inviabilizando a sua aplicac¸a˜o na maioria das vezes, pois a velocidade com
que os manipuladores se movimentam e´ elevada e admitem mais de uma soluc¸a˜o para a inversa
[20].
Apesar da complexidade associada a` cinema´tica inversa, para manipuladores com seis juntas,
onde os eixos das treˆs u´ltimas juntas se cruzam em um ponto, e´ possı´vel desacoplar o problema da
cinema´tica inversa em dois problemas simples, denominados, respectivamente, como cinema´tica
da posic¸a˜o inversa e cinema´tica da orientac¸a˜o inversa [27].
Craig [20] reforc¸a que, atualmente, os manipuladores industriais sa˜o projetados de forma
simples o bastante para que uma soluc¸a˜o de forma fechada possa ser desenvolvida, ou seja, sa˜o
constituı´dos por um brac¸o e por um pulso esfe´rico. Resumindo, para um roboˆ de seis graus de
liberdade ter soluc¸a˜o analı´tica para a cinema´tica inversa, e´ necessa´rio atender aos requisitos a
seguir [28]:
• Treˆs eixos consecutivos de juntas rotativas devem se cruzar em um ponto;
• Treˆs eixos consecutivos de juntas rotativas devem ser paralelos.
Desse modo, para um manipulador com pulso esfe´rico, deve-se localizar um ponto W na
intersecc¸a˜o dos eixos das treˆs u´ltimas juntas de revoluc¸a˜o, conforme ilustrado na Fig. 2.6.
Figura 2.6: Manipulador com pulso esfe´rico. Fonte: [28].
16
Com efeito, uma vez que a posic¸a˜o e a orientac¸a˜o do elemento terminal sa˜o especificados em
termos de pe e Re = [neseae], a posic¸a˜o do punho pode ser calculada por meio da Eq. 2.7.
pW = pe − d6 · ae (2.7)
Portanto, a cinema´tica inversa para um manipulador de seis graus de liberdade com pulso
esfe´rico pode ser resolvida de acordo com os seguintes passos:
1. Calcular a posic¸a˜o do pulso pW , de acordo com a Eq. 2.7;
2. Solucionar a cinema´tica inversa para θ1, θ2 e θ3;
3. Calcular a matriz de rotac¸a˜o R03;
4. Calcular R36 a partir da Eq. 2.8;
R36(θ4, θ5, θ6) = (R
0
3)
−1(θ4, θ5, θ6)R06 (2.8)
5. Solucionar a cinema´tica inversa para a orientac¸a˜o (θ4, θ5, θ6).
Fundamentado neste desacoplamento cinema´tico, e´ possı´vel resolver, separadamente, a ci-
nema´tica inversa para o brac¸o e para o pulso esfe´rico [28].
2.3.2 Requisitos do modelo cinema´tico
No processo de calibrac¸a˜o, a etapa de identificac¸a˜o de paraˆmetros exige que o modelo ci-
nema´tico obedec¸a a treˆs requisitos [11], [24], [1].
• Completude: caracteriza-se como a capacidade de um modelo cinema´tico descrever todas
as possı´veis configurac¸o˜es geome´tricas espaciais de um roboˆ [1];
• Continuidade: esta´ relacionada com a sensibilidade do modelo, isto e´, pequenas mudanc¸as
em valores de juntas devem resultar em pequenas mudanc¸as nos paraˆmetros descritivos
[11];
• Minimalidade: corresponde ao menor nu´mero de paraˆmetros que um modelo cinema´tico
deve possuir, a fim de evitar redundaˆncias [11], [1].
Segundo Schro¨er et al. [11], a continuidade do modelo e´ importante, pois garante que os
me´todos de otimizac¸a˜o na˜o linear funcionem de forma confia´vel. O quesito de minimalidade, por
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outro lado, na˜o e´ ta˜o significativo, uma vez que a precisa˜o matema´tica do seu conteu´do so´ e´ evi-
dente quando se analisam te´cnicas nume´ricas para identificac¸a˜o de paraˆmetros e soluc¸a˜o de pro-
blemas de identificabilidade e confiabilidade de valores de paraˆmetros. Portanto, declarac¸o˜es per-
tinentes a` precisa˜o matema´tica da minimalidade do modelo, so´ podem ser realizadas para relac¸o˜es
geome´tricas definidas pelo modelo cinema´tico, na˜o se aplicando ao modelo de deformac¸o˜es
ela´sticas que engloba partes na˜o geome´tricas do modelo do roboˆ.
O emprego do modelo cinema´tico na calibrac¸a˜o de roboˆs demanda algumas condic¸o˜es adici-
onais [11]:
• Se o sistema de coordenadas atual na˜o e´ o sistema de refereˆncia da base do roboˆ, mas um
sistema pertencente a uma outra junta, a parametrizac¸a˜o deve iniciar com uma rotac¸a˜o ou
uma translac¸a˜o em torno do eixo z;
• A parametrizac¸a˜o do TCP para a u´ltima junta e da primeira junta para a base do roboˆ deve
ser distinta daquela aplicada a`s demais juntas adjacentes;
• E´ necessa´rio que as localizac¸o˜es geome´tricas das juntas, descritas pelo modelo cinema´tico,
coincidam com suas localizac¸o˜es fı´sicas, garantindo, dessa forma, a integrac¸a˜o de um mo-
delo de deformac¸a˜o-ela´stico.
2.3.3 Me´todos de modelagem cinema´tica baseados em paraˆmetros geome´tricos
de elos
Segundo [2], a inexisteˆncia de um u´nico me´todo de modelagem cinema´tica, que pode ser
aplicado aos diferentes tipos de geometrias dos roboˆs, esta´ relacionada a razo˜es topolo´gicas fun-
damentais concernentes a mapeamentos de vetores euclidianos para esferas. Todavia, problemas
topolo´gicos relacionados a` cinema´tica inversa e singularidades, podem ser solucionados pela dis-
ponibilidade de va´rios me´todos que permitem definir func¸o˜es inversas em situac¸o˜es especı´ficas.
As primeiras abordagens de calibrac¸a˜o surgiram com o intuito de identificar os paraˆmetros uti-
lizados nos controladores dos roboˆs. Como nos algoritmos de controle eram empregadas equac¸o˜es
da cinema´tica inversa, erros de comprimentos dos elos e de posic¸a˜o da junta zero conseguiam ser
identificados, enquanto pequenos desvios nas orientac¸o˜es relativas das juntas (que interferem di-
retamente na precisa˜o da posic¸a˜o do roboˆ), na˜o eram identificados [11]. A fim de solucionar este
problema, Denavit e Hartenberg [29], propuseram uma notac¸a˜o baseada em matrizes, e que usa
quatro paraˆmetros de transformac¸o˜es, para obter a cinema´tica de mecanismos do par inferior. Do
ponto de vista matema´tico, esse modelo esta´ representado na Eq. 2.9.
T(θ, d, a, α) = Rz(θ) ·Tz(d) ·Tx(a) ·Rx(α) (2.9)
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Muitos autores utilizaram unicamente essa convenc¸a˜o na modelagem cinema´tica de manipu-
ladores ate´ perceberem que juntas sucessivas e quase paralelas violam o quesito de continuidade
do modelo, como pode ser observado na Fig. 2.7. Isso sugere que, nas proximidades de uma
configurac¸a˜o de juntas paralelas, existem configurac¸o˜es de juntas que produzem grandes valores
aleato´rios nos paraˆmetros de DH [11].
Figura 2.7: Modelo de parametrizac¸a˜o proposto por Denavit-Hartenberg. Fonte: [11].
Em decorreˆncia das limitac¸o˜es caracterı´sticas da convenc¸a˜o de DH, Hayati e Mirmirani, em
1985, propuseram uma parametrizac¸a˜o para duas juntas rotativas ou prisma´ticas, e que sa˜o para-
lelas ou quase-paralelas, popularmente chamada de convenc¸a˜o HM [11].
Em seu trabalho, Hayati e Mirmirani reforc¸am que, no caso de juntas consecutivas, cujos eixos
sa˜o paralelos ou quase-paralelos, pequenas variac¸o˜es nos paraˆmetros de elos na˜o correspondem a
pequenas variac¸o˜es no sistema de coordenadas dos elos [31]. Isso pode melhor ser compreendido
por meio de um exemplo, ilustrado na Fig. 2.8.
Aplicando as regras de Denavit e Hartenberg ao elo da Fig. 2.8, verifica-se que os paraˆmetros
de elos sa˜o, respectivamente: θi = 0, di = 0, ai = L e αi = 0. Admitindo que, devido
a`s toleraˆncias do processo de fabricac¸a˜o, o eixo zi ficou desalinhado por um pequeno aˆngulo
β, o novo eixo sera´ chamado de z′i, e interceptara´ o eixo zi−1 em alguma distaˆncia da origem
do sistema de coordenadas i − 1. Partindo dessa premissa, os paraˆmetros reais do elo i sa˜o:
θi = −90◦, di = −f (onde f e´ um escalar positivo, medido de 0 ate´ o ponto onde zi−1 intercepta
z
′
i), ai = 0 e αi = −β. Desse exemplo, pode-ser aferir que, um pequeno erro no alinhamento do
eixo z provoca um grande erro nos paraˆmetros de elos [31].
Para determinar de maneira correta esses paraˆmetros, Hayati e Mirmirani [31] propuseram
novas regras, que encontram-se listadas a seguir:
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Figura 2.8: Representac¸a˜o de um elo com eixos de juntas paralelos. Fonte: [31].
1. Inicialmente, deve-se criar um plano perpendicular ao eixo zi−1, conforme se observa na
Fig. 2.9, onde a intersecc¸a˜o do plano com o eixo da junta i+1 e´ Oi;
2. Depois, deve-se rotacionar o sistema de coordenadas i-1 em torno de zi−1 para alinhar xi−1
com a linha que conecta os pontos Oi−1 e Oi;
3. Apo´s isso, e´ necessa´rio transladar a origem do u´ltimo sistema de coordenadas para Oi;
4. Por u´ltimo, e na˜o menos importante, realizam-se duas rotac¸o˜es em torno dos eixos x e y do
sistema de coordenadas resultante, a fim de alinhar o eixo z com o eixo da junta i+1.
Essas transformac¸o˜es podem ser expressas, matematicamente, pela Eq. 2.10, ou, na forma
matricial, pela Eq. 2.11, onde C = cos() e S = sen().
T i−1i = Rz (θ) · Tx′ (d) ·Rx′′ (a) ·Ry′′′ (β) (2.10)
T i−1i =

C(θi)C(βi)− S(θi)S(αi)S(βi) −S(θi)C(αi) C(θi)S(βi) + S(θi)S(αi)C(βi) aiC(θi)
S(θi)C(βi) + C(θi)S(αi)S(βi) C(θi)C(αi) S(θi)S(βi)− C(θi)S(αi)C(βi) aiS(θi)
−C(αi)S(βi) S(αi) C(αi)C(βi) 0




Figura 2.9: Juntas rotacionais quase-paralelas. Fonte: [31].
De maneira semelhante, equac¸o˜es sa˜o obtidas quando juntas prisma´ticas consecutivas pos-
suem eixos paralelos ou quase-paralelos [31]. Nesta circunstaˆncia, o sistema de coordenadas i e´
obtido a partir das seguintes regras:
1. Primeiro, marca-se um ponto Oi no eixo da junta i+1, e desenha-se uma linha que passa
por Oi e seja paralela ao eixo da junta prisma´tica i, como esboc¸ado na Fig. 2.10;
2. A partir do me´todo de Denavit-Hartenberg, deve-se encontrar o sistema de coordenadas i-1,
de tal maneira que o seu eixo z seja colinear com a linha desenhada na etapa anterior;
3. Depois, a origem do sistema de coordenadas i-1 precisa ser transladada ao longo do eixo z
ate´ o ponto Oi;
4. Por fim, e da mesma forma que para juntas rotacionais, o eixo z precisa ser alinhado com o
eixo da junta i+1 por meio de duas rotac¸o˜es sobre os eixos x e y dos sistemas de coordenadas
resultantes.
Do ponto de vista matema´tico, estas regras podem ser escritas na forma da Eq. 2.12.
T i−1i = Tz (d) ·Rx′ (α) ·Ry′′ (β) (2.12)
A convenc¸a˜o proposta por Hayati e Mirmirani [31], com suas respectivas transformac¸o˜es
espaciais, garante que pequenas variac¸o˜es na localizac¸a˜o e orientac¸a˜o de juntas podem ser mode-
ladas por pequenas variac¸o˜es nos paraˆmetros. Nos casos onde os eixos de juntas adjacentes sa˜o
perpendiculares ou quase perpendiculares, a notac¸a˜o de DH, por sua vez, e´ utilizada [31].
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Figura 2.10: Juntas prisma´ticas quase-paralelas. Fonte: [31].
Veitschegger e Wu [32] desenvolveram um modelo para juntas paralelas consecutivas e con-
sideraram erros de segunda ordem, objetivando descrever a precisa˜o de posicionamento do roboˆ.
Esse modelo combina as abordagens de DH e HM ao incluir a transformac¸a˜o de rotac¸a˜o Ry(β)
a`s transformac¸o˜es de DH. Dessa forma, pequenas variac¸o˜es na posic¸a˜o e orientac¸a˜o de dois elos
adjacentes sempre podem ser modelados por pequenas variac¸o˜es nos cinco paraˆmetros de elos:
θi, αi, ai, di e βi. Essa parametrizac¸a˜o, assim como a correspondente matriz de transformac¸a˜o,
esta˜o especificadas, respectivamente, pela Eq. 2.13 e Eq. 2.14.
T i−1i = Rz (θ) · Tz (d) · Tx′ (a) ·Rx′ (α) ·Ry′′ (β)) (2.13)
T i−1i =

C(θi)C(βi)− S(θi)S(αi)S(βi) −S(θi)C(αi) C(θi)S(βi) + S(θi)S(αi)C(βi) aiC(θi)
S(θi)C(βi) + C(θi)S(αi)S(βi) C(θi)C(αi) S(θi)S(βi)− C(θi)S(αi)C(βi) aiS(θi)
−C(αi)S(βi) S(αi) C(αi)C(βi) di
0 0 0 1

(2.14)
Zhuang et al. [33] tambe´m propuseram um me´todo para modelagem cinema´tica de manipu-
ladores, denominado de Modelo Parame´trico Contı´nuo e Completo (CPC), cuja continuidade e´
obtida por uma linha de representac¸a˜o livre de singularidades baseada em quatro paraˆmetros. A
completude, por outro lado, e´ alcanc¸ada pela adic¸a˜o de dois paraˆmetros elos, a fim de permitir
a atribuic¸a˜o arbitra´ria dos sistemas de coordenadas. Uma vantagem dessa convenc¸a˜o, e´ que a
transformac¸a˜o do sistema de coordenadas global para o sistema de coordenadas da base do roboˆ
assim como a transformac¸a˜o do sistema de coordenadas da ferramenta para o sistema de coor-
denadas do u´ltimo elo podem ser modeladas com as mesmas regras aplicadas aos elos internos
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da cadeia cinema´tica aberta. Ale´m disso, considerando que todos os paraˆmetros redundantes
podem ser eliminados no modelo CPC, e´ possı´vel construir um modelo de erro linearizado do
roboˆ, no qual os paraˆmetros de erros sa˜o independentes e compreendem todo o espac¸o de erros
geome´tricos. Essas caracterı´sticas tornam o modelo CPC eficaz para a calibrac¸a˜o de roboˆs. E´
importante destacar que a convenc¸a˜o CPC possibilita obter uma soluc¸a˜o analı´tica, constituı´da de
dois esta´gios, para o problema de identificac¸a˜o dos paraˆmetros cinema´ticos.
Posteriormente, em 1993, Zhuang et al. [34], apresentaram uma modificac¸a˜o do modelo
CPC, chamado de MCPC, que o aproxima do modelo DH. Essa parametrizac¸a˜o produz um mo-
delo de erro simplificado, pois emprega dois aˆngulos para acomodar a rotac¸a˜o necessa´ria para
cada transformac¸a˜o de elo, ao inve´s de vetores de direc¸a˜o nos eixos das juntas. Somado a isso,
para a u´ltima transformac¸a˜o de elo, sa˜o empregados treˆs paraˆmetros angulares e treˆs paraˆmetros
lineares. Assim como o modelo CPC, o MCPC consegue descrever completamente a geometria
e o movimento do roboˆ em um sistema de coordenadas de refereˆncia. Seu modelo de erro possui
um nu´mero mı´nimo de paraˆmetros para abranger todo o espac¸o de erro geome´trico, e, uma vez
selecionado adequadamente o eixo da ferramenta, ele se torna livre de singularidades. A singula-
ridade proveniente da ferramenta ocorre quando seu eixo e´ perpendicular ao eixo da u´ltima junta.
Neste caso, isso pode ser evitado alterando o eixo z do sistema de coordenadas da ferramenta ou
inserindo um sistema de coordenadas intermedia´rio, que e´ fixado no sistema de coordenadas da
ferramenta e tem uma orientac¸a˜o distinta em relac¸a˜o a este sistema.
Como pode ser verificado, os modelos cinema´ticos discutidos na˜o podem ser generalizados
e aplicados para todas as geometrias de roboˆs existentes, entretanto, diferentes me´todos podem
ser usados em conjunto, com o intuito de determinar se as func¸o˜es inversas podem ou na˜o ser
definidas em va´rios subconjuntos de espac¸os operacionais, ale´m de possibilitar construir essas
func¸o˜es em situac¸o˜es especı´ficas [25]. Baseado nisso e objetivando assegurar que o modelo de
identificac¸a˜o seja mı´nimo, completo e contı´nuo, Schro¨er et al. [11] desenvolveram um conjunto
de 17 modelos de parametrizac¸o˜es, incluindo crite´rios simples para decidir quais parametrizac¸o˜es
devem ser empregadas para realizar a modelagem de um roboˆ. Nas pro´ximas subsec¸o˜es sera˜o
apresentados detalhes dessa abordagem livre de singularidade.
2.3.4 Parametrizac¸o˜es
A estrutura cinema´tica dos roboˆs pode ser descrita por um conjunto E de transformac¸o˜es,
chamado de Grupo Euclidiano, que preserva comprimentos e aˆngulos, e permite especificar a
relac¸a˜o espacial entre os sistemas de coordenadas de juntas consecutivas, os sistemas da base e da
primeira junta, e entre o u´ltimo sistema de coordenadas e do TCP. O conjunto E consiste em um
mu´ltiplo diferencia´vel de dimensa˜o 6, obtido pelo produto do espac¸o vetorial real tridimensional
com o grupo de rotac¸o˜es espaciais, conforme mostrado pela Eq. 2.15.
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E = R3 × SO(3) (2.15)
Uma parametrizac¸a˜o do Grupo Euclidiano E pode ser definida como um seˆxtuplo P =
(P1, ..., P6) ∈ P6 de transformac¸o˜es elementares junto com um subconjunto na˜o vazio, aberto
e conectado W de Re6, de maneira que, para o mapeamento ϕP definido por P, e representado






dim(ϕP (W )) = 6 (2.17)
Na Equac¸a˜o 2.17, o subconjunto W conte´m todos os paraˆmetros de rotac¸a˜o e translac¸a˜o. A
definic¸a˜o apresentada anteriormente e´ va´lida para qualquer representac¸a˜o especial dos elementos
de E, como e´ o caso das matrizes de transformac¸a˜o homogeˆneas. Por isso, para uma melhor
compreensa˜o deste trabalho, ϕP sera´ referido com T.
2.3.5 Singularidades e continuidade do modelo
Como ja´ mencionado, em um modelo de parametrizac¸a˜o, um ponto de descontinuidade corres-
ponde a uma transformac¸a˜o cujos paraˆmetros descritivos sofrem grandes alterac¸o˜es com pequenas
mudanc¸as na posic¸a˜o e orientac¸a˜o [2]. Sob a perspectiva matema´tica, a continuidade do mo-
delo corresponde a` continuidade da func¸a˜o inversa T−1, onde T e´ o produto das transformac¸o˜es
elementares (rotac¸a˜o e translac¸a˜o) entre as juntas. Fundamentado nisso, a singularidade da
parametrizac¸a˜o pode ser representada como uma transformac¸a˜o Ts ∈ E, onde o vetor de paraˆmetros
p ∈ R6 existe, de tal maneira que o posto do Jacobiano Js = dTs/dp e´ menor que 6 e esta´ indi-
cado na Eq. 2.18, [2].
T = Ts e o posto(Js) < 6 (2.18)
Em outras palavras, as singularidades da parametrizac¸a˜o T pode ser investigada a partir da
detecc¸a˜o dos zeros do determinante det(JT · J) em func¸a˜o do vetor p [2].
Segundo Motta [2], a partir das parametrizac¸o˜es do Grupo Euclidiano, os resultados enume-
rados abaixo podem ser demonstrados:
1. O conjunto de singularidades nunca e´ vazio e engloba o limite do conjunto de transformac¸o˜es
na˜o pertencentes a` imagem de parametrizac¸a˜o;
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2. A continuidade do modelo e´ uma propriedade local.
Uma breve investigac¸a˜o das principais convenc¸o˜es de modelagem cinema´tica sera´ apresentada
a seguir.
a. Grupo Euclidiano
A transformac¸a˜o entre elos no Grupo Euclidiano e´ formada por uma parte translacional e por
uma parametrizac¸a˜o roll-pitch-yaw [14], sendo representada pela Eq. 2.19.
P = (Tx, Ty, Tz, Rz, Ry, Rx) (2.19)
Estendendo essa parametrizac¸a˜o para cada elo, tem-se a Eq. 2.20.
T = Tx(px), Ty(py), Tz(pz), Rz(γ), Ry(β), Rx(α) (2.20)
Na Equac¸a˜o 2.20, px, py e pz sa˜o coordenadas de translac¸a˜o e α, β e γ sa˜o coordenadas de
rotac¸a˜o ao longo dos eixos, x, y e z, respectivamente. Expressando a Equac¸a˜o 2.20 na forma
matricial, obte´m-se a Eq. 2.21, onde C = cos() e S = sin().
T =

CγCβ CγSβSα− SγCα CγSβCα + SγSα Px
SγCβ SγSβSα + CγCα SγSβCα− CγSα Py
−Sβ CβSα CβCα Pz
0 0 0 1
 (2.21)
A Equac¸a˜o 2.22 corresponde a uma forma mais simples da Eq. 2.21.
T =

nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1
 (2.22)
A auseˆncia de paraˆmetros de rotac¸a˜o no vetor p faz com que o Jacobiano se decomponha em
duas submatrizes: uma de ordem 9× 3 e outra de ordem 3× 3, como representado pela Eq. 2.23,
cujas singularidades sa˜o os zeros da equac¸a˜o cos(β) = 0 [11].
D(x, y, z, γ, β, α)T(x, y, z, γ, β, α) =
[




Dessa forma, o conjunto de singularidades e´ composto por todas as matrizes de transformac¸a˜o




0 ox ax px
0 oy ay py
±1 0 0 pz
0 0 0 1
 (2.24)
A Equac¸a˜o 2.24 e´ obtida para Cos(γ) = 0 e Sen(β) = ±1. Todavia, recomenda-se um
aˆngulo entre os eixos z menor que 45◦ (α, β < 45◦) [11].
b. Convenc¸a˜o de Denavit-Hartenberg
A convenc¸a˜o de DH e´ uma parametrizac¸a˜o em quatro dimenso˜es de R e, portanto, e´ empre-
gada para modelar transformac¸o˜es entre juntas rotativas subsequentes. Seu conjunto de singula-
ridades esta´ indicado na Eq. 2.25 [11].
Ts =

nx ox 0 px
ny oy 0 py
nz oz ±1 pz
0 0 0 1
 (2.25)
A Equac¸a˜o 2.25 refere-se a um conjunto bidimensional, onde todos os elementos de R re-
presentam juntas rotativas paralelas. Isso pode ser verificado a partir da observac¸a˜o da terceira
coluna, que indica um eixo comum (z) no eixo anterior [2].
c. Convenc¸a˜o de Hayati
A convenc¸a˜o de Hayati e possui um conjunto de singularidades complicado, uma vez que e´
constituı´do de duas partes, representadas na forma matricial pelas Eq. 2.26 e 2.27 [11], [2].
Ts =

nx ox ax px
ny oy ay py
nz oz 0 0




nx ox λx px
ny oy λy py
nz oz λz pz
0 0 0 1
 (2.27)
Entretanto, essa parametrizac¸a˜o na˜o e´ completa, pois o conjunto que na˜o pertence a` imagem





nx ox ax px
ny oy ay py
nz oz 0 pz 6= 0
0 0 0 1
 (2.28)
Estas equivalem a juntas rotativas, cujos eixos sa˜o ortogonais ou possuem uma orientac¸a˜o
arbitra´ria e interceptam a origem do sistema de refereˆncia 2.27 [11].
d. Convenc¸a˜o de Veitschegger
A convenc¸a˜o de Veitschegger, por sua vez, possui 5 dimenso˜es e na˜o pode ser reduzida a uma
parametrizac¸a˜o mı´nima de R, ou seja, a um modelo cinema´tico mı´nimo. Assim como a convenc¸a˜o




nx ox ax 0
ny oy ay 0
nz oz az pz




nx ox ax λax
ny oy ay λay
nz oz 0 pz
0 0 0 1
 (2.30)
Essa convenc¸a˜o na˜o engloba boas caracterı´sticas das convenc¸o˜es de Denavit-Hartenberg e
Hayati, uma vez que na˜o e´ possı´vel torna´-la mı´nima [2].
e. Sı´ntese
A Equac¸a˜o 2.31 conte´m os modelos completos e mı´nimos, discutidos ate´ o momento, com
seus respectivos intervalos de aplicac¸a˜o. No que se refere a estes intervalos, e´ importante destacar
que a diferenc¸a entre ortogonal e paralelo e´ definido por um limite de 45◦ [10].

C ⊥ JR : P = (Rz, Tz, Tx, Rx), convenc¸a˜o de DH
C ‖ JR : P = (Rz, Tx, Rx, Ry), convenc¸a˜o de Hayati
C ⊥ JT : P = (Rz, Rx), P = (Rz, Ry)
C ‖ JT : P = (Rx, Ry), P = (Ry, Rx)
C ⊥ TCP : P = (Tx, Ty, Tz, Rz, Ry, Rz)
C ‖ TCP : P = (Tx, Ty, Tz, Rz, Ry, Rx)
(2.31)
Na Equac¸a˜o 2.31, as transformac¸o˜es podem ser modeladas a partir do sistema de coordenadas
atual, chamado de C, para: um sistema de coordenadas alvo, cuja junta pode ser rotativa JR,
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prisma´tica JT , ou o pro´prio TCP [11].
Respaldado no que foi mostrado ate´ aqui, e´ possı´vel obter um conjunto com 17 parametrizac¸o˜es,
detalhadas a seguir, no qual alguns deles na˜o sa˜o u´nicos, pois existem outras soluc¸o˜es possı´veis
capazes de satisfazer os requisitos. Transformac¸o˜es elementares que fazem parte de um submo-
delo do modelo mı´nimo, completo e contı´nuo a ser identificado esta˜o destacadas em negrito [14].
• Transformac¸a˜o do sistema de coordenadas da base do roboˆ para a primeira junta, quando
esta e´ de translac¸a˜o:
B ⊥ JT : P = (Tx, Ty, Tz,Rz,Rx) (2.32)
B ‖ JT : P = (Tx, Ty, Tz,Rx,Ry) (2.33)
• Transformac¸a˜o do sistema de coordenadas da base do roboˆ para a primeira junta, quando
esta e´ de rotac¸a˜o:
B ⊥ JR : Px = (Ty,Tz,Rz,Rx, Tz) (2.34)
B ⊥ JR : Py = (Tx,Tz,Rz,Rx, Tz) (2.35)
B ‖ JR : Pz = (Tx,Ty,Rx,Ry, Tz) (2.36)
A Equac¸a˜o 2.34 e´ usada quando o eixo da junta estiver pro´ximo do eixo x do sistema de
coordenadas da base. Por outro lado, se o eixo da junta estiver pro´ximo do eixo y do sistema de
coordenadas da base, utiliza-se a Eq. 2.35.
• Transformac¸a˜o entre sistemas de coordenadas de juntas consecutivas:
JR ⊥ JR : P = (Rz,Tz,Tx,Rx, Tz) (2.37)
JR ‖ JR : P = (Rz,Tx,Rx,Ry, Tz)→ Suposic¸a˜o: os eixos das juntas na˜o sa˜o ideˆnticos.
(2.38)
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JT ⊥ JR : P = (Tz,Rz,Tx,Rx, Tz) (2.39)
JT ‖ JR : P = (Tz,Tx,Ty,Rx,Ry, Tz) (2.40)
JT ⊥ JT : P = (Tz, Tx, Ty,Rz,Rx) (2.41)
JT ‖ JT : P = (Tz, Tx, Ty,Rx,Ry) (2.42)
JR ⊥ JT : P = (Rz, Tx, Ty, Tz,Rx) (2.43)
JR ‖ JT : P = (Rz, Tx, Ty, Tz,Rx,Ry) (2.44)
• Transformac¸a˜o da u´ltima junta para o TCP:
JT ⊥ TCP : P = (Tz,Ty,Tx, [Rz,Ry,Rz]) (2.45)
JT ‖ TCP : P = (Tz,Ty,Tx, [Rz,Ry,Rx]) (2.46)
JR ⊥ TCP : P = (Rz,Tx,Ty,Tz, [Rz,Ry,Rz]) (2.47)
JR ‖ TCP : P = (Rz,Tx,Ty,Tz, [Rz,Ry,Rx]) (2.48)
Nas Equac¸o˜es 2.45, 2.46, 2.47 e 2.48, os paraˆmetros que esta˜o entre colchetes so´ conse-
guem ser identificados quando medidas de orientac¸a˜o do TCP estiverem disponı´veis na etapa de
identificac¸a˜o [14], [11], [2].
2.3.6 Minimalidade
Para um modelo cinema´tico mı´nimo e completo, o nu´mero de paraˆmetros e´ determinado pela
Eq. 2.49 [11].
n = 4 · r + 2 · t+ 6 (2.49)
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onde r equivale ao nu´mero de juntas rotacionais, e t corresponde ao nu´mero de juntas prisma´ticas
do manipulador. Na Equac¸a˜o 2.49, n tambe´m e´ o nu´mero ma´ximo de paraˆmetros independentes
do modelo cinema´tico completo.
Tambe´m e´ importante distinguir o nu´mero mı´nimo de paraˆmetros do modelo cinema´tico com-
pleto e o nu´mero de paraˆmetros identifica´veis ni. Se medidas de posic¸a˜o de juntas q e de posic¸a˜o e
orientac¸a˜o do sistema de coordenadas do TCP esta˜o disponı´veis, o nu´mero ma´ximo de paraˆmetros
identifica´veis ni e´ igual ao nu´mero mı´nimo de paraˆmetros obtido pela aplicac¸a˜o da Eq. 2.49.
Todavia, se houver somente dados de posic¸a˜o disponı´veis, o nu´mero ma´ximo de paraˆmetros iden-
tifica´veis e´ calculado pela Eq. 2.50 [11].
n = 4 · r + 2 · t+ 3 (2.50)
Isso ocorre porque a orientac¸a˜o do sistema de coordenadas do TCP em relac¸a˜o ao u´ltimo
sistema de refereˆncia na˜o pode ser identificada. Algumas abordagens consideram que o nu´mero
de paraˆmetros em um modelo cinema´tico completo e mı´nimo e´ igual a 6 · (N + 1) [11].
2.4 Me´todos Nume´ricos para Identificac¸a˜o de Paraˆmetros
Dentre as etapas do processo de calibrac¸a˜o, a identificac¸a˜o de paraˆmetros e´ a mais relevante,
pois influencia diretamente no resultado final [7]. Matematicamente, a calibrac¸a˜o de roboˆs con-
siste em uma sequeˆncia de estimativas na˜o lineares de paraˆmetros, cujos paraˆmetros de erros des-
conhecidos sa˜o identificados pela minimizac¸a˜o de uma func¸a˜o de custo [12], e tornam o modelo
matema´tico mais pro´ximo dos dados experimentais analisados. Para realizar essa estimativa, e´ ne-
cessa´rio, inicialmente, considerar o manipulador robo´tico como uma func¸a˜o que, a partir de uma
se´rie de paraˆmetros de modelagem e das varia´veis de juntas, determina uma posic¸a˜o especı´fica.
Isso implica em dizer que o problema da calibrac¸a˜o fica reduzido a` soluc¸a˜o de um sistema de
equac¸o˜es na˜o lineares, que pode ser solucionado por diferentes me´todos.
A identificac¸a˜o dos valores dos paraˆmetros do modelo do roboˆ geralmente e´ considerada como
um problema de otimizac¸a˜o na˜o linear de mı´nimos quadrados, que pode ser abordado de duas
formas distintas [35]. Karan e Vukobratovic´ [5], afirmam que a primeira forma de solucionar o
problema e´ o me´todo dos mı´nimos quadrados lineares, onde e´ considerado um modelo de erro
linearizado, conforme mostra a Eq. 2.51.
ej = Jjδα, j = 1, ..., k (2.51)
Na Equac¸a˜o 2.51, ej corresponde ao vetor de erros de posicionamento, Jj e´ a matriz Jacobiana
do manipulador e δα e´ um vetor que conte´m os paraˆmetros a serem calibrados.
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O sistema de equac¸o˜es representado pela Eq. 2.51 representa um sistema linear determinado
que pode ser solucionado por te´cnicas conhecidas, como: algoritmo Hi’FI de Lawson e Hanson,
ou decomposic¸a˜o QR [36]. Como a Equac¸a˜o 2.51 conte´m uma aproximac¸a˜o linear, o sistema e´
repetidamente resolvido enquanto as soluc¸o˜es convergem.
A segunda abordagem, por outro lado, e´ o me´todo dos mı´nimos quadrados na˜o lineares, onde
o problema e´ tratado como um modelo de regressa˜o na˜o linear [5]. Os resı´duos para esse modelo
sa˜o expressos pela Eq. 2.52.
ej(α) = xj − x(f(qj, α)), j = 1, ..., k (2.52)
onde xj e´ a posic¸a˜o do roboˆ, obtida por meio de medic¸a˜o, e x(f(qj, α)) descreve a posic¸a˜o e a
orientac¸a˜o qj atual do elemento terminal do roboˆ, no qual α e´ o vetor dos paraˆmetros do modelo.
A menor estimativa quadrada e´ o valor de α que minimiza a func¸a˜o objetivo descrita pela Eq.
2.53, no qual eTj e´ o vetor transposto do erro de posicionamento. Esta abordagem e´ empregada no
algoritmo de Levenberg-Marquardt [37] para solucionar problemas de mı´nimos quadrados.
k∑
j−1
= eTj · ej (2.53)
A simulac¸a˜o de experimentos conduzidos por Pathre e Driels [35] mostrou que o me´todo
linear e´ quatro a oito vezes mais ra´pido que o me´todo na˜o linear. Por outro lado, o algoritmo de
Levenberg-Marquardt e´ essencial para a convergeˆncia e para determinar os valores de paraˆmetros
para os quais uma boa estimativa na˜o esta´ disponı´vel [5].
Para Majarena et al. [26], o problema de otimizac¸a˜o pode ser resolvido por meio de treˆs
me´todos. O primeiro refere-se a`queles baseados em gradientes, normalmente empregados quando
a func¸a˜o objetivo a ser minimizada e´ aproximada por meio de uma expansa˜o em se´rie de Taylor
de primeira ordem. O segundo me´todo, por sua vez, considera a expansa˜o em se´rie de Taylor de
segunda ordem. Nesta abordagem, aparece a matriz Hessiana, formada por componentes que sa˜o
as segundas derivadas da func¸a˜o objetivo em relac¸a˜o ao vetor de paraˆmetros. Esta matriz deve
ser inversı´vel e, caso a mesma apresente problemas relativos a` singularidade, deve-se escolher
um modelo matema´tico adequado e um conjunto de dados para a otimizac¸a˜o, ou, enta˜o, utilizar
me´todos de otimizac¸a˜o que evitem essa singularidade. Um dos me´todos de mı´nimos quadrados
mais empregado e que leva em considerac¸a˜o os termos de segunda ordem, e´ o Me´todo de Gauss-
Newton. Neste me´todo, a matriz Hessiana devera´ ser positiva ou semi-positiva, isto e´, todos
os seus valores precisam ser positivos ou positivos e zero, o que nem sempre sera´ alcanc¸ado para
qualquer modelo matema´tico e para qualquer conjunto de valores da func¸a˜o objetivo. Ale´m disso,
nem sempre a convergeˆncia sera´ obtida.
O terceiro me´todo de que trata Majarena et al. [26], corresponde ao algoritmo desenvolvido
por Levenberg e Marquardt, sendo uma alternativa para os problemas nume´ricos presentes nos
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dois me´todos citados anteriormente. O me´todo acrescenta um valor positivo λ nos elementos da
diagonal principal da matriz Hessiana, obtendo uma matriz na˜o singular e, portanto, reversı´vel.
A escolha deste valor implica em considerar a relac¸a˜o entre a velocidade de convergeˆncia do
me´todo, e a inversibilidade da matriz que devera´ ser alcanc¸ada a cada iterac¸a˜o. E´ por isso que o
algoritmo de Levenberg-Marquardt resulta da combinac¸a˜o dos dois me´todos anteriores: quando o
valor de λ aumenta, o algoritmo se comporta de forma semelhante ao me´todo do gradiente; pore´m,
quando os paraˆmetros se aproximam do seu valor ideal, o valor de λ diminui, comportando-se de
forma similar ao me´todo de Gauss-Newton, tanto na direc¸a˜o de busca, como no incremento de
paraˆmetros.
Na literatura especializada, e´ possı´vel encontrar alguns me´todos alternativos que podem ser
usados para evitar os problemas inerentes ao me´todo de Gauss-Newton, como e´ o caso da decomposic¸a˜o
em valores singulares (SVD), abordada por Wampler et al. [38], Agheli e Nategh [39], Bai e Teo
[40]. Outra soluc¸a˜o e´ o uso da decomposic¸a˜o QR para a identificac¸a˜o dos paraˆmetros [41].
O me´todo de Levenberg-Marquardt foi amplamente empregado na calibrac¸a˜o de roboˆs para-
lelos pelos autores Ryu e Rauf [42], Besnard e Khalil [41], Rauf e Ryu [43], Renaud et al. [44] e
Huang et al. [45].
Goswami et al. [46] aplicaram o algoritmo de Levenberg-Marquardt, devido a` sua robustez
e habilidade para lidar com sistemas singulares, na calibrac¸a˜o do manipulador PUMA 560, cuja
cadeia cinema´tica tem seis graus de liberdade. Esse algoritmo tambe´m foi usado por Motta [25]
na calibrac¸a˜o dos manipuladores PUMA 500, IRB-2400 e IRB-6400. Ginani e Motta [1] empre-
garam o me´todo de Levenberg-Marquardt na identificac¸a˜o dos paraˆmetros do roboˆ IRB-2000, e,
mais recentemente, Motta et al. [12], utilizaram este algoritmo na calibrac¸a˜o de um roboˆ de cinco
graus de liberdade, desenvolvido para fazer reparos em pa´s de turbinas hidra´ulicas.
Zhuang e Roth [21] tambe´m propuseram um me´todo nume´rico para identificac¸a˜o dos paraˆmetros.
Esse me´todo aproxima um modelo de erro cinema´tico por diferenc¸as finitas, e segundo os auto-
res, tem como vantagens, a facilidade de implementac¸a˜o e o fato de que, para muitas aplicac¸o˜es
pra´ticas, pode ser usado para substituir um modelo de erro diferencial sem perda de precisa˜o ou
estabilidade.
Horaud e Dornaika [47], por sua vez, propuseram um me´todo simultaˆneo iterativo baseado
em quaternions e em otimizac¸a˜o na˜o-linear com o algoritmo de Levenberg-Marquardt. Estes
dois me´todos necessitam de uma estimativa da soluc¸a˜o inicial e, dependendo da precisa˜o das
estimativas, pode na˜o convergir para o o´timo global.
Zhuang et al. [48] ao estenderem a calibrac¸a˜o hand-eye para tambe´m incluir a calibrac¸a˜o da
transformac¸a˜o robot-world, empregaram quaternions para derivar as soluc¸o˜es lineares explı´citas.
Dornaika e Horaud [49] sugeriram duas novas soluc¸o˜es para o problema tratado por Zhuang et al.
[48]: um me´todo fechado, que usa a a´lgebra de quaternion e uma func¸a˜o de erro quadra´tico associ-
ada a essa representac¸a˜o; e um me´todo baseado na minimizac¸a˜o com restric¸o˜es na˜o-lineares, que
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resolve rotac¸a˜o e translac¸a˜o de forma simultaˆnea, a partir do algoritmo de Levenberg-Marquardt.
Daniilidis [50], em seu trabalho sobre calibrac¸a˜o hand-eye usando quaternions duplos como
func¸a˜o dos paraˆmetros de screw, descreve a soluc¸a˜o do problema via Decomposic¸a˜o de Valores
Singulares (SVD).
Em uma abordagem mais recente, Malti e Barreto [51], aplicaram decomposic¸a˜o em valo-
res singulares para deduzir o quaternion correspondente a` rotac¸a˜o R, enquanto a parte dupla do
quaternion foi solucionada atrave´s de me´todos cla´ssicos de resoluc¸a˜o de sistemas.
Segundo Bernhardt e Albright [10], os me´todos nume´ricos empregados na identificac¸a˜o dos
paraˆmetros do modelo constituem o nu´cleo do procedimento de calibrac¸a˜o do roboˆ. Motta e
McMaster [6] acrescentam que a parte mais significativa dos procedimentos de identificac¸a˜o de
paraˆmetros esta´ relacionada com os me´todos nume´ricos. Determinados procedimentos, cujos
modelos de paraˆmetros sa˜o identificados a partir de va´rias posic¸o˜es do elemento terminal do roboˆ,
exigem a aplicac¸a˜o de me´todos de otimizac¸a˜o nume´rica. Esses me´todos usam a linearizac¸a˜o local
do modelo na˜o linear do roboˆ e, em seguida, solucionam o problema de forma iterativa pelo
me´todo dos mı´nimos quadrados na˜o linear.
De acordo com Majarena et al. [26], as te´cnicas baseadas em mı´nimos quadrados demandam
menor custo de processamento computacional, desde que o valor inicial seja pro´ximo da soluc¸a˜o
ideal para o conjunto de paraˆmetros. Entretanto, me´todos baseados em algoritmos gene´ticos e
redes neurais, sa˜o empregados para otimizac¸a˜o e identificac¸a˜o de paraˆmetros quando na˜o se sabe
se os valores iniciais esta˜o pro´ximos da soluc¸a˜o ideal. Somado a isso, esses me´todos teˆm natu-
reza estoca´stica, o que evita problemas na definic¸a˜o da direc¸a˜o de busca, inerentes aos me´todos
tradicionais de mı´nimos quadrados.
2.4.1 Me´todo de Levenberg-Marquardt
Segundo Lima e Sampaio [52], o me´todo de Levenberg-Marquardt assemelha-se ao me´todo
de Gauss-Newton, com a u´nica diferenc¸a que e´ introduzido um fator de amortecimento µ.
Uma melhor compreensa˜o do me´todo de Levenberg-Marquardt implica em considerar, inici-
almente, uma func¸a˜o na˜o-linear representada pela Eq. 2.54, onde X ∈ RM e Y ∈ RN sa˜o vetores
e M > N .
F (Y) = X (2.54)
Com frequeˆncia e´ necessa´rio estimar o vetor Yˆ que melhor se ajusta a um vetor Xˆ medido.
Esse problema pode ser reformulado como, dado o vetor Xˆ, determinar o valor de Yˆ que minimiza
o erro ‖‖, sujeito a` Eq. 2.55.
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Xˆ = F (Yˆ) +  (2.55)
A partir de uma estimativa inicial para Yˆ, o me´todo de Newton refina a soluc¸a˜o, assumindo a
setenc¸a indicada na Eq. 2.56, onde J e´ o Jacobiano, ou seja, J = ∂X/∂Y, e ∆ corresponde a um
pequeno incremento de Yˆ. Portanto, a minimizac¸a˜o do erro ‖‖ equivale a minimizar a expressa˜o
presente na Eq. 2.57, que e´ ideˆntica a` expressa˜o matema´tica da Eq. 2.58 [53].
F (Yˆ + ∆) = F (Yˆ) + J∆ (2.56)
‖− J∆‖ (2.57)
JTJ∆ = JT  (2.58)
A soluc¸a˜o refinada, Yˆr, e´ dada pela Eq. 2.59, que pode ser melhorada iterativamente.
Yˆr = Yˆ + ∆ (2.59)
Em 1944, Levenberg [37], com o intuito de acelerar a convergeˆncia do algoritmo de Newton,
propoˆs uma alterac¸a˜o para a Eq. 2.58, conforme indicado na Eq. 2.60.
(JTJ + Iµ)∆ = JT  (2.60)
Inicialmente, na Equac¸a˜o 2.60, o valor de µ e´ igual a 10−3. Entretanto, a cada iterac¸a˜o esse
valor e´ modificado. Se a soluc¸a˜o da Eq. 2.60 conduzir a uma reduc¸a˜o do resı´duo, µ e´ dividido
por 10; caso contra´rio, multiplica-se µ por 10 [53].
Devido a`s instabilidades nume´ricas do me´todo de Levenberg quando µ aumenta, Marquardt
[54] propoˆs uma alterac¸a˜o no algoritmo outrora desenvolvido por Levenberg [37]. Nessa modificac¸a˜o,
cada componente do gradiente e´ ponderado de acordo com sua curvatura, o que produz uma
tendeˆncia de convergeˆncia na direc¸a˜o onde o gradiente e´ menor. Em termos matema´ticos, isso
corresponde a` Eq. 2.61, e e´ conhecido como me´todo de Levenberg-Marquardt, cuja complexidade
aumenta com o nu´mero de varia´veis [53].
(JTJ + diag(JTJ)µ)∆ = JT  (2.61)
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2.4.2 Problemas inerentes ao processo de identificac¸a˜o
A identificac¸a˜o de paraˆmetros apresenta alguns problemas caracterı´sticos que precisam ser
resolvidos, de forma a garantir uma soluc¸a˜o confia´vel para a calibrac¸a˜o. Estes problemas esta˜o
descritos a seguir [10]:
1. As dependeˆncias entre paraˆmetros que provocam deficieˆncias no posto do Jacobiano nem
sempre podem ser constatadas a partir da inspec¸a˜o do modelo do roboˆ, uma vez que este en-
globa equac¸o˜es transcendentais. Como consequeˆncia, essas deficieˆncias de posto produzem
va´rias soluc¸o˜es para o problema nume´rico;
2. Problemas de identificac¸a˜o de modelos que envolvem paraˆmetros cinema´ticos, de atuadores
e elasticidade sa˜o mal condicionados do ponto de vista nume´rico, pois os valores a serem
identificados correspondem a dimenso˜es nume´ricas muito distintas, dependendo do tipo de
roboˆ e paraˆmetro;
3. Relac¸o˜es entre paraˆmetros dificultam a identificac¸a˜o, ale´m de aumentar a sua incerteza.
Mais uma vez, em virtude da complexidade do modelo, essas relac¸o˜es na˜o podem ser de-
terminadas diretamente a partir do pro´prio modelo;
4. Uma parcela mais significativa da incerteza dos paraˆmetros do modelo robo´tico identifi-
cado e´ proveniente da soluc¸a˜o nume´rica, sobretudo de erros estoca´sticos tı´picos do sistema
mecaˆnico, enquanto que uma parcela menor adve´m dos erros de medic¸a˜o.
Esses problemas podem ser solucionados por meio de algumas te´cnicas de identificac¸a˜o nume´rica
de paraˆmetros, baseadas no escalonamento do modelo de calibrac¸a˜o [10].
2.5 Otimizac¸a˜o do Modelo
A otimizac¸a˜o do modelo cinema´tico, cuja finalidade e´ melhorar a etapa de identificac¸a˜o dos
paraˆmetros por meio da eliminac¸a˜o de dependeˆncias ou redundaˆncias, compreende a decomposic¸a˜o
em valores singulares, o escalonamento das colunas do Jacobiano e a ana´lise do nu´mero de condi-
cionamento da matriz Jacobiana [6]. Cada um desses dispositivos sera˜o detalhados nas pro´ximas
subsec¸o˜es.
2.5.1 Decomposic¸a˜o em valores singulares
Em sistemas lineares onde o nu´mero de equac¸o˜es e´ igual ao nu´mero de inco´gnitas, e´ possı´vel
encontrar a soluc¸a˜o empregando, por exemplo, os me´todos de eliminac¸a˜o gaussiana ou fatorac¸a˜o
35
LU. Todavia, alguns sistemas podem perder a existeˆncia e/ou unicidade quando a matriz do sis-
tema e´ singular, isto e´, na˜o tem inversa. Neste caso, uma ou mais linhas podem ser escritas como
combinac¸a˜o linear das outras . Em procedimentos nume´ricos, pode acontecer agravantes decor-
rentes da maneira como os nu´meros sa˜o representados na ma´quina, bem como do acu´mulo de
erros de arredondamento. Um me´todo nume´rico bastante eficiente na a´lgebra linear para lidar
com sistemas de equac¸o˜es cujas matrizes sa˜o singulares, ou quase-singulares, e´ a Decomposic¸a˜o
em Valores Singulares, conhecida como SVD (sigla herdada da sua denominac¸a˜o em ingleˆs) [55].
Portanto, a SVD, empregada por [38], [40] e [39], consiste em uma te´cnica nume´rica utilizada
na a´lgebra linear de problemas mal condicionados. Ale´m disso, a SVD permite tratar problemas
sobredeterminados (mais equac¸o˜es que inco´gnitas), fornecendo um diagno´stico de onde esta´ a
dificuldade para solucionar o problema, assim como provendo possı´veis “soluc¸o˜es”, em algum
sentido, quando a soluc¸a˜o convencional na˜o existe [55].
A ferramenta mais importante para analisar e otimizar o modelo de calibrac¸a˜o e, consequen-
temente, o processo de identificac¸a˜o dos paraˆmetros, e´ a Decomposic¸a˜o em Valores Singulares
(SVD) da matriz Jacobiana linearizada pelo me´todo dos mı´nimos quadrados [14], [6], [12]. Apli-
cando essa ferramenta na matriz Jacobiana J usada na identificac¸a˜o dos paraˆmetros, tem-se a Eq.
2.62.
J3mxp = U3mx3m · S3mxp ·VTpxp (2.62)
Na Equac¸a˜o 2.62, U e V sa˜o matrizes ortogonais unita´rias e S e´ uma matriz diagonal, cujos
elementos da diagonal principal sa˜o os valores singulares na˜o negativos, que podem ser organiza-











2.5.2 Nu´mero de condicionamento
Em problemas que envolvem matrizes, o nu´mero de condicionamento e´ importante, pois atua
como um fator de amplificac¸a˜o do erro e ana´lise de perturbac¸a˜o [10]. O nu´mero de condiciona-
mento da matriz Jacobiana kJ e´ definido pela Eq. 2.64.
k(J) = ‖J‖ · ∥∥J+∥∥ (2.64)
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Onde J+ corresponde a` pseudo inversa de J. Se a norma da matriz e´ derivada da norma
vetorial Euclidiana, o nu´mero de condicionamento pode ser diretamente calculado pela Eq. 2.65,





2.5.3 Escalonamento das colunas do Jacobiano
Segundo Bernhardt e Albright [10], problemas que envolvem mı´nimos quadrados sa˜o mal
condicionados em virtude das diferenc¸as de ordem de grandeza nos valores dos paraˆmetros. Por
exemplo, um dado paraˆmetro de elasticidade pode ser da ordem de 10−6 e um paraˆmetro do
atuador pode ter ordem igual a 10−9, enquanto um paraˆmetro cinema´tico possui ordem de 10−3.
Isso produz um grande nu´mero de condicionamento da matriz Jacobiana (entre 106 e 109).
Neste sentido, o escalonamento das colunas do Jacobiano sa˜o adicionadas ao procedimento de
otimizac¸a˜o da identificac¸a˜o a fim de melhorar o condicionamento do problema. Modelos baseados
em escalonamento de fatores podem ser estimados a partir de erros do roboˆ (aproximadamente 1
mm). Esses modelos pode ser obtidos a partir da func¸a˜o T (p, q), pois na aproximac¸a˜o de primeira
ordem, a Eq. 2.66 e´ va´lida para o paraˆmetro pi [14].
∂
∂pi
T (p, q) ·∆pi = T (p+ ∆pi, q)− T (p, q) (2.66)
Na Equac¸a˜o 2.66, pi corresponde ao paraˆmetro, ∆pi e´ o vetor de erros dos paraˆmetros e q
e´ a posic¸a˜o do roboˆ. Dessa forma, para uma posic¸a˜o q do roboˆ, o valor singular escalonado
e´ calculado pela Eq. 2.67, e refere-se a` mudanc¸a de paraˆmetro que, quando empregado uma
aproximac¸a˜o de primeira ordem, provoca um desvio de 1 mm no efetuador [14].
σpi(q) =
10−3∥∥∥ ∂∂piT (p, q)∥∥∥ (2.67)
Na Equac¸a˜o 2.67, σpi(q) e´ o valor singular do paraˆmetro pi na posic¸a˜o q. O termo no deno-
minador e´ a norma da coluna i da matriz Jacobiana de identificac¸a˜o [6].
Se os valores σpi(q) sa˜o calculados para um grande conjunto de posic¸o˜es, q = [q1, ..., qm], sem
restric¸o˜es de posic¸a˜o e orientac¸a˜o, os valores
σpi = min {σpi(q)} ∼= min {σpi(q)}
q ∈ {q1, ..., qm} q ∈ RN
(2.68)
esta˜o muito perto do desvio mı´nimo entre todas as possı´veis posic¸o˜es. Os valores σpi sa˜o
chamados de valores extremos e sa˜o usados no escalonamento das colunas do Jacobiano [12].
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2.5.4 Dependeˆncias e na˜o identificabilidades
A confiabilidade e a precisa˜o dos valores dos paraˆmetros do modelo identificados esta´ direta-
mente associada a` auseˆncia de deficieˆncias de posto e ao pequeno nu´mero de condicionamento do
Jacobiano J, assim como a` independeˆncia dos paraˆmetros do modelo, ou seja, sem redundaˆncia.
Como ja´ mencionado, a primeira etapa para a soluc¸a˜o nume´rica do problema de identificac¸a˜o
de paraˆmetros, consiste em obter um modelo cinema´tico do roboˆ, que seja completo, mı´nimo e
contı´nuo. Entretanto, a inclusa˜o de paraˆmetros de elos, ela´sticos ou de atuadores, provoca o apa-
recimento de dependeˆncias e nao identificabilidades que na˜o sa˜o visı´veis pela simples inspec¸a˜o
do modelo, mas que podem ser determinados por meio da decomposic¸a˜o em valores singulares
do problema de mı´nimos quadrados escalonados e linearizados [10].
A Equac¸a˜o 2.62 pode ser reescrita na forma da Eq. 2.69.
J ·V = U · S (2.69)
Como as matrizes U e V sa˜o ortogonais, tem-se a Eq. 2.70
‖J · υi‖ = si (2.70)
Se a matriz J tem posto r, enta˜o sr+1 = ... = sn = 0. Cada posto deficiente corresponde a um
valor singular igual a zero, e, consequentemente, a uma coluna do vetor υi de V que corresponde a
uma combinac¸a˜o linear das colunas da matriz Jacobiana. A investigac¸a˜o do tamanho das entradas
de υi(i = r+1, ..., n) possibilita decidir quais colunas do Jacobiano J contribuem mais fortemente
para a dependeˆncia linear das colunas de J [10]. Aplicando isso ao modelo de paraˆmetros, tem-se
as seguintes proposic¸o˜es:
1. Se o Jacobiano escalonado apresentar deficieˆncias de posto, ou seja, posto(J) = r < n,
os paraˆmetros do modelo que sa˜o redundantes ou na˜o identifica´veis, sa˜o determinados por
meio das entradas com os maiores valores absolutos dos vetores υi, i = r + 1, ..., n. Esse
resultado pode ser estendido para englobar quase-dependeˆncias ou na˜o identificabilidades,
que provocam uma grande nu´mero de condicionamento [10];
2. Se o Jacobiano escalonado J com posto(J) = r ≤ n tem um grande nu´mero de condicio-
namento, os paraˆmetros que sa˜o quase-redundantes ou na˜o identifica´veis, sa˜o determinados
a partir das entradas com o maior valor absoluto do vetor υr [10].
Dessa forma, a investigac¸a˜o das colunas da matriz V constituı´das por pequenos valores sin-
gulares, e´ uma ferramenta essencial para obter modelos de calibrac¸a˜o o´timos [10].
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2.5.5 Modelos o´timos
No procedimento nume´rico de identificac¸a˜o de paraˆmetros e´ importante que os valores iden-
tificados sejam esta´veis, precisos e confia´veis, uma vez que o objetivo e´ obter uma soluc¸a˜o do
problema de otimizac¸a˜o na˜o linear com [10]:
• Ma´xima melhoria da precisa˜o de posicionamento;
• Confiabilidade ma´xima dos valores dos paraˆmetros identificados.
Os requisitos listados acima sa˜o contradito´rios, pore´m, o modelo otimizado, sempre que
possı´vel, deve atender a ambos. E´ importante ressaltar que, o processo de otimizac¸a˜o tratado
nesta sec¸a˜o na˜o e´ o mesmo procedimento de otimizac¸a˜o da etapa de identificac¸a˜o nume´rica, mas
sim um processo que modifica o modelo cinema´tico do roboˆ que sera´ empregado na identificac¸a˜o
nume´rica de paraˆmetros [14].
O nu´mero de condicionamento, cujo conceito ja´ foi discutido, e´ influenciado tanto pelo mo-
delo do roboˆ quanto pelo conjunto de posic¸o˜es considerado na identificac¸a˜o dos paraˆmetros.Por
isso, e´ comum usar um gerador aleato´rio para determinar um conjunto de posic¸o˜es. Para asse-
gurar a identificac¸a˜o, sa˜o aplicados crite´rios para analisar a diversidade de posic¸o˜es, bem como
a distribuic¸a˜o igual de posic¸o˜es definida nas faixas de trabalho das juntas. Somado a isso, um
procedimento nume´rico pode ser usado para investigar o efeito da visibilidade e das condic¸o˜es
ambientais no nu´mero de condicionamento do problema de identificac¸a˜o [14].
Segundo Schro¨er [14], a otimizac¸a˜o de modelos tem como pilares fundamentais a estimativa
de erros e a seguinte regra: uma reduc¸a˜o do modelo melhora o condicionamento nume´rico e dimi-
nui a precisa˜o de posicionamento, ao passo que uma expansa˜o do modelo aumenta o nu´mero de
condicionamento e melhora a precisa˜o de posicionamento. Dessa forma, a otimizac¸a˜o e´ aplica´vel
nas condic¸o˜es expressas a seguir:
• Somente para o ponto em que a precisa˜o na˜o venha a ser reduzida;
• Quantas vezes forem necessa´rias para que o nu´mero de condicionamento do problema de
mı´nimos quadrados lineares seja menor que 100, pois pesquisadores da a´rea de matema´tica
ja´ provaram que isso e´ necessa´rio para produzir resultados confia´veis [14], [12].
De acordo com Schro¨er [14], o processo de otimizac¸a˜o compreende:
1. O escalonamento do modelo para reduzir o nu´mero de condicionamento nume´rico kJ na
ordem de centenas;
2. Determinar quase-dependeˆncias e na˜o identificabilidades por meio da investigac¸a˜o da co-
luna do vetor υr, referente ao menor valor singular sr;
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3. Calcular os valores de sensibilidade;
4. Selecionar um paraˆmetro para ser excluı´do do procedimento de identificac¸a˜o, de modo que:
• Tenha uma grande entrada em υr;
• Na˜o seja relevante para a precisa˜o da posic¸a˜o;
• Apresente uma variaˆncia que provoca uma grande incerteza na posic¸a˜o do TCP, conforme
expresso pelos seus valores de sensibilidade.
Esse processo pode ser organizado em duas etapas [10]:
1o Eliminar as deficieˆncias de posto;
2o Reduzir o nu´mero de condicionamento kJ para abaixo de 100;
Consequentemente, pode-se deduzir que um modelo o´timo O e´ derivado de um modelo com-
pleto M, a partir da exclusa˜o de um pequeno nu´mero de paraˆmetros desse modelo durante a etapa
de identificac¸a˜o [14].
2.6 Sistemas de Medic¸a˜o
Segundo Vasconcelos Filho [56], a etapa de medic¸a˜o, no que se refere a exatida˜o, e´ o proce-
dimento mais crı´tico da calibrac¸a˜o de roboˆs. Enquanto na calibrac¸a˜o esta´tica, envolve a medic¸a˜o
do posicionamento esta´tico do roboˆ, na calibrac¸a˜o dinaˆmica, engloba caracterı´sticas como velo-
cidade e acelerac¸a˜o de determinada junta durante o movimento.
Campos [8], afirma que os sistemas de medic¸a˜o sa˜o baseados em duas premissas: exatida˜o e
repetibilidade. Goswami [46] ressalta a importaˆncia de distinguir entre a exatida˜o e a repetibi-
lidade de um manipulador robo´tico, e define a repetibilidade de um roboˆ como a precisa˜o com
a qual seu ponto terminal consegue atingir uma posic¸a˜o particular, sob comandos repetidos do
mesmo conjunto de juntas angulares. A folga entre engrenagens, bem como a precisa˜o do sensor
e do servo, sa˜o exemplos de fatores que afetam a repetibilidade do roboˆ.
Em relac¸a˜o a` exatida˜o, Goswami [46] define como sendo a proximidade com a qual a posic¸a˜o
real do roboˆ corresponde a` posic¸a˜o prevista pelo seu controlador. Um roboˆ pode apresentar,
simultaneamente, alta repetibilidade e baixa exatida˜o. Uma elevada repetibilidade e´ de primordial
relevaˆncia para aplicac¸o˜es robo´ticas, como: pintura por pulverizac¸a˜o e soldagem. Tarefas que
envolvem programac¸a˜o off-line, por outro lado, dependem, fundamentalmente, da exatida˜o, ale´m
da repetibilidade do roboˆ.
40
De acordo com Duelen e Schro¨er [22], os valores dos encoders (entrada do sistema) podem
ser obtidos diretamente do controlador do roboˆ. A posic¸a˜o e a orientac¸a˜o do ponto central da fer-
ramenta (saı´da do sistema), por outro lado, precisam ser medidos por equipamentos de medic¸a˜o.
Para fins de calibrac¸a˜o, e´ necessa´rio medir somente as posic¸o˜es do ponto central da ferramenta,
uma vez que todos os paraˆmetros do modelo podem ser identificados a partir destes valores de
posic¸a˜o. Isso e´ importante porque a medida de orientac¸a˜o e´ mais difı´cil de ser obtida e menos
precisa que a medida de posic¸a˜o.
O eˆxito do processo de calibrac¸a˜o depende do equipamento de medic¸a˜o. Do ponto de vista
ideal, ele deve permitir a medic¸a˜o de posic¸o˜es alcanc¸adas em um espac¸o de trabalho amplo, com
uma exatida˜o cerca de dez vezes melhor que a exatida˜o de posicionamento do roboˆ desejada [57].
Karan e Vukobratovic´ [5] afirmam que e´ deseja´vel que a instrumentac¸a˜o de medic¸a˜o facilite a
detecc¸a˜o na˜o ta´til, de forma que seja eliminada qualquer influeˆncia de medic¸a˜o nas caracterı´sticas
de desempenho do roboˆ. Dentre os dispositivos empregados para a medic¸a˜o dos valores de coor-
denadas do elemento terminal, destacam-se:
• Laser tracker – segundo Jia-Qing et al. [58], e´ um dispositivo de medic¸a˜o com grande
tamanho e alta exatida˜o, formado por um laser tracker, um controlador, computador, um
refletor e acesso´rios de medic¸a˜o. Com alta exatida˜o e eficieˆncia, o dispositivo pode obter
rastreamento em tempo real e com simples operac¸a˜o, pore´m, o custo financeiro para adqui-
rir o equipamento e´ alto. Majarena et al. [26] destaca que o laser tracker possui precisa˜o
volume´trica de aproximadamente dezenas de micrometros;
• Caˆmera - equipamento de medic¸a˜o bastante empregado na calibrac¸a˜o dos paraˆmetros ci-
nema´ticos de roboˆs. Devido seu baixo custo de aquisic¸a˜o e simples operac¸a˜o, a te´cnica
de medic¸a˜o baseada em caˆmera e´ amplamente aplicada no aˆmbito industrial. Como con-
sequeˆncia do intenso desenvolvimento da te´cnica de medic¸a˜o por caˆmera, muitos estudiosos
teˆm escolhido esse dispositivo na calibrac¸a˜o cinema´tica [58]. Majarena et al. [26] acres-
centam que as caˆmeras, assim como os sensores de imagem 3-D, sa˜o compactas, robustas e
apresentam flexibilidade e portabilidade O ra´pido desenvolvimento desses dispositivos nas
u´ltimas de´cadas melhoraram de forma significativa a exatida˜o desses equipamentos;
• Infravermelho – baseia-se em uma ana´lise estereosco´pica atrave´s de duas caˆmeras localiza-
das a uma distaˆncia do diodo emissor de luz (LED) infravermelho, que esta´ fixo no elemento
terminal do roboˆ. Treˆs LEDs podem ser ligados e desligados em sequeˆncia, de forma que e´
possı´vel localizar treˆs pontos fixos do elemento terminal. Desta forma, a posic¸a˜o absoluta
e a orientac¸a˜o de um sistema de coordenadas fixo no elemento terminal do roboˆ pode ser
conhecido. A resoluc¸a˜o deste dispositivo e´ cerca de 1/4000da escala completa. Este valor
depende da localizac¸a˜o relativa das duas caˆmeras, e sua exatida˜o e´ sensı´vel a`s reflexo˜es
[59];
• Ma´quinas de Medic¸a˜o de Coordenadas (MMC) – consistem em um mecanismo de treˆs
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graus de liberdade, contendo os treˆs eixos prisma´ticos ortogonais. Sa˜o dispositivos fabrica-
dos para garantir movimento preciso ao longo dos eixos desejados, e esta˜o instrumentados
para determinar os deslocamentos das juntas para um alto grau de exatida˜o [3]. O uso de
ma´quinas de medic¸a˜o de coordenadas para medic¸o˜es de contato garante uma exatida˜o alta,
da ordem de 0,01 mm [60], [61], [62], [63]. Essas ma´quinas esta˜o disponı´veis em va´rios
tamanhos e nı´veis de exatida˜o (esta pode estar na ordem de dez mile´simos de polegada).
Em geral, sa˜o projetadas para inspec¸a˜o de pec¸as e montagens, e, como a maioria das MMCs
suficientemente grandes para a calibrac¸a˜o de roboˆs sa˜o muito caras, torna-se invia´vel seu
uso no processo de calibrac¸a˜o [3]. De acordo com Jia-Qing et al. [58], as MMCs fornecem
medic¸o˜es precisas para a posic¸a˜o de um corpo rı´gido, por meio da medic¸a˜o de treˆs pon-
tos na˜o colineares no corpo. Entretanto, essas ma´quinas sa˜o volumosas e caras, sendo que
inu´meros erros afetam sua exatida˜o, como: erros dos eixos da ma´quina e erros do sistema
de sondagem. Ale´m da medic¸a˜o por contato, a ma´quina de medic¸a˜o de coordenadas arti-
culadas (MMCA), por sua vez, e´ um tipo de sistema de medic¸a˜o sem contato, cujo ponto
medido resulta de uma se´rie de transformac¸o˜es de coordenadas;
• Teodolitos – antigamente, a te´cnica mais comum de medic¸a˜o sem contato baseava-se no
uso de um sistema de teodolitos [64], [65], [22], que, ale´m de facilitar as medidas, tambe´m
permite obteˆ-las com exatida˜o na ordem de 0,05 mm [66]. Ao se combinar os teodolitos
com uma visa˜o de baixa resoluc¸a˜o para rastreamento automa´tico, foco e centralizac¸a˜o, e´
possı´vel construir um sistema de alta qualidade para medic¸o˜es de calibrac¸a˜o automa´tica
[35]. A Figura 2.11 ilustra o processo de medic¸a˜o com teodolitos.
Renders et al. [59], afirma que, apesar dos teodolitos fornecerem uma exatida˜o muito boa
e permitirem medic¸o˜es ao longo da a´rea referente ao espac¸o de trabalho do roboˆ, trata-se de
uma te´cnica de medic¸a˜o demorada e cansativa, embora existam teodolitos, cujo rastreamento e´
automa´tico. Somado a isso, existe o fato de que esse equipamento mede somente aˆngulos, e na˜o
comprimentos, o que pode ocasionar certos problemas (necessidade de comprimento de refereˆncia
em particular).
Uma te´cnica alternativa de medic¸a˜o sem contato foi aplicada por An et al. [67], e por Gate-
nholm [68], que realizaram experimentos de calibrac¸a˜o usando sistemas de caˆmeras equipados
com detectores o´ptico-eletroˆnicos e diodos LED adicionais como alvos fixados no elemento ter-
minal do roboˆ; esta te´cnica produz resultados satisfato´rios, pore´m em um espac¸o de trabalho
menor. Existem tambe´m te´cnicas de calibrac¸a˜o menos caras e menos precisas, que podem ser
empregadas, tal como sondas de medic¸a˜o para medic¸o˜es precisas da posic¸a˜o e orientac¸a˜o do ele-
mento terminal [69]. De forma mais extrema, Kim et al. [70], usou uma re´gua simples, ao inve´s
de um sistema de medic¸a˜o 3D, para estimar os paraˆmetros cinema´ticos.
Lau et al. [71], por outro lado, utilizaram a te´cnica de interferometria por laser tracker para re-
alizar experimentos metrolo´gicos em roboˆs. O sistema engloba um interferoˆmetro a laser com um
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Figura 2.11: Processo de medic¸a˜o com teodolitos. Fonte: [22].
feixe orienta´vel. O feixe rastreia o alvo montado no elemento terminal do roboˆ, cuja localizac¸a˜o
encontra-se em um sistema de coordenadas esfe´ricas. Chen e Chao [72], empregaram o me´todo
de triangulac¸a˜o com treˆs teodolitos, com o intuito de calibrar o roboˆ PUMA 760, atrave´s da
localizac¸a˜o do elemento terminal do roboˆ por triangulac¸a˜o. Mooring e Padavala [61] usaram uma
ma´quina de medic¸a˜o de coordenadas com um apalpador e um projeto do elemento terminal, es-
pecialmente concebido, visando calibrar um roboˆ PUMA, por meio da medic¸a˜o da ferramenta em
cada observac¸a˜o.
Everett e Ives [73] projetaram e implementaram um sensor para automatizar a calibrac¸a˜o de
roboˆs. O sensor opera em cooperac¸a˜o com esferas de precisa˜o, que sa˜o montadas no espac¸o de
trabalho, e cujas posic¸o˜es relativas sa˜o medidas previamente atrave´s de uma ma´quina de medic¸a˜o
de coordenadas. O sensor esta´ posicionado sobre essas esferas de forma automa´tica e precisa, e
seu posicionamento e´ determinado por treˆs feixes de luzes. Isso elimina problemas experimenta-
dos por outros dispositivos de curto alcance, uma vez que atua de maneira digital e sem contato.
Neste trabalho, os autores descrevem, ale´m da construc¸a˜o do sensor, a calibrac¸a˜o e os resultados
de testes de desempenho.
Motta [2] discorre sobre resultados de calibrac¸a˜o, usando um brac¸o de medic¸a˜o por coorde-
nadas (ITG ROMER), com 0,087 mm de exatida˜o, como um sistema de medic¸a˜o em um roboˆ
ABB IRB-2000. Ale´m disso, apresenta e discute um sistema de medic¸a˜o 3-D baseado em visa˜o
computacional, desenvolvido especificamente para os requisitos de calibrac¸a˜o de roboˆs, e que se
mostra uma alternativa via´vel para sistemas de medic¸a˜o de alto custo de aquisic¸a˜o. O sistema de
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medic¸a˜o e´ porta´til, preciso e de baixo custo, sendo formado por uma u´nica caˆmera CCD mon-
tada no flange da ferramenta do roboˆ, visando medir a posic¸a˜o do elemento terminal do roboˆ em
relac¸a˜o a um sistema de coordenadas externo. A distorc¸a˜o radial das lentes foi incluı´da no mo-
delo fotograme´trico, e fatores de escala e centros de imagens sa˜o obtidos com te´cnicas inovadoras,
fazendo uso de uma abordagem multiview.
Wang et al. [74], propuseram um me´todo de calibrac¸a˜o para um manipulador robo´tico, com
um sistema de medic¸a˜o baseado em uma caˆmera e um algoritmo de redes neurais. Os erros de
posic¸a˜o em va´rios pontos dentro do espac¸o de calibrac¸a˜o foram obtidos com o auxı´lio de uma
caˆmera instalada no elemento terminal do roboˆ a ser calibrado. Mais recentemente, Sun et al.
[75], apresentaram uma abordagem de calibrac¸a˜o cinema´tica de um manipulador paralelo de treˆs
graus de liberdade rotacionais, baseada em rastreamento a laser. Motta et al. [12], por sua vez,
empregaram um brac¸o de medic¸a˜o (ITG ROMER), com precisa˜o informada pelo fabricante de
0,087 mm, para medir as posic¸o˜es, em va´rios locais dentro da a´rea de trabalho, da ponta da tocha
de solda montada na flange de um roboˆ.
Zhang et al. [76], por sua vez, apresentaram um procedimento de auto calibrac¸a˜o de roboˆs
baseado em visa˜o este´reo, utilizando somente uma caˆmera este´reo montada em um local fixo
e um marcador plano conectado ao elemento terminal do roboˆ. O procedimento de calibrac¸a˜o
proposto compreendia quatro etapas: selec¸a˜o de configurac¸a˜o de destino, planejamento de tra-
jeto´ria, estimativa de posic¸a˜o baseada em visa˜o computacional e identificac¸a˜o dos paraˆmetros ci-
nema´ticos. Desta forma, a calibrac¸a˜o utiliza somente informac¸o˜es das imagens obtidas da caˆmera,
e e´ conduzida automaticamente sem qualquer intervenc¸a˜o manual. Os resultados provenientes de
simulac¸o˜es e experimentos com o roboˆ de seis graus de liberdade UR5 provaram boa precisa˜o e
estabilidade no processo de calibrac¸a˜o proposto.
Filion et al. [77] investigaram o desempenho de um sistema de fotogrametria porta´til dis-
ponı´vel no mercado, o MaxSHOT 3D da Creaform’s, na calibrac¸a˜o do roboˆ FANUC LR Mate
200iC de seis graus de liberdade. Para demonstrar a eficieˆncia desse dispositivo, os autores o
compararam com um laser tracker fabricado pela FARO. Portanto, o roboˆ foi calibrado com cada
um dos dois equipamentos de medic¸a˜o, e, em seguida, a precisa˜o da posic¸a˜o do roboˆ foi compa-
rada. Os resultados obtidos mostraram que o MaxSHOT 3D melhora a precisa˜o da posic¸a˜o para
0,197 mm, enquanto o laser tracker melhora para 0,147 mm, o que permite aferir a semelhanc¸a
nos desempenhos de calibrac¸a˜o dos dois dispositivos de medic¸a˜o.
2.7 Implementac¸a˜o e Compensac¸a˜o de Posicionamento
A maneira mais evidente de implementar os resultados da calibrac¸a˜o e´ substituir o modelo
incorreto pelo calibrado. Entretanto, este u´ltimo e´ mais complexo que o nominal, uma vez que
algumas suposic¸o˜es feitas para roboˆs que possuem eixos paralelos e ortogonais, assim como pulso
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esfe´rico, na˜o podem ser va´lidas quando pequenas variac¸o˜es sa˜o incluı´das no modelo cinema´tico
corrigido. Consequentemente, a soluc¸a˜o da cinema´tica inversa para o modelo calibrado torna-se
difı´cil de ser resolvida [3].
O problema da cinema´tica inversa on-line pode ser minimizado pela simplificac¸a˜o do me´todo
de calibrac¸a˜o, por meio da adic¸a˜o de va´rias constantes aos atuadores de junta como va´rios paraˆmetros
do modelo, possibilitando obter uma soluc¸a˜o mais fa´cil. Em detrimento disso, limita-se a pre-
cisa˜o do roboˆ. Ale´m disso, a implementac¸a˜o da cinema´tica inversa on-line basea-se no fato
de que existe uma pequena diferenc¸a entre a soluc¸a˜o real e nominal, o que proporciona agili-
dade em determinar a soluc¸a˜o usando algoritmos nume´ricos de busca. Todavia, se paraˆmetros
na˜o geome´tricos, como deformac¸o˜es ela´sticas (ca´lculo de torques e forc¸as) sa˜o utilizados, na˜o e´
possı´vel simplificar o modelo, e a compensac¸a˜o on-line, nessa situac¸a˜o, demandaria muito esforc¸o
computacional por parte do controlador do roboˆ [22].
Tendo em vista as desvantagens da cinema´tica inversa on-line, pode-se empregar uma soluc¸a˜o
off-line, desde que na˜o sejam requeridas trajeto´rias de alta precisa˜o para o roboˆ. Os me´todos
de compensac¸a˜o off-line que utilizam os resultados de calibrac¸a˜o permitem melhorar a precisa˜o
absoluta de posic¸a˜o, sem a necessidade de modificar os algoritmos e paraˆmetros de controle
do roboˆ, contanto que estes sejam conhecidos. Dessa forma, a partir do modelo cinema´tico do
roboˆ (corrigido pelo procedimento de calibrac¸a˜o) e do modelo cinema´tico nominal, no qual os
algoritmos de controle sa˜o baseados, as posic¸o˜es de compensac¸a˜o podem ser determinadas e
carregadas no controlador do roboˆ [25].
Duelen e Schro¨er [22] reforc¸am que, como os controladores dos roboˆs na˜o podem fazer uso
direto dos dados de calibrac¸a˜o, os me´todos de compensac¸a˜o de erros off-line devem ser aplicados
para usar os resultados provenientes do processo de calibrac¸a˜o e, assim, permitir a execuc¸a˜o de
programas gerados off-line. A Figura 2.12 mostra a te´cnica de compensac¸a˜o off-line proposta
pelos autores.
Figura 2.12: Compensac¸a˜o de erros off-line: Xtarg e´ a posic¸a˜o do target; fN e´ o modelo nominal
do roboˆ; qN sa˜o as posic¸o˜es nominais das juntas; fcont e´ o modelo do controlador; Xcomp e´ a
posic¸a˜o de compensac¸a˜o; qreal sa˜o as posic¸o˜es reais das juntas; fcorr e´ o modelo corrigido; Xreal
e´ a posic¸a˜o real. Fonte: Adaptado de [22].
Na Figura 2.12, posic¸o˜es nominais da junta sa˜o obtidas por meio do modelo nominal inverso e
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das posic¸o˜es do target. Utilizando o modelo corrigido, novas posic¸o˜es do target sa˜o determinadas
e, em seguida, as posic¸o˜es de compensac¸a˜o sa˜o definidas. Depois, baseado na inversa do modelo
corrigido, bem como das posic¸o˜es de compensac¸a˜o, sa˜o calculadas novas posic¸o˜es de juntas que,
quando inseridas no modelo do controlador do roboˆ, o movimentam para a posic¸a˜o real desejada
[22].
Existem va´rias te´cnicas de compensac¸a˜o de posicionamento disponı´veis na literatura, den-
tre as quais se destaca o Me´todo de Redefinic¸a˜o de Posicionamento, uma vez que na˜o requer o
conhecimento do modelo cinema´tico inverso corrigido [56].
De acordo com Vasconcelos Filho et al. [56], esse me´todo emprega um modelo linear para
prever os erros de posicionamento do roboˆ e calcular a posic¸a˜o compensada Pc, para a qual o roboˆ
deve se mover de maneira a alcanc¸ar a posic¸a˜o desejada Pd, conforme demonstrado na Eq. 2.71.
Pc = Pd [Trans (−dx,−dy,−dz) ·Rot (x,−φx) ·Rot (y,−φy) ·Rot (z,−φz)] (2.71)
Na Equac¸a˜o 2.71,
[
dx dy dz φx φy φz
]T
sa˜o os erros de posicionamento previstos pelo
modelo calibrado [56].
2.8 Problemas de Calibrac¸a˜o de Roboˆs
2.8.1 Calibrac¸a˜o hand-eye (ma˜o-olho)
A calibrac¸a˜o hand-eye pode ser definida como o ca´lculo da posic¸a˜o relativa e da orientac¸a˜o en-
tre a flange do roboˆ e uma caˆmera (ou qualquer outro sensor) montado rigidamente na flange. De
acordo com Dannilidis [50], essa calibrac¸a˜o pode ser descrita por meio de matrizes de transformac¸a˜o
homogeˆnea. A Figura 2.13 ilustra uma aplicac¸a˜o do me´todo de calibrac¸a˜o hand-eye, onde X e´ a
transformac¸a˜o da caˆmera para a flange, Ai e´ a matriz de transformac¸a˜o da caˆmera para o sistema
de coordenadas externo, e Bi e´ a matriz de transformac¸a˜o da base do roboˆ para a garra na i-e´sima
posic¸a˜o. A matriz Ai e´ obtida atrave´s de te´cnicas de calibrac¸a˜o de caˆmeras, enquanto que a ma-
triz de transformac¸a˜o Bi e´ determinada a partir da cinema´tica direta do roboˆ com as leituras dos
aˆngulos das juntas.
Do ponto de vista matema´tico, a calibrac¸a˜o hand-eye consiste em solucionar a varia´vel X, a
partir da Eq. 2.72, que foi formulada pela primeira vez por Shiu e Ahmad [78] e Tsai e Lenz [79].
A ·X = X ·B (2.72)
Onde A = A2 ·A−11 e B = B−12 ·B1.
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Figura 2.13: Transformac¸o˜es na calibrac¸a˜o hand-eye entre diferentes sistemas de coordenadas
para as posic¸o˜es 1 e 2 do roboˆ. Fonte: [50].
Ao analisar a Fig. 2.72, percebe-se que, para uma posic¸a˜o, existem duas transformac¸o˜es
desconhecidas: da base do roboˆ para o sistema de coordenadas externo, e da caˆmera para a flange
X. Para eliminar a primeira transformac¸a˜o, Shiu e Ahmad [78] mostraram que, pelo menos dois
movimentos relativos com eixos rotacionais na˜o-paralelos sa˜o necessa´rios. Segundo Heller et al.
[80], na pra´tica, va´rios movimentos relativos sa˜o executados, produzindo um conjunto de matrizes
Ai,Bi, i = 1, . . . , n, expresso pela Eq. 2.73, e, consequentemente, um sistema sobredeterminado.
A menos que seja possı´vel medir Ai e Bi com perfeita precisa˜o, esse sistema, em geral, vem
acompanhado de ruı´do.
Ai ·X = X ·Bi (2.73)





















A Equac¸a˜o 2.74, por sua vez, pode ser decomposta em uma matriz de rotac¸a˜o, expressa pela
Eq. 2.75, e em um vetor de translac¸a˜o, evidenciado pela Eq. 2.76.
RAi ·RX = RX ·RBi (2.75)
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RAi · tX + tAi = RX · tBi + tX (2.76)
Daniilidis [50], aponta que a calibrac¸a˜o hand-eye e´ necessa´ria em va´rias tarefas de ac¸a˜o sen-
sorial. Para o caso de uma caˆmera montada em uma garra ou um veı´culo, por exemplo, pode-se
estimar a posic¸a˜o de um alvo para determinar as coordenadas da caˆmera. Entretanto, os comandos
de controle podem ser expressos somente no sistema de coordenadas da flange ou do veı´culo, e,
mesmo que o crite´rio de controle desejado seja dado em coordenadas da caˆmera, e´ indispensa´vel
saber o efeito de um movimento do roboˆ no sistema de coordenadas da caˆmera.
Outra aplicac¸a˜o onde se faz necessa´rio o uso da calibrac¸a˜o hand-eye e´ na reconstruc¸a˜o este´reo,
na qual se coloca uma caˆmera montada na flange de um roboˆ em va´rias posic¸o˜es, compartilhando
o mesmo campo de visa˜o. Todavia, a reconstruc¸a˜o 3-D implica no conhecimento da orientac¸a˜o
relativa do sistema de coordenadas da caˆmera, pore´m, as u´nicas transformac¸o˜es conhecidas sa˜o
aquelas das coordenadas do roboˆ.
O me´todo de calibrac¸a˜o hand-eye, conforme afirma Wu et al. [81], tem sido um problema
cla´ssico, ao utilizar um sensor (uma caˆmera, por exemplo) montado no elemento terminal do roboˆ
para realizar va´rias tarefas. Esse problema tem sido amplamente estudado por va´rios pesquisa-
dores, com destaque para Daniilidis [50], que propoˆs a calibrac¸a˜o hand-eye usando quaternions
duplos. Para tanto, o autor introduziu uma linguagem para formalizar a abordagem de screw
na calibrac¸a˜o hand-eye. Em seu trabalho, o autor desenvolveu o primeiro algoritmo de soluc¸a˜o
simultaˆnea, para a rotac¸a˜o e a translac¸a˜o, sem minimizac¸a˜o na˜o-linear. Este programa foi imple-
mentado e comparado com outros dois algoritmos, na qual o primeiro consiste em uma soluc¸a˜o
simultaˆnea para a rotac¸a˜o e a translac¸a˜o, pore´m, envolvendo uma minimizac¸a˜o na˜o-linear; en-
quanto que o segundo resolve de forma linear, primeiro a rotac¸a˜o, e, depois, a translac¸a˜o. Os
treˆs me´todos foram comparados em simulac¸o˜es, com variac¸o˜es no nı´vel de ruı´do para as posic¸o˜es
da caˆmera e da junta. O me´todo de quaternions duplos se mostrou superior, na˜o so´ pela soluc¸a˜o
simultaˆnea dos movimentos, mas tambe´m pelo fato de usar somente informac¸o˜es necessa´rias para
o problema de calibrac¸a˜o hand-eye. Baseado em quaternions duplos, foi possı´vel provar que os
paraˆmetros de screw desconhecidos, incluindo a rotac¸a˜o e a translac¸a˜o, podem ser simultanea-
mente recuperados, usando a te´cnica alge´brica de decomposic¸a˜o em valores singulares (SVD).
Dornaika e Horaud [49], em uma breve publicac¸a˜o, apresentaram duas novas soluc¸o˜es para
aquela e´poca: a soluc¸a˜o de forma fechada e a otimizac¸a˜o na˜o-linear, a fim de tentar resolver a
equac¸a˜o de matrizes homogeˆneas, representada pela Eq. 2.77.
A ·X = Z ·B (2.77)
A Equac¸a˜o 2.77 foi proposta por Zhuang et al. [48] para estimar, simultaneamente, as transformac¸o˜es
rı´gidas do sistema de coordenadas externo para o sistema de coordenadas da base do roboˆ, e do
sistema de coordenadas do elemento terminal para o sistema de coordenadas da caˆmera. Nesse
48
me´todo, Zhuang et al. [48] usa quaternions para derivar soluc¸o˜es lineares para X e Z, onde X
e´ a transformac¸a˜o da caˆmera para a flange e Z e´ a transformac¸a˜o rı´gida da base do roboˆ para o
sistema de coordenadas externo, conforme se observa na Fig. 2.14.
Figura 2.14: Me´todo de calibrac¸a˜o simultaˆneo proposto por Zhuang et al. [48]. Fonte: [49].
Como ja´ mencionado, Dornaika e Horaud [49] descreveram uma soluc¸a˜o fechada e uma
soluc¸a˜o na˜o-linear para o sistema de equac¸o˜es matriciais da Eq. 2.77. As principais diferenc¸as
entre o me´todo linear de Zhuang et al. [48] e o me´todo de soluc¸a˜o fechada de Dornaika e Horaud
[49], e´ que o primeiro soluciona linearmente as componentes de dois quaternions e, o segundo,
normaliza estes quaternions, de forma que eles representem rotac¸o˜es. O me´todo fechado, en-
tretanto, resolve diretamente para dois quaternions unita´rios e, portanto, a restric¸a˜o que esses
quaternions devem representar duas rotac¸o˜es e´ construı´da no me´todo de resoluc¸a˜o. O me´todo
linear na˜o se aplica para determinadas configurac¸o˜es especiais, ao contra´rio da soluc¸a˜o fechada.
Dessa forma, Dornaika e Horaud [49], realizaram uma ana´lise de sensibilidade para a soluc¸a˜o
linear sugerida por Zhuang et al. [48] e para as duas soluc¸o˜es propostas por eles (fechada e
otimizac¸a˜o na˜o-linear). Em seu trabalho, eles constataram, por meio de simulac¸o˜es e experimen-
tos reais, que o me´todo de otimizac¸a˜o na˜o-linear (que resolve rotac¸o˜es e translac¸o˜es simultanea-
mente), tem desempenho melhor do que o me´todo fechado, que, por sua vez, funciona melhor que
o me´todo linear. Pore´m, e´ importante destacar que na˜o existem evideˆncias de que, com os dados
reais, o me´todo fechado sempre funcionara´ melhor que o me´todo linear. Ale´m disso, a soluc¸a˜o
obtida com o me´todo linear ou fechado pode ser usada para inicializar o me´todo de minimizac¸a˜o
na˜o-linear.
Recentemente, Heller et al. [80], propuseram um conjunto de me´todos iterativos para resolver
a calibrac¸a˜o hand-eye e robot-world, com base nas Eq. 2.73 e 2.77, que na˜o requerem estimativas
iniciais e fornecem soluc¸o˜es globais o´timas. Esses me´todos solucionam a parte rotacional e trans-
lacional simultaneamente, atrave´s da formulac¸a˜o dos problemas de calibrac¸a˜o hand-eye e robot-
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world como problemas de otimizac¸a˜o polinomial multivaria´vel em conjuntos semi-alge´bricos, e
resolvendo-os pelo me´todo das relaxac¸o˜es da matriz linear convexa.
Tanto para a calibrac¸a˜o hand-eye, quanto para a calibrac¸a˜o simultaˆnea hand-eye e robot-
world, Heller et al. [80], apresentaram treˆs formulac¸o˜es: a primeira baseada na parametrizac¸a˜o
ortonormal, a segunda com base na parametrizac¸a˜o com quaternion e, a terceira, baseada na
parametrizac¸a˜o com quaternion duplo.
Malti e Barreto [51], sugeriram um me´todo de calibrac¸a˜o hand-eye robusto para a endoscopia
me´dica assistida por computador, sendo motivados pelo fato de que a caˆmera endosco´pica para
navegac¸a˜o ciru´rgica e visualizac¸a˜o 3-D requer estimativas precisas e esta´veis da calibrac¸a˜o dos
paraˆmetros.
De acordo com Malti e Barreto [51], na literatura existem va´rios me´todos para resolver a Eq.
2.72, que se subdividem em treˆs grupos:
• Estimativa separada: a Eq. 2.72 e´ decomposta em uma parte rotacional e uma parte trans-
lacional. A parte referente a` rotac¸a˜o e´ solucionada primeiro, seguida pela soluc¸a˜o da parte
translacional;
• Estimativa simultaˆnea: consiste em resolver simultaneamente a rotac¸a˜o e a translac¸a˜o, re-
presentando o problema por meio de screw;
• Estimativa que inclui os paraˆmetros intrı´nsecos da caˆmera: a transformac¸a˜o hand-eye e os
paraˆmetros intrı´nsecos da caˆmera sa˜o simultaneamente estimados em um passo de otimizac¸a˜o
iterativa global. Em seu trabalho, os autores assumiram que os paraˆmetros intrı´nsecos
da caˆmera foram previamente estimados, e, por isso, na˜o consideraram este me´todo para
ana´lise comparativa.
Malti e Barreto [51] acrescentam que a calibrac¸a˜o hand-eye apresenta caracterı´sticas peculi-
ares quando aplicada no procedimento de endoscopia. A primeira caracterı´stica esta´ relacionada
ao fato dos valores das componentes de translac¸a˜o dos movimentos de A e B serem pequenos
(abaixo de 10 cm); a segunda, considera que a calibrac¸a˜o deve ser realizada por uma pessoa que
na˜o e´ especialista na sala de operac¸a˜o, o que exige que o me´todo seja robusto com um nu´mero
mı´nimo de movimentos. Considerando as condic¸o˜es acima, os autores observaram, por meio
de experimentos, que as estimativas separada e simultaˆnea na˜o produzem resultados satisfato´rios
para esse tipo de aplicac¸a˜o. O primeiro me´todo fornece boas estimativas para a rotac¸a˜o, pore´m,
os resultados para a translac¸a˜o sa˜o imprecisos para pequenos movimentos. No segundo me´todo,
a rotac¸a˜o permite restringir a estimativa da translac¸a˜o, o que produz melhores resultados. Entre-
tanto, como a rotac¸a˜o e a translac¸a˜o sa˜o calculadas simultaneamente, esta u´ltima tem um impacto
negativo na primeira, e os resultados para a rotac¸a˜o sa˜o mais imprecisos que aqueles obtidos para
o primeiro me´todo.
50
Diante disso, o trabalho de Malti e Barreto [51] tem como maior contribuic¸a˜o o algoritmo de
calibrac¸a˜o hand-eye robusto para pequenos deslocamentos e nu´mero mı´nimo de movimentos. O
me´todo proposto pelos autores supera as limitac¸o˜es dos me´todos anteriores por apresentar as van-
tagens destes, uma vez que usa quaternion duplo na formulac¸a˜o do problema (pois oferece uma
representac¸a˜o esta´vel da translac¸a˜o como um deslocamento ao longo do eixo de rotac¸a˜o), e estima
separadamente a rotac¸a˜o e a translac¸a˜o (o ruı´do na translac¸a˜o afeta gravemente a rotac¸a˜o em uma
estimativa conjunta). A translac¸a˜o e´ estimada de forma robusta pela representac¸a˜o de quaternion
por screw. Ale´m disso, as restric¸o˜es envolvidas sa˜o levadas em considerac¸a˜o durante o processo
de estimativa. Os resultados das simulac¸o˜es realizadas mostraram a precisa˜o e a estabilidade da
abordagem proposta pelos autores, quando efetuada com uma pequena amplitude e nu´mero de
movimentos. Do ponto de vista de uma calibrac¸a˜o endosco´pica, os resultados experimentais reais
demonstraram a alta precisa˜o e repetibilidade do algoritmo proposto pelos autores.
2.8.2 Calibrac¸a˜o eye-to-hand (olho-a-ma˜o)
Segundo Pan et al. [82], na configurac¸a˜o eye-to-hand, a caˆmera e´ fixada em uma posic¸a˜o
distante do roboˆ, de maneira que tenha uma visa˜o global do espac¸o de trabalho, e a calibrac¸a˜o
consiste em determinar a transformac¸a˜o entre o sistema de coordenadas da caˆmera e o sistema
de coordenadas da base do roboˆ. Na Figura 2.15 e´ mostrado uma descric¸a˜o detalhada desta
configurac¸a˜o.
Figura 2.15: Configurac¸a˜o eye-to-hand na captura do objeto com auxı´lio de caˆmera. Fonte: [82].
Pan et al. [82] estudaram o problema da calibrac¸a˜o eye-to-hand na captura de objetos com
o auxı´lio de caˆmera. Para tanto, eles separaram a Eq. 2.72 em uma parte rotacional e uma
parte translacional. A matriz de rotac¸a˜o e´ representada pelo me´todo do quaternion unita´rio, e a
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soluc¸a˜o fechada e´ encontrada na sequeˆncia, de forma que o vetor de translac¸a˜o seja facilmente
encontrado. A fim de melhorar a precisa˜o e o desempenho da calibrac¸a˜o, neste trabalho, levaram-
se em considerac¸a˜o os impactos gerados pelos ruı´dos, e implementaram-se etapas de retificac¸a˜o.
Simulac¸o˜es e experimentos reais de calibrac¸a˜o eye-to-hand foram realizados com o roboˆ Reinovo,
e, com os resultados obtidos, foi possı´vel atestar o desempenho predominante do me´todo de
calibrac¸a˜o proposto pelos autores sobre outros me´todos.
Hu e Chang [83] desenvolveram um algoritmo de calibrac¸a˜o, capaz de estimar com precisa˜o
e, simultaneamente, os paraˆmetros intrı´nsecos da caˆmera, o posicionamento entre a caˆmera e o
roboˆ e a posic¸a˜o do plano de trabalho. Eles aplicaram essa te´cnica com o auxı´lio de um objeto
plano e de um ponteiro a laser montado no elemento terminal do manipulador, conforme ilustrado
na Fig. 2.16.
Figura 2.16: Configurac¸a˜o geral de um sistema eye-to-hand com um ponteiro a laser montado no
elemento terminal do roboˆ e um objeto plano colocado na frente da caˆmera. Fonte: [83].
Quando o roboˆ e´ manipulado e o raio de laser projetado em um plano de orientac¸o˜es desconhe-
cidas, uma quantidade de posic¸o˜es da imagem, relacionadas aos pontos de luz, sa˜o extraı´das das
imagens da caˆmera. Como o laser e´ montado rigidamente, e o objeto plano e´ fixo, as medic¸o˜es que
a caˆmera adquiri a partir do feixe de laser projetado no objeto plano devem obedecer a`s restric¸o˜es
geome´tricas. Baseada nessas restric¸o˜es, a soluc¸a˜o fechada e´ desenvolvida mediante o desacopla-
mento das equac¸o˜es na˜o-lineares para calcular todos os valores iniciais. Como consequeˆncia, o
me´todo de calibrac¸a˜o proposto na˜o precisa de nenhuma estimativa inicial dos paraˆmetros desco-
nhecidos. Hu e Chang [83] tambe´m implementaram um me´todo de otimizac¸a˜o na˜o-linear para
refinar a estimativa e melhorar a precisa˜o dos valores provenientes da soluc¸a˜o fechada. A vanta-
gem de usar o ponteiro a laser, e´ que esta te´cnica pode ser aplicada para situac¸o˜es em que a caˆmera
na˜o consegue visualizar o manipulador robo´tico. Neste trabalho, foram realizados simulac¸o˜es e
52
experimentos reais, visando validar o algoritmo proposto.
Hu e Chang [84], em uma publicac¸a˜o mais recente, apresentaram um me´todo para calibrar
simultaneamente as relac¸o˜es eye-to-hand e workspace-to-robot, usando um laser com formato de
linha montado no manipulador e que e´ projetado no plano de trabalho, ao inve´s de empregar um
laser de ponto u´nico. Esse me´todo tambe´m leva em considerac¸a˜o os paraˆmetros intrı´nsecos da
caˆmera. Novamente, pela forma como o sistema esta´ organizado (com o laser rı´gido e com o
plano fixo em cada orientac¸a˜o), os paraˆmetros geome´tricos e as medic¸o˜es satisfazem as restric¸o˜es
na˜o-lineares e as soluc¸o˜es dos paraˆmetros podem ser estimadas. Com base nessas restric¸o˜es, a
soluc¸a˜o fechada proposta pelos autores produz uma soluc¸a˜o global, estimando os valores iniciais
dos paraˆmetros intrı´nsecos da caˆmera e das transformac¸o˜es entre posic¸o˜es, que sa˜o refinados
por meio de otimizac¸a˜o na˜o-linear. Neste trabalho foram realizadas simulac¸o˜es para validar as
etapas do me´todo de calibrac¸a˜o e analisar seu desempenho em va´rias condic¸o˜es. Os resultados
experimentais mostraram que o me´todo proposto tem excelente eficieˆncia quando a caˆmera na˜o
consegue visualizar o manipulador. Ale´m disso, os resultados provenientes das simulac¸o˜es e dos
experimentos foram confrontados com os resultados obtidos usando um laser de ponto u´nico, o
que evidenciou a maior precisa˜o ao empregar-se um laser de linha, uma vez que este fornece mais
informac¸o˜es geome´tricas com relac¸a˜o a cada posic¸a˜o do manipulador.
Carlson et al. [85] propuseram um me´todo eye-to-hand robusto e linear para a calibrac¸a˜o
cinema´tica de um sensor de scanner a laser montado no elemento terminal do manipulador in-
dustrial IRB-140 da ABB. Esse sensor e´ usado em aplicac¸o˜es de digitalizac¸a˜o robo´tica 3-D e
rastreamento de costura de solda. O me´todo baseia-se unicamente na resoluc¸a˜o de conjuntos line-
ares de equac¸o˜es, aceitando uma estimativa inicial grosseira dos paraˆmetros cinema´ticos, que, por
sua vez, sa˜o refinados por um processo iterativo. As colocac¸o˜es dos planos de calibrac¸a˜o sa˜o as-
sumidas desconhecidas e suas localizac¸o˜es sa˜o encontradas junto com a matriz de transformac¸a˜o
desejada. As incertezas inerentes a`s estimativas iniciais sa˜o tratadas, e o erro de estimativa con-
verge para abaixo do nı´vel do ruı´do de medic¸a˜o.
2.8.3 Calibrac¸a˜o envolvendo va´rios roboˆs e sensor
Esse problema e´ caracterizado por envolver mais de um roboˆ e pela necessidade de calibrar
a posic¸a˜o entre cada um deles [86]. A equac¸a˜o matricial a ser solucionada e´ formulada pela Eq.
2.78.
A ·X ·B = Y ·C · Z (2.78)
Na Equac¸a˜o 2.78, as transformac¸o˜es representam diferentes relac¸o˜es, conforme o sistema
robo´tico a ser calibrado. A Figura 2.17 ilustra um desses sistemas, que mostra treˆs roboˆ mo´veis,
cada um montado com uma caˆmera na flange que olha para um target de outro roboˆ.
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Figura 2.17: Vista superior de treˆs roboˆs mo´veis com as calibrac¸o˜es desconhecidas formuladas
como AXB = YCZ. Fonte: [86].
Na Figura 2.17, A, B e C sa˜o transformac¸o˜es da caˆmera para o target entre roboˆs diferentes,
enquanto X, Y e Z sa˜o as transformac¸o˜es da caˆmera para o target dentro do mesmo roboˆ.
As inco´gnitas presentes na Eq. 2.78 sa˜o determinadas a partir da soluc¸a˜o separada das com-
ponentes de rotac¸a˜o e translac¸a˜o [81], [86]. Portanto, expandindo as matrizes de transformac¸a˜o,
obte´m-se as Eq. 2.79 e 2.80.
RA ·RX ·RB = RY ·RC ·RZ (2.79)
RA ·RX · tB + RA · tX + tA = RY ·RC · tZ + RY · tC + tY (2.80)
Onde R e´ uma matriz de rotac¸a˜o de ordem 3× 3, e t e´ um vetor de translac¸a˜o de ordem 3× 1.
Primeiramente sa˜o solucionadas as rotac¸o˜es RX , RY e RZ presentes na Eq. 2.79; depois esses
valores sa˜o usados como dados de entrada na Eq. 2.80, a fim de determinar as translac¸o˜es tX , tY
e tZ .
Goh [86] acrescenta que, pode-se resolver para X e Z simultaneamente, e usar o resultado
para obter Y.
Wu et al. [81] propuseram um novo me´todo para solucionar o problema de calibrac¸a˜o hand-
eye, tool-flange e robot-robot, aplicado a tarefas onde roboˆs devem executa´-las simultaneamente.
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O me´todo formula o problema na forma da Eq. 2.78. Quando comparado com os me´todos de
soluc¸a˜o expressos pelas Eq. 2.72 e 2.77, os autores verificaram que o me´todo proposto reduz tanto
a dificuldade na aquisic¸a˜o de dados, quanto a imprecisa˜o provocada pela propagac¸a˜o e acu´mulo
de erros. Esse trabalho apresenta como principais contribuic¸o˜es: o uso de uma soluc¸a˜o analı´tica,
que fornece uma estimativa inicial para a soluc¸a˜o a ser obtida iterativamente; uma interpretac¸a˜o
matema´tica completa, ale´m de incluir a ana´lise de solvabilidade e provas relacionadas; experi-
mentos realizados em roboˆs reais, demonstrando a efica´cia do me´todo proposto. A Figura 2.18
apresenta as transformac¸o˜es presentes no me´todo proposto por Wu et al. [81].
Figura 2.18: Transformac¸o˜es envolvidas no problema de calibrac¸a˜o simultaˆnea hand-eye, tool-
flange e robot-robot. Fonte: Adaptado de [81].
Yan et al. [87] propuseram um sistema robo´tico hı´brido, cuja calibrac¸a˜o e´ modelada por meio
da Eq. 2.78, e esta´ representado na Fig. 2.19.
Analisando a Figura 2.19 e´ possı´vel verificar que o roboˆ hı´brido consiste em um manipula-
dor paralelo fixado na flange de um roboˆ serial, e que existe uma caˆmera estaciona´ria visuali-
zando um target na ferramenta do roboˆ paralelo. Neste sistema, as inco´gnitas correspondem a`s
transformac¸o˜es entre a base do roboˆ paralelo e a flange do roboˆ serial, X, a transformac¸a˜o entre
o sistema de coordenadas da caˆmera e a base do roboˆ serial, Y, e a transformac¸a˜o entre o target
e a flange do roboˆ paralelo, Z. As transformac¸o˜es A e B sa˜o obtidas da cinema´tica direta dos
roboˆs, enquanto que a transformac¸a˜o C e´ fornecida pela calibrac¸a˜o da caˆmera a partir de imagens
capturas do target.
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Figura 2.19: Calibrac¸a˜o de um sistema robo´tico hı´brido (roboˆ paralelo acoplado a um roboˆ serial)





Segundo Gil [88], o tipo de pesquisa cientı´fica pode ser classificada a partir de dois pontos
de vista: quantos aos objetivos e quanto aos procedimentos te´cnicos. Em relac¸a˜o aos objetivos,
a pesquisa abordada nesta dissertac¸a˜o de mestrado se classifica como uma pesquisa explorato´ria,
uma vez que objetiva desenvolver um me´todo de calibrac¸a˜o de roboˆs que inclui uma etapa de
otimizac¸a˜o parame´trica do modelo de erros; e, quanto aos procedimentos te´cnicos, a mesma se
enquadra como uma pesquisa bibliogra´fica, pois compreende uma fundamentac¸a˜o teo´rica cons-
tituı´da por conceitos (relacionados aos principais to´picos envolvidos no trabalho) obtidos de livros
e artigos cientı´ficos.
3.2 Modelagem Cinema´tica do IRB-140
3.2.1 O manipulador industrial IRB-140
O me´todo de calibrac¸a˜o proposto neste trabalho foi implementado em um manipulador robo´tico
IRB-140. Esse roboˆ e´ compacto, possui seis eixos, com uma carga u´til de 6 kg, e e´ fabricado pela
Asea Brown-Boveri (ABB) para indu´strias de manufatura que utilizam automac¸a˜o flexı´vel base-
ada em roboˆs. O IRB-140 pode ser montado no cha˜o, invertido ou na parede em qualquer aˆngulo,
sendo adequado para va´rias aplicac¸o˜es, dentre as quais se destacam: soldagem a arco, montagem,
limpeza ou pulverizac¸a˜o e manuseio de materiais. Ale´m disso, pode ser operado manualmente,
por meio do teach-pendant, ou remotamente, utilizando a linguagem de programac¸a˜o de alto nı´vel
denominada de RAPID [89]. Na Tabela 3.1 e´ possı´vel verificar algumas especificac¸o˜es te´cnicas
desse roboˆ, enquanto que a Fig. 3.1 ilustra eu espac¸o de trabalho.
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Figura 3.1: Espac¸o de trabalho do IRB-140. Fonte: [89].
Tabela 3.1: Especificac¸o˜es te´cnicas do roboˆ IRB-140.
Tipo de movimento Range de movimento
Eixo 1: movimento de rotac¸a˜o + 180◦ a - 180◦
Eixo 2: movimento do brac¸o + 110◦ a - 90◦
Eixo 3: movimento do brac¸o + 50◦ a - 230◦
Eixo 4: movimento do pulso + 200◦ a - 200◦
Eixo 5: movimento de torc¸a˜o + 115◦ a - 115◦
Eixo 6: movimento de rotac¸a˜o + 400◦ a -400◦
Repetibilidade de posic¸a˜o 0,03 mm
Resoluc¸a˜o aproximadamente 0,01 ◦ em cada eixo
Fonte: Produzido pela Autora.
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3.2.2 Atribuic¸a˜o dos sistemas de coordenadas
A primeira etapa da modelagem cinema´tica implica na atribuic¸a˜o de sistemas de coordenadas
ortogonais para cada elo do roboˆ, cujos eixos obedecem a regra da ma˜o direita [15]. Uma maneira
de conferir esses sistemas consiste em mover o manipulador para a posic¸a˜o zero, onde todas as
varia´veis de juntas sa˜o zero. Esse procedimento permite verificar se as posic¸o˜es do modelo sa˜o
as mesmas empregadas pelo controlador, evitando introduzir erros constantes para as varia´veis de
juntas (juntas de posic¸a˜o).
Dessa forma, para a construc¸a˜o do modelo cinema´tico direto do IRB-140, os sistemas de
coordenadas foram atribuı´dos de maneira a fazer o eixo z coincidir com o eixo da junta. Com
isso, se a junta for prisma´tica, a direc¸a˜o do eixo z corresponde a` direc¸a˜o do movimento, e seu
sentido esta´ ao longo da junta; se a junta for de revoluc¸a˜o, entretanto, o sentido do eixo z esta´ na
direc¸a˜o positiva de rotac¸a˜o em torno desse eixo. O sentido positivo de rotac¸a˜o de cada junta pode
ser facilmente encontrado pela movimentac¸a˜o do roboˆ e leitura das posic¸o˜es das juntas no visor
do controlador.
O sistema de coordenadas da base b, por outro lado, foi atribuı´do com eixos paralelos ao
sistema de coordenadas universal w. A origem do sistema de coordenadas da base coincide com
a origem da primeira junta, o que pressupo˜e que o eixo da primeira junta e´ normal ao plano x-y
[1].
As origens dos sistemas de coordenadas das juntas foram colocadas obedecendo aos seguintes
crite´rios: se os eixos das juntas de um elo se cruzam, enta˜o a origem do sistema de refereˆncia
fixado ao elo e´ inserido na intersecc¸a˜o dos eixos de juntas; se os eixos de juntas de um elo sa˜o
paralelos ou na˜o se cruzam, enta˜o a origem do sistema de coordenadas fixado ao elo e´ colocado
na junta distal. Com isso, o sistema de coordenadas i e´ estabelecido na junta i+1, isto e´, a junta
que conecta o elo i ao elo i+1; e, se a origem de um sistema de coordenadas e´ descrito em relac¸a˜o
a outro sistema, englobando mais de uma direc¸a˜o, enta˜o ela deve ser movida para ter sua posic¸a˜o
relativa descrita por apenas uma direc¸a˜o, se possı´vel. Baseado nisso, e´ possı´vel garantir que as
origens dos sistemas de coordenadas sejam descritas usando um nu´mero mı´nimo de paraˆmetros
de elos [12].
Os eixos x ou y teˆm sua direc¸a˜o de acordo com a convenc¸a˜o utilizada para parametrizar as
transformac¸o˜es entre os elos e o outro eixo, x ou y, pode ser determinado por meio da regra da
ma˜o direita.
Um sistema de coordenadas foi fixado ao u´ltimo elo, especificamente na ferramenta, de ma-
neira que o eixo z tenha a mesma direc¸a˜o que o eixo z do sistema de coordenadas da u´ltima junta
(n-1). A localizac¸a˜o e a orientac¸a˜o do efetuador ou do sistema de coordenadas da ferramenta sa˜o
definidas conforme as convenc¸o˜es do controlador.
Da convenc¸a˜o apresentada, paraˆmetros geome´tricos de comprimento sa˜o estabelecidos: pni
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(distaˆncia entre os sistemas de coordenadas i-1 e i), e n e´ o eixo paralelo localizado no sistema de
coordenadas i-1. Aplicando as regras dispostas acima para o manipulador IRB-140, obte´m-se os
sistemas de coordenadas e as respectivas caracterı´sticas geome´tricas para cada junta, conforme
indicado na Fig.3.2.
Figura 3.2: Sistemas de coordenadas e paraˆmetros geome´tricos do manipulador IRB-140. Fonte:
Produzido pela Autora.
Conforme se observa na Fig. 3.2, o IRB-140 e´ formado por juntas rotativas, sendo que so-
mente dois eixos internos da sua cadeia cinema´tica sa˜o paralelos.
3.2.3 Transformac¸o˜es homogeˆneas para o IRB-140
As transformac¸o˜es homogeˆneas para o modelo cinema´tico foram determinadas de maneira
a assegurar que o modelo seja completo, contı´nuo e mı´nimo, o que significa que a convenc¸a˜o
de Denavit e Hartenberg (DH) foi usada para juntas rotativas perpendiculares, enquanto que a
convenc¸a˜o de Hayati e Mirmirani (HM) foi empregada para juntas rotativas paralelas, pois juntas
sucessivas paralelas violam os requisitos do modelo ao usar a parametrizac¸a˜o de DH [11]. Le-
vando isso em considerac¸a˜o, assim como os sistemas de coordenadas presentes na Fig. 3.2 e as
dimenso˜es nominais do manipulador (disponı´veis em suas especificac¸o˜es te´cnicas [89]), foram
obtidos e organizados na Tab. 3.2 os paraˆmetros de modelagem para o IRB-140.
Uma vez que o sistema de coordenadas da ferramenta tem a mesma orientac¸a˜o que o sistema
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Tabela 3.2: Paraˆmetros de modelagem do manipulador IRB-140.
Elo Convenc¸a˜o Tx[mm] Ty[mm] Tz[mm] Rx[◦] Ry[◦] Rz[◦] Faixa de Operac¸a˜o
0 – 0 0 0 0 0 0 0◦ a 0◦
1 DH 70 – 352 -90 – 0 - 180◦ a + 180◦
2 DH 360 – 0 0 – -90 -90◦ a +110 ◦
3 HM 0 – – -90 0 0 -230◦ a +50◦
4 DH 0 – 380 90 – 0 - 200◦ a + 200◦
5 DH 0 – 0 -90 – 0 - 115◦ a + 115◦
6 – 0 0 65 + 120 – – 0 - 400◦ a + 400◦
Fonte: Produzido pela Autora.
de coordenadas do u´ltimo elo, pore´m esta´ transladado ao longo do eixo z, essa distaˆncia foi
mensurada, sendo igual a 120 mm, e adicionada ao elo 6, como se pode constatar na Tab. 3.2.
Dessa forma, as transformac¸o˜es elementares para o IRB-140 podem ser agrupadas em um
conjunto de parametrizac¸o˜es, representado na Tab. 3.3.
Tabela 3.3: Transformac¸o˜es elementares para o IRB-140.
Transformac¸a˜o Tipo de Junta Parametrizac¸a˜o
Universal para Base w-b [Tx(pxb).Ty(pyb).Tz(pzb).Rz(θb).Ry(βb).Rx(αb)]
Junta 0 para Junta 1 JR⊥JR [Rz(θ1).Tz(pz1).Tx(px1).Rx(α1)]
Junta 1 para Junta 2 JR⊥JR [Rz(θ2).Tz(pz2).Tx(px2).Rx(α2)]
Junta 2 para Junta3 JR‖JR [Rz(θ3).Tx(px3).Rx(α3).Ry(β3)]
Junta 3 para Junta 4 JR⊥JR [Rz(θ4).Tz(pz4).Tx(px4).Rx(α4)]
Junta 4 para Junta 5 JR⊥JR [Rz(θ5).Tz(pz5).Tx(px5).Rx(α5)]
Junta 5 para Junta 6 JR‖TCP [Rz(θ6).Tx(px6).Ty(py6).Tz(pz6)]
Fonte: Produzido pela Autora.
Na Tabela 3.3, w e´ o sistema de refereˆncia universal, b e´ o sistema de refereˆncia da base, Rx,
Ry e Rz sa˜o matrizes de rotac¸a˜o em torno, respectivamente, dos eixos x, y e x. Os termos Tx,
Ty e Tz sa˜o matrizes de translac¸a˜o ao longo dos eixos x, y e x, respectivamente. O sı´mbolo ‖
indica que as juntas sa˜o paralelas, enquanto que o sı´mbolo ⊥ expressa o perpendicularismo entre
as juntas. A expressa˜o pxi indica uma translac¸a˜o no eixo x, da origem da junta i para a junta
i + 1; pyi representa uma translac¸a˜o ao longo do eixo y, da origem da junta i para a junta i + 1;
pzi refere-se a uma translac¸a˜o no eixo z, da origem da junta i para a junta i + 1; θi representa
uma rotac¸a˜o da junta em torno do eixo z; βi corresponde a uma rotac¸a˜o em torno do eixo y; e αi
refere-se a uma torc¸a˜o geome´trica em torno do eixo x da junta i+1 relacionada a` junta i.
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As matrizes de transformac¸o˜es homogeˆneas do IRB-140 sa˜o obtidas com base nos dados de
modelagem presentes na Tab. 3.3, e esta˜o definidas nas Eq. 3.1, 3.2, 3.3, 3.4, 3.5, 3.6 e 3.7.
Twb =

C(βb)C(θb) S(αb)S(βb)C(θb)− C(αb)S(θb) S(αb)S(θb) + C(αb)S(βb)C(θb) pxb
C(βb)S(θb) C(αb)C(θb) + S(αb)S(βb)S(θb) C(αb)S(βb)S(θb)− S(αb)C(θb) pyb
−S(βb) C(βb)S(αb) C(αb)C(βb) pzb





C(θ1) −C(α1)S(θ1) S(α1)S(θ1) C(θ1)px1
S(θ1) C(α1)C(θ1) −C(θ1)S(α1) S(θ1)py1
0 S(α1) C(α1) pz1




C(θ2) −C(α2)S(θ2) S(α2)S(θ2) C(θ2)px2
S(θ2) C(α2)C(θ2) −C(θ2)S(α2) S(θ2)py2
0 S(α2) C(α2) pz2




C(β3)C(θ3)− S(α3)S(β3)S(θ3) −C(α3)S(θ3) S(β3)C(θ3) + C(β3)S(α3)S(θ3) C(θ3)px3
C(β3)S(θ3) + S(α3)S(β3)C(θ3) C(α3)C(θ3) S(β3)S(θ3)− C(β3)S(α3)C(θ3) S(θ3)px3
−C(α3)S(β3) S(α3) C(α3)C(β3) 0





C(θ4) −C(α4)S(θ4) S(α4)S(θ4) C(θ4)px4
S(θ4) C(α4)C(θ4) −C(θ4)S(α4) S(θ4)py4
0 S(α4) C(α4) pz4




C(θ5) −C(α5)S(θ5) S(α5)S(θ5) C(θ5)px5
S(θ5) C(α5)C(θ5) −C(θ5)S(α5) S(θ5)py5
0 S(α5) C(α5) pz5




C(θ6) −S(θ6) 0 C(θ6)px6 − S(θ6)py6
S(θ6) C(θ6) 0 C(θ6)py6 + S(θ6)px6
0 0 1 pz6
0 0 0 1
 (3.7)
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3.3 Identificac¸a˜o de Paraˆmetros
A parte mais significativa do processo de identificac¸a˜o de paraˆmetros esta´ relacionada aos
me´todos nume´ricos. Os procedimentos nos quais os paraˆmetros do modelo sa˜o identificados por
meio de va´rias posic¸o˜es realizadas pelo elemento terminal do roboˆ exigem me´todos de otimizac¸a˜o
nume´rica. De maneira geral, esses me´todos utilizam a linearizac¸a˜o local do modelo na˜o linear do
roboˆ e, em seguida, uma soluc¸a˜o iterativa do problema de mı´nimos quadrados na˜o lineares [6].
3.3.1 Modelo cinema´tico para identificac¸a˜o de paraˆmetros
As equac¸o˜es cinema´ticas do manipulador sa˜o determinadas a partir do produto entre as transformac¸o˜es














Na Equac¸a˜o 3.8, N corresponde ao nu´mero de juntas (ou sistemas de coordenadas), e p e´ o






transformac¸a˜o real para cada junta pode ser obtida por meio da Eq.3.9.
Ai−1i = T
i−1
i + ∆Ti; ∆Ti = ∆Ti(∆pi) (3.9)
O termo ∆pi, na Eq. 3.9, e´ o vetor de erros dos paraˆmetros de elos para a junta i. Levando











Portanto, a transformac¸a˜o completa do manipulador com a adic¸a˜o do vetor de erros dos
paraˆmetros passa a ser escrita na forma da Eq.3.11.
Aˆ0N = Tˆ
0
N + ∆Tˆ ,∆Tˆ = ∆Tˆ (q,∆p) (3.11)





T e´ o vetor de erros dos paraˆmetros do manipulador





T . O termo ∆Tˆ e´ uma func¸a˜o na˜o-
linear do vetor ∆p . Para m posic¸o˜es medidas, pode-se afirmar que [15]:
Aˆ = Aˆ0N = Aˆ (q,p) (3.12)
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A matriz Aˆ : Rn × RN e´ uma func¸a˜o de dois vetores de dimenso˜es n e N, onde n e´ o nu´mero
de paraˆmetros e N e´ o nu´mero de juntas (incluindo a ferramenta). Com base nisso, teˆm-se as Eq.
3.13 e Eq. 3.14.
Aˆ = Aˆ0N = Aˆ(q,p) = (Aˆ(q1,p), ..., Aˆ(qm,p))
T : Rn × RmN (3.13)
∆Tˆ = ∆Tˆ (q,∆p) = (∆Tˆ (q1,∆p), ...,∆Tˆ (qm,∆p))
T : Rn × RmN (3.14)
Uma breve ana´lise das equac¸o˜es acima possibilita verificar que todas as matrizes e vetores
em negrito sa˜o func¸o˜es de m. O processo de identificac¸a˜o consiste em calcular os valores dos
paraˆmetros do modelo, p∗ = p + ∆p, que resultam em um ajuste ideal entre as posic¸o˜es reais
(obtidas por meio de instrumentos de medic¸a˜o), e as posic¸o˜es calculadas pelo modelo cinema´tico,
ou seja, consiste na soluc¸a˜o de um sistema de equac¸o˜es na˜o-lineares representados pela Eq. 3.15.
B(q,p∗) = M(q) (3.15)
Na Equac¸a˜o 3.15, B(q,p∗) e´ um vetor formado pelas componentes de posic¸a˜o e orientac¸a˜o
de Aˆ, M(q), por sua vez, corresponde a`s componentes medidas, indicadas na Eq. 3.16.
M(q) = (M(q1), ...,M(qm))
T , Rφm (3.16)
O termo φ, na Eq. 3.16 e´ o nu´mero de equac¸o˜es advindas de cada posic¸a˜o de medic¸a˜o. Caso
sejam considerados somente dados de posic¸a˜o (como e´ o caso do presente trabalho), cada medic¸a˜o
de posic¸a˜o fornecera´ treˆs equac¸o˜es, e B(q,p∗) incluira´ somente as componentes de posic¸a˜o de
Aˆ. Como se trata de um problema onde se esta´ tentando ajustar dados a um modelo na˜o linear, os
mı´nimos quadrados na˜o-lineares e´ o me´todo nume´rico de soluc¸a˜o mais recomendado, sobretudo
quando m e´ muito maior que n [15]. Neste caso, a Eq. 3.15 pode ser reescrita na forma da Eq.
3.17.
B(q,p∗) = M(q) = B(q,p) + C(q,∆p) (3.17)
O vetor C presente na Eq. 3.17 representa o movimento diferencial formado pelas componen-
tes de posic¸a˜o e rotac¸a˜o de ∆Tˆ . Da definic¸a˜o da matriz Jacobiana e desprezando suas derivadas
de segunda ordem, obte´m-se uma expressa˜o matema´tica para C(q,∆p), indicada na Eq. 3.18.
C(q,∆p) = J ·∆p (3.18)
Substituindo a Equac¸a˜o 3.18 na Eq. 3.17 e reorganizando os termos, tem-se o modelo ma-
tema´tico representado pela Eq. 3.19.
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M(q)−B(q,p) = J.∆p (3.19)
A notac¸a˜o indicada nas Eq. 3.20, Eq. 3.21 e Eq. 3.22 permitem reescrever a Eq. 3.19 de
acordo com a Eq. 3.23.
b = M(q)−B(q,p), Rφm (3.20)
J = J(q,∆p), Rφm×n (3.21)
x = ∆p, Rn (3.22)
r = J · x− b, Rφm (3.23)
A Equac¸a˜o 3.23 pode ser resolvida pelo me´todo dos mı´nimos quadrados lineares na forma da
Eq. 3.24.
J · x = b (3.24)
Um me´todo eficaz (no sentido de ser globalmente convergente) para solucionar problemas
de mı´nimos quadrados na˜o lineares e´ o algoritmo proposto por Levenberg-Marquardt (algoritmo
LM), que combina as melhores propriedades do me´todo do gradiente descendente e do me´todo
de Gauss-Newton. Dessa forma, o me´todo LM, como e´ conhecido, e´ capaz de convergir rapida-
mente quando distante do mı´nimo (caracterı´stica tı´pica do me´todo do gradiente), enquanto que
assemelha-se ao me´todo de Gauss-newton, a` medida que o mı´nimo e´ aproximado com ra´pida con-
vergeˆncia local. Outra vantagem do me´todo LM e´ o fato dele ser bem definido, mesmo quando o
Jacobiano na˜o possui posto completo [6], [15], [1]. Com base na Eq. 3.24, este me´todo pode ser
formulado pela Eq. 3.25) [15], [12].
xj+1 = xj −
[
J(xj)
T · J(xj) + µj · I
]−1 · J(xj)T · b(xj) (3.25)
Portanto, cada iterac¸a˜o do algoritmo compreende as treˆs etapas descritas abaixo:
1. Ca´lculo do Jacobiano do roboˆ (J(xj));
2. Ca´lculo do vetor ∆xj a partir da relac¸a˜o ∆xj = −
[
J(xj)
T · J(xj) + µj · I
]−1 · J(xj)T ·
b(xj);
3. Atualizac¸a˜o de xj+1 = xj + ∆xj e j = j + 1.
65
Nos passos listados acima, xj e´ o vetor de paraˆmetros do modelo cinema´tico na iterac¸a˜o j
e ∆xj e´ o vetor que conte´m as correc¸o˜es a serem inseridas no modelo. O termo µj , conforme








→ if |b(xj+1)|≤ |b(xj)|
2.5 < λ < 10
(3.26)
Os modelos cinema´ticos parametrizados para calibrac¸a˜o de roboˆs devem apresentar treˆs pro-
priedades importantes: completude, continuidade e minimalidade [11] e [12]. A observac¸a˜o des-
ses requisitos do modelo permite evitar singularidades na matriz Jacobiana de identificac¸a˜o. Con-
siderando isso, bem como o modelo cinema´tico desenvolvido aqui, e´ possı´vel construir o modelo
de identificac¸a˜o para o manipulador IRB-140, constituı´do pelas transformac¸o˜es presentes na Tab.
3.3 com adic¸a˜o de erros aos paraˆmetros geome´tricos. Esse modelo pode ser visualizado na Tab.
3.4







[Tx(pxb+ δpxb).Ty(pyb+ δpyb).Tz(pzb+ δpzb).Rz(αb + δαb).Ry(βb + δβb).Rx(γb + δγb)]
JR⊥JR [Rz(θ1 + δθ1).Tz(pz1 + δpz1).Tx(px1 + δpx1).Rx(α1 + δα1)]
JR⊥JR [Rz(θ2 + δθ2).Tz(pz2 + δpz2).Tx(px1 + δpx1).Rx(α1 + δα1)]
JR‖JR [Rz(θ3 + δθ3).Tx(px3 + δpz3).Rx(α3 + δα3).Ry(β3 + δβ3)]
JR⊥JR [Rz(θ4 + δθ4).Tz(pz4 + δpz4).Tx(px4 + δpx4).Rx(α4 + δα4)]
JR⊥JR [Rz(θ5 + δθ5).Tz(pz5 + δpz5).Tx(px5 + δpx5).Rx(α5 + δα5)]
JR‖TCP [Rz(θ6 + δθ6).Tx(px6 + δpx6).Ty(py6 + δpy6).Tz(pz6 + δpz6)]
Fonte: Produzido pela Autora.
As sentenc¸as matema´ticas presentes na Tab. 3.4 correspondem aos elementos da Eq. 3.9, e sa˜o
definidas pelo produto de matrizes de rotac¸a˜o e translac¸a˜o para cada transformac¸a˜o homogeˆnea
entre os sistemas de refereˆncia do roboˆ, e entre os sistemas de refereˆncia universal e da base, am-
bos ilustrados na Fig. 3.2. Os paraˆmetros da Tab. 3.4 que na˜o esta˜o indicados na Fig. 3.2 possuem
valores iniciais nulos. Uma ana´lise da Tab. 3.4 possibilita constatar que o nu´mero de paraˆmetros
do modelo e´ igual a 30 (seis paraˆmetros da base e vinte e quatro paraˆmetros pertencentes aos elos
internos da cadeia cinema´tica), atestando a conformidade com a Eq.2.49.
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3.4 Otimizac¸a˜o do Modelo de Identificac¸a˜o
A otimizac¸a˜o do modelo e´ processada em duas etapas. Primeiro e´ verificado se o nu´mero de
condicionamento do Jacobiano k(J) esta´ acima de 100; o segundo passo identifica qual paraˆmetro
do modelo produz deficieˆncias no posto do Jacobiano. Com isso, um modelo o´timo e´ derivado do
modelo completo pela exclusa˜o de um pequeno nu´mero de paraˆmetros do modelo do processo de
identificac¸a˜o, ate´ que k(J) seja inferior a 100 [12]. A Figura 3.3 ilustra as etapas do processo de
calibrac¸a˜o do roboˆ com a inclusa˜o do passo de otimizac¸a˜o do modelo cinema´tico de identificac¸a˜o.
Em termos pra´ticos, a maior parte dos sistemas de medic¸a˜o disponı´veis empregados em me-
trologia robo´tica, tais como sistemas laser, ultrassom, caˆmeras CCD, teodolitos, etc., possuem
uma precisa˜o me´dia que varia entre 0,05 mm a 0,5 mm, dependendo do seu tipo ou tecnolo-
gia. Dessa forma, quando sa˜o adicionados ruı´dos de medic¸a˜o maiores devido ao uso sistemas de
medic¸a˜o menos precisos, o valor de k(J)aumenta, de maneira que o limite de k(J) = 100 na˜o sera´
alcanc¸ado com a exclusa˜o de um pequeno nu´mero de paraˆmetros. Se o k(J) apresentar pouca me-
lhoria com a exclusa˜o do pro´ximo paraˆmetro, o processo de otimizac¸a˜o deve ser interrompido. E´
importante frisar que, como a otimizac¸a˜o objetiva excluir, um por vez, cada paraˆmetro do modelo
parametrizado, independente do nu´mero de paraˆmetros, sempre havera´ uma melhoria no nu´mero
de condicionamento. Entretanto, se um paraˆmetro diferente daquele identificado pela rotina de
otimizac¸a˜o for excluı´do do modelo, na˜o havera´ garantia de que o nu´mero de condicionamento ira´
melhorar ou de que havera´ melhoria na precisa˜o do modelo cinema´tico [12].
3.5 Simulac¸a˜o do Processo de Calibrac¸a˜o
Nesta etapa da pesquisa foi realizada uma simulac¸a˜o computacional da calibrac¸a˜o do mani-
pulador IRB-140 (de seis graus de liberdade), utilizando a te´cnica de otimizac¸a˜o mostrada anteri-
ormente.
A simulac¸a˜o computacional do processo de calibrac¸a˜o compreende todas as etapas de uma
calibrac¸a˜o real, ou seja, modelagem cinema´tica, identificac¸a˜o dos paraˆmetros a partir de posic¸o˜es
selecionadas (representando medic¸o˜es) e avaliac¸a˜o da calibrac¸a˜o. Foram adotados dois modelos
cinema´ticos: Simulated Pose Model (SPM) e Estimated Pose Model(EPM). O primeiro modelo
inclui os paraˆmetros geome´tricos e a adic¸a˜o de erros aleato´rios nas varia´veis de juntas. Os desvios
aleato´rios das varia´veis de juntas sa˜o considerados como a principal causa de desvios do roboˆ, e
podem ser medidos experimentalmente e estaticamente para determinar a repetibilidade do roboˆ
[6]. O segundo modelo, por outro lado, corresponde ao modelo para identificac¸a˜o de paraˆmetros
e conte´m todas as fontes de erros geome´tricos identificadas no primeiro modelo, com excec¸a˜o dos
erros dos paraˆmetros que foram eliminados, a fim de melhorar a identificabilidade do modelo. A
simulac¸a˜o do processo de calibrac¸a˜o foi realizada de acordo com o algoritmo apresentado na Fig.
3.4.
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Figura 3.3: Fluxograma do algoritmo de calibrac¸a˜o contendo a etapa de otimizac¸a˜o do modelo.
Fonte: Produzido pela Autora.
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Figura 3.4: Fluxograma do algoritmo de simulac¸a˜o do processo de calibrac¸a˜o. Fonte: Produzido
pela Autora.
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Nesta simulac¸a˜o foram utilizados somente dados de posic¸a˜o, devido a`s limitac¸o˜es dos sis-
temas de medic¸a˜o. Em termos matema´ticos, cada ponto de medic¸a˜o forneceu treˆs equac¸o˜es de
medida. Com o intuito de minimizar os ruı´dos de medic¸a˜o, o nu´mero de equac¸o˜es precisa ser duas
ou treˆs vezes maior que o nu´mero de paraˆmetros a serem estimados. Para o manipulador IRB-140,
o nu´mero ma´ximo de paraˆmetros e´ 30, o que acarretou na escolha de 30 pontos de medic¸a˜o [21].
Para fins pra´ticos, quanto menor o nu´mero de pontos de medic¸a˜o utilizados na calibrac¸a˜o, menor
e´ o tempo de inatividade da ma´quina em uma linha de produc¸a˜o, diminuindo os custos.
Os erros geome´tricos constantes a serem adicionados aos valores dos paraˆmetros cinema´ticos
do roboˆ foram selecionados aleatoriamente entre ± 1 mm, para os paraˆmetros de translac¸a˜o, e
± 0.0005 rad, para os paraˆmetros de orientac¸a˜o, de acordo com os desvios comuns encontrados
na literatura para esta classe de roboˆs. Os valores nominais dos paraˆmetros e os valores de erros
assumidos encontram-se na Tab. 3.5.
Os erros caracterı´sticos do sistema de medic¸a˜o, por sua vez, foram incorporados ao modelo
por meio da Eq. 3.27 [6].
Mˆ = Aˆ0N + Aˆ
0
N · δTˆ (3.27)
.
Na Equac¸a˜o 3.27, δTˆ e´ a matriz de transformac¸a˜o de movimento diferencial (erros de medic¸a˜o)
para as treˆs componentes de posic¸a˜o, calculada por meio da Eq. 3.28; Aˆ0N e´ a transformac¸a˜o real
do manipulador com adic¸a˜o de desvios aos paraˆmetros, apresentada na Eq. 3.10; e Mˆ e´ a mesma
transformac¸a˜o, pore´m, com adic¸a˜o de erros de medic¸a˜o.
δTˆ =

0 0 0 γx
0 0 0 γy
0 0 0 γz
0 0 0 1
 (3.28)
Os elementos que formam a quarta coluna da Eq. 3.28 sa˜o gerados de maneira randoˆmica e
com distribuic¸a˜o de probabilidade gaussiana, de acordo com a Eq. 3.29.
γ = p+ q · randn(i, 1) (3.29)
Na Equac¸a˜o 3.29, o termo randn produz um vetor coluna de nu´meros aleato´rios, onde o
nu´mero de linhas i desse vetor e´ igual a treˆs vezes o nu´mero de pontos medidos. A varia´vel
p, por sua vez, e´ a me´dia, e q e´ o desvio padra˜o do sistema de medic¸a˜o, calculado a partir da Eq.
3.30.
q = σr + σs (3.30)
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Tabela 3.5: Desvios adicionados aos paraˆmetros.




























pz6[mm] 65 + 120 (ferramenta) -1,0
θ6[rad] 0 0,0003
px6[mm] 0 -0,02
Fonte: Produzido pela Autora.
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Os termos σr e σs presentes na Eq. 3.30, sa˜o, respectivamente, o desvio padra˜o dos erros do
manipulador em cada direc¸a˜o e o desvio padra˜o do sistema de medic¸a˜o. A primeira parcela da








O termo Rp, presente na Eq. 3.31, corresponde a` repetibilidade de posicionamento do roboˆ,
sendo igual a 0,03 mm para o IRB-140, e as parcelas σrx , σry e σrz sa˜o os desvios padra˜o para
cada componente do vetor de posic¸a˜o. Considerando que σrx = σry = σrz = σr, essa equac¸a˜o





Para analisar a influeˆncia do erro de medic¸a˜o sobre o erro de posicionamento do manipulador,
foi variado a me´dia de medic¸a˜o p e assumido um desvio padra˜o de medic¸a˜o q constante, de
maneira que a parcela do desvio padra˜o relacionada ao sistema de medic¸a˜o, σs, foi considerada




Este capı´tulo apresenta e discute os resultados obtidos com o emprego das te´cnicas de otimizac¸a˜o
para melhorar a identificac¸a˜o dos paraˆmetros. Adicionalmente, sa˜o avaliados os resultados oriun-
dos da simulac¸a˜o computacional do processo de calibrac¸a˜o, onde foram considerados tanto os er-
ros geome´tricos do modelo cinema´tico nominal, como os erros inerentes aos sistemas de medic¸a˜o
.
4.1 Otimizac¸a˜o do Modelo de Calibrac¸a˜o
A aplicac¸a˜o do me´todo de otimizac¸a˜o do modelo, detalhado anteriormente, permitiu iden-
tificar os paraˆmetros redundantes e construir o modelo EPM a partir da ana´lise do nu´mero de
condicionamento do Jacobiano e da ferramenta nume´rica de decomposic¸a˜o em valores singula-
res. Os resultados experimentais esta˜o mostrados na Tab. 4.1.
Tabela 4.1: Dados obtidos durante a etapa de otimizac¸a˜o do modelo cinema´tico.
N◦ 30 29 28 27 26 25 24
K 1, 37× 109 4, 56× 108 3, 72× 106 2, 70× 106 345, 05 111, 59 53, 67
Iter. 5 5 5 5 5 4 4
Par. θ1 β3 pz1 θ6 px5 pz5 -
Fonte: Produzido pela Autora.
Na Tabela 4.1, N ◦ e´ o nu´mero de paraˆmetros presentes no modelo; K corresponde ao nu´mero
de condicionamento, Iter. e´ o nu´mero de iterac¸o˜es e Par. e´ o paraˆmetro identificado como redun-
dante. Analisando os dados presentes na Tab. 4.1, verifica-se que o processo de otimizac¸a˜o do
modelo iniciou com o nu´mero ma´ximo de paraˆmetros (30). Cada paraˆmetro eliminado (indicados
na quarta linha da Tab. 4.1), correspondem ao menor valor singular do modelo, observado a par-
tir da maior entrada na u´ltima coluna da matriz V, obtida da SVD do Jacobiano corrigido pelos
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valores singulares escalonados.
Durante o processo de otimizac¸a˜o, com frequeˆncia dois paraˆmetros apresentaram o mesmo
maior valor no intervalo 0 < vi < 1, onde vi e´ a entrada na linha da u´ltima coluna de V.
Por exemplo, no modelo com 29 paraˆmetros foram identificadas duas linhas na u´ltima coluna
de V com os maiores valores numericamente iguais a 0,7071. Essas linhas correspondiam aos
paraˆmetros θ3 e β3, o que significa que eles sa˜o mutuamente redundantes. Neste caso, o paraˆmetro
eliminado foi o β3, pois diferentemente do θ3, apresenta valor nulo no modelo nominal, ou seja,
na˜o e´ necessa´rio para o modelo nominal.
A Figura 4.1 ilustra a evoluc¸a˜o do nu´mero de condicionamento em func¸a˜o do nu´mero de
paraˆmetros do modelo.
Figura 4.1: Nu´mero de condicionamento da matriz Jacobiana calculado durante a etapa de
identificac¸a˜o como uma func¸a˜o do nu´mero de paraˆmetros. Fonte: Produzido pela Autora.
Os resultados mostrados na Tab. 4.1 e na Fig. 4.1 evidenciam que, a` medida que um paraˆmetro
e´ removido do modelo, o nu´mero de condicionamento do Jacobiano tambe´m reduz. Dessa forma,
chegou-se a um modelo com 24 paraˆmetros (valor abaixo do nu´mero ma´ximo de paraˆmetros
identifica´veis, calculado pela Eq. 2.50), cujo nu´mero de condicionamento e´ aproximadamente
igual a 54, que e´ inferior a 100. Ale´m disso, altos valores no nu´mero de condicionamento (como
ocorre para o modelo de 30 paraˆmetros, que apresenta esse valor na ordem de 109), indica uma
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soluc¸a˜o mal condicionada, o que pode levar a um maior nu´mero de iterac¸o˜es para a convergeˆncia
do algoritmo de Levenberg-Marquardt, ou a possibilidade de um mı´nimo local ser alcanc¸ado
mesmo com uma boa convergeˆncia, ou ambas as situac¸o˜es. Isso pode ser observado na Fig. 4.2,
onde se observa que o nu´mero de iterac¸o˜es e´ maior para os modelos com 30, 29, 28, 27 e 26
paraˆmetros, que, por sua vez, apresentam nu´meros de condicionamento muito superior a 100.
Figura 4.2: Nu´mero de iterac¸o˜es para convergeˆncia do algoritmo de Levenberg-Marquardt como
uma func¸a˜o do nu´mero de paraˆmetros. Fonte: Produzido pela Autora.
De forma geral, o me´todo de otimizac¸a˜o demonstrou a sua efica´cia, identificando os paraˆmetros
que provocavam deficieˆncias no posto do Jacobiano. Isso possibilitou elimina´-los, permitindo ob-
ter um modelo com o menor nu´mero de paraˆmetros possı´veis.
4.2 Processo de Simulac¸a˜o da Calibrac¸a˜o
O processo de calibrac¸a˜o simulado computacionalmente foi avaliado por meio da precisa˜o de
posicionamento do efetuador na regia˜o considerada, sendo expressa, numericamente, pela me´dia









√√√√∑ni=1 (∣∣∣Mi − Aˆi∣∣∣− E¯)2
n
(4.2)
Nas Equac¸o˜es 4.1 e 4.2, M e´ um vetor contendo as componentes de posic¸a˜o mensuradas, Aˆ e´
a transformac¸a˜o do manipulador calculada com a adic¸a˜o do vetor de erros dos paraˆmetros, e n e´
o nu´mero de pontos de medic¸a˜o.
Durante a simulac¸a˜o, foi utilizado o mesmo modelo cinema´tico do roboˆ real, pore´m, com
valores de paraˆmetros geome´tricos modificados para aqueles obtidos na etapa de identificac¸a˜o de
erros. Ale´m disso, foram gerados erros aleato´rios, visando simular o sistema de medic¸a˜o e deixar
o procedimento mais pro´ximo do que seria uma calibrac¸a˜o real.
Na simulac¸a˜o do processo de calibrac¸a˜o, inicialmente foi averiguada a influeˆncia do erro de
medic¸a˜o adotado sobre o erro de posicionamento, utilizando o modelo mı´nimo de 24 paraˆmetros.
A Figura 4.3 ilustra os resultados obtidos e demonstra que, quanto maior o erro relacionado ao
sistema de medic¸a˜o, maior sera´ o erro me´dio e o desvio padra˜o associado ao posicionamento do
roboˆ. Somado a isso, verifica-se que, apo´s a calibrac¸a˜o, o desvio padra˜o do manipulador (cerca
de 0,02 mm) e´ acrescido do desvio padra˜o do erro de medic¸a˜o.
Dentre os fatores que influenciam nos resultados da calibrac¸a˜o de roboˆs, destaca-se o nu´mero
de pontos de medic¸a˜o. Como nesta simulac¸a˜o foram utilizados somente dados de posic¸a˜o, devido
a`s limitac¸o˜es dos sistemas de medic¸a˜o, em termos matema´ticos, cada ponto de medic¸a˜o forne-
ceu treˆs equac¸o˜es de posic¸a˜o. Com o intuito de minimizar os ruı´dos de medic¸a˜o, o nu´mero de
equac¸o˜es precisa ser duas ou treˆs vezes maiores que o nu´mero de paraˆmetros a serem estimados[21].
Levando isso em considerac¸a˜o, e sabendo que o nu´mero ma´ximo de paraˆmetros para o IRB-140
e´ 30, adotaram-se 30 pontos de medic¸a˜o como o valor padra˜o. Entretanto, avaliou-se a influeˆncia
da quantidade de pontos de medic¸a˜o na precisa˜o do modelo mı´nimo calibrado, considerando con-
juntos de dados com 10, 20, 30, 40, 50 e 60 pontos.
A Figura 4.4 apresenta as curvas para os erros me´dio e ma´ximo de posic¸a˜o, assim como a
curva do desvio padra˜o do erro, em func¸a˜o de diferentes conjuntos de medic¸o˜es.
A observac¸a˜o da Fig. 4.4 permite aferir uma melhoria irrelevante na precisa˜o para um con-
junto acima de 30 pontos, ou seja, quando o nu´mero de posic¸o˜es medidas excede esse valor,
os erros me´dios de posic¸o˜es de calibrac¸a˜o tendem a ser esta´veis e menores que 0,5 mm. Isso
demonstra que um conjunto com 30 pontos e´ suficiente para realizar a calibrac¸a˜o do manipulador.
Adicionalmente, tambe´m foi analisado a melhoria na etapa de identificac¸a˜o devido a`s te´cnicas
de otimizac¸a˜o do modelo. Para tanto, foram confrontadas a curva de precisa˜o do modelo na˜o
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Figura 4.3: Erro de posicionamento do modelo mı´nimo em func¸a˜o do erro do sistema de medic¸a˜o.
Fonte: Produzido pela Autora.
Figura 4.4: Precisa˜o do elemento terminal em func¸a˜o do nu´mero de pontos de medic¸a˜o. Fonte:
Produzido pela Autora.
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otimizado de 30 paraˆmetros com a curva do modelo otimizado de 24 paraˆmetros em func¸a˜o dos
mesmos conjuntos de medic¸o˜es discutidos anteriormente. Os resultados obtidos esta˜o ilustrados
na Fig. 4.5.
Figura 4.5: Curvas de precisa˜o do elemento terminal para um modelo otimizado e um modelo
na˜o-otimizado em func¸a˜o do nu´mero de pontos de medic¸a˜o. Fonte: Produzido pela Autora.
Na Figura 4.5 e´ possı´vel verificar que, para os conjuntos de dados considerados, os valores de
erro me´dio sa˜o maiores para o modelo na˜o-otimizado com 30 paraˆmetros do que para o modelo
o´timo com 24 paraˆmetros, sendo mais acentuados para pequenos volumes de dados, ou seja, para
10 e 20 pontos de medic¸a˜o. Ale´m disso, atesta-se que o modelo com 30 paraˆmetros tem uma
diminuic¸a˜o significativa no valor do erro a partir de 40 pontos de medic¸a˜o. Esses resultados
demonstram que o procedimento de otimizac¸a˜o diminui o nu´mero de pontos a serem medidos e
melhora a precisa˜o do modelo de calibrac¸a˜o. Os valores do nu´mero de condicionamento para o
modelo na˜o-otimizado, para cada volume de dados de medic¸a˜o, esta˜o presentes na Tab. 4.2.
A Tabela 4.2 mostra que os valores do nu´mero de condicionamento do Jacobiano para o
modelo na˜o otimizado e´ da ordem de 1024 ou acima dessa magnitude, isto e´, superior a 100.
Inspecionando a Tabela 4.2, observa-se que o nu´mero de condicionamento sofre uma pequena
diminuic¸a˜o entre os volume com 10 e 40 pontos medidos, aumentando novamente nos volumes
com 50 e 60 pontos, o que indica uma soluc¸a˜o mal condicionada.
A Figura 4.6 mostra o desvio no efetuador final para cada ponto do conjunto de 30 medic¸o˜es,
calculado a partir do modelo mı´nimo calibrado com adic¸a˜o de erros aleato´rios para simular o
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Tabela 4.2: Nu´mero de condicionamento para o modelo na˜o otimizado.
Nu´mero de pontos medidos K
10 2, 41× 1026
20 1, 12× 1025
30 9, 99× 1024
40 6, 43× 1024
50 8, 71× 1025
60 1, 03× 1025
Fonte: Produzido pela Autora.
sistema de medic¸a˜o. A investigac¸a˜o da curva da Fig.4.6 possibilita constatar que o erro ma´ximo
de posic¸a˜o e´ 0,74 mm, valor inferior a` precisa˜o exigida na indu´stria automotiva (cerca de 2,5
mm), em pec¸as fabricadas por roboˆs programados off-line [90].
Figura 4.6: Precisa˜o de posicionamento obtido a partir da aplicac¸a˜o do modelo de calibrac¸a˜o
otimizado. Fonte: Produzido pela Autora.
A distribuic¸a˜o de frequeˆncias para os desvios no efetuador, ilustrados anteriormente, esta´
indicada na Fig. 4.7. Nesta representac¸a˜o gra´fica em colunas (histograma), e´ possı´vel identificar
que o valor mais comum de erro, dentre as posic¸o˜es mensuradas, e´ igual a 0,4 mm. A dispersa˜o
do erro, por outro lado, ocorre entre 0,23 mm e 0,74 mm.
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Figura 4.7: Histograma dos desvios no TCP. Fonte: Produzido pela Autora.
A precisa˜o do modelo mı´nimo calibrado tambe´m foi analisada, e os resultados podem ser
visualizados na Fig. 4.8, onde o erro me´dio e o desvio padra˜o a cada iterac¸a˜o foram calculados,
respectivamente, pelas Eq. 4.1 e 4.2.
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Figura 4.8: Avaliac¸a˜o do modelo calibrado a cada iterac¸a˜o. Fonte: Produzido pela Autora.
Os resultados presentes na Fig. 4.8 exprimem a precisa˜o de posicionamento do efetuador,
calculada como a me´dia dos valores absolutos dos erros residuais entre a posic¸a˜o simulada e a
posic¸a˜o esperada (nominal) do efetuador, a cada iterac¸a˜o do modelo mı´nimo calibrado. Ale´m
disso, tambe´m esta˜o representados o valor ma´ximo e o desvio padra˜o obtidos a cada repetic¸a˜o do
algoritmo de soluc¸a˜o. Analisando o gra´fico, verifica-se que os erros de posic¸a˜o foram reduzidos





Neste trabalho foi implementado um sistema de calibrac¸a˜o de roboˆs que utiliza te´cnicas
de otimizac¸a˜o do modelo matema´tico para identificac¸a˜o dos paraˆmetros, visando eliminar de-
ficieˆncias e redundaˆncias inerentes ao modelo cinema´tico. Para tanto, previamente foi realizada
uma revisa˜o bibliogra´fica pormenorizada sobre programac¸a˜o off-line, calibrac¸a˜o de manipula-
dores, modelagem cinema´tica, identificac¸a˜o de paraˆmetros, sistemas de medic¸a˜o e otimizac¸a˜o
do modelo. Na metodologia foi detalhada a modelagem cinema´tica do manipulador IRB-140, in-
cluindo a atribuic¸a˜o de sistemas de coordenadas aos elos e a obtenc¸a˜o das transformac¸o˜es elemen-
tares empregando as convenc¸o˜es de DH e HM. De posse dessas transformac¸o˜es, foi construı´do
o modelo de identificac¸a˜o com adic¸a˜o de erros aos paraˆmetros geome´tricos do manipulador in-
dustrial IRB-140. Ainda na metodologia, foi apresentado o algoritmo de calibrac¸a˜o contendo a
etapa de otimizac¸a˜o do modelo, assim como as considerac¸o˜es pra´ticas para realizar a simulac¸a˜o
computacional das etapas do processo de calibrac¸a˜o.
A otimizac¸a˜o do modelo cinema´tico possibilitou reduzir o nu´mero de paraˆmetros no modelo
de 30 para 24, de maneira que o nu´mero de condicionamento caiu de 109 para 54. Ale´m disso,
foi verificado que a presenc¸a de paraˆmetros redundantes demanda um maior nu´mero de iterac¸o˜es
para convergeˆncia do algoritmo de Levenberg-Marquardt.
Na simulac¸a˜o computacional da calibrac¸a˜o, inicialmente foi avaliado a influeˆncia do erro de
medic¸a˜o adotado no erro de posicionamento do modelo mı´nimo de 24 paraˆmetros, empregando
um desvio padra˜o constante. Dentre os resultados obtidos, verificou-se um aumento no erro
me´dio e no desvio padra˜o relacionados ao posicionamento do roboˆ, a` medida que o erro inerente
ao sistema de medic¸a˜o era aumentado.
Durante a simulac¸a˜o foram introduzidos erros aleato´rios no modelo cinema´tico nominal, e
erros para simular o sistema de medic¸a˜o. Com isso, foi possı´vel averiguar a influeˆncia da quan-
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tidade de pontos de medic¸a˜o na precisa˜o da calibrac¸a˜o, atestando que, acima de 30 pontos, e´
insignificante a melhoria em termos de precisa˜o. Paralelamente, tambe´m se avaliou a melhoria
na identificac¸a˜o em virtude das te´cnicas de otimizac¸a˜o, confrontando as curva de precisa˜o do
modelo na˜o otimizado de 30 paraˆmetros com a curva do modelo otimizado de 24 paraˆmetros.
Desse resultado, foi constatado que, para os volumes de dados considerados, o erro para o mo-
delo na˜o otimizado e´ sempre maior que o erro para o modelo otimizado, sendo que o modelo na˜o
otimizado tem uma reduc¸a˜o significativa do erro somente a partir de 40 pontos de medic¸a˜o. Isso
implica em dizer que o procedimento de otimizac¸a˜o dos paraˆmetros diminui o nu´mero de pontos
a serem medidos e melhora a precisa˜o do modelo.
Dispondo do modelo mı´nimo calibrado e 30 pontos de medic¸a˜o, tambe´m foram investigados
os desvios no TCP para cada ponto de medic¸a˜o, permitindo detectar um erro ma´ximo de 0,74 mm,
que e´ inferior ao erro admitido pela indu´stria automotiva no que se refere a pec¸as fabricadas por
manipuladores programados off-line [90]. O histograma de desvios no TCP mostrou que, para a
simulac¸a˜o realizada com o conjunto de 30 pontos de medic¸a˜o, o valor mais frequente de erro foi
igual a 0,4 mm, e que a dispersa˜o do erro ocorreu entre 0,23 mm e 0,74 mm.
Por fim, foi realizada uma ana´lise da precisa˜o de posicionamento do efetuador, a cada iterac¸a˜o,
utilizando, para tanto, o modelo mı´nimo calibrado. O gra´fico gerado permitiu atestar que os erros
de posic¸a˜o foram reduzidos de cerca de 1,0 mm (na primeira iterac¸a˜o), para 0,4 mm (na u´ltima
iterac¸a˜o).
5.2 Trabalhos Futuros
Com base no conhecimento e experieˆncia adquiridos neste trabalho, bem como nos resultados
obtidos, pretende-se aplicar o me´todo aqui desenvolvido para realizar a calibrac¸a˜o cinema´tica
de um manipulador paralelo, objetivando obter um modelo que seja completo e contı´nuo e que,
simultaneamente, apresente o menor nu´mero de paraˆmetros.
Posteriormente, almeja-se implementar um algoritmo de calibrac¸a˜o simultaˆnea hand-eye, tool-
flange e robot-robot baseado no me´todo de otimizac¸a˜o parame´trica do modelo de erros. A fim
de analisar a precisa˜o e a convergeˆncia do modelo cinema´tico de calibrac¸a˜o, sera˜o realizados
simulac¸o˜es e experimentos reais com dois roboˆs, que consistira´ em uma caˆmera montada no ma-
nipulador serial IRB-140, e um padra˜o de medic¸a˜o (tabuleiro de xadrez) fixado no efetuador do
manipulador paralelo IRB-360.
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