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Abstract
Automated devices are very often required to exhibit some kind of an intelligent behaviour,
which means that their control systems must be able to emulate the reasoning process. This
diploma thesis provides a general formal description of multivalued logic systems capable
of such an emulation and their connection with the fuzzy set theory. Ways of constructing
mathematical models based on linguistic data are described. Also, knowledge bases and
their properties are discussed. A computer program serving as a linguistic model develop-
ment tool is a part of this thesis.
Keywords
multivalued logic, Łukasiewicz logic, expert system, knowledge base, linguistic model, lin-
guistic variable, generalized implication
Abstrakt
Velmi cˇasto je vyžadováno, aby automatizovaná zarˇízení byla jistým zpu˚sobem „inteligentní,“
tedy aby jejich rˇídicí systémy umeˇly emulovat rozhodovací proces. Tato diplomová práce
poskytuje obecný formální popis vícehodnotových logických systému˚ schopných zmíneˇné
emulace a jejich souvislost s teorií fuzzy množin. Jsou uvedeny zpu˚soby vytvárˇení matem-
atických modelu˚ založených na lingvistických datech. Dále se práce zabývá znalostními
bázemi a jejich vlastnostmi. Soucˇástí této práce je také pocˇítacˇový program sloužící k tvorbeˇ
slovních modelu˚.
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Introduction
Classical logics suppose that any predicate is either true or false. Although this law of
excluded middle had been questioned since the days of Greek philosopher Aristotle, it pre-
vailed until the nineteenth century when further advances in mathematical logic were made.
At the beginning of the twentieth century, the necessity of more than just two truth values
was re-examined in the works of Scottish logician Hugh MacColl, American logician Charles
Sanders Peirce and Russian logician Nicolai Alexandrovich Vasiliev. Later on, Polish math-
ematician Jan Łukasiewicz intended to use an additional truth value for “possible” and the
modalities “it is necessary that” and “it is possible that” for modelling. Even though such an
application to the modal logic was not successful, his research led to logic systems which he
introduced in his paper entitled On three-valued logic (O logice trójwartos´ciowej, 1920). In
these systems, the third truth value of 1/2 was added to the existing truth values, 1 (truth)
and 0 (false). Another system of multivalued logic was formulated by American mathemati-
cian Emil Leon Post in 1921. He applied it to problems of the representability of functions
but, unlike Łukasiewicz, he did not continue with his research on this topic. Meanwhile,
Łukasiewicz experimented with four and five-valued logic and, in the early 1930s, extended
it to n-valued logic for all finite n . A further generalization for infinite values of n was done
later.
Logic in terms of many truth degrees was also investigated by Austrian mathematician
Kurt Gödel. His research, focused mainly on intuitionistic logic, resulted in formulating the
family of Gödel systems in 1932. He also discovered that the intuitionistic logic does not
have a characteristic logical matrix with only finitely many truth degrees. Such a matrix was
constructed four years later by Polish logician Stanisław Jas´kowski.
During the 1950s, formal theory of the systems of multivalued logic was built up pro-
gressively. Many important proofs were published, among others the completeness proofs
for Łukasiewicz system and for the infinite valued propositional Gödel system. In the 1960s,
American1 mathematician Lotfali Askar Zadeh began his application oriented research on
the formalization of vague notions by set theoretic means. He presented the idea that ev-
ery crisp set can be described by its characteristic function. The fuzzy set theory, which he
introduced in 1965, can be considered a generalisation of the classical set theory. Connec-
tion between fuzzy sets and multivalued logic, shown a few years later by computer science
professor Joseph Amadee Goguen, meant the beginning of development of fuzzy logic.
At about the same time, development of expert systems, i.e., computer programs at-
tempting to emulate an expert’s thinking patterns, was started as a part of the research on
artificial intelligence. Such systems, often knowledge-based, became a commercially viable
1Lotfali A. Zadeh was born in Baku, the capital of Azerbaijan, to a Russian mother and an Iranian father.
He moved to the United States of America when he was 23 years old and, as he says, “The question really isn’t
whether I’m American, Russian, Iranian, Azerbaijani, or anything else, I’ve been shaped by all these people and
cultures and I feel quite comfortable among all of them.”
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solution to real-life problems. One of the first expert systems were MYCIN, providing med-
ical diagnosis, and the DENDRAL programs, which determined molecular structure from
mass spectrometer data. Since then, expert systems have been used in a wide variety of
fields – from real-time health monitoring systems to chess play – and increasing effort has
been made to develop them in a systematic fashion.
4
1Fuzzy Sets
Most problems typical in various sciences or applied fields are far too complicated and
vaguely defined for us to describe them with an exact mathematical model, since even the
best mathematical theory does not reflect the real situation completely. Vague concepts,
usually originating in the natural language, can be represented by fuzzy sets. However, the
representation depends on the context in which it is used. For instance, low pressure in
contexts of a vascular system and a hydraulic one would inevitably be represented by greatly
different fuzzy sets.
Definition 1.1. Let X be a non-empty set containing all the possible elements of concern in
each particular context or application. Then X is called a universe of discourse, sometimes
also a universal set.
We will always assume the universe of discourse to be a crisp set. Nevertheless, it does
not necessarily need to be that way, as is suggested at the end of this section.
Definition 1.2. Let µA : X 7→M be a mapping. This mapping is called a membership func-
tion and assigns a membership grade, i.e., an element of M , to every element of X . Most
commonly, M = [0, 1] is used, hence
µA : X 7→ [0, 1] .
Definition 1.3. An ordered pair A =
 
X ,µA

is called a fuzzy set on X .
Let x be an arbitrary element of any universe of discourse X . If µA(x ) = 0 then x does not
belong to the fuzzy set A defined on X at all and if µA(x ) = 1 then it belongs there completely.
For µA(x )∈ (0, 1), x belongs to A partially. Obviously, µX (x ) = 1 and µ;(x ) = 0 for any x ∈X .
Although there is no restriction on the shape of a fuzzy set – except the requirements
posed on its membership function – some shapes are used more often than the others. The
most common shapes of fuzzy sets are piecewise linear ones including triangular, left-slope,
right-slope and trapezoidal. Gaussian and sigmoidal shapes are also used very often. Exam-
ples of fuzzy sets are shown in the figure 1.1. Specifically, A is a triangular fuzzy set and B is
a sigmoidal one.
Definition 1.4. Set of all the mappings µA : X 7→ [0, 1] is a crisp set, contains all the fuzzy sets
on X and is denoted asF (X ). Such a set is often referred to as the power set of the universe of
discourse.
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Figure 1.1: Examples of fuzzy sets.
It is essential to distinguish between membership grade and probability. When we say
“The membership grade of the value 250 millilitres of volume of a tea-cup is 0.65.” it does
not mean that the probability of the volume being exactly 250 millilitres is 65 percent. The
main difference between these two conceptions is that the sum of probablities of all the
possible events has to be equal to one whereas the sum of all the membership grades may
take any value greater than or equal to zero.
Several fuzzy sets describing a linguistic concept – for instance very low, low, medium,
high and very high – are used to specify states of a variable. Usually, such a variable is called
a fuzzy variable. The immense advantage of fuzzy variables is that they incorporate gradual
transitions between individual states and, which is even more important, can express and
may be successfully used to process real data with measurement errors and other types of
uncertainties.
It is easy to see that crisp sets can be readily defined in the same manner as fuzzy ones.
The only substantial difference is that the set of values of any membership function, in this
case called a characteristic function and denoted as χ , is now {0, 1} instead of the previously
used real unit interval.
There exist generalizations of the presented conception of ordinary fuzzy sets. Level 2
fuzzy sets are defined within universe of discourse with elements that are ordinary fuzzy
sets. Membership functions of such fuzzy sets are defined as µA :F (X ) 7→ [0, 1]. Level 2 fuzzy
sets can also be generalized into level 3 fuzzy sets. This is achieved by utilizing a universe of
discourse whose elements are level 2 fuzzy sets. Any further generalization, if necessary, is
done recursively in the exact same manner. However, we will deal with the ordinary fuzzy
sets only.
6
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1.1 Basic Properties of Fuzzy Sets
Definition 1.5. Let X be a universe of discourse and A ∈F (X ) a fuzzy set. Then:
(i) support is a crisp set containing all the elements of X with non-zero membership grades
in A, formally
Supp(A) =

x ∈X | µA(x )> 0	 ,
(ii) kernel is a crisp set containing all the elements of X in which the membership function
of A takes the value one, formally
Ker(A) =

x ∈X | µA(x ) = 1	 and
(iii) height is the largest membership grade within the elements in A, formally
Hgt(A) = sup
x∈X

µA(x )
	
.
Figure 1.2: Support and kernel of a fuzzy set.
On some occasions, the following two properties are useful as well.
Definition 1.6. Scalar cardinality of a fuzzy set A is a real number
|A |=∑
x∈X
µA(x )
7
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and the equilibrium set is a crisp set
Eq(A) =

x ∈X |µA(x ) =µA(x )	 ,
where A denotes a fuzzy complement of the set A (see further).
Definition 1.7. Fuzzy set is called a fuzzy singleton if it has the support identical to the kernel
and if these two crisp sets contain a single point only.
Example 1.1. Fuzzy set representing “exactly 3,” i.e., fuzzy set with the membership function
µ3(x ) =
¨
1 if x = 3
0 otherwise
is a fuzzy singleton.
Definition 1.8. Fuzzy set is called normal if its kernel is a non-empty set, otherwise it is
called subnormal.
Example 1.2. Set C shown in the figure 1.1 is a subnormal fuzzy set.
Definition 1.9. Fuzzy set is empty if it has zero height.
Definition 1.10. Let A, B ∈ F (X ) be two fuzzy sets1. These sets are said to be equal if and
only if µA(x ) =µB (x ) for all x ∈ X . Then, we write A = B . Set A is said to be a subset of the set
B if and only if µA(x )≤µB (x ) for all x ∈ X . In such a case, we write A ⊆ B . Strict inequality is
used in case of a strict subset.
Definition 1.11. Let A i ∈F (X i ), i = 1, 2, . . . , n , be fuzzy sets. A Cartesian product of fuzzy sets
A i is a fuzzy set C = A1×A2× · · ·×An ∈F (Y ) if and only if
Y =X1×X2× · · ·×Xn and
µC (y ) =min

µA1(x1),µA2(x2), . . .µAn (xn )
	
,
where y = [x1,x2, . . .xn ] and x i ∈X i for every i = 1, 2, . . . , n .
1.2 Standard Fuzzy Set Operations
The crisp set operations – intersection, union and complement – on characteristic func-
tions can be generalized to fuzzy sets. Although this can be done in more than one way, there
exists a particular generalization resulting in operations that are usually referred to as stan-
dard fuzzy set operations. When the truth degree set is restricted to {0, 1}, these operations
perform exactly as the corresponding operations for crisp sets.
Another feature of the standard fuzzy set operations is how they handle errors associated
with membership grades. Let x be an element of an arbitrary universe of discourse, A, B two
fuzzy sets defined on the same universe of discourse and µA(x ) and µB (x ) the correspond-
ing membership grades. Furthermore, let e be an error associated with these membership
grades. Then the error associated with the membership grades µA∩B (x ), µA∪B (x ) and µA(x ),
where ∩, ∪ and overline denote standard intersection, standard union and standard com-
plement respectively, remains e . Majority of the rest of possible fuzzy set operations do not
possess this attribute.
1Note that the fuzzy sets have to be defined on the same universe of discourse.
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Definition 1.12. Let X be a universe of discourse, A, B ∈F (X ) two non-empty fuzzy sets and
let C = A × B . A binary fuzzy relation on the fuzzy set C is a fuzzy set R =  X ×X ,µR.
In case the sets A and B from the previous definition are finite and can be expressed as
A =
¦
x1, x2, . . . , xp
©
and B =
¦
y1, y2, . . . , yq
©
, any binary fuzzy relation R on C = A × B can be
writen as a matrix r =

ri ,j

with ri ,j =µR

x i , y j

, i = 1, 2, . . . , p , j = 1, 2, . . . ,q .
Definition 1.13. Let A, B ∈F (X ) be two fuzzy sets. Then:
(i) standard intersection of fuzzy sets A and B is a fuzzy set A ∩ B ∈ F (X ) with the mem-
bership function
µA∩B (x ) =min

µA(x ),µB (x )
	 ∀x ∈X ,
(ii) standard union of fuzzy sets A and B is a fuzzy set A ∪ B ∈F (X ) with the membership
function
µA∪B (x ) =max

µA(x ),µB (x )
	 ∀x ∈X and
(iii) standard complement of fuzzy set A with respect to the universe of discourse X is a
fuzzy set A ∈F (X )with the membership function
µA(x ) = 1−µA(x ) ∀x ∈X .
Since the minimum and maximum operators are associative, the definitions of the stan-
dard intersection and standard union can be extended to any finite number of fuzzy sets.
Theorem 1.1. Let A, B ,C ∈ F (X ) be fuzzy sets. Given the standard fuzzy set operations, the
following rules hold:
(i) commutativity
A ∩ B = B ∩A,
A ∪ B = B ∪A,
(ii) associativity
A ∩ (B ∩C ) = (A ∩ B )∩C ,
A ∪ (B ∪C ) = (A ∪ B )∪C ,
(iii) distributivity
A ∩ (B ∪C ) = (A ∩ B )∪ (A ∩C ),
A ∪ (B ∩C ) = (A ∪ B )∩ (A ∪C ),
(iv) idempotence
A ∩A = A,
A ∪A = A,
(v) absorption
A ∩ (A ∪ B ) = A,
A ∪ (A ∩ B ) = A,
(vi) absorption by ; and X
A ∩;= ;,
A ∪X =X ,
9
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(vii) identity
A ∩X = A,
A ∪;= A,
(viii) involution 
A

= A = A and
(ix) De Morgan’s laws
A ∩ B = A ∪ B ,
A ∪ B = A ∩ B .
Law of contradiction, A ∩A = ;, and law of excluded middle, A ∪A = X , known from the crisp
set theory, do not apply in case of fuzzy sets.
Power setF (X ) can be thought of as a lattice with the standard intersection as infimum
and the standard union as supremum. Moreover, this lattice is distributed and comple-
mented under the standard complement. Such a lattice satisfying rules (i) through (ix) listed
above is usually called a De Morgan lattice.
As mentioned earlier, fuzzy complement, intersection and union are not unique opera-
tions. Different functions representing these operations may be used in different contexts.
In addition to membership functions, also the choice of fuzzy operations should reflect the
context. Ability to determine suitable membership functions and fuzzy operations with re-
spect to different applications is crucial.
1.3 α-Cuts
Discrete approximation is often needed in computer representation of a fuzzy set. The
most widely used one is the approximation by α-cuts, since any fuzzy set can be uniquely
represented by either the family of all its α-cuts or the family of all its strong α-cuts.
Definition 1.14. Given a universe of discourse X , any real number α ∈ [0, 1] and a fuzzy set
A ∈F (X ), the α-cut is a crisp set
Aα =

x ∈X | µA(x )≥α	 .
The strong α-cut is a crisp set
Aα+ =

x ∈X | µA(x )>α	 .
Considering the previous definition, we can easily see that A0 = X , A0+ = Supp(A), A1 =
Ker(A) and A1+ = ;.
Definition 1.15. All levels α∈ [0, 1] representing distinct α-cuts form a level set of a fuzzy set
A defined on a universe of discourse X . The level set is usually denoted as Λ(A). Formally
ΛA =

α∈ [0, 1] | µA(x ) =α for some x ∈X	 .
Theorem 1.2. Let A, B ∈F (X ) be two fuzzy sets. Then:
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(i) System of all theα-cuts of the fuzzy set A is a non-increasing one, i.e., for anyα1,α2 ∈ [0, 1]
such that α1 <α2 we have Aα1 ⊇ Aα2 . This property also holds for strong α-cuts. In other
words, allα-cuts and all strongα-cuts of any fuzzy set form two distinct families of nested
crisp sets.
(ii) Support of a fuzzy set A can be recovered from the α-cuts or strong α-cuts via
Supp(A) =
⋃
α∈(0, 1]
Aα =
⋃
α∈[0, 1)
Aα+.
(iii) Any α-cut or strong α-cut can be obtained using other cuts as follows:
Aα =
⋂
β<α
Aβ =
⋂
β<α
Aβ+ and
Aα+ =
⋃
α<β
Aβ =
⋃
α<β
Aβ+.
(iv) Relationships between two sets can be determined by examining the relationships be-
tween α-cuts or strong α-cuts. For any α∈ [0, 1], we have
A ⊆ B⇔ Aα ⊆ Bα or A ⊆ B⇔ Aα+ ⊆ Bα+ and
A = B⇔ Aα = Bα or A = B⇔ Aα+ = Bα+.
(v) For any α ∈ [0, 1], α-cut of a standard intersection of two fuzzy sets is identical to a stan-
dard intersection of α-cuts of these sets. The same also applies to the standard union.
Formally
(A ∩ B )α = Aα ∩ Bα and
(A ∪ B )α = Aα ∪ Bα.
(vi) For any α ∈ [0, 1], α-cut or strong α-cut of a standard complement of a fuzzy set is not
identical to a crisp set complement of an α-cut or a strong α-cut of this set. This can be
written as
(A)α 6= Aα and
(A)α+ 6= Aα+.
Theorem 1.3. Let Aα be an α-cut of a fuzzy set A ∈ F (X ). Since any α-cut is a crisp set, let
χAα(x ) be its characteristic function. Then the membership function of the fuzzy set A can be
written as
µA(x ) = sup
α∈(0, 1]
min

α, χAα(x )
	
for any x ∈X .
Definition 1.16. Let κ ∈ [0, 1]. The κ-multiple of a fuzzy set A is a fuzzy set κA with the
membership function
µκA(x ) = κµA(x ).
An important property of fuzzy sets defined on Rn , n ∈ N, is their convexity. We can
consider it a generalization of the concept of convexity of crisp sets. To be able to make the
generalized convexity consistent with the classical definition of convexity, we need α-cuts of
a convex fuzzy set to be convex in the classical sense.
11
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Definition 1.17. Let n ∈N. Fuzzy set A =  Rn ,µA is said to be convex if
µA
 
λx +(1−λ)y ≥minµA(x ),µA(y )	
for all x , y ∈Rn and all λ∈ [0, 1].
Theorem 1.4. Fuzzy set A ∈F (Rn ) is convex if Aα is a convex set for all α∈ [0, 1].
Theorem 1.5. Let ∩ denote the standard fuzzy set intersection and let A, B ∈ F (Rn ) be two
convex fuzzy sets. Then A ∩ B is a convex fuzzy set.
With all the above preliminary theory, we can state the Decomposition Theorem. This
theorem, in fact, allows us to approximate fuzzy sets with arbitrary precision.
Theorem 1.6 (Decomposition Theorem). Any fuzzy set A ∈F (X ) can be represented in one of
the following three ways:
A =
⋃
α∈(0, 1]
αAα or
A =
⋃
α∈[0, 1)
αAα+ or
A =
⋃
α∈Λ(A)
αAα,
where αAα and αAα+ are fuzzy sets defined analogously to κA and Λ(A) is the level set of A.
Generally, the more α-cuts we use, the more precise the aproximation is. Not only that
this approximation is easy to construct, it also is very convenient with respect to a possible
computational treatment. An example of such an approximation is shown in the figure 1.3.
Figure 1.3: Approximation of a fuzzy set by some of its α-cuts.
Levels of the α-cuts do not necessarily have to be spread across the interval [0, 1] evenly.
Varying the distance between them with respect to the steepness of the membership func-
tion can further improve the approximation.
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1.4 Fuzzy Numbers
Fuzzy sets having the set of all the real numbers as their universe of discourse can be
used to represent numbers whose values are somewhat uncertain. These fuzzy sets have
membership functions of the form
µ :R 7→ [0, 1]
and are essential for characterizing states of fuzzy variables, since they correspond to intu-
itive conceptions such as “number close to a given real number.”
Definition 1.18. A fuzzy number is a fuzzy set A ∈F (R) such that
(i) A is a normal fuzzy set,
(ii) Aα is a closed interval for all α∈ (0, 1], and
(iii) the support of A is a bounded subset of R.
Boundedness of the support and closedness of all the α-cuts allow us to define meaning-
ful arithmetic operations on fuzzy numbers in terms of the usual arithmetic operations on
closed intervals, that are well established in classical interval analysis.
Due to the fact that the α-cuts have to be closed intervals for every α ∈ (0, 1], all fuzzy
numbers are necessarily convex fuzzy sets.
Example 1.3. Special cases of fuzzy numbers include an ordinary real number and a crisp
closed interval as shown in the figure 1.4.
Figure 1.4: Special cases of fuzzy numbers.
A fuzzy number representing a value “close to 0.7” is usually a triangular fuzzy set, i.e., a
fuzzy set with a piecewise linear membership function and the kernel of one element, real
number 0.7, only. Also, trapezoidal, Gaussian and other common types of fuzzy sets are used
to represent such a conception.
In some applications, shapes different from the common ones are preferred. Further-
more, membership functions of fuzzy numbers need not be symmetric. That is why we in-
troduce fuzzy numbers with usually non-linear piecewise defined membership functions.
13
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Definition 1.19. A fuzzy set A ∈F (R) is called an L-R fuzzy number if
µA(x ) =

1 if x ∈ [a , b ] , a ≤b
L

a−x
α

if x ∈ [a −α, a )
R

x−b
β

if x ∈ (b , b +β ]
0 otherwise,
where a ,b ,α, β ∈ R; α,β > 0; and L, R : [0, 1] 7→ [0, 1] are non-increasing continuous func-
tions such that
(i) L(x ) =R(y ) = 0 if and only if x = y = 1, and
(ii) L(x ) =R(y ) = 1 if and only if x = y = 0.
This type of a fuzzy number is sometimes denoted as A =
 
a , b , α, β

LR .
Fuzzy sets with membership functions that only increase or only decrease are also fuzzy
numbers. Such a fuzzy number captures our conception of a large number or a small num-
ber, respectively, in the context of each particular application.
Obviously, triangular, trapezoidal, Gaussian and other commonly used types of fuzzy
numbers are special cases of L-R fuzzy numbers.
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2Triangular Norm Based Systems
In section 1.2 we have seen that the standard fuzzy set operations, applied in the two-
valued logic, yield the same results as the corresponding classical operations. However, there
are also other operations that behave in the same manner. These operations, called gener-
alized fuzzy set operations, are coherent with the conception of propositional connectives
and are used as such in some logic systems.
2.1 Triangular Norms
Triangular norms are a generalization of conjunction from the classical logic. These
norms need to be, in addition to commutativity and associativity, monotonic, since we re-
quire their truth values to increase with increasing truth values of conjuncts. Moreover, we
usually need them to be continuous to ensure their truth values will not change immoder-
ately in consequence of small changes in the truth values of the conjuncts.
Definition 2.1. Function T : [0, 1]2 7→ [0, 1] is called a triangular norm (or shortly a T-norm)
if it satisfies the following properties for any x , y , z ∈ [0, 1]:
(i) T(x , y ) = T(y ,x ) (commutativity),
(ii) T
 
x , T(y , z )

= T
 
T(x , y ), z

(associativity),
(iii) T(x , y )≤ T(x , z ) for any y ≤ z (monotonicity) and
(iv) T(x , 1) = x (boundary condition).
Example 2.1. It can be easily verified that, for instance, T(x , y ) =min

x , y
	
or T(x , y ) = x y
are triangular norms whereas T(x , y ) = x y min

x , y
	
is not a triangular norm.
Definition 2.2. If T(α,α) = α for some real number α ∈ [0, 1] then α is an idempotent of the
triangular norm T. If T(α,α) = α for any α ∈ [0, 1] then T is called an idempotent triangular
norm.
Numbers zero and one are trivial idempotents, since T(0, 0) = 0 and T(1, 1) = 1 for any
triangular norm T.
Definition 2.3. A triangular norm T is called continuous if and only if it is continuous in one
of the variables. Left- and right-continuous triangular norms are defined analogously.
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Definition 2.4. A triangular norm T is called Archimedean if each sequence {xn} , n ∈N, such
that x1 < 1 and xn+1 = T(xn ,xn ) converges to zero. Another criterion of Archimedeanity is the
absence of idempotents between zero and one.
Definition 2.5. A continuous Archimedean triangular norm is called strict if T(x ,x ) > 0 for
all x ∈ (0, 1]. Non-strict continuous Archimedean triangular norms are called nilpotent.
Definition 2.6. Let x , y ∈ [0, 1] be two real numbers. The most commonly used triangular
norms are
(i) minimum triangular norm (also called the Gödel triangular norm), usually used for
weak conjunction,
TM(x , y ) =min

x , y
	
,
(ii) product triangular norm
TP(x , y ) = x y ,
(iii) Łukasiewicz triangular norm, which is the standard semantics for strong conjunction
in Łukasiewicz logic,
TL(x , y ) =max

0,x + y −1	 and
(iv) drastic triangular norm
TD(x , y ) =
¨
min

x , y
	
if max

x , y
	
= 1
0 otherwise.
Clearly, the only idempotent triangular norm is the minimum triangular norm, TM(x , y ) =
min

x , y
	
. It can also be seen that the product triangular norm is strict and the Łukasiewicz
triangular norm is nilpotent.
Theorem 2.1. For any triangular norm T and any two real numbers x , y ∈ [0, 1], we have
(i) T(1,x ) = x ,
(ii) T(0,x ) = T(x , 0) = 0,
(iii) T(x , y )≤ x , T(x , y )≤ y ,
(iv) TD(x , y )≤ T(x , y )≤ TM(x , y ) and
(v) in particular: TD(x , y )≤ TL(x , y )≤ TP(x , y )≤ TM(x , y ).
Definition 2.7. If T1(x , y )≤ T2(x , y ) for any two triangular norms T1 and T2 and any two real
numbers x , y ∈ [0, 1] then we say that the triangular norm T2 is stronger than the triangular
norm T1 (or that the triangular norm T1 is weaker than the triangular norm T2).
Definition 2.8. Residuum of any left-continuous triangular norm T is a binary operation
denoted as⇒ and defined on [0, 1] such that for any x , y , z ∈ [0, 1]
T(z ,x )≤ y if and only if z ≤ (x ⇒ y ).
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In the usual triangular norm based logics, triangular norm represents conjunction. Any-
where we may use the standard intersection, we may also use any triangular norm. More-
over, as the symbol in the above definition indicates, the residuum corresponds to implica-
tion.
Definition 2.9. Having two fuzzy sets A, B defined on the same universe of discourse X and
a triangular norm T, T-intersection is a fuzzy set operation denoted by ∩T such that the re-
sulting fuzzy set, A ∩T B , has the membership function
µA∩T B (x ) = T
 
µA(x ),µB (x )
 ∀x ∈X .
Theorem 2.2. Let T be a left-continuous triangular norm,⇒ its residuum and x , y , z ∈ [0, 1]
real numbers. Then
(i) (x ⇒ y ) = supz | T(z ,x )≤ y 	,
(ii) (x ⇒ y ) = 1 if and only if x ≤ y ,
(iii) (1⇒ x ) = x ,
(iv) min

x , y
	≥ T x ,x ⇒ y  and
(v) max

x , y
	
=min

(x ⇒ y )⇒ y , (y ⇒ x )⇒ x	.
If the triangular norm T is continuous then the inequality (iv) changes to equality.
2.2 Triangular Conorms
Triangular conorms are a generalization of disjunction from the two-valued logic, they
are “dual” to triangular norms. The neutral element of a triangular conorm is zero instead of
one, other properties can be obtained easily from these of triangular norms.
Definition 2.10. Let x , y ∈ [0, 1] be two real numbers. If T(x , y ) is a triangular norm then the
function S : [0, 1]2 7→ [0, 1] such that S(x , y ) = 1− T(1− x , 1− y ) is a triangular conorm (or
shortly a T-conorm or an S-norm) dual to the triangular norm T if it satisfies the following
properties for any x , y , z ∈ [0, 1]:
(i) S(x , y ) = S(y ,x ) (commutativity),
(ii) S
 
x , S(y , z )

= S
 
S(x , y ), z

(associativity),
(iii) S(x , y )≤ S(x , z ) for any y ≤ z (monotonicity) and
(iv) S(x , 0) = x (boundary condition).
Also, if S is a triangular conorm then the function T(x , y ) = 1− S(1− x , 1− y ) is a triangular
norm dual to the trianglar conorm S. Duality, as a matter of fact, corresponds to De Morgan’s
laws for a multivalued logic.
Definition 2.11. If S(α,α) = α for some real number α ∈ [0, 1] then α is an idempotent of the
triangular conorm S. If S(α,α) =α for any α∈ [0, 1] then S is called an idempotent triangular
conorm.
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Numbers zero and one are trivial idempotents, since S(0, 0) = 0 and S(1, 1) = 1 for any
triangular conorm S.
Definition 2.12. A triangular conorm S is called continuous if and only if it is continuous in
one of the variables. Left- and right-continuous triangular conorms are defined analogously.
Definition 2.13. A triangular conorm S is called Archimedean if each sequence {xn} , n ∈N,
such that x1 < 1 and xn+1 = S(xn ,xn ) converges to one. The same alternative criterion of
Archimedeanity as in case of triangular norms, i.e., the absence of idempotents between
zero and one, can also be used for triangular conorms.
Definition 2.14. A continuous Archimedean triangular conorm is called strict if S(x ,x ) < 1
for all x ∈ [0, 1). Non-strict continuous Archimedean triangular conorms are called nilpotent.
Definition 2.15. Let x , y ∈ [0, 1] be two real numbers. The most commonly used triangular
conorms, dual to the appropriate triangular norms, are
(i) maximum triangular conorm (also called the Gödel triangular conorm)
SM(x , y ) = 1−TM(1−x , 1− y ) = 1−min1−x , 1− y 	=−min−x ,−y 	=maxx , y 	 ,
(ii) product triangular conorm (also called probabilistic sum)
SP(x , y ) = 1−TP(1−x , 1− y ) = 1− (1−x )(1− y ) = x + y −x y ,
(iii) Łukasiewicz triangular conorm
SL(x , y ) = 1−TL(1−x , 1− y ) = 1−max0, (1−x )+ (1− y )−1	=
= 1+min

0,−1+x + y 	=min1,x + y 	 and
(iv) drastic triangular conorm
SD(x , y ) = 1−TD(1−x , 1− y ) =
¨
max

x , y
	
if min

x , y
	
= 0
1 otherwise.
Clearly, the only idempotent triangular conorm is the maximum triangular conorm,
SM(x , y ) = max

x , y
	
. It can also be seen that the product triangular conorm is strict and
the Łukasiewicz triangular conorm is nilpotent.
Theorem 2.3. For any triangular conorm S and any two real numbers x , y ∈ [0, 1], we have
(i) S(0,x ) = x ,
(ii) S(1,x ) = S(x , 1) = 1,
(iii) S(x , y )≥ x , S(x , y )≥ y ,
(iv) SD(x , y )≥ S(x , y )≥ SM(x , y ) and
(v) in particular: SD(x , y )≥ SL(x , y )≥ SP(x , y )≥ SM(x , y ).
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Definition 2.16. If S1(x , y ) ≤ S2(x , y ) for any two triangular conorms S1 and S2 and any two
real numbers x , y ∈ [0, 1] then we say that the triangular conorm S2 is stronger than the tri-
angular conorm S1 (or that the triangular conorm S1 is weaker than the triangular conorm
S2).
Triangular conorms play the role of disjunction in triangular norm based systems. Any-
where we may use the standard union, we may also use any triangular conorm.
Definition 2.17. Having two fuzzy sets A, B defined on the same universe of discourse X and
a triangular conorm S, S-union is a fuzzy set operation denoted by ∪S such that the resulting
fuzzy set, A ∪S B , has the membership function
µA∪S B (x ) = S
 
µA(x ),µB (x )
 ∀x ∈X .
2.3 Fuzzy Complements
Let A be a fuzzy set defined on a universe of discourse X . Then, µA(x ) denotes the mem-
bership function and, for a particular x , its membership grade in A. Denoting cA a fuzzy
complement of the fuzzy set A, its membership function µcA (x )may be understood either as
the membership grade of any x in the complement cA or as the degree to which x does not
belong to the set A with respect to the universe of discourse X . Reciprocally, µA(x ) may be
understood as the degree to which x does not belong to the complement cA .
Definition 2.18. Any function c : [0, 1] 7→ [0, 1] such that
(i) c(0) = 1, c(1) = 0 and
(ii) for all α,β ∈ [0, 1] :α≥β ⇒ c(α)≤ c(β )
is called a fuzzy complement.
Since the argument of c represents a membership grade, notice that this function is inde-
pendent of elements of the universe of discourse and depends on their membership grades
only. The two above mentioned axiomatic requirements need to be satisfied since other-
wise the resulting complements might not be meaningful ones. The first axiom ensures we
produce correct complements for crisp sets. The second one ensures monotonic increasing,
i.e., for decreasing membership grade of x in A the related membership grade in cA must
increase or, at least, remain the same. These two axioms are usually called the axiomatic
skeleton for fuzzy complements.
Generally, fuzzy complements do not have to be continuous and do not have to satisfy
the involution condition, c (c (α)) = α for all α ∈ [0, 1]. Having these two additional require-
ments and the axioms, it turns out that they are not independent, since any involutive func-
tion c : [0, 1] 7→ [0, 1] satisfying axiom (ii) is also continuous and satisfies axiom (i). Fur-
thermore, c must be a bijective function. Considering the mentioned facts, we may say that
involutive fuzzy complements constitute a particular subclass of continuous fuzzy comple-
ments, while these constitute a particular subclass of all fuzzy complements.
Definition 2.19. There are two extremal fuzzy complements, the minimum fuzzy comple-
ment
c0(α) =
¨
1 if α= 0
0 if α∈ (0, 1]
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and the maximum fuzzy complement
c1(α) =
¨
1 if α∈ [0, 1)
0 if α= 1.
These complements are shown in the figure 2.1.
Figure 2.1: Minimum and maximum fuzzy complement.
Theorem 2.4. Let c be an arbitrary fuzzy complement and let α ∈ [0, 1]. Then, clearly, the
inequality
c0(α)≤ c(α)≤ c1(α)
must hold.
Definition 2.20. Any increasing fuzzy complement is called strict.
Definition 2.21. Fuzzy complement is called strong if it is involutive.
Example 2.2. Fuzzy complements c(α) = 1−α and c(α) =p1−α2 are strong and strict fuzzy
complements, while c(α) = 1−α2 is a strict but not strong fuzzy complement.
There also are special classes of strong fuzzy complements. The most important ones are
Sugeno’s and Yager’s fuzzy complements. The Sugeno class is defined as
cλ(α) =
1−α
1+λα
, λ∈ (−1,∞)
and the Yager class as
cw (α) = (1−αw ) 1w , w ∈ (0,∞) .
Obviously, one particular strong fuzzy complement can be obtained for each value of the
parameter λ or w . Several such fuzzy complements are shown in figures 2.2 and 2.3.
All fuzzy complements possess a number of important properties. These, among others,
include so called equilibrium of a fuzzy complement.
Definition 2.22. Equilibrium of a fuzzy complement is a membership grade α ∈ [0, 1] for
which c(α) =α.
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Figure 2.2: Sugeno’s fuzzy complements obtained for several different values of the parame-
ter λ.
Theorem 2.5. Due to monotony, any fuzzy complement has at most one equilibrium.
Example 2.3. Equilibrium of the standard fuzzy complement is the value 0.5, since one half
is the only solution of the equation 1−α=α.
Theorem 2.6. Let c be a fuzzy complement and suppose it has an equilibrium ec, which, ac-
cording to the previous theorem, must be unique. Then
α≤ c (α) if and only if α≤ ec and
α≥ c (α) if and only if α≥ ec.
Theorem 2.7. If a fuzzy complement c is continuous then it has a unique equilibrium.
Example 2.4. Equilibrium of any Sugeno’s fuzzy complement is given by
ecλ =
¨ p
1+λ−1
λ
for λ 6= 0
1
2
for λ= 0.
Definition 2.23. Having a fuzzy complement c and a membership grade α, any membership
grade eα∈ [0, 1] such that
c(eα)− eα=α− c(α)
is called a dual point of αwith respect to the fuzzy complement c.
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Figure 2.3: Yager’s fuzzy complements obtained for several different values of the parameter
w .
For each specific fuzzy complement and membership grade there is at most one dual
point, since the equation defining the duality property has at most one solution. In addition
to this, if a fuzzy complement c is continuous then a dual point must exist for each α ∈ [0, 1]
and if it has an equilibrium ec then eec = ec.
Theorem 2.8. Let c be a fuzzy complement. For each membership grade α ∈ [0, 1], eα= c(α) if
and only if c is strong.
Therefore, strongness ensures that the dual point of any membership grade is equal to
the complemented value of the membership grade. In case of a fuzzy complement that is
not strong, the dual point is not identical to the complemented value or it does not exist at
all.
Strong fuzzy complements are the most important ones considering practical applica-
tions, since these play the role of negation in triangular norm based systems.
Definition 2.24. Having a strong fuzzy complement c and a fuzzy set A defined on a universe
of discourse X , fuzzy complement of A with respect to the universe of discourse X is a fuzzy set
cA such that
µcA (x ) = c
 
µA(x )
 ∀x ∈X .
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Łukasiewicz Logic, being a multivalued one, deals with more than two degrees of truth.
Such a logic can be applied in many diverse fields, however, it seemed from the beginning of
its development that the most promising one is artificial intelligence. This concerns vague
notions and common sense reasoning that are typical for expert systems. Nowadays, the
infinite-valued Łukasiewicz logic is probably the most used one considering technical appli-
cations.
Definition 3.1. Let n be the number of truth degrees in a finite-valued Łukasiewicz logic.
Then a set
Tn =

k
n −1
 0≤ k ≤ n −1=0= 0
n −1,
1
n −1, · · · ,
n −2
n −1,
n −1
n −1 = 1

is called a truth degree set of a finite-valued Łukasiewicz logic. Such a logic is usually denoted
as L n .
Hence, Tn is a set of n rationals within the real unit interval [0, 1]. Since the infinite-
valued Łukasiewicz logic is usually used, we need an alternate definition of the truth degree
set as well.
Definition 3.2. A set
T∞ = {t ∈R | 0≤ t ≤ 1}= [0, 1]
is called the truth degree set of the infinite-valued Łukasiewicz logic L∞.
There are cases when it is convenient to define the truth degree set of the infinite-valued
Łukasiewicz logic as in the definition 3.1. This truth degree set is the countable set of all
rational numbers in the unit interval [0, 1]. Even with this difference, it is considered equiva-
lent to the previous definition since the represented tautologies are identical. Nevertheless,
a few fundamental differences arise when predicate formulae with quantifiers are involved.
Since absolute majority of technical applications make use of the infinite-valued logic with
truth degree set identical to the real unit interval, we will assume the L∞ logic with T∞ = [0, 1]
from now on. This logic is sometimes called the standard Łukasiewicz logic and denoted as
L 1, referring to the cardinality of the continuum, ℵ1.
Definition 3.3. Any real value contained in T∞ is called a propositional constant.
Definition 3.4. Any variable taking values from the set T∞ is referred to as a propositional
variable.
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Definition 3.5. The set C = {∧, &, ∨,⇒} is said to be the set of propositional connectives.
Its elements are called weak conjunction (often simply “conjunction”), strong conjunction,
weak disjunction (often simply “disjunction”) and implication, respectively.
Sometimes, three other propositional connectives are used – negation ¬, strong disjunc-
tion ⊕ and equivalence⇔ – and therefore the maximal set of propositional connectives is
Cmax = {¬, ∧, &, ∨, ⊕,⇒,⇔}. However, the choice of propositional connectives that will be
implemented strongly depends on the hardware or software capabilities of the device that is
actually used to evaluate the results. Minimisation can be utilized to get a minimal complete
set of propositional connectives different from the one in the definition 3.5, for example
{¬, ∧, &}, since
(i) α∨β is equivalent to ¬(¬α∧¬β ) and
(ii) α⇒β is equivalent to α∨¬β , i.e., ¬(¬α∧β ).
We could even use one connective only – the Sheffer operator, ↑, or the Pierce operator, ↓.
Definition 3.6. Let V be a finite set of propositional variables, C ⊆ T∞ a set of propositional
constants and C the set of propositional connectives. A propositional formula is defined
recursively as follows:
(i) If ν ∈V then ν is a propositional formula.
(ii) If γ∈C then γ is a propositional formula.
(iii) If ϕ and ψ are propositional formulae and  ∈ C then  ϕ ψ is a propositional for-
mula.
Any propositional formula is interpreted by substituting propositional constants for
propositional variables. More complicated formulae might require using too many paren-
theses, therefore the priorities of propositional connectives have been specified as
¬, &, ⊕, ∧, ∨,⇔,⇒ .
Definition 3.7. LetP be the set of all the propositional formulae and let Ω(P ) be the set of
all the interpretations of formulae inP . Let also C ⊆ T∞ be a set of propositional constants.
Mapping V :Ω(P ) 7→C satisfying
(i) V (α) =α;
(ii) V (ϕ ∧ψ) =minV (ϕ), V (ψ)	;
(iii) V (ϕ&ψ) =max0, V (ϕ)+V (ψ)−1	;
(iv) V (ϕ ∨ψ) =maxV (ϕ), V (ψ)	 and
(v) V (ϕ⇒ψ) =min1, 1−V (ϕ)+V (ψ)	
for all ϕ,ψ∈Ω(P ) and all α∈C is called valuation.
There are two kinds of special propositional constants representing the extreme values
of all the elements of a truth degree set. These are defined as follows:
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Definition 3.8. Let C ⊆ T∞ be a set of propositional constants and let α ∈ C . If V (α) = 1
then α is called a tautology and denoted as tˆ . If V (α) = 0 then α is called a contradiction and
denoted as cˆ .
Negation and equivalence are usually not present in the set of propositional connectives,
since these connectives can be obtained using the other ones.
Definition 3.9. LetC = {∧, &, ∨,⇒} be the set of propositional connectives. Formula
ϕ⇒ cˆ
is said to be the negation of ϕ and the formula
(ϕ⇒ψ)∧ (ψ⇒ϕ)
is called the equivalence of ϕ andψ.
Theorem 3.1. LetC = {∧, &, ∨,⇒} be the set of propositional connectives. Then
(i) V (¬ϕ) = 1−V (ϕ) and
(ii) V (ϕ⇔ψ) = 1− V (ϕ)−V (ψ).
Proof. According to definitions 3.9, 3.7 and 3.8, we can write:
(i) V (¬ϕ) =V (ϕ⇒ cˆ ) =min1, 1−V (ϕ)+V (cˆ )	= 1−V (ϕ).
(ii) V (ϕ⇔ψ) =V  (ϕ⇒ψ)∧ (ψ⇒ϕ)=minV (ϕ⇒ψ), V (ψ⇒ϕ)	=
=min

min

1, 1−V (ϕ)+V (ψ)	 , min1, 1−V (ψ)+V (ϕ)		.
Denoting α=V (ϕ)−V (ψ), we get
V (ϕ⇔ψ) =
¨
1−α if α≥ 0
1+α if α< 0,
thus V (ϕ⇔ψ) = 1− |α|= 1− V (ϕ)−V (ψ).
In case it is convenient to implement the strong disjunction, we need to modify the defi-
nition of valuation as follows.
Definition 3.10. LetP be the set of all the propositional formulae and let Ω(P ) be the set of
all the interpretations of formulae inP . Let also C ⊆ T∞ be a set of propositional constants.
Mapping V : Ω(P ) 7→ C is the valuation if it in addition to the properties presented in the
definition 3.7 verifies also
V (ϕ⊕ψ) =min1, V (ϕ)+V (ψ)	
for all ϕ,ψ∈Ω(P ).
The valuations V (ϕ&ψ) and V (ϕ⊕ψ) of strong conjunction and strong disjunction are
the Łukasiewicz triangular norm and its dual triangular conorm, respectively. The valuation
V (ϕ⇒ψ) of implication is the residuum of the Łukasiewicz triangular norm. All the above
mentioned valuations are continuous.
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Table 3.1: Propositional connectives of the four-valued Łukasiewicz logic.
α β ¬α α&β α⊕β α∧β α∨β α⇔β α⇒β
0 0 1 0 0 0 0 1 1
0 1/3 1 0 1/3 0 1/3 2/3 1
0 2/3 1 0 2/3 0 2/3 1/3 1
0 1 1 0 1 0 1 0 1
1/3 0 2/3 0 1/3 0 1/3 2/3 2/3
1/3 1/3 2/3 0 2/3 1/3 1/3 1 1
1/3 2/3 2/3 0 1 1/3 2/3 2/3 1
1/3 1 2/3 1/3 1 1/3 1 1/3 1
2/3 0 1/3 0 2/3 0 2/3 1/3 1/3
2/3 1/3 1/3 0 1 1/3 2/3 2/3 2/3
2/3 2/3 1/3 1/3 1 2/3 2/3 1 1
2/3 1 1/3 2/3 1 2/3 1 2/3 1
1 0 0 0 1 0 1 0 0
1 1/3 0 1/3 1 1/3 1 1/3 1/3
1 2/3 0 2/3 1 2/3 1 2/3 2/3
1 1 0 1 1 1 1 1 1
Example 3.1. Let us consider the four-valued Łukasiewicz logic. This logic can be defined in
terms of its propositional connectives, i.e., by the table 3.1.
It can be easily seen that the valuations of the given connectives hold when we return
back to the classical, two-valued logic. One can also see that strong conjunction and dis-
junction are identical to their weak variants. Hence, this special case of Łukasiewicz logic,
L 2, is clearly the usual two-valued logic.
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Expert systems are computer programs that developed as one of many methods of arti-
ficial intelligence. The main focuses of artificial intelligence are concepts and methods of
symbolic inference, or reasoning, by a computer, and techniques of representing the knowl-
edge that is used in the reasoning process within machines. Therefore, we could also say
that expert systems are computer programs that exhibit intelligent behaviour, i.e., emulate
the reasoning process of a human expert or perform in an expert manner in a domain for
which no human expert exists.
The term “expert system” is typically used for programs that contain a knowledge base
with knowledge used by experts, while so called “knowledge-based systems” or “rule-based
systems” make use of additional information sources to solve a given problem. However, the
differences distinguishing expert systems from knowledge-based or rule-based systems are
still being discussed as well as which term is the correct one to be used. Since this formality
is not useful in the context of understanding the principles, these terms will be regarded as
synonyms from now on.
In the process of making decisions about a certain problem, human experts usually de-
rive benefit from expert systems. In order to make a decision, experts need to possess knowl-
edge and experience, which can be considered a specialized kind of knowledge created by
a complex interaction of rules and decisions. Due to this fact, simple algorithms cannot be
used in problem-solving. There is a difference between conventional software algorithms
and expert systems. Conventional algorithms have a clearly defined result, whereas expert
systems may yield answers that are uncertain in some way or they may even yield no answer
at all. Prior knowledge about the relationship between input and output data is necessary
to generate the rules. Such a relationship can be established by an inductive learning pro-
cesses that are typically performed by feeding the system with experimental data of high
reliability. As a result, expert systems are closely linked to a knowledge base containing pre-
defined knowledge in the domain of problem solution. These systems commonly work with
uncertain and imprecise information, since the user-supplied knowledge that they embody
is often not exact in the same way as a human’s knowledge is imperfect.
An expert system typically consists of at least three parts: an inference engine, a knowl-
edge base, and a global or working memory. The knowledge base contains the expert domain
knowledge for use in problem solving. The working memory is used as a scratch pad and to
store information gained from the user of the system. The inference engine uses the do-
main knowledge together with acquired information about a problem to provide an expert
solution, that is, to predict a result for a certain input. In addition to the three fundamental
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components, many expert systems also include an explanation tool. Some expert systems
have separate natural language generation and/or interpretation tools or interfaces to me-
chanical devices.
The above mentioned three parts are the most basic parts of a so called knowledge
source, that is, an expert system consists of one or more knowledge sources. In case there
are more knowledge sources present, the system is supplemented by a main system con-
troller and a device called a blackboard via which the sources communicate with the main
system controller and also with each other. Since each knowledge source may be viewed
as an individual expert, an expert system consisting of more knowledge sources may also
be considered a set of cooperating experts who communicate by writing messages on the
blackboard and reading messages from it.
4.1 Expert Systems Classification
Usually, description of an expert system is done in terms of their application domain, in-
ference methods, knowledge representation mechanism, and special features. On the other
hand, classification of expert systems is based on their usability, i.e., to which extent they are
common to be used for solving everyday problems. There exist the following three classes of
expert systems:
(i) Class One Systems – expert systems belonging to this class are in common use and are
commercially viable. These programs are fully accepted by users. Problems solved by
these expert systems are characterized by a limited and reasonably narrow domain.
Imprecisions of input and output data is minimal and it is relatively easy to determine
the correctness of their output. Interactions with user are quite seldom in case of these
systems.
(ii) Class Two Systems – such systems feature good or even expert performance. Never-
theless, the user acceptance gained is not wide, because these systems do not explain
themselves well enough to satisfy the user, they do not ask human expert’s diagnosis to
comment on it, but simply give their own. Commonly, it is difficult to determine the
correctness of the solution produced. This is particularly true in case of expert systems
used for medical diagnosis, since even an acceptable solution may not have the desired
effect upon the patient, and also due to the fact that experts in this field often disagree
over treatment plans. Uncertainty and imprecision of input data are of high importance
here.
(iii) Class Three Systems – these systems have not gained even a limited acceptance among
users and are incapable of reaching true expert performance. In spite of the fact that
class three expert systems might seem inferior, the opposite is true. They all work in
broad domains and deal with difficult problems that usually require the brute force ap-
proach to solve, hence they often incorporate multiple knowledge sources. Uncertainty
and imprecision of input data are important, but not in such a degree as in case of class
two systems.
Generally, the domains of the systems become larger while moving along the class scale.
Moreover, the higher the class, the more imprecision is expected to be necessary to be han-
dled by the systems. The class gets worse also with the growing amount of knowledge we
need to develop the system.
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4.2 Suitable Problems for Expert Systems
Expert systems can be used to solve a wide range of control problems, for instance in
case of production processes control or vital signs monitoring. Image or voice recognition
or analysis, diagnostic systems or complex systems optimization represent some other suc-
cessful applications of expert systems. Problems in limited domains for which no human
expert is available can be solved as well as large problems, but the complexity of the latter
ones must not be extreme. Expert systems perform excellently if there is a well-defined ex-
pertise. Moreover, they can be successfully used in environments that do not have a large
amount of erroneous and uncertain information in them. Consultation systems of very lim-
ited domains are another application of these systems.
On the other hand, expert systems cannot be used to solve problems requiring exten-
sive learning capabilities or reasoning by analogy. Currently, the knowledge concerning a
problem must be well interpretable by a human expert. There is no way of acquiring and
adequately representing common sense knowledge so far. Other fields where expert systems
fail are social sciences and meteorology. Social sciences are far too complex, hence the re-
lated problems are very difficult to model. As for meteorology, the development of expert
systems is considerably complicated due to the lack of expertise. In general, expert systems
are not suitable for problems that contain greater amounts of uncertainty.
4.3 The Incompatibility Principle
When controlling a system or just analyzing it, the values to be assigned to some param-
eters are inevitably imprecise to a certain extent. The actual design of some of the compo-
nents of the system may also be a source of imprecisions. Moreover, although a substantially
complex system can be described analytically, it would be technically infeasible or dispro-
portionately expensive.
The Incompatibility Principle (formulated by L. A. Zadeh in 1973) reveals the necessity
for some kind of imprecision:
“When the complexity of a system increases, our aptitude to formulate precise and
meaningful statements decreases up to a threshold beyond which precision and
significance become mutually exclusive characteristics.”
In other words: as the complexity of a system rises, precise categorical statements lose mean-
ing and meaningful statements cease to be precise and categorical.
To get a model of a complex system, we can choose between two possible techniques:
(i) simplification of the description of the system to such a level that an analytic model can
be constructed, or
(ii) adoption of vagueness.
It is irrelevant to ponder about inappropriateness of an analytic model. The real ques-
tion concerns the replacement of vague data by fixed ones in the model. Would it debase
predictions concerning the phenomenon under investigation? In fact, it would, because re-
placing arbitrarily imprecise data by fixed values actually prevents the model from giving
meaningful results. In such a situation, the application of an expert system making use of
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fuzzy representation is usually a natural bridge between the quantitative and the qualitative
world. This yields, quantitatively speaking, a cost effective model simulating a complex re-
ality that implies uncertainty in variables and gives a qualitative description for the reality
which they formalize.
4.4 Linguistic Variable
Fundamental role in formulating fuzzy variables is played by the concept of fuzzy num-
bers, because these are states of such a variable. Furthermore, if the fuzzy numbers also
represent linguistic concepts in a particular context, the resulting construct is usually called
a linguistic variable.
Definition 4.1. A linguistic variable is a quintupleL = (L, T (L), X , G , M ), where
• L is the name of the variable,
• T (L) is the set of names of linguistic values of L,
• X is the universe of discourse of the variable,
• G is a set of syntactic rules – usually in the form of grammar – for generating names of
linguistic values, and
• M is a set of semantic rules for associating each linguistic value with its meaning, i.e.,
for any linguistic valueτ∈ T (L), its meaning is a fuzzy set M (τ) defined on the universe
of discourse X and representing the concept of τ in the context currently used.
The original definition of a linguistic variable (L. A. Zadeh, 1974) is somewhat broader
and is not suitable for technical applications. The above mentioned definition fully serves
the purpose considering expert systems.
Definition 4.2. Linguistic variable L = (L, T (L), X , G , M ) is said to be normal if the set of
linguistic values is finite and is defined extensionally as T (L) = {τi }ni=1.
Definition 4.3. Linguistic values that are generated by G are sometimes called terms. The
set T (L) is then called a term set. A term formed by one or more words which function as a
unit, i.e., always appear together, is called an atomic term. A concatenation of components
of a composite term is a subterm.
Vast majority of expert systems use normal linguistic variables. This means the linguistic
values are given explicitly, therefore syntactic rules become obsolete. Moreover, since the
set of linguistic variables may be considered a crisp set of fuzzy sets representing these val-
ues, we also do not need semantic rules. Therefore, any normal linguistic variable may be
regarded as a tripletL = (L, T (L), X ), where L and X have the same meaning as before and
T (L) is a finite crips set of fuzzy sets defined on X . We will consider such linguistic variables
only from now on.
Example 4.1. Linguistic variable “Subsurface Oxygen Concentration” defined on the uni-
verse of discourse X = R is shown in the figure 4.1. This variable has five linguistic values,
T (L) =

very low, low, medium, high, very high
	
. Meanings of the linguistic values are re-
stricted to the interval [0, 100], i.e., the membership functions of the respective fuzzy sets
cannot attain a non-zero value outside this interval.
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Figure 4.1: An example of a linguistic variable.
4.5 Generalized Implications
Linguistic models consist of so called IF–THEN rules. For certain input parameters,
L i1 ,L i2 , . . . ,L in , and output parameters, L o1 ,L o2 , . . . ,L om , the corresponding IF–THEN rule is
of the form
IF
L i1 =τi1 ∧L i2 =τi2 ∧ . . .∧L in =τin THEN L o1 =τo1 ∧L o2 =τo2 ∧ . . .∧L om =τom .
Here, τi1,τ
i
2, . . . ,τ
i
n and τ
o
1,τ
o
2, . . . ,τ
o
m are linguistic values of the appropriate linguistic vari-
ables, L i1 ,L i2 , . . . ,L in and L o1 ,L o2 , . . . ,L om , respectively. To interpret this, we use the modus
ponens rule of inference, i.e.,
If predicate p is true and if p ⇒q holds then also q is true.
Considering the two-valued logic, a predicate “L takes the value τ” can be either true or
false. However, in caseL is a linguistic variable and τ is a linguistic value, we are not able to
use the classical logic to evaluate it. Thus, a more general notion of implication is necessary.
Definition 4.4. Any function
I : [0, 1]× [0, 1] 7→ [0, 1]
which for any truth values α, β of given fuzzy propositions p , q , respectively, defines the
truth value, I(α,β ), of the conditional proposition “if p , then q” is called a generalized impli-
cation.
Naturally, the function I should be an extension of the classical implication, p ⇒ q , from
the restricted domain {0, 1} to the full domain [0, 1].
Considering the two-valued logic, an implication can be defined in various distinct
forms. Although these forms are equivalent in the classical logic, their generalizations to
multivalued logics are not, which leads to distinct classes of generalized implications.
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One of the possible ways of defining an implication in the two-valued logic is to use the
logic formula
I(α,β ) =α∨β (4.1)
for allα,β ∈ {0, 1}. Generalizing this formula to a multivalued logic, we interpret the disjunc-
tion as a triangular conorm and negation as a strong fuzzy complement (so called “logic”
approach). Therefore, the implication is defined by the formula
I(α,β ) = S
 
c (α) ,β

(4.2)
where α,β ∈ [0, 1] and S and c are a triangular conorm and a strong fuzzy complement,
respectively.
Another definition of implication in classical logic utilizes the formula
I(α,β ) =max

ξ∈ {0, 1} | α∧ξ≤β	
for all α,β ∈ {0, 1}. When interpreting the conjunction as a triangular norm, the generalized
implication is given by the formula
I(α,β ) = sup

ξ∈ [0, 1] | T (α,ξ)≤β	 (4.3)
where α,β ∈ [0, 1] and T is a continuous triangular norm (so called “algebraic” approach, cf.
section 2.1).
Due to the absorption laws, (4.1) may be rewritten as either
I(α,β ) =α∨  α∧β
or
I(α,β ) =

α∧β∨β .
The resulting generalized implications are, respectively,
I(α,β ) = S
 
c (α) , T
 
α,β

(4.4)
and
I(α,β ) = S
 
T
 
c(α), c(β )

,β

. (4.5)
It can be verified that the mentioned classical implications are equivalent, while their
generalized forms are not and yield distinct classes of fuzzy implication operators. Obvi-
ously, specific implication operators are obtained by choosing specific triangular norms, tri-
angular conorms and fuzzy complements.
Definition 4.5. A generalized implication I is called an S-implication if there exist a triagular
conorm S and a strong fuzzy complement c such that
I(α,β ) = S
 
c (α) ,β

.
for any α,β ∈ [0, 1].
Definition 4.6. A generalized implication I is called an R-implication if there exists a contin-
uous triagular norm T such that
I(α,β ) = sup

ξ∈ [0, 1] | T (α,ξ)≤β	
for any α,β ∈ [0, 1].
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It can be easily seen that any R-implication is, in fact, the residuum of the triangular norm
T, as defined in the section 2.1.
Definition 4.7. S-implications, obtained from (4.2), are based on the standard fuzzy com-
plement and differ from one another by the chosen triangular conorms:
(i) using the maximum triangular conorm, i.e., the standard fuzzy union, we get the
Kleene-Dienes implication
IKD(α,β ) =max

1−α,β	 ; (4.6)
(ii) choosing the product triangular conorm, we obtain the Reichenbach implication
IR(α,β ) = 1−α+αβ ; (4.7)
(iii) utilizing the Łukasiewicz triangular conorm, we get the Łukasiewicz implication (cf.
chapter 3)
IL(α,β ) =min

1, 1−α+β	 ; (4.8)
(iv) choice of the drastic triangular conorm results in the largest S-implication
ILS(α,β ) =
 β if α= 11−α if β = 0
1 otherwise.
The following theorem establishes the ordering of S-implications based on the same
fuzzy complement. This ordering corresponds to the ordering of the associated triangular
conorms.
Theorem 4.1. Let S1 and S2 be two triangular conorms such that S1(α,β ) ≤ S2(α,β ) for all
α,β ∈ [0, 1]. Let also I1 and I2 be two S-implications based on the same fuzzy complement c
and S1 and S2, respectively. Then
I1(α,β )≤ I2(α,β ) ∀α,β ∈ [0, 1] .
Moreover, the following inequality holds:
IKD ≤ IR ≤ IL ≤ ILS.
Proof. For all α,β ∈ [0, 1], we have I1(α,β ) = S1  c(α),β≤ S2  c(α),β= I2(α,β ). The second
part is proven almost immediately by comparing the implications.
Definition 4.8. R-implications, obtained from (4.3), differ from one another by the chosen
triangular norms:
(i) choosing the minimum triangular conorm, we obtain the Gödel implication
IG(α,β ) =
¨
1 if α≤β
β otherwise;
(4.9)
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(ii) choice of the product triangular norm results in the Goguen implication
IP(α,β ) =
¨
1 if α≤β
β
α
otherwise;
(4.10)
(iii) utilizing the Łukasiewicz triangular norm, we get again the Łukasiewicz implication
IL(α,β ) =min

1, 1−α+β	 ,
therefore the Łukasiewicz implication is both S-implication and R-implication.
Another R-implication, although it cannot be obtained from (4.3), is defined by
ILR(α,β ) =
¨
β if α= 1
1 otherwise
and is called the largest R-implication. It serves as the least upper bound of the class of
R-implications.
Theorem 4.2. Let T1 and T2 be two triangular norms such that T1(α,β ) ≤ T2(α,β ) for all
α,β ∈ [0, 1]. Let also I1 and I2 be two R-implications based on T1 and T2, respectively. Then
I1(α,β )≥ I2(α,β ) ∀α,β ∈ [0, 1] .
Moreover, the following inequality holds:
IG ≤ IP ≤ IL ≤ ILR.
Proof. We have T1(α,γ)≤ T2(α,γ)≤ β for all γ ∈ γ˜ | T2(α, γ˜)≤β	, because T1(α,β )≤ T2(α,β )
for allα,β ∈ [0, 1]. Thus, γ∈ γ˜ | T1(α, γ˜)≤β	 and, hence, γ˜ | T2(α, γ˜)≤β	⊆ γ˜ | T1(α, γ˜)≤β	.
Therefore, I2(α,β ) = sup

γ˜ | T2(α, γ˜)≤β	 ≤ supγ˜ | T1(α, γ˜)≤β	 = I1(α,β ). The second part
is proven almost immediately by comparing the implications.
Generalized implications based on (4.4) require the triangular norm T and the triangular
conorm S to be dual with respect to the complement c. We sometimes refer to these impli-
cations as the QL-implications, because they were initially used in quantum logic.
Definition 4.9. The standard fuzzy complement is used in the following QL-implications:
(i) using the minimum triangular norm and the maximum triangular conorm, i.e., the
standard fuzzy intersections and the standard fuzzy union, we get the Zadeh impli-
cation
IZ(α,β ) =max

1−α, minα,β		 ; (4.11)
(ii) choosing the drastic triangular norm and conorm, we obtain
ID(α,β ) =
 β if α= 11−α if α 6= 1, β 6= 1
1 if α 6= 1, β = 1;
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(iii) when we use the Łukasiewicz triangular norm and conorm, we get again the Kleene-
Dienes implication
IKD(α,β ) =max

1−α,β	 ,
therefore the Kleene-Dienes implication is both S-implication and QL-implication.
There are many other generalized implications created, for example, by taking (4.5) as a
basic formula, by using another fuzzy complement and so on. Another way of obtaining a
generalized implication is to combine the existing ones.
Three of the other more significant generalized implications are given in the following
definition.
Definition 4.10. The other significant generalized implications include:
(i) the Gaines-Rescher implication
IGR(α,β ) =
¨
1 if α≤β
0 otherwise;
(4.12)
(ii) the Willmott implication
IW(α,β ) =min
§
max

1−α,β	 , maxnα, 1−β , min1−α,β	oª; (4.13)
(iii) the Yager implication
IY(α,β ) =
¨
αβ if α> 0
1 otherwise.
(4.14)
Since all generalized implications are obtained by generalizing the implication operator
of classical logic, they must give the same results when truth values are restricted to zero and
one.
Any of the presented generalized implications can be used to interpret IF–THEN rules,
however, not every one of them is always a suitable one. The suitability of a certain general-
ized implication is usually determined by checking which properties of the following ones it
satisfies. Having any such implication, I, and any α,β ,ξ∈ [0, 1], we usually require:
Axiom 4.1 (Monotonicity in the first argument). Truth value of the implication increases as
the truth value of the antecedent decreases, formally
α≤β ⇒ I(α,ξ)≥ I(β ,ξ).
Axiom 4.2 (Monotonicity in the second argument). Truth value of the implication increases
as the truth value of the consequent increases, formally
α≤β ⇒ I(ξ,α)≤ I(ξ,β ).
Axiom 4.3 (Dominance of falsity). Falsity implies everything, formally
I(0,α) = 1.
35
4. EXPERT SYSTEMS
Axiom 4.4 (Neutrality of truth). Truth does not imply anything, formally
I(1,α) =α.
Axiom 4.5 (Identity). Implication is true whenever the truth values of the antecedent and
consequent are equal, formally
I(α,α) = 1.
Axiom 4.6 (Exchange property). Equivalence α⇒  β ⇒ ξ and β ⇒ (α⇒ ξ) that holds for the
classical implication holds also for the generalized implication, formally
I
 
α, I(β ,ξ)

= I
 
β , I(α,ξ)

.
Axiom 4.7 (Boundary condition). Implication is true if and only if the consequent is at least
as true as the antecedent, formally
I(α,β ) = 1 ⇔ α≤β .
Axiom 4.8 (Contraposition). There exists a strict fuzzy complement c such that implications
are equally true when the antecedent and consequent are exchanged and negated using c,
formally
I(α,β ) = I
 
c(β ), c(α)

.
Axiom 4.9 (Continuity). The function I is continuous, i.e., small changes in the truth values
of the antecedent or consequent do not produce large (discontinuous) changes in truth values
of the implication.
The presented nine axioms are not independent of one another. Nevertheless, weaker
axioms are listed too, since some generalized implications need not satisfy the strong axioms
and a weaker one might be sufficient for a certain application. Generalized implications
satisfying all the axioms listed above are distinguished by the following theorem.
Theorem 4.3. A function I : [0, 1]×[0, 1] 7→ [0, 1] satisfies axioms 4.1 through 4.9 of generalized
implications for a certain fuzzy complement c if and only if there exists a strict increasing
continuous function f : [0, 1] 7→ [0,∞) such that
f (0) = 0,
I
 
α,β

= f (−1)
 
f (1)− f (α)+ f (β ) ∀α,β ∈ [0, 1] ,
c(α) = f −1
 
f (1)− f (α) ∀α∈ [0, 1] ,
where f (−1) denotes the inverse function and f −1 = 1
f
.
Proof. See SMETS, P., MAGREZ, P.: Implication in Fuzzy Logic. International Journal of Ap-
proximate Reasoning, Vol. 1, 1987, pp. 327-347.
Example 4.2. Applying the above theorem to an identity function, we obtain the Łukasiewicz
implication and the standard fuzzy complement. From this it follows that having the stan-
dard fuzzy complement, the only generalized implication satisfying axioms 4.1 through 4.9
is the Łukasiewicz implication.
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Sometimes we also require other properties. These include:
Axiom 4.10. Truth value of the implication is greater or at least equal to the truth value of the
consequent, formally
I(α,β )≥β .
Axiom 4.11. I is an S-implication.
Axiom 4.12. I is an R-implication.
Theorem 4.4. Łukasiewicz implication satisfies all the axioms 4.1 through 4.12.
Proof. Considering formula (4.8), we can write:
(4.1) IL(α,ξ) =min{1, 1−α+ξ} ≥min1, 1−β +ξ	= IL(β ,ξ), since α≤β .
(4.2) IL(ξ,α) =min{1, 1−ξ+α} ≤min1, 1−ξ+β	= IL(ξ,β ), since α≤β .
(4.3) IL(0,α) =min{1, 1−0+α}= 1.
(4.4) IL(1,α) =min{1, 1−1+α}=α.
(4.5) IL(α,α) =min{1, 1−α+α}= 1.
(4.6) IL
 
α, IL(β ,ξ)

=min

1, 1−α+min{1, 1−β +ξ}	=
=min

1, 1−β +min{1, 1−α+ξ}	= IL  β , IL(α,ξ).
(4.7) IL(α,β ) =min

1, 1−α+β	= 1 if and only if 1−α+β ≥ 1, i.e., if and only if α≤β .
(4.8) The strict fuzzy complement c that we seek is the standard complement, c(α) = 1−α,
since
IL
 
c(β ), c(α)

=min

1, 1− c(β )+ c(α)	=min1, 1− (1−β )+ (1−α)	=
=min

1, 1−α+β	= IL(α,β ).
(4.9) Obvious.
(4.10) IL(α,β ) =min{1, 1−α︸︷︷︸
≥0
+β} ≥β .
(4.11) Regarding the definitions 4.5 and 2.15, we know that IL(α,β ) = SL
 
c(α),β

must hold
for all α,β ∈ [0, 1]. Therefore, using the standard complement, we obtain SL  c(α),β=
min

1, c(α)+β
	
=min

1, 1−α+β	= IL(α,β ).
(4.12) With respect to the definitions 4.6 and 2.6,
IL(α,β ) = sup

ξ∈ [0, 1] | TL (α,ξ)≤β	= supξ∈ [0, 1] | max{0, α+ξ−1} ≤β	
must hold for any α,β ∈ [0, 1]. If α+ξ−1< 0 then α+ξ−1≤β always and thus ξ≤ 1.
If α+ξ−1≥ 0 then α+ξ−1≤β ⇒ ξ≤ 1−α+β . Combining these two results, we get
sup

ξ∈ [0, 1] | TL (α,ξ)≤β	=min1, 1−α+β	= IL(α,β ).
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Table 4.1: Properties of the most commonly used generalized implications.
Axiom
4.1 4.2 4.3 4.4 4.5 4.6 4.7 4.8 4.9 4.10 4.11 4.12
Gaines-Rescher • • • • • • • •
Goguen • • • • • • • • • •
Gödel • • • • • • • • •
Kleene-Dienes • • • • • • • • •
Łukasiewicz • • • • • • • • • • • •
Reichenbach • • • • • • • • •
Willmott • • • •
Yager • • • • • •
Zadeh • • • • •
Table 4.1 lists the most commonly used generalized implications and states whether they
satisfy the above mentioned axioms. This table can be used to find a generalized implication
suitable for a particular application, i.e., suitable according to the requirements posed on
the mathematical model currently used.
Łukasiewicz implication is the only one that satisfies all the axioms. Since it is both S-
implication and R-implication, it corresponds to both “logic” and “algebraic” approach. It is
also semantically complete, thus it can be considered applicable in the general sense and we
will use it to interpret IF–THEN rules.
4.6 Linguistic Model
Linguistic model is a way of formally expressing linguistic description of a certain prob-
lem. Mathematical models created in this manner allow us to automatically and efficiently
process such a linguistic data.
Definition 4.11. LetLi = (L i , T (L i ), X i ), i = 1, 2, . . . , n , be linguistic variables. Also, letφ be a
formula containing propositional variables vi , i = 1, 2, . . . , n . Let us take vi = µτi (x i ), where
µτi is a membership function of the linguistic variable τi ∈ T (L i ) and x i ∈ X i . This formula
is called a linguistic model and is denoted asφ (x1,x2, . . . ,xn ).
In other words, any formula in which propositional variables are replaced by member-
ship functions of the fuzzy sets representing the meanings of the linguistic values is a lin-
guistic model.
Example 4.3. Let us consider the following statement regarding a certain part of a machin-
ery:
“If the temperature is normal and the impact velocity is medium then the chance of brittle
failure of the part is low.”
Obviously, three linguistic variables are involved – temperature, impact velocity and
chance of brittle failure of the part. Replacing their linguistic values – normal, medium and
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low, respectively – by membership functions of the appropriate fuzzy sets, we get the linguis-
tic model
µnormal(x1)∧µmedium(x2)⇒µlow(x3).
Any linguistic model,φ (x1,x2, . . . ,xn ), where x i ∈X i ⊂R, can be regarded as a function of
n real variables having the range [0, 1]. Since this is the most common case, we will consider
such models only from now on.
Definition 4.12. Let y = f (x1,x2, . . . ,xn ) be a real function having a domain D and let
Φ
 
x1,x2, . . . ,xn , y

be a linguistic model. Also, let V denote the valuation. This model is
the linguistic model of the function f if
V  Φ x1,x2, . . . ,xn , f (x1,x2, . . . ,xn )= 1
for all (x1,x2, . . . ,xn )∈D.
Definition 4.13. Let y = f (x1,x2, . . . ,xn ) be a real function having a domain D and a range R .
Let Φ1
 
x1,x2, . . . ,xn , y

and Φ2
 
x1,x2, . . . ,xn , y

be linguistic models of the same function, f ,
and let V denote the valuation. The model Φ1 is said to be better than the model Φ2, formally
Φ1 ≤Φ2, if for every (x1,x2, . . . ,xn )∈D and every y ∈R
V  Φ1(x1,x2, . . . ,xn , y )≤V  Φ2(x1,x2, . . . ,xn , y ) .
The modelΦ1 is said to be equivalent to the modelΦ2, formallyΦ2 ≡Φ2, ifΦ1 ≤Φ2 andΦ2 ≤Φ1.
Also, Φ1 <Φ2 if Φ1 ≤Φ2 and Φ1 6≡Φ2.
Theorem 4.5. LetM   f  be the set of all linguistic models of a function f . Then the relation
≤ is a partial order onM   f . For a set with this order,  M   f  ,≤, we have:
(i) Not every pair of linguistic models of the same function, f , is comparable, i.e., M   f  ,≤ is a partially ordered set.
(ii) The greatest element of
 M   f  ,≤ is 1, that is, the worst linguistic model possible. Nev-
ertheless, this model does not describe the function f at all.
(iii) There exists also the least element of
 M   f  ,≤, provided the domain of the function f is
finite. This least element, i.e., the best linguistic model possible, is the function f defined
explicitly (using a table). In case the domain of f is not finite, the analytic expression
of the function f can be considered its best model possible, however, it is no longer a
linguistic model.
Such an order provides a tool for comparing quality of linguistic models. Although it truly
is useful, if a model is better in this sense, it does not necessarily have to be better in general.
This is due to the incompatibility principle (cf. section 4.3), as it clearly states that a more
precise model may reflect the reality much less. Thus, there is a principle we should stick to
when creating linguistic models:
“Linguistic model should not be more precise than it is required for the actual application.”
Linguistic models usually consist of many statements like in the example 4.3, therefore it
is useful to introduce the following theorem.
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Theorem 4.6. Let Φ1 and Φ2 be two linguistic models of a function f . Then Φ1 &Φ2, Φ1 ∧Φ2,
Φ1 ∨Φ2 and Φ1⇒Φ2 are linguistic models of the function f with the following properties:
(i) (Φ1 &Φ2)≤Φ1, (Φ1 &Φ2)≤Φ2;
(ii) (Φ1 ∧Φ2)≤Φ1, (Φ1 ∧Φ2)≤Φ2;
(iii) Φ1 ≤ (Φ1 ∨Φ2), Φ2 ≤ (Φ1 ∨Φ2);
(iv) Φ1 ≤ (Φ2⇒Φ1);
(v) (Φ1 &Φ2)≤ (Φ1 ∧Φ2).
Proof. According to definitions 3.7 and 4.12, Φ1 &Φ2, Φ1∧Φ2, Φ1∨Φ2 and Φ1⇒Φ2 are, indeed,
linguistic models and we may write:
(i) V (Φ1 &Φ2) =max{0, V (Φ1)+V (Φ2)−1}.
If V (Φ1) + V (Φ2)− 1 < 0 then clearly max{0, V (Φ1)+V (Φ2)−1} ≤ V (Φ1). If V (Φ1) +
V (Φ2)−1≥ 0 then max{0, V (Φ1)+V (Φ2)−1}=V (Φ1)+V (Φ2)−1︸ ︷︷ ︸
≤0
≤V (Φ1).
Therefore, (Φ1 &Φ2)≤Φ1. Analogously for (Φ1 &Φ2)≤Φ2.
(ii) V (Φ1 ∧Φ2) =min{V (Φ1) , V (Φ2)} ≤ V (Φ1). Analogously for (Φ1 ∧Φ2)≤Φ2.
(iii) V (Φ1 ∨Φ2) =max{V (Φ1) , V (Φ2)} ≥ V (Φ1). Analogously for Φ2 ≤ (Φ1 ∨Φ2).
(iv) V (Φ2⇒Φ1) =min{1, 1−V (Φ2)+V (Φ1)}.
If V (Φ2) ≤ V (Φ1) then clearly min{1, 1−V (Φ2)+V (Φ1)} ≥ V (Φ1). If V (Φ2) > V (Φ1)
then min{1, 1−V (Φ2)+V (Φ1)}= 1−V (Φ2)+V (Φ1)≥V (Φ2). Therefore,Φ1 ≤ (Φ2⇒Φ1).
(v) Due to (i), we know thatV (Φ1 &Φ2)≤V (Φ1) andV (Φ1 &Φ2)≤V (Φ2). Thus,V (Φ1 &Φ2)≤
≤min{V (Φ1) , V (Φ2)}=V (Φ1 ∧Φ2).
4.7 Knowledge Base
Knowledge base contains the knowledge required to solve a specific problem. There are
more possible structures of knowledge bases, for instance representation using the predicate
logic, associative representation, procedural representation and so on. However, one of the
most common types is the IF–THEN knowledge representation, which will be examined in
this section.
Definition 4.14. Let Li = (L i , T (L i ), X i ), i = 1, 2, . . . , n , and fL = eL, T (eL), eX be linguistic
variables. Let also τi ∈ T (L i ) and eτ∈ T (eL). Then an IF–THEN rule is a rule of the form
IF (L1 =τ1, L2 =τ2, . . . , Ln =τn ) THEN  fL = eτ.
Any finite set of such rules is called an IF–THEN knowledge base.
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No semantic interpretation is associated with IF–THEN rules at the moment. However, it
is obvious that we need to assign meanings to the words “IF” and “THEN” to utilize the infor-
mation contained in the knowledge base. Generalized implications are the most common
semantic interpretation used. Nevertheless, we may select other types of semantic inter-
pretations according to the actual knowledge base we work with, usually with respect to its
purpose and properties. We will consider semantic interpretations based on the Łukasiewicz
logic only.
Definition 4.15. Let Li = (L i , T (L i ), X i ), i = 1, 2, . . . , n , and fL = eL, T (eL), eX be linguistic
variables and let τi ∈ T (L i ) and eτ ∈ T (eL). Let also τi =  X i ,µi, eτ =  eX ,µn+1, x i ∈ X i and
x˜ ∈ eX . Then a linguistic model
µ1(x1)∧µ2(x2)∧ . . .∧µn (xn )⇒µn+1(x˜ )
is called a conjunction–implication rule, or shortly a CI rule, and a linguistic model
µ1(x1)∧µ2(x2)∧ . . .∧µn (xn )∧µn+1(x˜ )
is called a conjunction–conjunction rule, or shortly a CC rule.
Such linguistic models will be considered semantic interpretations of IF–THEN rules.
Having a particular IF–THEN knowledge base, its interpretation is given by the following
definition.
Definition 4.16. Let B = {R1, R2, . . . Rm } be a non-empty IF–THEN knowledge base. Let also
ϕi be the CI semantic interpretation of a rule Ri and ψi the CC semantic interpretation of
the same rule. Then the linguistic model
CI& (B ) =ϕ1 &ϕ2 & . . . &ϕm
is called a CI& model, linguistic model
CIC (B ) =ϕ1 ∧ϕ2 ∧ . . .∧ϕm
is called a CIC model, and linguistic model
CCD (B ) =ψ1 ∨ψ2 ∨ . . .∨ψm
is called a CCD model.
In case B is empty, we define
CI& (;) = 1, CIC (;) = 1, CCD (;) = 0.
Properties of the three mentioned semantic interpretations are different. It can be sum-
marized as follows:
CI& model Truth is what does not contradict any of the rules. This model provides no in-
formation whatsoever if there is an absolute contradiction in the knowledge base. Any
redundant information is taken into account and, moreover, it improves the model
provided it is not contradictive.
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CIC model Truth is what does not contradict any of the rules. This model is sensitive to
contradictions present in the knowledge base as the CI& one, but any redundant in-
formation generally worsens the model.
CCD model Truth is what results from at least one of the rules. CCD model is not sensitive
to contradictions or redundant information present in the knowledge base.
The topics of redundant information and contradictiveness will be covered later.
Theorem 4.7. Let B be an IF–THEN knowledge base and let f be a function. For CI&, CIC and
CCD linguistic models of the function f , we have
CI&(B )≤CIC(B )≤CCD(B ).
It can be easily seen that the CI& model is the best semantic interpretation of an IF–THEN
knowledge base.
4.8 Fuzzy Hedges
Many expert systems offer the possibility of implementing fuzzy hedges1, which are ad-
jectives or adverbs that modify membership functions of linguistic variables. They are used
to make knowledge bases more understandable. Also, they are very intuitive, since we use
such “language operators” commonly in the natural language.
Definition 4.17. Let τ be a linguistic value and M (τ) =
 
X ,µτ

its meaning. A linguistic ex-
pression ε is called a fuzzy hedge if there exists an associated function Asfε changing mem-
bership functionµτ in such a way that the result is again a valid fuzzy set and that the change
conforms to the meaning of the expression in the natural language. The new linguistic value
is then denoted as ε(τ) and we write µε(τ) =Asfε(µτ).
It can be easily seen that
Asfε : [0, 1] 7→ [0, 1]
for any linguistic expresion ε. Considering a linguistic variable defined on a universe of dis-
course X , membership function of the meaning of τ is then evaluated as follows:
µε(τ)(x ) =Asfε
 
µτ(x )

=
 
Asfε ◦µτ (x ) ∀x ∈X .
There are two types of fuzzy hedges. The first type is applied to fuzzy singletons (i.e., to
scalars), the second one is applied to general fuzzy sets. Applying the first type to a fuzzy
singleton, we obtain a triangular fuzzy set with a certain spread at the membership grade
one half. Table 4.2 lists the most common fuzzy hedges of this type including the spreads.
Example 4.4. Let meaning of a linguistic value “4” be the fuzzy singleton representing the
real value 4. Then, meaning of “roughly 4” is the fuzzy set shown in the figure 4.2. If we
considered “crudely 4” instead, the spread would obviously be considerably wider.
Common fuzzy hedges of type II including the associated functions are in the table 4.3.
Example 4.5. The figure 4.3 shows the linguistic value “slow” and its modifications, “rather
slow,” “very slow” and “extremely slow.”
1This term was introduced by L. A. Zadeh in 1972.
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Table 4.2: The most common fuzzy hedges of type I.
Fuzzy hedge Spread of the value at the membership grade 0.5
nearly ± 5%
about ± 10%
roughly ± 25%
crudely ± 50%
Figure 4.2: Meaning of the linguistic value “roughly 4.”
Table 4.3: The most common fuzzy hedges of type II.
Fuzzy hedge Associated function
extremely Asfextremely(x ) = x 3
very Asfvery(x ) = x 2
more or less Asfmore or less(x ) = 2x −x 2
rather Asfrather(x ) =−x 4+4x 3−6x 2+4x
quasi Asfquasi(x ) = 2p5−1 min
−x 2+1, x	
somewhat Asfsomewhat(x ) =
p
x
slightly Asfslightly(x ) = 3
p
x
There are many other combinations of linguistic expressions and associated functions
that qualify as fuzzy hedges. However, fuzzy hedges can sometimes be confusing and inflex-
ible and therefore we might prefer using separate linguistic values.
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Figure 4.3: Linguistic value “slow” (A) and its modifications: “rather slow” (B), “very slow”
(C ) and “extremely slow” (D).
4.9 Inference Mechanism
We need some tool to be able to actually use information contained in knowledge bases.
This tool, called an inference mechanism, must be constructed with semantic interpretation
of IF–THEN rules in mind.
Definition 4.18. Let Φ
 
x1,x2, . . . ,xn , y

be a linguistic model, (x1,x2, . . . ,xn ) ∈D and y ∈ R . A
mapping
F : D 7→F (R)
defined for every Y = F (x1,x2, . . . ,xn ), Y =
 
R ,µY

, by
µY =V  Φ(x1,x2, . . . ,xn , y )
is called a fuzzy function induced from the linguistic model Φ.
As a matter of fact, this mapping is an approximation of an unknown function f that is
described by the linguistic modelΦ. It assigns a fuzzy set defined on the universe of discourse
R to every element of the crisp set D.
Definition 4.19. Let Li = (L i , T (L i ), X i ), i = 1, 2, . . . , n , and Y = (Y , T (Y ), R) be linguistic
variables, τi ,j ∈ T (L i ), eτj ∈ T (Y ), x i ∈X i and y ∈R and let B = (R1, R2, . . . , Rk ) be an IF–THEN
knowledge base such that
R j =

IF (L1 =τ1,j , L2 =τ2,j , . . . Ln =τn ,j ) THEN (Y = eτj )
for every j = 1, 2, . . . , k . Let also y = f (x1,x2, . . . ,xn ) be a function having a domain D and a
range R . The IF–THEN knowledge base covers the domain D if
k⋃
j=1
Supp

τ1,j
×Suppτ2,j × · · ·×Suppτn ,j =D.
Moreover, if
k⋃
j=1
Ker

τ1,j
×Kerτ2,j × · · ·×Kerτn ,j =D,
the domain D is said to be fully covered by the IF–THEN knowledge base.
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Since we often need to use a fuzzy input instead of a crisp one, it is useful to extend the
mapping F . This is necessary also in case the universe of discourse is not covered by the
knowledge base.
Definition 4.20. Let Li = (L i , T (L i ), X i ), i = 1, 2, . . . , n , and Y = (Y , T (Y ), R) be linguistic
variables, τi ,j ∈ T (L i ) and eτj ∈ T (Y ), j = 1, 2, . . . , k and let B = (R1, R2, . . . , Rk ) be an IF–THEN
knowledge base containing rules as defined in 4.14. Let also Φ be a semantic interpretation
of B . A mapping
F :F (X1)×F (X2)× · · ·×F (Xn ) 7→F (R)
defined for every A = (A1, A2, . . . , An ) ∈F (X1)×F (X2)× · · · ×F (Xn ) by Y = F (A), Y =  R ,µY 
with µY (y ) = V  Φ(A1, A2, . . . , An , y ), where the truth degree of A i = τi ,j is HgtA i ∩τi ,j , is
called an extended fuzzy function induced from the linguistic model Φ.
Definition 4.21. A choice of an element of the domain of mapping F from the previous def-
inition is called a query, the corresponding element ofF (R) is called the query result. There
are several types of queries, namely
(i) point query – input is a real number;
(ii) fuzzy query – a fuzzy set that is not a fuzzy singleton is chosen as an input;
(iii) linguistic query – considering notation from the previous definition, A i ∈ T (L i ), that is,
a linguistic value is taken as an input.
Example 4.6. Let us return to the example 4.3. Having an IF–THEN knowledge base that
contains, among others, the previously presented rule, we could use the following query:
“What is the chance of brittle failure of the part if the temperature is 20◦C and the impact
velocity is high?”
Such a query cannot be regarded as a linguistic one, neither can it be a point one. The only
possibility left2 is to convert both values, 20◦C and “high,” to their fuzzy representations and
thus construct a fuzzy query.
Similarly, we could also use
“What is the chance of brittle failure of the part if the temperature is 25◦C and the impact
velocity is from 10 to 18 m·s−1?”
which is again a query that has to be convered to a fuzzy one.
It is common to pose some restrictions on fuzzy sets that are semantic interpretations of
the linguistic values in the knowledge base. Such restrictions allow us to work with knowl-
edge bases using computers.
Definition 4.22. Let B = (R1, R2, . . . , Rk ) be an IF–THEN knowledge base containing rules of
the form
Ri =
 
IF (L1 =τ1,i , L2 =τ2,i , . . . Ln =τn ,i ) THEN (Ln+1 =τn+1,i )
for all i = 1, 2, . . . , k . B is said to be a normal IF–THEN knowledge base if
2We assume that there is no linguistic value whose fuzzy representation coincides with the fuzzy singleton
describing the value 20◦C.
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(i) the universe of discourse of the j th linguistic variable is an interval

a j , b j
 ⊂ R for
every j = 1, 2, . . . , n +1;
(ii) τj ,i is a convex fuzzy set with Hgt

τj ,i

= 1 for every j = 1, 2, . . . , n + 1 and every
i = 1, 2, . . . , k .
Theorem 4.8. Let B be a normal IF–THEN knowledge base and let F be an extended fuzzy
function induced from the linguistic model CIC(B ). Then the query result RQ =

U ,µRQ

=
F (A1, A2, . . . , An ) is a convex fuzzy set for any query Q = (A1, A2, . . . , An ).
Proof. Since the base is normal, linguistic values are convex fuzzy sets and their supports
are bounded subsets of R. Clearly, when we take any query into account, the resulting com-
bination of a convex fuzzy set representing a linguistic value of the j th linguistic variable in
the i th rule and the j th query input value, τ˜j ,i , is also a convex fuzzy set. Thus, considering
the definition 3.7 and the i th CI rule,
τ˜1,i ∧ τ˜2,i ∧ . . .∧ τ˜n ,i︸ ︷︷ ︸
LHSi
⇒τn+1,i︸ ︷︷ ︸
Rulei
,
we know that LHSi is a convex fuzzy set. Hence, also Rulei is a convex fuzzy set and we have
the CIC linguistic model
Rule1 ∧Rule2 ∧ . . .∧Rulem ,
which, again, must be a convex fuzzy set.
Therefore, we get an easily interpretable query result under such conditions. Neither of
the other two linguistic models, CI& or CCD, possess this property.
4.10 Redundancy and Contradictiveness
When building a knowledge base, knowledge is usually provided by more than one hu-
man expert. This can easily lead to redundancy, which might pose a serious problem. There
are four trivial types of redundancy:
(i) duplicate rule,
(ii) subsumed rule – cf. example 4.7,
(iii) redundant rule – cf. example 4.8,
(iv) unfireable rule – cf. example 4.9.
Example 4.7. Let an IF–THEN knowledge base contain the following two rules:
R j =

IF (L1 =τ1,j , L2 =τ2,j ) THEN (Y = eτj ) ,
Rl =
 
IF (L1 =τ1,l , L2 ⊆X2) THEN (Y = eτl ) ,
where τ1,l =τ1,j , eτl = eτj and X2 is the universe of discourse of the second linguistic variable,
i.e.,L2 can take any value possible. Then the rule R j is a subsumed one.
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Example 4.8. Let R j , Rl and Rm be rules in an IF–THEN knowledge base and let they be of
the form
R j = (IF (A) THEN (B )) ,
Rl = (IF (B ) THEN (C )) ,
Rm = (IF (A) THEN (C )) .
Then the rule Rm is a redundant one, because it can be inferred from rules R j and Rl .
Example 4.9. Let R j = (IF (A) THEN (B )) be a rule in an IF–THEN knowledge base. This rule
is unfireable if the expert system has no way of establishing A by either a direct input or an-
other rule or rules of the form Rl = (IF (. . .) THEN (A)). This also indicates that an additional
knowledge is necessary to obtain A.
Since we presume the knowledge base is an IF–THEN one with a particular structure of
the rules, any redundancy like in the example 4.8 cannot be constructed and unfireable rules
are restricted to the case of unavailable input only.
Despite the fact that redundancy does not indicate a real error, it may severely affect the
functioning of an expert system. Having a system with redundant rules in its knowledge
base, changing one of the rules means creating contradiction. Also, in case redundancy is
largely present in the knowledge base, it may notably increase the query evaluation time.
Theorem 4.9. Let B1 and B2 be IF–THEN knowledge bases and let CI&(B1) and CI&(B2) be
linguistic models of a function f having a domain D and a range R. Then CI&(B1)<CI&(B2)
implies CI&(B1 ∪ B2)≤CI&(B1). Moreover, if there exists a point query (x1,x2, . . . ,xn ) such that
the query results RB1 and RB2 of linguistic models CI&(B1) and CI&(B2), respectively, verify 
Supp(RB1)−Ker(RB1)∩  Supp(RB2)−Ker(RB2) 6= ;,
then CI&(B1)<CI&(B2) implies CI&(B1 ∪ B2)<CI&(B1).
Theorem 4.10. Let B1 and B2 be IF–THEN knowledge bases and let CIC(B1) and CIC(B2) be
linguistic models of a function f . Then CIC(B1)<CIC(B2) implies CIC(B1 ∩ B2)≡CIC(B1).
Theorem 4.11. Let B1 and B2 be IF–THEN knowledge bases and let CCD(B1) and CCD(B2) be
linguistic models of a function f . Then CCD(B1)<CCD(B2) implies CCD(B2)<CCD(B1∪B2).
We can see that redundant information improves the CI& model, does not affect the CIC
model and worsens the CCD model. This means we can eliminate the redundant informa-
tion without affecting the “quality” of a linguistic model only if we use the CIC one. It also
indicates how redundancy should be defined.
Definition 4.23. Let B = {R1, R2, . . . , Rk } be an IF–THEN knowledge base. The rule Ri is said
to be redundant if CIC(B −Ri )≡CIC(B ).
Building a knowledge base, especially a larger one, inevitably leads to errors, that need to
be corrected. These errors are usually of a typographical character or are caused by discrep-
ancies between statements of different human experts. As well as redundant information,
contradictions may pose a serious problem.
When there are rules that contradict themselves, either partially or even absolutely, in
the knowledge base, linguistic model describing a function f is no longer completely true.
We will examine such linguistic models now.
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Definition 4.24. Let Φ
 
x1,x2, . . . ,xn , y

be a linguistic model, (x1,x2, . . . ,xn ) ∈ D and y ∈ R .
This model is η-contradictive if
inf
x
sup
y
V  Φ(x1,x2, . . . ,xn , y )= 1−η.
If η = 0 then we say that the linguistic model Φ is not contradictive, if η = 1 then it is con-
tradictive absolutely. The value η is called contradictiveness of the linguistic model Φ and is
usually denoted as Cont(Φ).
Theorem 4.12. Let Φ be a linguistic model. This model is not contradictive if there exists a
function f such that Φ is its linguistic model.
Proof. According to the definition 4.12,
V  Φ x1,x2, . . . ,xn , f (x1,x2, . . . ,xn )= 1
for any element (x1,x2, . . . ,xn ) in the domain of the function f if Φ is its linguistic model.
Thus, considering the above definition of contradictiveness of a linguistic model, we can
write:
1−η = inf
x
sup
y
V  Φ(x1,x2, . . . ,xn , y )= inf
x
sup
y
V  Φ x1,x2, . . . ,xn , f (x1,x2, . . . ,xn )=
= inf
x
sup
y
1= 1.
Hence, ηmust be equal to zero, i.e., the linguistic model Φ is not contradictive.
We could also say that for any linguistic model that is not contradictive there is a query
result RQ having
Ker(RQ )≥ 1 for any point query Q .
Theorem 4.13. Let B be an IF–THEN knowledge base. Then the CI& model of B is more sensi-
tive to contradictions contained in the knowledge base than its CIC model, formally
Cont (CIC(B ))≤Cont (CI&(B )) .
For Cont (CIC(B )) = 0 the inequality changes to equality.
Proof. From theorem 4.7 we know that CI&(B )≤CIC(B ). Hence, according to the definition
4.24, we can write
inf
x
sup
y
V (CI&(B ))︸ ︷︷ ︸
1−ηCI&(B )
≤ inf
x
sup
y
V (CIC(B ))︸ ︷︷ ︸
1−ηCIC(B )
,
therefore, ηCIC(B ) ≤ηCI&(B ), i.e., Cont (CIC(B ))≤Cont (CI&(B )).
If Cont (CIC(B )) = 0 then, considering CI rules, we have
inf
x
sup
y
V (CI1 ∧CI2 ∧ · · · ∧CIm ) = 1.
This means that, with respect to the definition 3.7, we get
inf
x
sup
y
V (CI1 & CI2 & · · · & CIm ) = 1
and thus also Cont (CI&(B )) = 0.
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Theorem 4.14. Let B1 and B2 be two IF–THEN knowledge bases. Then:
(i) Cont (CI&(B1))≤Cont (CI&(B1 ∪ B2));
(ii) Cont (CIC(B1))≤Cont (CIC(B1 ∪ B2));
(iii) Cont (CCD(B1 ∪ B2))≤Cont (CCD(B1)).
Proof. Regarding the definition 4.24, we can write:
(i) In a CI& model, rules are connected by strong conjunction. Since (α&β ) ≤ α and
(α&β ) ≤ β for any α,β ∈ [0, 1], any newly added rule can improve the model only;
formally CI&(B1 ∪ B2)≤CI&(B1). Thus,
Cont (CI&(B1))≤Cont (CI&(B1 ∪ B2)) .
(ii) Any newly added rule can improve the CIC model only, since the rules are connected
by conjunction; formally CIC(B1 ∪ B2)≤CIC(B1). Thus,
Cont (CIC(B1))≤Cont (CIC(B1 ∪ B2)) .
(iii) Any newly added rule can worsen the CCD model only, since the rules are connected
by disjunction; formally CCD(B1 ∪ B2)≥CCD(B1). Thus,
Cont (CCD(B1 ∪ B2))≤Cont (CCD(B1)) .
In other words, this theorem states that the contradictiveness of CI& and CIC models can
increase and the contradictiveness of CCD model can decrease or, at most, stay unchanged
while we add new rules to the knowledge base. This is due to the way models handle the
rules.
Theorem 4.15. Let B be an IF–THEN knowledge base and let Ri ∈ B be a redundant rule.
Then:
(i) Cont (CI&(B −Ri ))≤Cont (CI&(B ));
(ii) Cont (CIC(B −Ri )) =Cont (CIC(B ));
(iii) Cont (CCD(B −Ri )) =Cont (CCD(B )).
It follows from theorems 4.9 and 4.15 that any redundant information in an IF–THEN
knowledge base improves the CI& model if and only if it is not contradictive. Otherwise, its
contradictiveness increases. This usually leads to the CI& model being absolutely contra-
dictive, hence useless, whereas the CIC model is contradictive only a little and still provides
useful results. Thus, for a knowledge base without any contradictions, the CI& model is the
best one to be used, since any redundant information present in the knowledge base im-
proves the model only. However, redundant information should not all originate in the same
source.
If the CI& model cannot be used, we utilize the CIC model. This model is useful if there
are no rules absolutely contradicting each other in the knowledge base. Otherwise, only the
CCD model can be used, because it is not sensitive to contradictions.
This justifies the use of more than one semantic interpretation even in case of a single
IF–THEN knowledge base, since different interpretations are necessary during the process
of finding and eliminating incorrect data contained in the it.
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4.11 Fuzzification and Defuzzification
Knowledge base must be built carefully to ensure the domain of the function f , which
we model, is covered. If the domain were not covered as expected, any query directed into
the uncovered area could not possibly give a useful result, since the expert system does not
possess any relevant information. Hence, we need to “fuzzify” the query in such a way that
we reach the covered area of the domain of f while the new query result is still close to the
result we would obtain if the domain were covered.
Definition 4.25. Let B be a normal IF–THEN knowledge base containing linguistic variables
Li = (L i , T (L i ), [a i ,b i ]), i = 1, 2, . . . , n . Let also Q = (A1, A2, . . . , An ) be a query such that
A i =
 
[a i ,b i ],µA i

and Hgt(A i ) = 1 for every i = 1, 2, . . . , n . A query (A1(t ), A2(t ), . . . , An (t ))
such that A i (t ) =
 
[a i ,b i ],µt ,A i

, t ≥ 1 and
µt ,A i (x i ) =µt ,A i
x i − s i
t
+ s i

for every x i ∈ [a i , b i ], where s i is the center of of the interval Ker (A i ), is called a parametric
fuzzification of the query Q .
Clearly, the choice of t = 1 results in the same query as before. If t > 1, fuzzy sets A i
become t -times larger.
Definition 4.26. Let B be a normal IF–THEN knowledge base and let F be an extended fuzzy
function induced from the linguistic model CIC(B ). Let Q = (A1, A2, . . . , An ) be a query and
(A1(t ), A2(t ), . . . , An (t )) its parametric fuzzification. A query (A1(t0), A2(t0), . . . , An (t0)), where
t0 = sup

t | Hgt (F (A1(t ), A2(t ), . . . , An (t )))>Cont (CIC(B ))	 ,
is called a C-fuzzification of the query Q .
Thus, we increase the parameter t until the contradictiveness of the query result exceeds
the contradictiveness of the linguistic model. This is, in fact, a simple but efficient criterion
of when to stop the fuzzification process to get the best query result possible.
Defuzzification, on the other hand, is necessary when we interpret the query results, es-
pecially if our expert system works as a controller. Since a query result is always a fuzzy set,
we need to possess a tool to convert such a result into a single value that can be sent into
some device. Although there are many different methods for calculating a single real value,
only a few of them are used more commonly.
Definition 4.27. Having a query result RQ =

X ,µRQ (x )

, the most common methods of ob-
taining the defuzzified value are:
(i) centroid method
Defuzz(RQ ) =
∫
X
xµRQ (x )dx∫
X
µRQ (x )dx
;
(ii) average maximum method
Defuzz(RQ ) =
1
2

inf
¦
RQ ,Hgt(RQ )
©
, sup
¦
RQ ,Hgt(RQ )
©
,
where RQ ,Hgt(RQ ) denotes the α-cut at Hgt(RQ );
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(iii) weighted average maxima method, used in case there are more than one local maxima,
Defuzz(RQ ) =
n∑
i=1
xm ,iµRQ (xm ,i )∑n
j=1µRQ (xm ,j )
,
where xm ,i is the average maximum of the i th local maximum computed in the same
manner as above;
(iv) bisector method
xD =Defuzz(RQ ) if
∫
x<xD
µRQ (x )dx =
∫
x>xD
µRQ (x )dx .
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5Linguistic Model Processing System for
Windows
Linguistic Model Processing System (abbreviated as LMPS) is a computer program for
creating and analysing linguistic models. It can be run on any personal computer with
Microsoft Windows 98 or higher and Microsoft .NET Framework 2.0 installed. Also, the
MSHTML.DLL library must be available for the application to work properly. Figure 5.1
shows a screenshot of the user interface. Application has been written in the C# program-
ming language without any third party components used.
Figure 5.1: User interface of Linguistic Model Processing System for Windows.
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First tabpage of the user interface contains tables for linguistic variables and their values.
Table of linguistic values is always populated by values that belong to the currently selected
variable only. A text field for notes on the selected variable is also available.
IF–THEN rules are entered into the first table on the second tabpage. Cells of that table
contain combo-boxes that allow easy selection of available linguistic values without the need
of any writing. Unknown variable is marked by a pale red cell background, linguistic values
of ignored variables are printed in light gray. This tabpage also contains the table for authors
of the rules and a text field for notes on the currently selected author.
Other tools related to IF–THEN rules, especially redundancy detection and contradic-
tiveness evaluation, are available through the Rules item in the main menu.
Third tabpage contains controls necessary for queries, namely the table for input values
of linguistic variables and buttons for fuzzification and defuzzification of the query. Further-
more, a button starting the process of determining the activity of IF–THEN rules is present
here. One can choose between two modes of query input values modification. Choosing
manual modification makes a new set of controls become available. These controls simplify,
to the maximum extent possible, the process of entering the values. On the other hand, au-
tomatic modification, however it is faster, requires the input values to be entered in a special
encoded form. The following types of input values are available:
• single point,
• interval,
• complement of an interval,
• fuzzy set,
• complement of a fuzzy set,
• linguistic value,
• complement of a linguistic value.
Only the last two types of input values are available in case of a linguistic variable defined on
a universe of discourse of its linguistic values.
The remaining three tabpages contain a control displaying graphs of query results or
other graphs plotted by the system, a control for viewing query result evaluation protocols
and a text field for knowledge base notes, respectively.
5.1 An Illustrative Example
Let us consider a case of a carriage speed controller for thermal cutting of metal profiles
of a variable thickness. These profiles are made of different materials, which must be taken
into account. Since we would like to use a plasma cutter for its great performance, the torch
deterioration (i.e., depth of the pit in the torch) and the nozzle orifice diameter must also be
considered. Another thing that largely influences the cutting speed is the required cut qual-
ity, that is, how rough the edges may be and whether there may be any larger heat-affected
zone around the cut. Cutting is done without any gas-assistance and thus no linguistic vari-
ables describing the gas used or its outlet pressure are necessary.
Since this is an illustrative example only, we will not give the exact declarations of linguis-
tic values or the complete list of IF–THEN rules. Nevertheless, query results presented later
in the text are based on an actual model.
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According to the description of the problem, we could declare the linguistic variables as
in the table 5.1.
Table 5.1: Declared linguistic variables.
Variable name Universe of discourse Names of associated linguistic values
Material Strength [90, 560]MPa Aluminium, Brass, Copper + Alloys;
Carbon Steel; Stainless Steel
Material Thickness [2, 15]mm Thin; Medium; Thick
Nozzle Orifice Diameter [0.5, 1.6]mm Small; Medium; Large
Torch Pit Depth [0, 2]mm Small; Medium; Large
Required Cut Quality linguistic values Low; Medium; High
Cutting Speed [0, 5]m·min−1 Extremely Low; Very Low; Low;
Medium; High; Very High;
Extremely High
Once we have declared the linguistic variables and their linguistic values, we can proceed
to knowledge acquisition. Human experts must provide data which is then saved into the
knowledge base. Regarding our problem, a part of the knowledge base might look like:
IF (Material Strength is Carbon Steel;
Material Thickness is Thin;
Nozzle Orifice Diameter is Small;
Torch Pit Depth is Small;
Required Cut Quality is Medium)
THEN (Cutting Speed is High)
IF (Material Strength is Carbon Steel;
Material Thickness is Thick;
Nozzle Orifice Diameter is Medium;
Torch Pit Depth is Small;
Required Cut Quality is High)
THEN (Cutting Speed is Low)
IF (Material Strength is Stainless Steel;
Material Thickness is Thin;
Nozzle Orifice Diameter is Small;
Torch Pit Depth is Medium;
Required Cut Quality is Low)
THEN (Cutting Speed is Medium)
Usually, more than one human expert provides knowledge and thus the rules in the
knowledge base may contradict each other or be redundant. This is why we need to search
for redundancy and evaluate contradictiveness of the rules with respect to the rest of them.
Redundancy is determined in two steps. First, LMPS looks for identical rules. If any
identical rules are found, one is left as it is and all the others are marked as redundant. In
the second step, LMPS builds internal queries based on the actual rules and evaluates them
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using the CCD model. If what a rule implies is a fuzzy subset of the result of evaluation of the
remaining rules, this rule is clearly redundant and should be removed from the knowledge
base. Rules marked as redundant in the first step are not taken into acount in the second
step.
As for the contradictiveness, it is evaluated similarly. At the beginning, system computes
the minimum optimal value1 of contradictiveness that should be detected. In case we would
like to use another value, we may change it. Consequently, internal queries based on the
reference rule are built, this time the CIC model is used for evaluation, and query results for
the reference rule and for every other single rule are compared. Contradictiveness of a rule
Ri with respect to the reference one, R j , is then given by
Cont(Ri ) = 1−Hgt(RQi ∧RQ j ),
where RQi is the query result for rule Ri and RQ j is the query result for the reference rule. If the
contradictiveness, Cont(Ri ), exceeds the minimum value we have chosen to be detected, rule
Ri is marked as contradictive by saving the contradictiveness into the appropriate column of
the table of rules. If a rule is absolutely contradictive, i.e., if its contradictiveness is equal to
one, “Abs. cont.” is saved into the column.
Now, having the knowledge base “cleaned up” as much as possible, we may finally start
running queries. Any input value we enter, except the ones of linguistic variables defined
on a universe of discourse of linguistic values, is converted to its fuzzy representation first
while evaluating a query result. If it is possible, LMPS evaluates results for all three models,
otherwise query result of the CCD model only is evaluated.
Generally speaking, when modelling a relation that is not a function2 or when contradic-
tive rules exist, we should use the CCD model. If none of the previous is true and redundant
rules contain independent information, CI& model is the best one to be used. If the redun-
dant rules are not independent (for example, if they originate in the same source), we should
use the CIC model.
Let us return to our problem. First, we need to cut a copper alloy coarse casting semi-
product. Due to the nature of coarse casting, the thickness varies quite a lot. We would like
the cut to be of the highest quality possible, since the surface of the cut is meant to be final.
Moreover, we need the heat-affected zone to be narrow. Our plasma nozzle has 1.6 millime-
tres wide orifice opening and the torch pit depth is, according to the sensor connected to the
controller, approximately 0.7 millimetres. Hence, the query might be as follows:
What is the Cutting Speed if
Material Strength is Aluminium, Brass, Copper + Alloys, and
Material Thickness is between 14 and 15 mm, and
Nozzle Orifice Diameter is 1.6 mm, and
Torch Pit Depth is a triangular fuzzy set [0.68; 0.70; 0.70; 0.72] mm, and
Required Cut Quality is High?
Result of this query is shown the figure 5.2. It can be seen that the optimal cutting speed
is somewhere between 1.5 and 2.0 metres per minute. Nevertheless, we need a single value
that will be set by the controller. This value is obtained using defuzzification. LMPS uses
a modified centroid method. A defuzzified value is computed using the centroid method
1There are always some contradictions present in the knowledge base, since the linguistic values overlap
each other.
2Function is a special case of a relation – a “well-behaved” one.
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Figure 5.2: Query result of the first query.
Figure 5.3: Query result of the second query.
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Figure 5.4: Query result of the third query.
first. Then, points where the query result attains its global maximum are found and the one
that is nearest to the previously computed coordinate is marked as the defuzzified value of
the query result. This value and the actual maximum attained are then displayed above the
graph of the query result. Therefore, the defuzzified value is 1.67 m·min−1, 1.44 m·min−1 and
1,48 m·min−1 in case of the CCD, CIC and CI& model, respectively.
Now, we need to cut a stainless steel rolled profile shipped from the manufacturer with
thickness of 4±0.11 mm. We want to use the same type of plasma nozzle as before, but with a
torch in a much better state (pit depth cca 0.3 mm). Also, we do not care about the cut quality,
we just need to cut out a rough shape. Since a thermal treatment follows this operation, any
heat-affected zone created during the cutting does not concern us much either. Therefore,
our query is
What is the Cutting Speed if
Material Strength is Stainless Steel, and
Material Thickness is between 3.9 and 4.1 mm, and
Nozzle Orifice Diameter is 1.6 mm, and
Torch Pit Depth is between 0.28 and 0.32 mm, and
Required Cut Quality is Low?
It yields the result shown in the figure 5.3. This time, the defuzzified values of cutting
speed are 4.30 m·min−1, 4.56 m·min−1 and 4.27 m·min−1 for the CCD, CIC and CI& model,
respectively.
We also need to cut another rolled profile for which we know the tensile strength of the
material. The nozzle mounted in the plasma cutter is approximately 75% deteriorated, yet
we still want to get the best cut quality possible. Nozzle orifice diameter is 1.5 millimetres.
Thickness of the profile varies as can be expected from such a semi-product. We can run the
following query:
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What is the Cutting Speed if
Material Strength is a fuzzy set [275; 290; 290; 305] MPa, and
Material Thickness is between 7.9 and 8.3 mm, and
Nozzle Orifice Diameter is 1.5 mm, and
Torch Pit Depth is a fuzzy set [1.45; 1.50; 1.50; 1.55] mm, and
Required Cut Quality is High?
The result we would obtain is shown in the figure 5.4. The controller should therefore set
the cutting speed to 0.91 m·min−1 or 0.74 m·min−1 depending on which model we prefer.
5.2 Query Result Interpretation
Let us recall how the three models have been characterized in the previous chapter:
CI& model Truth is what does not contradict any of the rules. This model provides no in-
formation whatsoever if there is an absolute contradiction in the knowledge base. Any
redundant information is taken into account and, moreover, it improves the model
provided it is not contradictive.
CIC model Truth is what does not contradict any of the rules. This model is sensitive to
contradictions present in the knowledge base as the CI& one, but any redundant in-
formation generally worsens the model.
CCD model Truth is what results from at least one of the rules. CCD model is not sensitive
to contradictions or redundant information present in the knowledge base.
There are several types of query results we can obtain. Figure 5.5 shows an excellent one,
since it attains zero value in a large part of the universe of discourse of the unknown variable.
This result was inferred from premises that are entirely true, i.e., at least one rule has been
valuated as 1.
Figure 5.5: An excellent query result.
Figure 5.6 (CIC and CI& model) shows a fairly good query result. It was inferred from
premises that are entirely true, but the rules are a little contradictive. Contradictiveness is
the reason of the height of the resulting fuzzy set being less than one.
Query results shown in the figures 5.7 (CIC and CI& model) and 5.8 (CCD model) are still
quite good, however, they were inferred from premises that are not entirely true.
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Figure 5.6: Fairly good query result (CIC and CI& model).
Figure 5.7: Quite good query result (CIC and CI& model).
Figure 5.8: Quite good query result (CCD model).
A general query result is shown in the figure 5.9 (CIC and CI& model). It was inferred
from premises that are not entirely true. Moreover, contradictive rules are present in the
knowledge base.
Figure 5.10 (CIC and CI& model) shows a poor quality query result inferred from premises
that are almost false. No rule contains much information relevant to our query.
Query result in the figure 5.11 (CIC and CI& model) is, in spite of the fact that it was
inferred from premises that are entirely true, also a poor quality one. Rules contradict each
other considerably in this case. Similar query result – having a very low height – is produced
by CCD model if no rule contains much information relevant to our query.
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Figure 5.9: A general query result; premises are not entirely true and contradictive rules are
present (CIC and CI& model).
Figure 5.10: A poor quality query result; poor quality is caused by almost false premises (CIC
and CI& model).
Figure 5.11: A poor quality query result; poor quality is caused by contradictive rules (CIC
and CI& model) or lack of knowledge (CCD model).
No information is provided by the query result shown in the figure 5.12. Such a query
result is produced by CIC and CI& model when an absolutely contradictive rule is present
in the knowledge base (system “does not know what to answer”). CCD model produces this
type of query result if the premises are entirely false or if there is no rule containing informa-
tion relevant to our query.
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Figure 5.12: Unusable query result; absolutely contradictive rule is present (CIC and CI&
model), premises are entirely false or the system lacks knowledge relevant to our query (CCD
model).
Equivalently unusable query result, shown in the figure 5.13, is produced by CIC and CI&
model in case the premises are entirely false or if the system lacks knowledge relevant to our
query.
Figure 5.13: Unusable query result; premises are entirely false or the system lacks knowledge
relevant to our query (CIC and CI& model).
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Summary
Along with the fuzzy set theory prerequisites, triangular norm based systems have been
described. These systems are using triangular norms and the respective dual conorms to-
gether with fuzzy complements instead of the usual propositional connectives – conjunc-
tion, disjunction and negation. Residua of triangular norms are used in place of implica-
tions.
Next, we have been concerned with expert systems. These are commonly used in au-
tomated control systems in production processes (chemical reactors, smelting, automated
machining, ...), in medicine (health monitoring systems, diagnosis determination etc.) and
in many other fields. We can say that if it is possible to build a reasonable knowledge base
then an expert system can be used in a real time decision-making process. Problems re-
lated to knowledge base development and conversion of query results to a form utilizable in
automated control systems have been discussed.
Łukasiewicz logic has also been briefly mentioned since, as is substantiated in the chap-
ter presenting expert systems, it is generally the best logic to be used for this purpose. Main
reasons are semantic completeness of Łukasiewicz implication and the fact that it is, among
many other generalized implications, the only one that satisfies all the requirements posed
on this logical operator.
An illustrative example of using the computer program that is a part of this diploma the-
sis has been presented. This program provides a lot of features that are necessary for devel-
opment of linguistic models, however, it would still have to be improved considerably to be
commercially viable.
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List of Abbreviations and Symbols
Aα α-cut of a fuzzy set A
Aα+ strong α-cut of a fuzzy set A
Asfε function associated with a fuzzy hedge ε
c fuzzy complement
C set of propositional connectives
cˆ contradiction
Cmax maximal set of propositional connectives
cw Yager’s fuzzy complement
cλ Sugeno’s fuzzy complement
CC rule conjunction – conjunction rule
CCD model conjunction – conjunction – disjunction model
CI rule conjunction – implication rule
CIC model conjunction – implication – conjunction model
CI& model conjunction – implication – strong conjunction model
Cont(Φ) contradictiveness of a linguistic model Φ
D domain
Defuzz(RQ ) defuzzified value of a query result RQ
Eq(A) equilibrium set of a fuzzy set A
F extended fuzzy function induced from a linguistic model
F (X ) power set of a universe of discourse X
G set of syntactic rules for generating names of linguistic values
Hgt(A) height of a fuzzy set A
I generalized implication
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LIST OF ABBREVIATIONS AND SYMBOLS
ID drastic implication
IG Gödel implication
IGR Gaines-Rescher implication
IKD Kleene-Dienes implication
IL Łukasiewicz implication
ILR largest R-implication
ILS largest S-implication
IP Goguen implication
IR Reichenbach implication
IW Willmott implication
IY Yager implication
IZ Zadeh implication
Ker(A) kernel of a fuzzy set A
L name of a linguistic variable
L linguistic variable
L n n-valued Łukasiewicz logic
L∞ infinite-valued Łukasiewicz logic
LMPS Linguistic Model Processing System for Windows
M set of semantic rules for associating linguistic values with their meanings
M (τ) meaning of a linguistic value τ
M   f  set of all linguistic models of a function f
P set of all propositional formulae
Q query
R range
Ri i th IF–THEN rule
RQ query result
S triangular conorm
SD drastic triangular conorm
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LIST OF ABBREVIATIONS AND SYMBOLS
SL Łukasiewicz triangular conorm
SM maximum triangular conorm
SP product triangular conorm
Supp(A) support of a fuzzy set A
T triangular norm
tˆ tautology
TD drastic triangular norm
TL Łukasiewicz triangular norm
TM minimum triangular norm
Tn truth degree set of an n-valued Łukasiewicz logic
TP product triangular norm
T∞ truth degree set of the infinite-valued Łukasiewicz logic
T (L) set of names of linguistic values of linguistic variable having name L
V valuation
X universe of discourse
χA characteristic function of a crisp set A
ε fuzzy hedge
Φ linguistic model of a function
Λ(A) level set of a fuzzy set A
µA membership function of a fuzzy set A
τ linguistic value
Ω(P ) set of all interpretations of formulae inP
; empty set
¬ negation
∧ weak conjunction
& strong conjunction
∨ weak disjunction
⊕ strong disjunction
⇒ implication
⇔ equivalence
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Appendix: What is on the CD
• PDF version of the thesis
• Linguistic Model Processing System for Windows installer – contains the executable
and the Quick Start Guide (English and Czech language versions)
• Microsoft .NET Framework Version 2.0 Redistributable Package (x86 and x64 including
the Service Pack 1 installers; English and Czech language versions)
• Microsoft Visual C# 2005 project – source code of the application, artwork, Quick Start
Guide and Inno Setup Compiler script (English and Czech language versions)
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