A recently developed high-resolution magneto-optical imaging ͑MOI͒ setup is reviewed. It is the first MOI system capable of resolving the individual vortices in a type-II superconductor. We give a detailed description of the whole setup, and discuss its measured properties in terms of magnetic sensitivity and signal-noise characteristics. A simple model for the image intensity distribution due to a vortex lattice is developed, and for the intensity profile across a single vortex, we find good agreement between model calculations and experimental data. The minimum vortex spacing resolved experimentally is 1.3 m. Our analysis shows that increased resolution can most easily be achieved by increasing the light input intensity, but maximum resolution is ultimately limited by the effective extinction ratio through the optical system and mechanical vibrations in the setup.
I. INTRODUCTION
Magneto-optical imaging ͑MOI͒ of the distribution of magnetic flux in type-II superconductors has become a powerful tool in studying these materials and their properties, see Jooss et al. 1 and Polyanskii et al. 2 for recent reviews on the topic. In a type-II superconductor the magnetic flux penetrates the sample in the form of microscopic filaments called vortices. A vortex consists of a normal core surrounded by supercurrents creating a magnetic field along the vortex. Each vortex carries one flux quanta, given by ⌽ 0 ϭ2.07ϫ10 Ϫ15 Wb, and the magnetic radius of the vortex is determined by the penetration depth , which is a material dependent constant typically in the order of 100 nm for conventional superconductors.
Above the surface of the superconductor the magnetic flux will relax into a uniform distribution, meaning that the modulation in the flux density due to the vortices only extend a short distance above the superconductor surface; see Fig. 1 . To resolve the individual vortices using MOI has therefore proved to be a challenging problem, and the setup reviewed in this paper is the first successful demonstration of such. 3 The remaining parts of this paper are organized into five sections. Section II gives a short introduction to the MOI method. Section III discusses the magnetic signal above the superconductor surface due to the vortices and builds a simple model for the image forming in the microscope. In Sec. IV we describe the experimental setup in detail, and Sec. V contains its measured properties in terms of magnetic sensitivity and resolution limits. We compare experimental results for the intensity profile across a vortex with model calculations and find satisfactory fit. Section VI contains a discussion of possible future improvements of the setup.
II. CONVENTIONAL MOI
The basic principle in MOI is the Faraday effect in a ferrite garnet film ͑FGF͒. Linearly polarized light propagating through the film will experience a rotation of its polarization vector if a magnetic field B a is present parallel to the direction of propagation. In a spatially uniform field, the Faraday rotation angle F is given by
where d is the thickness of the FGF and V is the Verdet constant of the FGF material determining the sensitivity. If the light is then passed through a second polarizer ͑analyzer͒ rotated an angle ͑/2Ϫ͒ compared to the original polarization of the light, the measured intensity will be given by the following equation:
where I 0 is the incoming intensity and the approximation is valid for small values of ͑almost crossed polarizer analyzer setting͒ and F . In a conventional MOI setup used in superconductivity research, one uses a thin FGF ͑ϳ5 m͒ with in-plane magnetization, grown on a gadolinium gallium garnet ͑GGG͒ substrate and with an additional mirror layer on top of the FGF. The film is placed with mirror side down on a flat sample and mounted in a cryostat before cooling down. The sample can be viewed through a window in the cryostat and details in the magnetic flux distribution is studied using a commercial pol-microscope.
III. THEORETICAL CONSIDERATIONS
In this section we will build a simplified model for the image forming through the magneto-optical system. A more detailed and accurate discussion has been done by Helseth, 4 but in Sec. V we will show, by comparing model calculations with experimental results, that our simple model gives a reasonably good description of the real situation.
A. The signal
The signal we want to detect is the modulation in the magnetic field above a superconductor ͑SC͒ surface due to the quantized magnetic vortices inside the SC, see Fig. 1 .
Carneiro and Brandt
5 have shown that the field from a vortex can be approximated by a magnetic monopole of charge 2⌽ 0 positioned at z 0 ϭϪ1.27 below the surface. The scalar potential from a single vortex then takes the form:
where r is the inplane distance from the vortex center. The z-axis magnetic flux density from a single vortex B z,sv ϭ 0 H z,sv , where 0 ϭ4ϫ10 Ϫ7 H/m, is then given by Ϫd⌽ sv /dz.
Let us now assume we have a hexagonal lattice of vortices with lattice spacing a 0 . The total flux density at a position (R,z) is now given by the summed contribution from all the vortices in the sample:
where r i is the position of vortex i. In a lattice of vortices, the maximum difference in B z is between a position R 1 above the center of a vortex and at R 2 halfway between vortices, see Fig. 1 . Hence we define the signal ⌬B z :
Since the contribution from vortices far away is very small, we can approximate ⌬B z (z) by including only the vortices inside a chosen cutoff radius r c . Using r c ϭ4a 0 we calculate ⌬B z for a 0 ϭ2 m and ϭ100 nm, see Fig. 2 . As can be seen from the figure, the signal decays rapidly with increasing height above the surface, and at zϭ1.6 m it is as low as 10 T.
B. The detector
The detector is as mentioned earlier a ferrite garnet film ͑FGF͒ placed on top of the SC. In order to pick up the signal ⌬B z calculated in the previous section, it is necessary to place the FGF as close as possible to the superconductor surface. As will be discussed later in more detail, in our setup we are able to tune the gap z g between the FGF and the sample.
From Eq. ͑1͒ we see that there are two important properties of the FGF governing the resulting Faraday rotation; its sensitivity V and thickness d. The sensitivity should obviously be as high as possible in order to maximize F . The same would be true for the thickness d if B z was constant with respect to z. But because the signal ⌬B z decays rapidly with increasing z, the part of the FGF which is more than about 1 m above the superconductor surface will only pick up a uniform offset rotation. Hence an FGF thickness of about 1 m is suitable.
We can now calculate the total Faraday rotation at the position R by integration along the z axis through the FGF:
where z g is the gap between the FGF and the superconductor surface, the factor 2 accounts for that the light passes twice through the FGF ͑reflection mode͒ and ⌽(R,z) is the combined scalar potential from surrounding vortices as discussed for B z , see Eq. ͑4͒. From this we can calculate the intensity using Eq. ͑2͒.
C. Optical considerations
In the above discussion we have not considered optical effects in the system. The light propagating through the FGF is a converging beam, composed of a large number of plane waves with different incident angles. To find the total Faraday rotation at one point in the image plane, one generally needs to take into account the contribution from all the individual plane waves. However, close to the focal point of the converging light beam, the beam can be considered straight 6 within a distance given by the focal depth ⌬z ϭϮ / 2 tan 2 ␣Ϸ0.5 m for a light wavelength l ϭ550 nm and numerical aperture NAϭsin ␣ϭ0.5. This means that for an FGF thickness of one micron or less, the considerations above give a reasonable approximation to the real image. An additional optical effect is light diffraction. This puts a basic limit on the spatial resolution of the imaging system, and can be included in the calculations by convolving the ideal geometric image given by Eqs. ͑2͒ and ͑6͒ with the optical pointspread function, 7 I p ϳJ 1 2 (x)/x 2 , where J 1 is a first order Bessel function of the first kind, x ϭ2r tan ␣/ l . This convolution will smear out the image on a length scale given by the light wavelength, i.e., ϳ0.5 m. Figure 3 shows a sketch of the setup. It consists of an open modular microscope built around a vacuum chamber/ cryostat system. The microscope is constructed for maximum polarization sensitivity which involves maximizing the accuracy of the initial polarization vector by using the best available polarizers, and minimizing subsequent depolarization effects through the optical system. In particular we have focused on minimizing geometric depolarization caused by transmission through and reflection at oblique surfaces. First we use a Smidt beamsplitter which causes the light to be reflected twice at an angle of 22.5°instead of once at 45°as in a cube beamsplitter. Second we have placed the objective lens inside the vacuum chamber. This means the vacuum window is not in the converging part of the light beam below the objective lens as in a commercial MOI setup, but in the collimated part of the beam above the objective. Third we have kept the microscope as simple as possible avoiding unnecessary optical components.
IV. THE EXPERIMENTAL SETUP
In the following we describe the different parts of the setup in detail, starting with the microscope: Light from a 100 W Hg-lamp ͑Olympus U-ULS100HG͒ is coupled to a fiber bundle with diameter 0.6 m. The resulting light intensity at the fiber tip is measured to Ϸ50 mW. An Fϭ60 mm lens with NAϭ0.16 is used to collimate the light before it is passed through a Glan-Taylor polarizer ͑Melles Griot 03 PTA͒. To offset the polarization vector the light is then passed through a variable Faraday rotator, consisting of a 25 mm long TGG crystal ͑Linos 50 1053͒ placed inside a current coil. The offset angle is determined by the current in the coil, and maximum offset is 5°. The light is then focused to the back focal plane of the objective lens using a F ϭ160 mm lens. On its way to the objective the light passes through a 3 mm beamsplitter plate ͑Linos 344141͒ oriented at an angle of 22.5°with the optical axis, resulting in a 50% loss in intensity, and then through a 6 mm thick BK7 window ͑Linos 390069͒ which is the air-vacuum sealing. The objective lens is an Olympus LmPlanFl 50ϫ with NAϭ0.5. The incoming light intensity at the sample surface is measured to Ϸ1 mW. Upon reflection at the sample, the light makes second pass through the objective lens, another 50% is lost upon reflection at the beamsplitter window, before the light undergoes a second reflection at a mirror and is sent through a second polarizer ͑analyzer͒ and finally focused at the CCD with an Fϭ400 mm lens.
The FGF is grown on a GGG substrate and has the chemical composition (Bi,Lu) 3 (Fe,Ga) 5 O 12 . The thickness is 0.75 m, and the sensitivity at Tϭ10 K is measured to Vϭ0.019°/m mT. There is no mirror on the FGF, so we use the sample itself as a mirror. This means we need to have a clean flat sample with high reflectivity. The FGF is placed on top of the sample and secured with aluminum tape, which provides sufficient mounting pressure to ensure good contact between the FGF and the sample. Due to the interference of light reflected at the superconductor surface and the FGF, Newton rings are observed. This effect is used to control the gap z g by small adjustments of the mounting pressure, see Fig. 4 . To obtain necessary reflected light intensity during experiment, the observation area is positioned at the zero order constructive interference. For light at 546 nm wave-
FIG. 4.
Viewgraph of a mounted sample. The gap z g is optimized by looking at the Newton rings formed due to interference between light reflected from the lower face of the FGF and light reflected from the sample. The observation area is chosen at zero order constructive interference, which occurs at z g ϭ/4ϭ0.14 m for a relative phase shift of between the two reflected rays, and at z g ϭ0 for no relative phase shift. Scale bar is 1 mm.
length and a relative phase shift between reflected beams of , this corresponds to a gap of 0.14 m. This is the case for layered superconductors like NbSe 2 and BISSCO. If there is no relative phase shift ͑for metals like Nb͒, constructive interference will occur at zero gap.
The upper part of the vacuum chamber including the holder for the objective lens is kept fixed with respect to the rest of the microscope. Focusing and XY-translation is enabled by mounting the cryostat ͑Oxford Hi-res͒ on an adjustable XYZ-stage and connecting it to the upper vacuum chamber with a flexible bellow.
The whole setup is mounted on an optical table to minimize mechanical vibrations, and the Oxford Hi-res cryostat is optimized for minimum drift in sample position at different temperatures. The vacuum pump used to evacuate the cryostat chamber is disconnected during the experiments. However, we still experience some vibrations and drift. This is caused by the He transfer tube which connects the setup to the He dewar standing directly on the floor and pressure variations in the He pumping. The latter is reduced by introducing a buffer chamber ͑a 30 liter tank͒ between the transfer tube and the He pump.
Two different camera systems are used: For video rate imaging we use a Hamamatsu C3987 peltier cooled gray scale camera connected to an Argus 20 analog image processor. Video is recorded on VHS tape or digitized by a Pinnacle DV 500 card and saved on hard drive. For high quality still images we use an AstroCam UltraPix Camera with 14 bit dynamic resolution. The chosen magnification in the microscope gives for both cameras a spatial resolution of about 10 pixels/m.
For both camera systems we use a background subtraction procedure where an image captured at TϾT C is subtracted from all frames captured at TϽT C during the experiment. This is done to filter out the effect of uneven illumination of and reflection from sample.
V. SYSTEM PERFORMANCE
This section includes actual measurements of the sensitivity and spatial resolution of the microscope system. All quantitative data are based on images captured with the AstroCam UltraPix Camera system.
A. Magnetic field sensitivity
The magnetic sensitivity is given by the product of the Verdet constant V of the FGF and the film thickness d, see Eq. ͑1͒, and as stated in the previous section 2Vd ϭ0.029°/mT for the FGF in use. The lowest magnetic field detectable is determined by this sensitivity together with the signal and noise characteristics of the system. For small values of we find that the measured intensity at the CCD follows the equation:
where P 0 is the input light power, t is the exposure time and E is the effective extinction ratio in the system, measured to Eϭ2.25ϫ10 Ϫ4 . In a background subtraction scheme the signal intensity I s for a given applied field B a is given by the difference in intensity between two images captured with and without the applied field present:
where the approximation is valid for B a VdӶ. For this case the signal intensity depends linearly on all parameters. The experimentally obtained contrast for B a ϭ1 mT as a function of is plotted in Fig. 5͑a͒ together with the calculated values based on the equations above, with P 0 ϭ2.6ϫ10 7 levels/s. A second line showing the theoretical contrast for the case of perfectly polarized light ͑extinction ratio Eϭ0), reveals that the loss in contrast for ͉͉Ͻ2°is due to the finite extinction ratio.
For small applied fields we find that the noise to a good approximation follows the equation:
Experimentally obtained image contrast ͑a͒ and signal-to-noise ratio ͑b͒ for B a ϭ1 mT and tϭ100 ms plotted as a function of the analyzer angle . Calculated values with the real and a perfect extinction ratio are added. Loss in contrast and SNR for small is due to nonperfect extinction.
which is standard shot noise of the intensity incident on the CCD. The signal to noise ratio ͑SNR͒ is then given by ͉I s /⌬I s ͉. Experimentally obtained values for SNR (B a ϭ1 mT, tϭ100 ms) as a function of is plotted in Fig. 5͑b͒ together with the theoretical fit based on the above equations.
Again an additional Eϭ0 line reveals that the loss in SNR for small also is due to the finite extinction ratio. While the result for the contrast implies an optimum value of of around 1°, SNR flattens out at around Ϸ2°. So to optimize field resolution should be chosen no less than 2°.
The value used for P 0 in the theoretical fits was found from experimental intensity data at different . The CCD readout quantization is set to 2.6 electrons/level, the quantum efficiency of the CCD is about 50% and each pixel is covering an area of about 0.02 m 2 , which means that the incoming light intensity at the sample is 1.6 W/m 2 , when taking the loss of light through the beamsplitter into account. This result corresponds well with the measured total incoming light power of 1 mW and a spot size with diameter of about 40 m.
In conclusion we see that the finite extinction ratio E due to nonperfect polarizers and depolarization through the optical system causes loss in contrast and SNR for Ͻ2°. Besides this, shot noise is the dominant noise contribution. This means that high light input effect is crucial for detection of small magnetic field at moderate exposure times.
B. Increased signal with double exposure
The signal can be enhanced by a factor of 2 by subtracting two images captured at and Ϫ, respectively. Due to the variable Faraday rotator these two images can be taken with very short time delay and with no mechanical adjustments. The signal now takes the form:
Ideally this subtraction scheme would eliminate the need for the additional subtraction of a background image captured with B a ϭ0. However, due to nonideal behavior of the optical system and polarization dependent variation in sample reflectivity, it is still needed. This means that for optimum system performance a total of four images should be captured for each final frame. Hence this procedure only improves the image contrast and not the SNR, since the noise also will increase by a factor of 2 due to the increased number of raw images involved.
C. Resolution limits for single vortex observations
The optical resolution of the microscope was measured to 0.6 m. However, as described in Sec. III B, the magnetic spatial resolution is limited by two additional parameters: the thickness d and the gap z g between the FGF and sample. In addition the superconducting material adds a third parameter, the penetration depth .
Based on the calculations and measurements in the previous sections we can now give some practical limits for the density of vortices the microscope can resolve for different values of . Starting from Eqs. ͑6͒ and ͑7͒ we calculate the actual intensity across vortices using the measured input light intensity, field sensitivity, extinction ratio and gap. We include the effect of light diffraction by convolving the obtained line profile with the optical pointspread function as described in Sec. III C. Figure 6 shows the resulting SNRϭ1 limit for the penetration depth as function of the lattice constant a 0 for an exposure time t of 100 ms. We see that the increased gap necessary for the layered materials result in a loss in resolution.
The best resolution obtained in practice so far is 1.3 m for a NbSe 2 sample, which has (4 K)ϭ80 nm. This is slightly worse than the calculated limit, and this discrepancy can be attributed to vibrations and drift in the system which smear out the image and reduce the accuracy of the background subtraction procedure.
D. Single vortex intensity profiles
Figures 7͑a͒ and ͑b͒ show images of vortices in a Nb thin film and a NbSe 2 single crystal. Background images obtained at Tϭ11 K have been subtracted in both cases. To reduce shot noise, we then average over 20 images before extracting a line profile across a single vortex. To check the accuracy of our model described in the previoius section, we compare this experimental profile with the calculated profile. The result for the NbSe 2 sample is shown in Fig. 7͑c͒ . We see that the fit is good, although it seems that our model slightly underestimates the intensity of a vortex. We can conclude that our model provides a reasonable description of the image forming through the microscope.
VI. DISCUSSION AND POSSIBLE IMPROVEMENTS
FGF sensitivity and gap to sample, vibrations and input light intensity are the important parameters limiting the performance of the system. Of these, light intensity is the easiest parameter to improve by changing to a more powerful lamp source or collecting more of the light into the microscope light path. Increased FGF sensitivity can only be achieved by growing better films, while the gap z g is determined by the need for constructive interference. For metals the gap should be minimized, while for layered materials it should be at 0.14 m. As Fig. 6 shows, this leads to a loss in resolution. By depositing a metallic mirror layer ͑aluminum͒ on the layered samples, this problem could be avoided. The actual mounting procedure used to obtain the correct gap could also be improved. One possible implementation would be to use piezo-electric elements for fine tuning of the mounting pressure. With such a procedure, the position of the zero order constructive interference area could be shifted to enable observation of different areas of the sample.
The He flow system gives the dominant contribution to the vibrations and drift in sample position. The only way to eliminate this totally is to use a cyostat system with a He bath instead of steady flow.
Finally, the measured extinction ratio of 2.25ϫ10 Ϫ4 , is one order of magnitude above the extinction ratio of the polarizers alone. This means that there still is considerable depolarization through the optical system. However, as found in Sec. V A, this only causes a loss in contrast and SNR for small values of . So as long as the actual intensity at the CCD for Ϸ2°is small enough to allow maximum dynamic resolution ͑which is the case in the current setup͒, the effect of depolarization is negligible. This situation would of course change if, as suggested above, light input intensity is increased considerably.
