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Abstract
"What did you do today?" When we hear this question, we try to think back to our
day's activities and locations. When we end up drawing a blank on the details of
our day, we reply with a simple, "not much." Remembering our daily activities is a
difficult task. For some, a manual diary works. For the rest of us, however, we don't
have the time to (or simply don't want to) manually enter diary entries. The goal
of this thesis is to create a system that automatically generates answers to questions
about a user's history of activities and locations.
This system uses a user's GPS data to identify locations that have been visited.
Activities and terms associated with these locations are found using latent semantic
analysis and then presented as a searchable diary. One of the big challenges of working
with GPS data is the large amount of data that comes with it, which becomes difficult
to store and analyze. This thesis solves this challenge by using compression algorithms
to first reduce the amount of data. It is important that this compression does not
reduce the fidelity of the information in the data or significantly alter the results of
any analyses that may be performed on this data. After this compression, the system
analyzes the reduced dataset to answer queries about the user's history.
This thesis describes in detail the different components that come together to form
this system. These components include the server architecture, the algorithms, the
phone application for tracking GPS locations, the flow of data in the system, and the
user interfaces for visualizing the results of the system. This thesis also implements
this system and performs several experiments. The results show that it is possible
to develop a system that automatically generates answers to queries about a user's
history.
Thesis Supervisor: Daniela Rus
Title: Professor
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Chapter 1
Introduction
The idea is to try to give all the information to help others to judge the
value of your contribution; not just the information that leads to judgment
in one particular direction or another. -Richard P. Feynnian
1.1 What is the Big Challenge?
Every day, we perform activities that we forget about soon after. What did we eat for
breakfast? Did we close the front door? These activities become harder to remember
as more time passes by. How did you spend your last sunday afternoon? When
and where did you last buy books? The challenge is to find a way to automatically
generate the answers to these type of questions.
Why is it hard? This challenge is hard for two reasons. First, the system has to
keep track of a user's visited locations. This is difficult because GPS data comes in
very large quantities. This is evident from a few estimation calculations.
One GPS packet (which includes latitude, longitude, and a timestamp) is on the
order of 100 bytes. If a single phone collects one GPS packet every second, the phone
would collect about 10 megabytes of data per day. In 2010, there were approximately
300 million smart phones sold [3]. If even a third of these phones were to continuously
collect GPS data, 1 petabyte of data would be generated each day. That's enough
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data to fill one thousand external hard drives, each with a terabyte capacity, per day.
Large quantities of data are difficult to store and even harder to analyze. Gener-
ally, having more data also means having more noise in the data. This noise makes
it difficult to distill the important information. We need to find ways to analyze
this large amount of noisy data. This thesis provides an insight into how we can
accomplish this task.
The second reason why this challenge is difficult is due to the necessity for activ-
ity recognition. That is, the system needs to convert GPS data into activities that
are performed by the user. This translation of raw data into human-readable text
requires the system to associate external information about locations with the loca-
tions' coordinates as well as parse this information to determine activities performed
at that location. This process is difficult, which makes the challenge difficult.
Why is it Interesting? Being able to automatically generate answers to queries
about a user's history is interesting not only because it is a problem that comes up on
a daily basis, but also because a solution to this problem can be used to solve many
other problems. A solution to this challenge would be able to manage large quantities
of GPS data. Looking beyond GPS data, the ability to manage large quantities
of data would be valuable in commercial businesses, scientific research, government
analyses, and many other applications. As such, this challenge is interesting not only
for forgetful users who would like to remember their previous activities and visited
locations, but is also of interest to many other fields.
1.2 What is the Solution Overview?
The solution is to compress this large amount of data into a smaller, less noisy sketch
of the data, and then run algorithms to analyze this compressed data. Compressing
the data first is the key insight, as it allows the system to manage large quantities of
data. This solution uses novel coreset creation and trajectory clustering algorithms
to compress the data. After compression, the solution uses latent semantic analysis
20
with the compressed data to perform search queries.
1.3 Why is this Solution Novel?
This solution is novel because it is the first system that generates truly automatic
answers to queries about a user's history. This process itself is also novel because
it uses a novel coreset creation algorithm for data compression. The use of latent
semantic analysis with locations is also a novel approach.
1.4 What are the Contributions?
This thesis provides the system and code architecture for developing a system that
automatically generates answers to queries about a user's history. This system is
composed of the data collection mechanism, algorithms for compressing and analyzing
the data, and interfaces for inputting queries as well as viewing results of the system.
This thesis also provides experiments and results on the latent semantic analysis
portion of the system as well as the end-to-end system. Finally, this thesis also
provides suggestions for future extensions.
21
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Chapter 2
Related Work
2.1 Information Retrieval and
Latent Semantic Analysis
Our challenge in information retrieval is to determine activities that are associated
with a business or location. There has been research done in the past about recog-
nizing activities based on accelerometer data [10], state-change sensors [26], locations
[22], and other sensors including current and water flow inputs, motion sensors, and
RFID tags [23]. The work in this thesis is partially inspired by the work of Lin Liao
in location-based activity recognition [22]. Lin Liao solves the challenge of deter-
mining a user's activity based on the user's location, however, there are two caveats.
First, the process is not fully automated. After identifying states of the system using
a Bayesian model, each of the states is manually labeled with an activity. Second,
there is no compression involved. This means that while the solution is applicable
for smaller datasets, analyzing more realistic datasets that take place over several
months would be impractical.
To make the activity recognition process more automated, the system in this
thesis uses latent semantic analysis. Latent semantic analysis was first introduced
as a way of determining the similarity between terms and documents [14]. We use
latent semantic analysis as a way to determine terms and activities that are related
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to a business. This allows for automatic labeling of activities as well as a searchable
interface for user histories.
2.2 Coreset Creation
A coreset is a compression of a data set. In our case, we are compressing trajec-
tories of GPS data. The challenge of compressing trajectories (also known as "line
simplification") has been attacked from various perspectives: geographic information
systems [16], databases, [13], digital image analysis [21], and computational geome-
try [9]. The input to this problem is a sequence P of n points that describes coordi-
nates of a path over time. The output is a set Q of k points (usually subset of P)
that approximates P. More precisely, the k-spline S that is obtained by connecting
every two consecutive points in Q via a segment should be close to P according to
some distance function. The set Q is sometimes called a coreset [6] since it is a small
set that approximates P.
Books have been written about the line simplification problem [19]. Yet, it seems
that every discipline improves the solution with respect to some parameters compared
to other techniques, but deteriorates others. Our coreset was inspired by several
previous techniques, aiming to formalize the trade-offs and suggest a unified solution
that enjoys the good benefits of all previous ones.
Simple heuristics The oldest heuristic [11] for line simplification is the Douglas-
Peucker heuristic (DPH) [16]. DPH gets an input threshold E > 0 and returns a set
Q that represents a k-spline S as defined above. DPH guarantees that the Euclidean
distance from every p E P to S is at most E. This is also the attractiveness of DPH,
compared to other lossy data compression techniques such as wavelets [12]. DPH is
very simple, easy to implement, and has a very good running time in practice [11].
The guaranteed E-error allows us to merge two compressed sets Q1 and Q2 in the
streaming model, while keeping the E-error for Qi U Q2.
While DPH has a guaranteed E-error, it suffers from serious space problems due
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to its local (ad-hoc, greedy) optimization technique. In particular, the size k of its
output is unbounded and might be arbitrarily larger than the smallest set Q C P
that would obtain such an E-error. While merging two sets preserve the error, it is
not clear how to reduce the merged set again. The size of the compressed output will
increase linearly with the input stream. Choosing a larger F will result in a too small
or empty set Q for the first compressions. The worst case running time for the basic
(and practical) implementation is 0(n 2). More modern versions of the DPH appear
to have similar pros and cons [25].
Approximation Algorithms Provable approximation algorithms from theoreti-
cal computer science and computational geometry seem to have opposite properties.
They are based on much more involved global optimization algorithms with theoret-
ical worst-case guarantees on the running time, error, and space. This is also their
main disadvantage: it is not clear that an efficient implementation is possible due to
problems such as numerical stability and hidden constants in the 0() notation. Few
exceptions are recently available [17]. However, DPH seems to have more popularity
and better running time in practice [11].
Database techniques Popular database servers, such as PostGIS, recently support
spatial queries (such as: nearest road or station to a given trajectory). Unlike the
previous two approaches, here we are interested in a data structure for compressing
P that will be used to answer general queries, rather than just to compute a line
simplification S for P. Our coreset is inspired by this approach and different from
all previous coresets in the sense that it guarantees that every input point in P has
an E-close representative in the coreset C. Using the triangle inequality, the error for
every query set is bounded by E, regardless of the specific type of query (k-points,
k-segments, etc.).
The lack of locality in trajectories makes their compression harder than other
databases (that represent more static data such as house locations or ages). Indeed,
there are small coresets for (1 + E) multiplicative approximation of P by k points
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for several distance functions [8], while there are lower bounds of 2k for the size of
such compression for k lines [20]. Unlike the case of points, covering P by k-lines is
NP-hard [24] and bounding the complexity of the Voronoi diagram of k-lines is one
of the main open problems in geometry.
(a) f n f # 0 (b) f nt=0
Figure 2-1: (left) dist(p, f) = sin 0 - dist(p, c), Hence, c, weighted by sin 0, replaces f for points on f. (right)
dist(p, f) = sin6 . dist(p, c), for any pair (t, f) of lines in Rd, where c is a point on the line that spans the shortest
distance between e and f, placed at distance dist(E, f)/ sin6 from the point c' E e, nearest to f, and 0 is the angle
between the (orientations of the) lines t and f (a routine exercise in stereometry).
Our coreset construction cannot be described as partitioning the space into simple
shapes or cells and taking a single representative from each cell. The first step of our
coreset construction projects the points onto linear objects, rather then compressing
them. We prove that for a set of points projected onto the same segment, the distance
to a given query segment or line can be represented as a distance to a point; see Fig 2-
1. This observation allows us to partition the segments into cells and cluster the points
on them, as in the database techniques.
2.3 Other Work in this Space
There are commercial applications that are relevant to tracking user activities and
locations. These include applications by foursquare and Google.
foursquare Foursquare allows users to check-in to locations that are confirmed to
be nearby using GPS location data [1]. This leaves a history of businesses that the
user has checked-in to, which produces a searchable timeline [4]. One of the main
features that is lacking in foursquare in the frame of this thesis is that data collection
in foursquare is not automated.
26
Google Google Latitude keeps track of where the user has been automatically,
after setting it up with a phone [2]. After setting this up, the dashboard shows the
user's activity on a very high-level scale (i.e., work, home, and out), as well as a list of
previously visited locations. At the time of this thesis, Google Latitude is missing two
of the key features that are desired in a solution to the big challenge. These features
are low-level activity recognition (such as "drinking coffee") and a searchable history.
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Chapter 3
iDiary System
System Architecture
Figure 3-1: This figure shows the system architecture that provides the framework in which GPS data points are
collected, processed, and output as activities that would go in a searchable diary. The large gray box is the server in
which all of the processing takes place.
The iDiary System is composed of three major sections, as shown in Fig. 3-1. The
three parts are the GPS device, the server (the large gray box in Fig. 3-1), and various
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interfaces to the server. This section goes over the details regarding the inputs and
outputs between and within these sections.
3.1 GPS Device
The GPS-enabled device (in our architecture, a smart phone) is the starting point of
our data collection for a single user. The device collects and transmits the raw GPS
data to the server. To do this, we developed the Orbtracker framework and Travveler
iPhone application that uses location services in the background. Details about the
iPhone framework and application are in Sec. 6.1.
One of the major challenges in developing an application that uses background
location services was battery consumption. We mitigated this issue by having the
application switch off the GPS (and consequently, the data collection) when the user
was stationary for ten minutes. The GPS is switched back on and began collecting
data after the user moved approximately half a kilometer, which was detected using
wi-fi and/or cell towers.
3.2 Server
The server is shown as the large gray box in Fig. 3-1. Our GPS-collecting application
on the phone sends the raw GPS data (latitude, longitude, timestamp) that have
been collected to the server. This data is then stored in the database and is also used
as input into the coreset creation algorithm.
3.2.1 Semantic Compression
The first part of the algorithm section focuses on the coreset creation algorithm,
which is used to apply a semantic compression on the raw GPS data. This algorithm,
written in MATLAB, takes in the raw data and outputs a sketch of the data on
which we can perform the same queries and be guaranteed to have an error less than
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e. This sketch of the data is stored in the database and is also used as input into the
trajectory clustering algorithm.
3.2.2 Trajectory Clustering
The trajectory clustering algorithm is used in the server to further compress the data
into clusters. This algorithm is written in MATLAB. This algorithm takes in the
compressed data from the coreset creation algorithm and outputs patterns found in
the trajectory (clusters). The trajectory clusters from this algorithm are then stored
in the database, to be used by latent semantic analysis for diary creation and search.
3.2.3 Latent Semantic Analysis
The second part of the algorithms section focuses on the use of latent semantic analysis
(LSA) to create a textual representation of the trajectory clusters and also perform
text-based searches on these clusters. Our LSA implementation uses the trajectory
cluster data for a given individual as well as the Yelp academic dataset for textual
and location information regarding businesses [5].
3.3 Interfaces
There are two interfaces that visualize the output of the system's analysis. First,
there is a query interface that can be used to retrieve businesses that an individual
has visited using text-based search terms. Second, there is a diary interface that
displays the textual representation of an individual's location history.
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Chapter 4
iDiary Server Architecture
The iDiary system runs on a System76 Leopard Extreme with 6 x 3.47GHz proces-
sors running Ubuntu 12.04 LTS 64 bit. This chapter describes the server architec-
ture, which is composed of the web server, web framework, messaging backbone, and
database.
4.1 Web Server
The web server is responsible for handling incoming http requests, which compose
100% of the external communications of this server. The web server is not responsi-
ble for creating the responses to the requests, which is the job of the web framework.
Instead, the web server is responsible for passing incoming requests to the web frame-
work and then passing the response from the framework back to the client.
Apache The system originally used Apache as its web server, as Apache comes
bundled with the Ubuntu distribution of Linux. One weakness of Apache is that it is
limited to synchronous connections. That is, it can only send data to a client that is
currently waiting for a response; it cannot send messages arbitrarily. Moving forward,
this system may need to be capable of sending data to a client arbitrarily (such as a
command to collect GPS data), so we switched over to a different web server.
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Twisted The system currently uses Twisted as its web server. Twisted is very
similar to Apache in function, except that Twisted is capable of asynchronous con-
nections, which allows it to send messages to connected clients arbitrarily. Twisted
was not designed to be used with the system's web framework, Django, but we use
Twisted's WSGI loader to load Drango as a web framework. This works very well
and we have not encountered any issues with this setup.
http://moovector.com/mainpage
44
TXT
Figure 4-1: This figure shows how data is served to a client through a regular http request without Django.
without Django, responses to requests are generally static files that are stored on a server. The file that is served
differs based on the URL.
4.2 Web Framework
The web framework is responsible for creating the content to be served back to the
client, given some request. In general (i.e., when not using Django), the response to
a http request is a file, whose contents are served back to the client as in Fig. 4-1. In
this situation, the majority of the data only flows from the server to the client.
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http://moovector.com/mainpage
tdIe
django
uuuuu..Emu def mainpage(request):
page = "Text on Page"
return HttpResponse(page)
Figure 4-2: This figure shows how data is served to a client through a http request with Django. With Django,
responses to requests are the return values of python functions. The function that is called differs based on the URL.
http://moovector.com/collect/{latitude: 1.9521, longitude: 124.0304}
Determines Arguments to
Function Function
Figure 4-3: This figure shows how an example django URL is broken down. The first part of the address,
underlined in red, gives the hostname of the server to contact and the function to be called. The second part
of the address, underlined in blue, gives the arguments to be passed in to the function. The argument here is a
JSON-formatted string that contains latitude and longitude information.
Django Using Django, we can make data flow in both directions, which allows the
system to perform data collection and visualization using only http requests. The
trick for this dual data flow is as follows. Upon receiving a request, Django does not
return the contents of a file to the client. Rather, it calls a function that dynamically
generates some content to be passed back to the client as in Fig. 4-2. As shown in Fig.
4-3, the URL can be manipulated so that arguments are sent to the function. In our
case, the arguments sent to the function are GPS points. We can also add separate
functionality to the function that is called so that it not only returns the requested
content (if any), but also performs some function using the arguments (which are the
data to be collected). In particular, we can take the arguments and publish them to
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our messaging backbone.
4.3 Messaging Backbone
The messaging backbone allows for data to be passed easily between programs and
scripts on the same machine. For instance, the data from the Django publisher in the
web framework can be taken by a script and saved into a database. Or, as another
possibility, the data from the publisher could be analyzed by another script, which
could publish the analysis results back into the messaging backbone for another script
to use.
OMQ Our messaging backbone is OMQ, which is a lightweight transport layer that
has libraries written in many languages. Because of this, our Django functions (which
are written in python) are able to send data to and communicate with scripts written
in any other language. This flexibility allows for the most optimal language to be
used for the different algorithms.
4.4 Database
The database stores information about users, user devices, user's history of locations,
and businesses from the Yelp academic dataset [5]. In the future, it may not be
plausible to store all of the raw data due to storage space, but the system currently
stores all of the raw data as well as the coresets of the raw data. When storing the
raw data itself is no longer possible, data will have to be compressed into coresets
before being stored and the raw data will be thrown out. This is possible because
our coreset creation algorithms guarantee that analyses on the coresets will have an
error of at most E as compared to the raw data.
MySQL The system originally used MySQL as its database, as Django readily
connects to the MySQL backend and MySQL is easy to set up. However, one of
the weaknesses of MySQL is that geographic queries are not supported (such as a
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database query for all previous locations of a user that are near a given coordinate).
These geographic queries became necessary as soon as the system needed to query
for businesses near a given location.
PostGIS The system currently uses a PostGIS database to be able to perform geo-
graphic queries. PostGIS is a modified PostgreSQL database that specifically allows
for geographic queries. A Django module called GeoDjango is used to incorporate
PostGIS as a backend for Django's database operations.
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Chapter 5
iDiary Algorithms
The two main algorithms used in the system are the coreset creation algorithm and
latent semantic analysis. The coreset creation algorithm is used to compress the raw
data and latent semantic analysis is used to associate activities with businesses and
make the user's history of locations searchable.
5.1 Coreset Creation
The existence and construction of coresets has been investigated for a number of
problems in computational geometry (such as k-means and k-median) in many recent
papers (cf. surveys in [18, 7]). In this thesis, we apply the construction of coresets to
GPS data.
More specifically, the input to the coreset algorithm described in this thesis is a
constant E > 0 and a set P of n points in Rd (representing n signals from d sensors)
that can be approximated by a k-spline or k segments. In our case, each of the n
GPS points consists of 3 dimensions, which are latitude, longitude, and a timestamp.
Our algorithm returns a coreset of 0(k) points (independent of n) such that the
Hausdorff Euclidean distance from P to any given query set of points is preserved up
to an additive error of E.
To our knowledge, this is the first type of compression that provides a guarantee
on the approximation error for any query and not for a specific family of queries (k-
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points, k-lines, etc.). One major advantage of coresets is that they can be constructed
in parallel, as well as in a streaming setting where data points arrive one by one, in
which it is impossible to remember the entire data set due to memory constraints.
5.1.1 Overview of construction
Let P be a set of points in Rd for some constant integer d > 1 and let E > 0. The set
C is computed by first constructing a dense set T of O(k/s) segments around every
one of the k segments in its k-line center S*. Then, we project every point of P onto
its nearest segment in T. The resulting set C' (which contains n points) has a small
Hausdorff distance to P. Because C' is contained in T, we can now scan the projected
points on each segment t of T from left to right and select a representative point from
every E2-fraction of t. The union of representatives is denoted by C". Note that every
point p" E C" is a projection of some point p E P on T. Our output E-coreset C is
the union of points in P whose projection is in C". For every such input set P, the
resulting set C is a small E-coreset with size independent of n.
The above construction is inefficient, because we assume that the optimal k-spline
S* was already computed. In Section 5.1.3 we will replace this assumption by a rough
and fast approximation to S*, called (a, 0) or bi-criteria approximation.
5.1.2 Inefficient Construction Algorithm
Let P be a sequence of n points in Rd, E > 0 and k > 1. For a point p E P,
and a segment Si of a k-spline S, we say that Si serves p if there is s E Si such
that p(t) = s(t). That is, the last coordinate of s and p is identical. For a set
Y C Rd, we define dist(p, Y) = minYey||p - y l, and for a set X C Rd we define
dist(X, Y) = min1Ex dist(x, Y). For simplicity, we first describe the construction
when P is a set of points on the plane (i.e., d = 2).
Step 1: Constructing C' Let S* = S*(P, k) denote a k-spline center of P. Al-
though we don't know how to compute S*, such an optimum exists. Fix a segment Si
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of S*, and let P denote the points of P that are served by Si. Let T denote an E-grid
of segments around Si. More formally, T is the union of [2/1l parallel segments, each
of length ISiI + dist(P, S*), such that the distance from a point p E P to its closest
segment t in T is E than its distance to Si:
dist (p, Ti) < Edist (p, Si). (5.1)
Let p' be the projection of p E P onto its closest segment in T. Let Ci {p' I p E P}
be the union of these points, T - Ul<i<k T and C'= Ui< Ci
Step 2: Constructing C Let t C T denote one of the segments of T that was
constructed in Step 1 that contains at least one points from C', i.e., C' n t f 0. Let
p'1 , p' denote the leftmost and rightmost points from C' on t, respectively. Partition
the segment p' C t into r =10/e equal sub-segments t1 , - t , r. For every
such sub-segment tj, 1 < j <r that contains at least one point from C', pick a
single point p c C' n tj. We call p the representative of every p' c C' n tj. Let
Ct'= {pj| 1 < j r, tj n C' $ 0} be the union of these representatives on t. Let
C" Ut C' where the union is over all the segments of T. Recall that every point
p' E C" C C' is the projection of some p E P on t. Let C = {p E P | p' c C"} be the
final output set of the construction.
5.1.3 Efficient Construction
The above construction is inefficient because it assumes that we already computed a
k-spline center S* of P, which we don't know how to do in time near-linear in n. C
can be constructed efficiently (in O(n) time) by observing that S* can be replaced
in our construction by a rough approximation S called bi-criteria approximation or
(a, n)-approximation for S*. The distance from P to S is larger by a multiplicative
constant factor a than its distance to S*. Still, we couldn't find any algorithm in
literature that computes such a constant factor approximation for P in near-linear
time. Hence, we add a relaxation that S can contain 13 = 0(k log n) segments instead
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of k. We use random projections to have a very simple algorithm that computes such
an (a, 3)-approximation S for the k-line center of P in O(n) time as follows.
First, we pick a small uniform random sample Q of 0(k/s) points from P. Next,
we compute the k-spline center S*(Q, k) of the small set Q using an existing inefficient
optimal algorithm for spline approximation, and remove from P the |P|/2 points that
are closest to S*(Q, k). We then repeat this algorithm recursively until P is empty.
The output of the algorithm is the union of the k-splines that were computed during
the algorithm.
The algorithm runs using at most 0(log n) iterations, and thus output 0(log n) k-
splines. The size of the final coreset depends on O(log n). In order to have a coreset
of size independent of n, we compute a k-spline approximation S on our existing
coresets, and repeat the construction with S instead of using the O(log n) splines from
the bi-criteria approximation. De-randomization and straightforward generalization
for other distance functions can be obtained using the general framework of [18] with
our observations.
5.2 Latent Semantic Analysis
After creating a coreset, how do we search and analyze it for activities? To answer
this, we explored the use of latent semantic analysis (LSA). LSA was introduced to
the text mining community in the late 1980's and has revolutionized the field with
semantic search capabilities [14].
The first input to latent semantic analysis is a sparse matrix k that is populated
with businesses in the rows and terms in the columns. Each cell in the matrix has
the tf-idf value for the term in a given business. The tf-idf values were calculated by
using a corpus of documents related to each business. Specifically, for a given term,
the tf value was calculated by counting the number of times the term appeared for
a business. The idf value was calculated as the log of the total nuiber of businesses
divided by the number of businesses that included the term. The tf-idf value is then
the product of these two values. A high tf-idf value is achieved for terms that appear
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frequently for a given businesses, but appears rarely for other businesses. As such,
this value can be used to determine the relevancy of a given term to a business.
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Figure 5-1: The significance of each dimension is plotted against the dimension number for the SVD of the
matrix derived from the businesses and terms of the Yelp academic dataset [5]. It is evident on this log plot that the
significance drops sharply.
This matrix k is then processed as follows. The columns of k are normalized and
then the singular value decomposition (SVD) for the matrix k is calculated using d
dimensions. This procedure maps the vectors of k onto d dimensions. The number
of dimensions used for calculating the SVD can vary. A higher number of dimensions
leads to more distinct groupings of vectors (as each dimension added gives another
way to distinguish between vectors), while a lower number of dimensions leads to less
space needed by the procedure. As an example, a graph of how much "distinguishing
significance" each dimension adds in the SVD of our dataset of businesses and terms
from the Yelp academic dataset is shown in Fig. 5-1. The value of each added
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dimension drops sharply. SVD of matrix k leads to three matrices U, S, and V. The
significance of each dimension is stored in the diagonals of S. U stores the projected
coordinate of each of the terms and V stores the projected coordinate of each of the
businesses. In this new dimensions, terms and businesses that are near each other are
considered to be similar. This is investigated further in the experiments section.
The second input to latent semantic analysis is a search term that exists in our list
of terms. To find the relevant businesses, we first find the vector b that is the projected
coordinate of the search term, which can be found by finding the appropriate row in
matrix U. Then, the matrix V of projected business coordinates is multiplied by
the vector b. The resulting matrix has the dot products of each projected business
coordinate with the search term vector and as such, a higher dot product means that
the business coordinate is closer to the search term and is therefore more relevant.
By sorting these dot products, the output of this procedure is a list of businesses that
are ranked in order of relevancy to a given search term.
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Chapter 6
iDiary Application
This chapter discusses aspects of the iDiary application, including the iPhone appli-
cation, the data flow between the various sections of code that make up the iDiary
application, and the interfaces that visualize this data.
6.1 iPhone Application
The iPhone application turns the iPhone into a GPS location tracking device. This
section describes Orbitracker, which is the framework developed to collect data, and
Travveler, which is an application that uses the framework.
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C RBITRACKER
Figure 6-1: This figure shows the logo for Orbitracker, the framework that takes care of connecting to the server
and background GPS location tracking.
6.1.1 Orbitracker
Orbitracker is a framework written with objective-c using the iPhone SDK that takes
care of the connection with the server as well as background GPS location tracking.
The logo for Orbitracker is shown in Fig. 6-1. The method for connecting to the
server is described in detail in Section 4.2. In essence, the Orbitracker framework
performs http requests to communicate with the server.
One of the biggest challenges in developing this framework was the battery usage of
the background GPS location tracking system. In the first iteration, the framework
continuously polled for points (and as such, continuously sent data to the server),
which caused the phone battery to die in about 3 hours. In the second iteration, the
framework polled for GPS points every 10 seconds. However, this still drained the
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phone battery very quickly. In the third iteration, the framework was changed so that
it stopped polling for GPS points once the phone was in the same place for 5 minutes.
Then, the application only restarted the GPS system once it had received a significant
location change update, which is an update specific to the iPhone platform that uses
minimal battery life. This update is called once the user has moved approximately
half a kilometer. While the user was on the move, the phone polled every 5 seconds
for GPS points. This is the current iteration and allows the phone battery to survive
longer than a day with normal usage.
Figure 6-2: This figure shows the logo for Travveler, the iPhone application used for collecting GPS data.
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Figure 6-3: This figure shows the main page of Travveler. This page shows the user's history and how far the
user has traveled in a given time.
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Figure 6-4: This figure shows the friends page of the Travveler application. This page is used to view and add
friends, as well as control friend-based privacy options.
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Figure 6-5: This figure shows the options page of the Travveler application, which is used to create an account,
change the desired accuracy used in location tracking, and toggle privacy settings.
6.1.2 Travveler
Travveler is the first application created for collecting GPS data using the Orbitracker
framework. The logo for Travveler is shown in Fig. 6-2. The main screen of Travveler
shows the user where they have traveled in a given timeframe and also shows how
far they have traveled [Fig. 6-3]. The second screen of Travveler, shown in Fig. 6-
4, is an interface that displays the user's friends. Friends can be added using this
interface and their tracks from the past hour can be seen. Using this screen, the
user can also choose to make themselves invisible to specific other users. The third
screen of Travveler, shown in Fig. 6-5, is the options menu where the user can create
an account, change the accuracy used in location tracking, and toggle their privacy
settings.
Travveler was released to the app store, but was met with little success due to
the battery consumption issue at that time (Orbitracker was at its second iteration).
This issue combined with the lack of a true incentive for a user to use the application
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(viewing a friend's location was already possible using another built-in application) led
to few users. However, the application served to be a great tool for collecting personal
data as well as data from other members of the lab, especially after incorporating the
third iteration of Orbitracker.
Code Architecture
Figure 6-6: This figure shows the code architecture of the system and the data flow associated with it. Each
rounded rectangle shows a section of code and the arrows show the input and outputs for each section of code. Each
rounded rectangle also has a language in parentheses; this is the language used to write that section of code.
6.2 Code Architecture
Within the server of the system architecture shown in figure 3-1, there are seven
sections of code along with a database (figure 6-6). These sections of code include
the web framework written in Django, the messaging backbone OMQ, the GPS raw
data logger, the coreset creation algorithm, the trajectory clustering algorithm, and
the two LSA applications that use the trajectory clusters.
50
Django
Our system uses Django as its web framework on top of a Twisted web server. This
web framework is written in Python and allows for http requests to be interpreted
as function calls. We use this to our advantage and send the GPS data (latitude,
longitude, timestamp) from the phone application to the server through http requests.
The Django function that accepts these arguments then passes them on to OMQ.
OMQ
OMQ is our messaging backbone that connects publishers and subscribers. When
the Django function publishes the GPS data received from the phone application,
OMQ take the message and serves it to the subscribers, which in our setup include
a logger and the coreset creation algorithm. OMQ not only allows for the one pub-
lisher to communicate with multiple subscribers, but also allows for the programming
languages of the subscriber and publishers to be different.
Logger
The GPS raw data logger is a simple script written in Python that takes the data
streaming from OMQ and stores it in the PostGIS database. This raw data is stored
for experimental and record purposes only and is not used in the end-to-end system.
Coreset Creation
The coreset creation algorithm also receives the raw GPS data from OMQ and com-
presses this data to improve space and time usage. As mentioned in the section
detailing this algorithm, queries can be performed on this compressed dataset while
guaranteeing an error less than some e. In our setup, this algorithm is written in
MATLAB.
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Trajectory Clustering
The trajectory clustering code is also written in MATLAB and takes in the compressed
data from the coreset creation algorithm as input. The trajectory clustering algorithm
determines different patterns of trajectories from the compressed data and forms them
into clusters. For example, trips that go between work and home can be seen as a
cluster of trajectories that all fit into a single pattern. The algorithm finds other
patterns and stores the output into the PostGIS database.
Latent Semantic Analysis for Diary
The locations of the trajectory clusters are then turned into names for the locations,
which are businesses. The businesses we have populated for our current system are
those found in the Yelp academic dataset [5]. LSA is performed on the Yelp academic
dataset to retrieve terms relevant to the business, which are used to help form the
text of the diary. The processing of the trajectory clusters into business names and
the LSA procedure are both written in Python.
Latent Semantic Analysis for Search
A search begins with a query from the user, which consists of search terms. The
average of the vectors correlating to these search terms from the result of singular
value decomposition on the Yelp academic dataset from LSA is used to place the
search query onto the same space as the businesses that the user has visited, which
is determined from the trajectory clusters. The nearest business name in this space
is found and returned as a search result, along with the date and time of the user's
visits to that location.
6.3 User Interfaces
The interface showing coresets of the data as well as query results has evolved over
time. There have been three interfaces, each improving on the one before with more
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features.
6.3.1 Interface v1.O
Figure 6-7: This is the very first interface used to show the results of the coreset creation algorithm. The input
was a file of GPS data.
Fig. 6-7 shows the very first interface. This interface was used to show the results of
the coreset creation algorithm on a given file of GPS data. The GPS data collected
from phones was not integrated into this interface.
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6.3.2 Interface v2.0
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Figure 6-8: This is the second interface used to show the results of the coreset creation algorithm. GPS data
from phones was incorporated as the input into this interface.
Fig. 6-8 shows the second interface, which incorporated the GPS data collected from
phones. This interface also added a menu for selecting the device and a start/end
time period.
6.3.3 Interface v3.0
L)iary
Ask M~ary see my HiStory
Figure 6-9: This is the main page of the third interface. This search bar allows a user to set the user using the
syntax "user: name" and enter a query or show a history of tracks for that user.
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user:asugaya where did I last buy books?
MIT Press Bookstore
Visited 7 times. Last visited on Feb. 16, 2012, 11:08 a. m
The MIT Coop
Visited 104 times. Last visited on March 2, 2012, 43 p.m.
Ask M~iary See My History
Figure 6-10: This is the query results page of the third interface. This page shows the results to the query,
"where did I last buy books?". A map of the points for a single result is shown to the right, defaulting to the locations
for the first result. When another result link is clicked, this map is updated with the locations of that result. This
query is performed on a single specified user (asugaya).
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iI* it ry user:asugaya mu y s sey
Location resolution:
Timeframe:
Dec. 23, 2011 - Feb. 24, 2012
0 . Eeret MapSatelliteErcL~ tJ K IOn Thursday, February 09, 2012, you went to
owder Cambridge, MA. Some places you may have
visited include Jerusalem Palace Truck, Sbarro
Chelsea Italian Eatery, Cosi, Teriyaki Cafe, Clover Food
Lab, MC2 American Bistro, Characters Bar &
. Grill, Damons Restaurant, MIT Trucks,
C.rr" + k Cambridge Center Roof Garden, Boston MarriottCambridge Cambridge, Beijing & Toyko, Black Sheep
Restaurant, and Momogoose: Mobile Cafe &
North E66 on Catering.
Boston,, no
Aeh On Saturday, February 11, 2012, you were still in
sae* Bay ~trCambridge, MA. Some places you may have
visited that day include Sepal, Cafe Spice, The
MIT Coop, MIT Game Room, Alpha Cleaners,
and New Tech Barber Shop.
On Thursday, February 16,2012, you were still
in Cambridge, MA. Some places you may have
cra 4 Roxbury visited that day include Jerusalem Palace Truck,
Cosi, Volpe National Transportation System
FranG n ,aCenter, Clover Food Lab, MC2 American Bistro,
Characters Bar & Grill, Damons Restaurant, MIT
Trucks, Cambridge Center Roof Garden, Cafe
China, Beijing & Toyko, Meadhall, Black Sheep
Figure 6-11: This is the page in the third interface that shows the user's history of tracks. The resolution slider
can decrease or increase the number of points used to describe the history of the user. These points are determined
by running Douglas-Peucker on the coreset of the user's data with different values for k into Douglas-Peucker. The
timeframe slider changes the timeframe of the points that are shown. A human-readable diary output of locations
that are visited during the timeframe is shown on the right. In this image, a single user (asugaya) was specified.
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user:all
Location resolution:
Timeframe:
r dford
Everett
Ask ilary See My History
Oct. 29, 2011 - Dec. 13, 2011
Seite
Revere
Back~ Bay ste
Brookline
High'
Street Hi
h ap data C2012 Googie TerM of Um epot a am w
On Wednesday, November 09, 2011, you went to
Cambridge, MA. Some places you may have
visited include The Harvard Bridge.
On Monday, November 14, 2011, you were still
in Cambridge, MA. Some places you may have
visited that day include Flour Bakery + Caf6
Central Square and Paradise Bar. Later that day,
places you may have visited include Taste of
Cambridge.
On Monday, December 05, 2011, you were still in
Cambridge, MA. Some places you may have
visited that day include Black Lotus Yoga.
Figure 6-12: This is the page in the third interface that shows the user's history of tracks. The resolution slider
can decrease or increase the number of points used to describe the history of the user. These points are determined
by running Douglas-Peucker on the coreset of the user's data with different values for k into Douglas-Peucker. The
timeframe slider changes the timeframe of the points that are shown. A human-readable diary output of locations
that are visited during the timeframe is shown on the right. In this image, all user data was specified.
Figs. 6-9, 6-10, 6-11 and 6-12 show the third and current interface, which incorporates
the search function. The user can also be selected by username as an argument into
the search bar, which allows for more usability than selecting by device ID. Fig. 6-10
shows the results of entering a query text. Search results as shown in Fig. 6-10 can
be selected to populate the map on the right with the result's location.
Fig. 6-11 shows the history of the user's tracks. The resolution slider in Fig. 6-11
is used to determine the number of points to show. The points to show are selected by
running Douglas-Peucker on the coreset using different values of k. The timeframe
can also be filtered so that only points within a certain timeframe are shown. A
human-readable diary is shown on the right hand side of the history page, which
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includes visits during the time frame.
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Chapter 7
iDiary Experiments
This chapter covers experiments performed to evaluate the iDiary system described
in this thesis. Four of the experiments test each part of the system separately and the
last experiment tests the end-to-end system. The evaluation consists of the following
experiments:
" Creation of the coreset
* Mapping GPS points to locations
" Mapping locations to activities
" Mapping locations to a searchable diary
" Testing of the end-to-end search system using a large dataset
Each experiment's section consists of information about the dataset used, the
procedure, the results, and a discussion.
7.1 Coreset Creation
In this section, we test the quality of the coreset creation algorithm. We compare the
outputs of the coreset creation algorithm versus a uniform random sample set of the
original data as well as the result from Douglas-Peucker.
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7.1.1 Dataset
For this experiment, we used 19,800 GPS points, each consisting of latitude, longitude,
and a timestamp. These points were collected from a single user over a period of 5.5
hours using the Travveler iPhone application. The destinations and route were pre-
determined and designed so that the user would visit 5 different locations 2-3 times
each, spending 15 minutes at each location per visit. This also provided ground truth
for our experiment.
7.1.2 Procedure:
Coreset Versus Uniform Random Sample
The methodology for this experiment is as follows. First, we computed the coreset of
the data, as well as a uniform random sample of the same size. This coreset is shown
in Fig. 7-1 along with the raw dataset. Second, we calculated the optimal 30-segment
k-spline for the two sets of compressed data and calculated the costs (errors) of these
k-splines as compared to the optimal 30-segment k-spline for the original dataset.
The error was computed as the sum of squared distances between the 30-segment
k-splines, whose coordinates are in degree latitude and degrees longitude. These two
steps were repeated for coreset and uniform random sample set sizes ranging from 50
to 1,100 values. 5 trials were performed for each size.
60
-7.1084 x 10
-7.1086
-7.1088
-7.108
o -7.109
_o -7.1092
-7.1094
2 -7.1096
-7.1098
-7.11
-7.11021'
4.2357 4.2358 4.2359 4.236 4.2361 4.2362 4.2363 4.2364 4.2365
Microdegrees latitude X 107
Figure 7-1: This is a 2d projection of the coreset (blue circles) on top of the raw dataset (red line), each of which
contains data points with latitude, longitude, and time. For this graph, the time dimension is removed. This figures
shows how the 19,800 raw data points are compressed into 679 coreset points. The x axis is in units of microdegrees
longitude and the y axis is in units of microdegrees latitude.
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7.1.3 Results and Discussion:
Coreset Versus Uniform Random Sample
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R 102
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Figure 7-2: Comparison of absolute error resulting from running the optimal 30-segment mean algorithm on
coresets of varying sizes versus uniform random sampling. The x axis shows the error cost in degrees latitude/longitude
squared and the y axis shows the number of points in the set. The error is calculated as the sum of squared distances
between the optimal 30-segment k-spline found for the set and the optimal 30-segment k-spline found for the original
dataset. The solid lines show the mean costs over 5 trial runs. The lightened points show the results of individual
trial runs.
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Figure 7-3: A magnified graph of the absolute errors of coresets of varying sizes. The x axis shows the error cost
and the y axis shows the number of points in the coreset. The solid lines show the mean costs over 5 trial runs. The
lightened points show the results of individual trial runs.
Fig. 7-2 shows the error costs in degrees latitude/longitude squared of the coreset
and the uniform random sample given varying coreset and sample sizes. Fig. 7-
3 shows a magnified graph of the coreset's error cost given varying coreset sizes.
These errors were calculated as the sum of squared differences between the optimal
30-segment k-spline for the coreset and the optimal 30-segment k-spline found for
the original dataset. These results demonstrate that both the coreset and uniform
random sampling yield improvements in cost as size increases, and the two methods
appear to be converging to the same error value. However, for small sizes, using the
coreset yields significantly better results than the uniform random sample.
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7.1.4 Procedure:
Coreset Versus Douglas-Peucker
We also compared our coreset with the set created by Douglas-Peucker [15] by using
these two compression methods on the GPS dataset and comparing the error costs
of the compressions. The relative error cost was calculated as the ratio of the sum
of squared distances between the optimal 30-segment k-spline found for the set and
the original data points versus the sum of squared distances between the optimal
30-segment k-spline found for the original dataset and the original data points. A
relative cost of 1 indicates that the result had the same cost as the optimal solution.
For all of these trials, we used a coreset of 100 segments and a Douglas-Peucker result
of 100 samples.
7.1.5 Results and Discussion:
Coreset Versus Douglas-Peucker
1020 _
Optimal Algorithm on Coreset
Douglas-Peucker
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Figure 7-4: Comparison of relative error resulting from running the optimal k-segment mean algorithm on a
coreset versus Douglas-Peucker, as compared to running the optimal k-segment mean algorithm on the entire input.
The relative error is the ratio of the absolute errors, which were calculated as the sum of squared distances of the
optimal k-segment to the original data points. The x axis shows the error cost in degrees latitude/longitude squared
and the y axis shows the number of points in the input set. The solid lines show the mean costs over 5 trial runs.
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Figure 7-5: A magnified graph of the relative error resulting from running the optimal k-segment mean algorithm
on the coreset as compared to running the optimal k-segment mean algorithm on the entire input. The relative error
is the ratio of the absolute errors, which were calculated as the sum of squared distances of the optimal k-segment to
the original data points. The x axis shows the error cost in degrees latitude/longitude squared and the y axis shows
the number of points in the input set. The solid lines show the mean costs over 5 trial runs.
Fig. 7-4 shows a graph comparing the error costs in degrees latitude/longitude
squared of the coreset and Douglas-Peucker set relative to the optimal solution given
different input sizes. The relative error costs were calculated as the ratio of the ab-
solute error costs. The absolute error costs are the sum of squared distances of the
optimal k-segment for a given set to the original data points. Each of the input sets
were subsets of the entire dataset. Fig. 7-5 shows a magnified graph of the relative
error costs of the coreset given different input sizes. The error costs of the coreset
stay near 1, which indicates that the coreset has nearly the same error as the optimal
solution. The computation times for running the optimal k-spline algorithm on the
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Figure 7-6: Comparison of computation time for the optimal k-spline algorithm on the original dataset versus
running the algorithm on the coreset versus running the algorithm on the Douglas-Peucker. The x axis is the
computation time in seconds and the y axis shows the number of points in the input set. The dotted lines show the
power fits to the data.
original dataset, the coreset, and the Douglas-Peucker set are shown in Fig. 7-6. The
power fits to the data, shown as dotted lines, indicate a computation time that is
approximately linear in size of the input for both the coreset algorithm and Douglas-
Peucker, but cubic for the original dataset without compression. The majority of the
time for the coreset approximation was spent constructing the coreset itself. These
results show that computing the optimal k-segments mean of the coreset yields a
solution much closer to the optimal in terms of cost than using Douglas-Peucker.
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7.2 From GPS Points to Locations
This experiment assesses the procedure for going from GPS points to locations, as
well as the benefits of using the coreset creation algorithm and trajectory cluster-
ing algorithm to pre-process the data. This experiment checks the veracity of the
estimated businesses visited as compared to the actual businesses visited.
7.2.1 Dataset
Location Visit Time
MIT Coop 13:30
MIT Lobby 7 13:55
Radio Shack 14:20
Star Market 14:42
MIT Lobby 7 15:11
MIT Media Lab 15:38
Marriott 15:59
MIT Lobby 7 16:23
Radio Shack 16:46
Star Market 17:04
MIT Lobby 7 17:33
MIT Media Lab 17:57
Marriott 18:19
MIT Coop 18:52
Table 7.1: This table shows the locations that were visited in order, along with the visit time for each location.
Each location was visited for 15 minutes. The difference in elapsed times between locations is due to the walk time
in between.
The dataset used in this experiment was the same as the dataset used in the first
coreset creation experiment consisting of 19,800 data points (Section 7.1). The loca-
tions and visit times are shown in Table 7.1. The businesses in this dataset are from
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the Yelp academic dataset.
7.2.2 Procedure
We first compressed the dataset into a coreset consisting of 679 elements. Next, we
compressed the coreset further using a trajectory clustering algorithm and obtained
30 trajectory clusters. These trajectory clusters are shown along with the raw dataset
in Fig. 7-7. These three datasets (the raw data, the coreset, and the clusters) were
compared against each other in the following manner. For -each point in a given
dataset, businesses within 64 meters were found. We used 64 meters as the radius
because the iPhone GPS is generally accurate up to 64 meters. Once these businesses
were found, the recall and precision were calculated. If the point's timestamp was
within 15 minutes of a start time and the business that was actually visited at the
given GPS point appears on the list of businesses, then recall was 100% for that point
and the precision was one divided by the number of businesses on the list. If the
timestamp was after 15 minutes of a start time and the last business visited was not
on the list of businesses, then the recall was 100% and the precision was one divided
by the number of businesses. Otherwise, the recall and precision for that point was
0. The average recall and precision were found for each dataset, shown in Fig. 7.2.
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Figure 7-7: This is a 2d projection of trajectory clusters (straight colored lines) on top of the raw dataset (gray
line), each of which contains data points with latitude, longitude, and time. For this figure, the time dimension is
not used. Each of the colored lines represents a trajectory cluster, each of which contains two endpoints. The gray
line in the background is the raw dataset. This figures shows how the 19,800 raw data points are compressed into 30
trajectory clusters.
7.2.3 Results
# of Points Recall Precision Computation Time (seconds)
Raw Data 5526 59% 8% 103
Coreset 679 65% 8% 14
Clusters 60 63% 8% 1
Table 7.2: This table shows the results of the end-to-end experiment. The number of points, recall, precision,
and time taken are shown for each dataset.
The recall and precision are not significantly different between the three datasets,
and the precision is consistently low on all of the datasets. Reasons for why this may
be and ways to increase the precision are discussed in the next section. The most
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Dataset
impressive result of this experiment is that the time taken and number of points (as
shown in Fig. 7.2) are reduced by a factor of 100 from the raw data to the clusters
while maintaining similar recall and precision.
7.2.4 Discussion
With the recall over 50%, this system correctly recalls the true location over half the
time. This being said, a higher recall would be desired, if not necessary for the future.
The poor recall in this experiment is due to inaccurate GPS measurements from the
phone. If the GPS readings were 100% accurate, then the recall should be 100%. We
can improve the accuracy of the GPS readings by averaging the location of points in
a given area over some time to cancel out the errors. Also, as phone GPS technology
improves, the recall should improve.
The low precision is due to two sources of error. First, the inaccuracy of the phone
GPS forces us to find all businesses within a 64 meter radius. With more accurate GPS
data (from averaging locations or improved technology), we can reduce this radius
which will reduce the number of businesses found for a given location, increasing the
precision. The second source of error is due to the inaccuracy of business locations in
the Yelp academic dataset. Businesses that are not placed at their true location in the
dataset or are placed in the same location of another landmark can greatly decrease
the precision. For instance, 77 Massachusetts Avenue is home to the MIT Tunnel
Network, iD Tech Camps, MIT Massachusetts Institute of Technology, and Anna's
Taqueria. This last landmark (Anna's Taqueria) is incorrectly placed by about 50
meters. The first two landmarks are not incorrectly placed, but because they are
placed at the same location as MIT, our precision is reduced. This is a challenge
precisely because the landmarks are placed in the correct place. One way to mitigate
this issue may be to guess which of the landmarks you are visiting given your past
and other external factors, such as the current time. For example, if you have been
visiting 77 Massachusetts Avenue every day during the two weeks of iD Tech Camp
and have not visited the location before then, then it is more probable that you are
visiting iD Tech Camps than you are MIT.
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The significant, reduction in computation shows that semantically compressing
the data to make it easier to store and analyze is not only feasible, but effective.
Both the number of points and time taken can be reduced by a factor of 100 while
maintaining similar results. The computational complexity of the function performed
is 0(n) time. If the key algorithm required to deliver the desired results has running
time greater than 0(n) time, the effect of applying our coreset methodology is even
greater.
7.3 From Locations to Activities
Section 7.1 evaluates iDiary's ability to go from GPS points to coresets and section 7.2
evaluates the procedure for mapping these coreset points to locations. In this section
we evaluate the next step of the iDiary system which maps these critical locations to
activities. Ideally, we wish to start with a list of generic activities such as "at home,"
"at work," "in transition," "shopping," "entertainment," and "eating," and map the
user's locations to one of these activities. Our experiment uses a more constrained
activity set that is consistent with the ground truth for the data collection. To see
how we could perform this activity recognition, we used businesses as search terms
and retrieved the most relevant terms using LSA.
7.3.1 Dataset
For this experiment, a small subset of the Yelp academic dataset was used. Specif-
ically, the dataset was limited the businesses to two book stores ("University Book
Store" and "Bank Street Book Store"), two sandwich places ("Subway" and "Jimmy
John's"), and two coffee shops ("Starbucks" and "Ithaca Coffee Company"). The
terms used were limited to the terms in the reviews associated with these six busi-
nesses. This led to 4799 terms and 6 businesses. This manually chosen subset of
the Yelp academic dataset was used as compared to the dataset of businesses found
in the previous experiments in order to control the variability in business and term
categories.
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7.3.2 Procedure
We started with the same matrix k as in the diary search, resulting in the same
matrices U, S, and V. Using these matrices, we performed a search for activities
associated with the businesses "Starbucks" and "Bank Street Book Store." For a
given search term, the query vector was the jth row of V, where j is the column
number associated with the business in the original matrix k. The matrix U was
then multiplied by this query vector, resulting in the relevancy matrix for the search
term. This relevancy matrix of size (4799, 1) was then sorted in descending order
while keeping track of the indices to find the most relevant terms.
7.3.3 Results
Starbucks
starbucks 0.310
coffee 0.175
ithaca 0.059
Bank Street Book Store
books 0.384
bookstore 0.180
children's 0.035
Table 7.3: Each cell in these two tables shows the relevancy value of a term (row) given a business (column).
The columns are the sorted relevancy matrices derived from the multiplication of matrix U with the query vector,
truncated to three terms. That is, the top three results for each of the businesses are shown. Relevancy values greater
than 0.1 are highlighted in gray.
The procedure was tested 1000 times for each business and the average computation
time was .008 seconds for the query of a given business, regardless of the business.
The top three relevant terms for each of the two business searches are shown in Table
7.3. The top results (those with relevancy value > 0.1) are terms that are clearly
semantically associated with the business that was searched. For example, "Bank
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Street Book Store" resulted in the top results books and bookstore, which make sense.
By using the relevancy values found by latent semantic analysis, we are successfully
able to determine what terms are associated with a business.
7.3.4 Discussion
The results from the activity recognition experiment reveal that using LSA allows
us to find terms that are most relevant to a given business. This allows for more
semantic activity recognition, in which we can predict not only where people have
visited based on their GPS coreset, but also what activities they performed while at
those locations. This activity recognition search experiment can also be performed
on a larger dataset. To test this, this procedure was performed on the entire Yelp
academic dataset (157796 terms, 6898 businesses) with similar results, using 100
dimensions. For instance, searching for terms relevant to "Starbucks" leads to coffee
as the top hit, with a relevancy value of 0.341.
7.4 Locations to Searchable Diary
In this section, we evaluate how we use the activities associated with the locations
to create a searchable diary system. To see if we could make a searchable diary from
locations, we first experimented with using LSA on a matrix k that was populated
by terms in its rows, businesses in its columns, and the tf-idf value for the term i
in a given business j in each cell (i, j). The terms and tf-idf were calculated for
each business by using the reviews associated with the business in the Yelp academic
dataset [5]. We hypothesized that using LSA would allow us to successfully query the
dataset with a search term and find relevant businesses as an output.
7.4.1 Dataset
For this experiment, the same subset of the Yelp academic dataset was used as in the
activity recognition experiment.
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7.4.2 Procedure
2-D Plot of Terms and Businesses
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Figure 7-8: The visualization of the matrices U and V are shown in this figure in two dimensions. The coordinates
for the ith term were calculated by using the first two columns of row i in matrix u. These two values were normalized
to give the coordinate for the ith term. The coordinate for the jth business was found in a similar manner using
matrix v. After being normalized, the business coordinate was scaled by a factor of 1.2 for visualization purposes
to separate the business from the terms. Terms are shown as circles and businesses are shown as plus signs. Only
specific terms have been labeled to reduce clutter. Terms related with a given business are seen to be closer in angle
(relative to the origin) to the business. For example, sandwich is near "Jimmy John's" and "Subway."
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3-D Plot of Terms and Businesses
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Figure 7-9: The visualization of the matrices U and V are shown in this figure in three dimensions. The
coordinates for the ith term were calculated by using the first three columns of row i in matrix u. These three values
were normalized to give the coordinate for the ith term on the unit sphere. The coordinate for the jth business was
found in a similar manner using matrix v. After being normalized, the business coordinate was scaled by a factor of
1.2 for visualization purposes to separate the business from the terms. Terms are shown as circles and businesses are
shown as plus signs. Only specific terms have been labeled to reduce clutter. Terms related with a given business are
seen to be closer in angle (relative to the origin) to the business. For example, sandwich is near "Jimmy John's" and
"Subway." This visualization shows that using more dimensions leads to more accurate clusterings in which dissimilar
items are grouped further apart in comparison to using only two dimensions.
First, we created the sparse matrix k, which associated the terms with businesses
through tf-idf values. The details of creating these tf-idf values is described in Sec.
5.2. Second, the columns of this matrix k were normalized. Then, the singular value
decomposition (SVD) was calculated for this matrix k using 3 dimensions, resulting
in three matrices U, S, and V of sizes (4799, 3), (3, 1), and (6, 3) respectively. The
visualization of the matrices U and V are shown in Figure 7-8 (two dimensions) and
Figure 7-9 (three dimensions). We performed three search queries, using the search
terms coffee, books, and sandwich. For a given search term, the query vector was the
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ith row of U, where i is the row number associated with the search term. The matrix
V was then multiplied by this query vector, leading to a matrix of size (6, 1). In this
matrix, the jth column holds information about the relevancy of the jth business to
the search term. We expect coffee to have a high relevancy value with the two coffee
shops, books to have a high relevancy value with the two book stores, and sandwich
to have a high relevancy value with the two sandwich places.
7.4.3 Results
Books Coffee Sandwich
University Book Store 0.500 0.012 -0.007
Bank Street Book Store 0.500 -0.001 0.001
Starbucks 0.004 0.493 0.011
Ithaca Coffee Company -0.012 0.506 -0.026
Jimmy John's -0.003 -0.022 0.501
Subway -0.001 0.000
Table 7.4: Each cell in this table shows the relevancy value of a business (row)
columns are the relevancy matrices derived from the multiplication of matrix V
values greater than 0.1 are highlighted in gray.
0.498
given a search term (column). The
with the query vector. Relevancy
The procedure was tested 1000 times for each term and the average computation time
was .007 seconds for the query of a given term, regardless of the term. The relevancy
matrices are shown in Table 7.4 for each of the three search terms. Our hypothesis is
supported and each of the search terms has a high relevancy value with the associated
two businesses. Also, the other four businesses that should not be associated with the
term have a low relevancy value. By using these relevancy values, we can successfully
perform a search query using LSA to retrieve businesses associated with a search term.
This suggests that a user's visited locations (given by the coreset) can be searched
using LSA.
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7.4.4 Discussion
The results from this diary search experiment show that it is possible to use LSA to
make businesses searchable by term, which allows for a diary created by a coreset
of GPS locations to become searchable. This experiment was performed on a subset
of the Yelp academic dataset for simplicity. However, this procedure can also be
applied to larger datasets. To test this, this procedure was performed on the entire
Yelp academic dataset (157796 terms, 6898 businesses) with similar results, using
100 dimensions. For example, searching businesses related to sandwich resulted in
"Subway," "Jolly Roger Cafe," and "Jimmy John's" with relevancy values of 0.018,
0.016, and 0.015 respectively. The lower relevancy values are due to the greater
number of terms and businesses, which when normalized, leads to lower values.
7.5 Searchable Diary Implementation Results
This experiment shows the results of queries that are performed using the web inter-
face on two different datasets.
7.5.1 Dataset
For this experiment, we used two different large datasets. The first dataset contained
46,478 GPS points and was collected by a single user over 6 months. The second
dataset contained 115,562 GPS points and was collected by 5 different users, including
the user from the first dataset, over 6 months. The data was collected globally. The
Yelp academic dataset was used as the database of businesses and terms [5].
7.5.2 Procedure
This experiment performed queries using the search interface. In the search bar, a
user was specified using the format of "user:name" with search terms. Three differ-
ent types of search terms were used on each of the datasets. These included a full
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question ("where did I last buy books?"), a noun ("food"), and a name of a business
("Subway").
7.5.3 Results
iOiary user:all where did I last buy books? Ask ouvy S.. my History
Harvard Book & Binding S
Visi ted 7 times. Last visited on Dec. 4, 2011, 740 p.m.
Harvard Book Store
Visited 14 times. Last visited on Oct. 8, 2011, 523 p.m
Pandemnu Books
Visi ted 6 ti mes. Last visited on Dec. 4, 2011, 8:10 p.m.
MIT Press Bookstore
Visited 656 times. Last visited on April 30, 2012, 10:25 p,m.
R.ehnpnhnfbo TUnraionr Rnnlsce
Figure 7-10: This figure shows the results of performing a query on the dataset of all users with the search,
"where did I last buy books?"
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userla food
Cafe Spic
Visited 109 times. Last visited on April 30, 2012, 11:06 p.m.
CafeChina
Visited 294 times. Last visited on April 30, 2012, 10:39 p.m.
Steam Cafe
Visited 3682 times. Last visited on April 30, 2012, 11:04 p.m.
Au Bon Pain
Visited 68 times. Last visited on March 9, 2012, 7:50 p.m.
Pi77m I-lid
Figure 7-11: This figure shows the results of performing a query on the dataset of all users with the search,
"food."
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Ask Moary 1 seeU my Histor
i*D~ary user:al subway I Ask Iolary
Subway I.Ai;
Visited 1822 times. Last visited on April 30, 2012, 11:05 p.m.
<i >
Sola Cafe and Catering
Visited 515 times. Last visited on April 3 2012, 11:16 p.m.
SE
Q nos CO S
Visited 19 times. Last visited on May 17, 2012, 12:36 p.m. TW
Jerusalem Palace Truck
Visited 89 times. Last visited on April 30, 2012, 10:39 p.m.
Marprarr dn ta -Int- fpno-L
Figure 7-12: This figure shows the results of performing a query on the dataset of all users with the search,
"subway."
i*Diary user:asugaya where did I last buy books? Ask Molary Sm My History
MIT Press Bookstore
Visited 7 times. Last visited on Feb. 16, 2012, 11:08 a.m.
The MIT Coop
Visited 104 times. Last visited on March 2, 2012, 4:53 p.m.
Figure 7-13: This figure shows the results of performing a query on the dataset of a single user (asugaya) with
the search, "where did I last buy books?"
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user:asugaya food
CafeSpie
Visited 104 times. Last visited on March 2, 2012, 4:53 p.m.
Cafe China
Visited 25 times. Last visited on March 21, 2012, 614 p.m.
Steam Caf
Visited 232 times. Last visited on March 2, 2012, 455 p.m.
Au Bon Pain
Visited I time. Last visited on Dec. 1, 2011 5:44 p.m.
Ask IMiary Se& Mv History
l'amecnlam Palqen Trnele
Figure 7-14: This figure shows the results of performing a query on the dataset of a single user (asugaya) with
the search, "food."
i iary :asuaya subway Ask Diary See My History
Subway
Visited 203 times. L st visited on March 2, 2012, 4:55 p.m.
Quiznos
Visited 1 time. Last visited on Nov. 17, 2011, 7;51 p.m.
Jerusalem PalaceLTruck
Visited 19 times. Last visited on Feb. 16, 2012, 11:08 a.m.
AuBonPain
Visited 1 time. Last visited on Dec. 1, 2011, 5:44 p.m.
Vap dais WO12 Oog%*Mrk kp4k Tso* A41- - ~go
Figure 7-15: This figure shows the results of performing a query on the dataset of a single user (asugaya) with
the search, "subway."
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userasugaya Ak Mary See NeMY
Location resolution:
Timeframe:
Dec. 23,2011- Feb. 24, 2012
Everett Map Stellite On Thursday, February 09, 2012, you went to
> OWder Cambridge, MA. Some places you may have
se Squarvisited include Jerusalem Palace Truck, Sbarro
SChelsea Italian Eatery, Cosi, Teriyaki Cafe, Clover Food
Neig Somerville Lab, MC2 American Bistro, Characters Bar &
IA Grill, Damons Restaurant, MIT Trucks,
ca + wmre Cambridge Center Roof Garden, Boston Marriott
TCambridge Cambridge, Beijing & Toyko, Black Sheep
Restaurant, and Momogoose: Mobile Cafe &
North E4 Catering.
Bolston. '- ne a trn a
Lt eOn Saturday, February 11, 2012, you were still in
Back Bay s Cambridge, MA. Some places you may have
visited that day include Sepal, Cafe Spice, The
W sOUU MIT Coop, MIT Game Room Alpha Cleaners,
and New Tech Barber Shop.
tre H I On Thursday, February 16, 2012, you were still
in Cambridge, MA. Some places you may have
m a ca Roxbury visited that day include Jerusalem Palace Truck,
Cosi, Volpe National Transportation System
Feankn Center, Clover Food Lab, MC2 American Bistro,
Ma 4at. eeo12 oo~ia~ e - b.. m t a .. ""' Characters Bar & Grill, Damons Restaurant, MIT
Trucks, Cambridge Center Roof Garden, Cafe
China, Beijing & Toyko, Meadhall, Black Sheep
Figure 7-16: This figure shows the web interface that displays the user's history of tracks. The resolution slider
can decrease or increase the number of points used to describe the history of the user. These points are determined
by running Douglas-Peucker on the coreset of the user's data with different values for k into Douglas-Peucker. The
timeframe slider changes the timeframe of the points that are shown. In this case, we see points from December
23, 2011 to February 24, 2012. A human-readable diary output of locations that are visited during the timeframe is
shown on the right. In this image, a single user (asugaya) was specified.
Figs. 7-10 through 7-15 show the web interface that can be used to perform search
queries on a user's history. The search terms are entered into the top search bar
along with the user's username ("all" for all datasets), and then results of previously
visited locations appear below sorted by relevancy to the search terms. Figs. 7-10,
7-11, and 7-12 show the results of performing the three different queries on the data
from all 5 users and Figs. 7-13, 7-14, and 7-15 show the results of performing the
same three queries on the data from a single user. This search using the web interface
took 3.5 seconds on average to compute for each of the queries on the 5-user dataset
and an average of 2.1 seconds per query for the single-user dataset. To verify this, the
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search was performed 1000 times using a server-side script that used random search
terms known to be in the Yelp academic dataset. Over 1000 trials, the search took
an average of 3.2 seconds on the larger dataset and an average of 2.0 seconds on
the smaller dataset. The shorter time taken by the script as compared to the web
interface is most likely due to the latency of the network.
Fig. 7-16 shows the web interface for viewing a user's tracks. The interface
includes a resolution slider that can decrease or increase the number of points used
to describe the history of the user. These are points that are determined by running
Douglas-Peucker on the coreset of the user's data. The interface also has a timeframe
slider that changes the timeframe of the points shown. On the right, a human-readable
diary output of the locations visited by the user during that timeframe is shown.
7.5.4 Discussion
Both of the queries pertaining to books (Figs. 7-10 and 7-13) return bookstores as
results. Likewise, both of the queries pertaining to food (Figs. 7-11 and 7-14) return
restaurants. Similarly, the two queries about subway (Figs. 7-12 and 7-15) both
return Subway as the most relevant result. The queries based on the data from 5
users returns more results than the data from a single user, which makes sense as the
single user data is a subset of the multiple user data. From these results, it seems
that this system is functional and successfully allows for a user to search her history
of activities.
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Chapter 8
Lessons Learned and Future
Extensions
8.1 Lessons Learned
Throughout this thesis, I've learned several things that are related to the use of
GPS data. Specifically, I've learned about the difficulty of collecting GPS data, the
inaccuracy of the phone GPS, and the high battery consumption by the phone's GPS.
Difficulty of Collecting Data One of the first things that I learned was that
people do not like to install applications on their phone that collect and store GPS
data, even if the data is anonymized. This made the collection of GPS data very
difficult. Part of the reason people may have been reluctant to install this application
is because no service of value was provided in return for the data collected. We were
unable to offer the iDiary system as a service in the beginning, as we required data
to develop the system first. This chicken or the egg problem is now solved and in the
future, it may be easier to persuade people to install this application on their phone
as the iDiary application now provides a service of value in return for data.
Inaccuracy of GPS GPS data from phones are still inaccurate. As mentioned in
the experiments section, the accuracy of the GPS is only within 64 meters. This leads
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to difficulty in knowing the user's true location, which in turns leads to difficulty in
predicting the business that the user is visiting and the activity being performed.
This inaccuracy may be mitigated by averaging techniques. Regardless, the accuracy
of GPS data will no doubt increase as GPS technology on phones improve.
Limited Battery Life Using the GPS on the phone is very power intensive. This
was one of the first reasons why people did not like to install the application on their
phone. However, as this was an early lesson, the GPS tracking system was modified
early on to only be active while the user was moving. This led to less frequent use of
the GPS while maintaining the accuracy of the system, which led to a longer battery
life.
8.2 Future Extensions
There are two future extensions that follow from this thesis, including the use of
latent semantic analysis for a people-location matrix and incorporating other sources
of text for a business.
New Use of Latent Semantic Analysis In this thesis, latent semantic analysis
was used to associate activities and terms with businesses. However, it is possible to
perform latent semantic analysis with a matrix that associate people and locations
(each cell holds the number of times that person has visited the location). This would
allow us to determine people who are similar; see which locations are similar, search
for locations based on people, and search for people given a location. This would
require more data from multiple users who frequent some of the same locations.
Other Sources of Text for a Business Our document dataset for a business
currently consists only of the reviews in the Yelp academic dataset [5]. One of the
challenges with this limited dataset is that businesses that are in proximity are often
mentioned in other businesses' reviews (e.g., "After getting money at the Bank of
America, I went to Subway..."). This means that mismatched terms and activities
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appear for businesses. In the future, it would be beneficial to add other sources of
text for a business such as Wikipedia or Google searches, which will tend to have
more terms that are specific to that business.
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Chapter 9
Contributions
In this thesis, I have provided a solution to the challenge of automatically generating
answers to questions about a user's history. The thesis discussed the implementation
of the system in detail, including the server architecture, the algorithms, the phone
application, the code architecture and data flow, and the user interfaces. This thesis
also provided two experiments and discussions regarding the use of latent semantic
analysis to relate businesses and activities, as well as another experiment and discus-
sion about the end-to-end system. Finally, this thesis has implemented the system
that allows for a user to search her past as well as create and view automatic diaries.
This thesis takes a step forward in the field of automated activity recognition as
well as other fields that require the processing of large data sets. This is an exciting
step, as it has many applications. Creating an automatically generated, searchable
diary is simply one application. As a small sample of examples, the techniques pre-
sented in this thesis can also be used to analyze large amounts of social information
(such as Twitter feeds), determine the most popular restaurants and bars, recognize
social activities and events on a local and global scale using a population's GPS data,
and perhaps help you remember where you met your significant other and keep track
of your children's whereabouts.
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