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Abstract
Let G be a graph with n vertices and m edges and let c : V (G) → {1, 2, . . . , n} be a vertex coloring. We first view i as the cost
associated with color i and consider the minimum total cost t (G) = minc∑x∈V (G) c(x). An inequality relation between t (G) and
the minimum entropy H(G) of the color distribution induced by any coloring is obtained as (n/2H(G) + 1)/2 6 t (G)/n. (G is
the complement of G.) Using t (G)/n 6 m/n + 1, we have log(n2/(n2 − 2m)) 6 H(G), and the standard argument of entropy
maximization leads to a lower bound on t (G)/n in terms of n,m only. Finally, it is remarked that the results can be extended to a
case of more general costs.
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1. Introduction and definitions
Let G be an undirected simple graph which has n vertices and m edges, V (G) be the set of its vertices, and E(G)
the set of edges. We consider a vertex coloring c: V (G) → {1, 2, . . . , n}, that is, a mapping c from V (G) to the set of
the first n natural numbers as colors such that if xy is an edge, then c(x) 6= c(y). A proper coloring of the vertices of
a graph that may arise in many applications is such that the colors used are the symbols that work for distinguishing
among mutually adjacent (i.e., confusable) vertices. An independent set of G is a subset of the vertex set V (G) in
which no pair of vertices are adjacent. So a coloring induces a partition of V (G) into some independent sets called
color classes.
This work is motivated by our interest in the situation where certain “costs” c1, c2, . . . , cn are associated with those
colors 1, 2, . . . , n, respectively. For example, suppose we have n committees (vertices); each committee is to meet for
a day, and no two committees with a member in common can meet on the same day. A committee, if scheduled to
meet on the i-th day (color), will have the time-lag i − 1 (cost). This may provide a problem of proper vertex coloring
of the corresponding graph (i.e., scheduling) with minimum total cost.
Another example is a coding of n messages to be sent (vertices). We wish to assign different codewords (colors)
to messages that are mutually indistinguishable for the receiver with available side information. The lengths of the
codewords may then be taken as the associated costs.
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As a first step we take the simplest case where ci = i, i = 1, . . . , n (generalized later). Hence, as we have ci 6= c j
for i 6= j , the costs themselves will be called colors for convenience. And we are naturally interested in the minimum
total cost
t (G) = min
c
∑
x∈V (G)
c(x)
or in the minimum average cost t (G)/n, where minc is taken over all colorings of G.
Closely related to the average cost is the entropy of the color distribution. Let c be a coloring of G, and ti be the
size of the color class of color i : ti = |{x | c(x) = i, x ∈ V (G)}|, i = 1, . . . , n. The entropy of the color distribution
t1/n, . . . , tn/n induced by the coloring c is given by the usual formula
Hc(G) = H
(
t1
n
, . . . ,
tn
n
)
= −
n∑
i=1
(
ti
n
)
log
(
ti
n
)
,
which is also treated in [1] but in a different way (log is to the base 2 and 0 log 0 = 0).
Define
H(G) = min
c
Hc(G),
where minc is taken over all possible colorings c.
In this work we first state and prove Boppana’s bound [2]: t (G)/n 6 m/n + 1, and then show among other
things that (n/2H(G) + 1)/2 6 t (G)/n, log(n2/(n2 − 2m)) 6 H(G), where G is the complementary graph of G. A
generalization of these results will be stated in the last section.
2. Entropy bound
Theorem 1 ([2]). t (G)/n 6 m/n + 1.
Proof. Let x1, . . . , xn be an arbitrary ordered list of vertices of G, and consider a greedy coloring c1 as follows: We
color the vertices in this order. For i = 1, . . . , n, when we color xi , suppose xi has already ki colored adjacent vertices
(k1 = 0). Then take as c1(xi ) the minimum color not yet used. Hence c1(xi ) 6 ki + 1. Since k1 + · · · + kn = m, we
have (c1(x1)+ · · · + c1(xn))/n 6 m/n + 1, that is, t (G)/n 6 m/n + 1. 
(Note that 2(m/n) is the average degree of vertices.)
Let G be the complementary graph of G, i.e., V (G) = V (G), and xy ∈ E(G) if and only if xy 6∈ E(G).
Theorem 2.
1
2
(
n
2H(G)
+ 1
)
6 1
n
t (G). (1)
Proof. Let c be a coloring of G achieving H(G). For i = 1, . . . , n, put Di = {x | c(x) = i}, and ui = |Di |.
By definition we have H(G) = H(u1/n, . . . , un/n), and it is immediately seen that
log n − H(G) =
n∑
i=1
ui
n
log ui . (2)
Now the color class Di is an independent set in G; hence Di forms a clique (complete subgraph Kui ) in G. Take c
as a coloring of graph G achieving t (G) and put τi =∑x∈Di c(x).
Since colors c(x), x ∈ Di , must be all different, we see 1+2+· · ·+ui = ui (ui+1)/2 6 τi ; hence ui 6 2τi/(ui+1).
(Note that ui = 0 if and only if τi = 0.)
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Therefore,
n∑
i=1
ui
n
log ui 6
n∑
i=1
ui
n
log
(
2τi
ui + 1
)
6 log
(
n∑
i=1
ui
n
· 2τi
ui + 1
)
= log
(
2
n
n∑
i=1
(
τi − τiui + 1
))
= log
(
2
n
n∑
i=1
τi − 1n
n∑
i=1
2τi
ui + 1
)
6 log
(
2
n
n∑
i=1
τi − 1n
n∑
i=1
ui
)
= log
(
2
n
t (G)− 1
)
.
So, from (2), we obtain (n/2H(G) + 1)/2 6 t (G)/n. 
Corollary.
log
(
n2
n2 − 2m
)
6 H(G).
Proof. From Theorems 1 and 2, we have log(n2/(n + 2m)) 6 H(G). Take G for G and ( n2 ) − m for m in this
inequality. 
The inequality given in corollary might be viewed as an entropy version of the well-known Tura´n theorem:
n2/(n2 − 2m) 6 ω(G), where ω(G) is the clique number of G.
It is also worthwhile to observe that
1 6 n
2H(G)
6 2H(G). (3)
Proof of (3). The left inequality is obvious. For the right, consider colorings c and c that attain H(G) and H(G),
respectively. Then the mapping c2(x) = (c(x), c(x)), x ∈ V (G), is easily seen to be a coloring of the complete graph
Kn . And let X be the random vertex uniformly distributed over V (G); then we have
H(G)+ H(G) = H(c(X))+ H(c(X)) > H(c(X), c(X)) = H(c2(X)) = log n,
where H(U ) is the entropy of the random variable or vector U and the inequality is due to the subadditivity of the
entropy [3,4].
For a regular complete k-partite graph G = K p,...,p (n = kp, k > 2, p > 1), we have H(G) = log p
because G consists of k separate K p’s, and hence (n/2H(G) + 1)/2 = (k + 1)/2. On the other hand, t (G)/n =
(p · 1 + p · 2 + · · · + p · k)/n = (k + 1)/2. Thus (1) holds with equality for this graph, and also for the graph with
m = 0.
When G is an even cycle (n even), it is easy to see H(G) = log(n/2); therefore (n/2H(G) + 1)/2 = 3/2,
while t (G)/n = 3/2. But when G is an odd cycle (n odd), we have (n/2H(G) + 1)/2 = (21−(1/n) + 1)/2, while
t (G)/n = 3(1+ (1/n))/2, these being nearly equal for large n.
If (2H(G)+ 1)/2 6 t (G)/n held, then this would be sharper than (1) because of (3). But that is not necessarily true
as is seen by considering a “star” K1,n−1 (n > 3) or an odd cycle with n > 5.
3. Entropy maximization
Maximization of the entropy H(p1, . . . , pn) subject to the constraint 1· p1+2· p2+· · ·+n · pn = µ (corresponding
to the “mean energy model” with energy levels 1, 2, . . . , n in statistical physics) is well known, and if we denote the
maximum entropy by h(µ), then h(µ) is (strictly) monotone increasing for 1 6 µ 6 (1+ 2+· · ·+ n)/n = (n+ 1)/2
with h(1) = 0 and h((n + 1)/2) = log n. It is also known that the maximum of H(p1, p2, . . .) (allowing infinite
distributions p1, p2, . . .) subject to 1 · p1 + 2 · p2 + · · · = µ can be attained only when pi = (1− (1/µ))i−1/µ, i =
1, 2, . . . (geometric distribution), with maximum entropy µH(1/µ, 1 − (1/µ)) (see, for example, [3,4]). We have,
therefore, h(µ) 6 µH(1/µ, 1− (1/µ)).
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Now let t1/n, . . . , tn/n be the color distribution of a coloring achieving t (G). Then, from Theorem 1, we have
t (G)/n = 1 · (t1/n)+ 2 · (t2/n)+ · · · + n · (tn/n) 6 m/n + 1, and therefore
H(G) 6 h
(m
n
+ 1
)
6
(m
n
+ 1
)
H
(
1
m
n + 1
, 1− 1m
n + 1
)
, (4)
since (m/n) + 1 6 ( n2 ) /n + 1 6 (n + 1)/2. An upper bound on H(G) in terms of n,m only can be obtained by
replacing m with
( n
2
)− m in (4).
4. A generalization
Let f (x) (x > 0) be a concave (i.e., upwardly convex) and strictly monotone increasing function such that
f (0) > 0, and consider a vertex coloring: V (G) → { f (1), . . . , f (n)}. (We have treated the special case f (x) = x so
far.)
Then we have, by a slight modification of the proof of Theorem 1,
Theorem 3.
1
n
t (G) 6 f
(m
n
+ 1
)
.
Noting that, since f (0), f (1), . . . forms a concave and increasing sequence, we have: u( f (1) + f (u))/2 6
f (1) + · · · + f (u), u = 0, 1, 2, . . . and f (u) > u f (n)/n, u = 0, 1, . . . , n, we can show, by a proof essentially
similar to the proof of Theorem 2 (and using ui 6 2τi/( f (ui )+ f (1))),
Theorem 4.
1
2
(
f (n)
2H(G)
+ f (1)
)
6 1
n
t (G).
Also we have H(G) 6 h( f (m/n + 1)), where h(µ) is the maximum of H(p1, . . . , pn) under the constraint
f (1)p1 + f (2)p2 + · · · + f (n)pn = µ.
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