We propose a new inductive principle, which we call the complexity approximation principle (CAP). This principle is a natural generalization of Rissanen's minimum description length (MDL) principle and Wallace's minimum message length (MML) principle and is based on the notion of predictive complexity, a recent generalization of Kolmogorov complexity. Like the MDL principle, CAP can be regarded as an implementation of Occam's razor.
INTRODUCTION
The subject of this note is another inductive principle, which can be regarded as a direct generalization of the minimum description length (MDL) and minimum message length (MML) principles. We will describe the work started at the Computer Learning Research Centre (Royal Holloway, University of London) related to this new principle, which we call the complexity approximation principle (CAP). Both MDL and MML principles can be interpreted as Kolmogorov complexity approximation principles (as explained in Rissanen [1, 2] and Wallace and Freeman [3] ; see also [4] ). It is shown in [5] and [6] that it is possible to generalize Kolmogorov complexity to describe the optimal performance in different 'games of prediction'. Using this general notion, called predictive complexity, it is straightforward to extend the MDL and MML principles to our more general CAP. In Section 2 we define predictive complexity, in Section 3 several examples are given and in Section 4 we discuss CAP.
PREDICTIVE COMPLEXITY
A typical question answered by the theory of Kolmogorov complexity is: what is the smallest size (in bits) of a file from which one can extract some text, say 'War and Peace'? (See Kolmogorov [7] . At first this question might appear illposed: the shortest description of any particular text can be made zero, since the whole text can be built into the decoder; we are assuming that the reader knows how this problem is overcome in the theory of Kolmogorov complexity.) A typical question answered (to some degree) by the notion of predictive complexity is: EXAMPLE 1. Suppose we are given a long sequence of pairs (x 1 , y 1 ), . . . , (x T , y T ), say; x t are some economic data collected before year t and y t is the inflation in year t, t = 1, . . . , T . The goal is to predict y 1 given x 1 , then predict y 2 given (x 1 , y 1 , x 2 ), then predict y 3 given (x 1 , y 1 , . . . , x 3 ), etc.; at every step the loss is measured by the squared difference (y t −ŷ t ) 2 between the forecastŷ t and the actual outcome y t . What is the smallest loss one can suffer on the sequence (
The goal of this section is to define predictive complexity. We start with describing our general framework.
Let X be some 'signal space', Y be some 'outcome space', Y be some 'prediction space' and λ : Y ×Ŷ → R be some 'loss function'. We consider the following on-line protocol: Let us fix such a quadruple (X, Y,Ŷ , λ); it will be called our 'game'. We will assume that the sets X, Y andŶ are equipped with some computability structure that allows one to speak of, say, computable functions on Y ×Ŷ (in our examples this somewhat vague assumption will be obviously satisfied). The function λ is assumed to be computable.
Within our general framework of games of prediction, Kolmogorov complexity (more accurately, its predictive variant, known as the minus log of Levin's a priori semimeasure; see [8, 9, 10] ) describes complexity with respect to a particular game, the so-called 'log-loss' game. There are, however, many other interesting games; e.g. Example 1 involves the so-called square-loss game.
A 'data sequence' is defined to be a finite sequence z ∈ (X × Y ) * of signal/outcome pairs. (But instead of the pedantic z = ((x 1 , y 1 ) , . . . , (x T , y T )) for z ∈ (X × Y ) T we will usually write z = (x 1 , y 1 , . . . , x T , y T ).) Our goal is to define the predictive complexity of z. Let S be a prediction strategy, i.e. a function that maps every incomplete data sequence z = (x 1 , y 1 , . . . , x t ) (for every t = 1, 2, . . . ) into a prediction S(z) ∈Ŷ . Our notation for the total loss
incurred over the first T trials by the predictor who follows S will be Loss S (z), where z = (x 1 , y 1 , . . . , x T , y T ) are the realized signals and outcomes. The function Loss S (z) of a finite sequence z ∈ (X × Y ) * is called the 'loss process' of S; a real-valued function on (X × Y ) * is a 'loss process' if it coincides with Loss S for some prediction strategy S.
Especially important are the loss processes corresponding to computable prediction strategies S; in all our examples these are exactly the computable loss processes. In this case, the value Loss S (z) can be interpreted as predictive complexity of z; this value, however, depends on S and it is unclear which S to choose. For our purpose of defining predictive complexity it would be ideal if the class of computable loss processes contained a smallest (say, to within an additive constant) element. Unfortunately, for the most interesting loss functions such a smallest element does not exist: given a computable prediction strategy S, it is easy to construct a computable prediction strategy that greatly outperforms S on at least one outcome sequence. Levin, developing Kolmogorov's ideas, suggested (for a particular game) a very natural solution to the problem of non-existence of a smallest computable loss process.
We will say that a function k : (X × Y ) * → R is a 'measure of predictive complexity' if the following two conditions hold:
1. k is a 'superloss process', which means that k( ) = 0 (where is the empty sequence) and
where z * (x, y) is z extended by adding (x, y) on the right. (In words, (1) means that for every incomplete data sequence (x 1 , y 1 , . . . , x t ) there exists a prediction y whose loss λ(y t ,ŷ) is at least as good as the loss k(
implied by k, for any y t .) 2. k is 'semi-computable from above', which means that there exists a computable sequence of computable
Requirement 1 means that our measure of predictive complexity must be valid: there must exist a prediction strategy that achieves it. (Notice that if ≥ is replaced by = in (1), we will obtain the definition of a loss process.) Requirement 2 means that it must be 'computable in the limit'; since we are interested in a universal measure of predictive complexity k, we cannot hope that we will be able to compute it in finite time; all we can do is to output more and more accurate approximations k i to it so that in the limit we obtain k. (In item 2 we can assume, without loss of generality, that the sequence k i is decreasing.) A smallest, to within an additive constant, measure M of predictive complexity will be said to be 'universal'. In other words, a measure M of predictive complexity is universal if, for any other measure N of predictive complexity,
A universal measure of predictive complexity exists for a wide class of games which will be defined in the next paragraph.
Let us temporarily fix η > 0 (the 'learning rate') and put β = e −η ∈ (0, 1). A 'generalized prediction' is defined to be any function of the type Y → R. Three important classes of generalized predictions g are given by the following definitions:
• g is a 'permitted prediction' if there exists a prediction y ∈Ŷ such that, for all y, g(y) = λ(y,ŷ) (i. 
We say that our game is 'perfectly η-mixable' if every η-mixture of predictions is a superprediction. We say that our game is 'perfectly mixable' if it is η-mixable for some η > 0. It is known that many popular games, such as the log-loss game, square-loss game, Cover's game, long-short game, Kullback-Leibler game, χ 2 game, Hellinger game etc. (see, e.g., [6, 11, 12, 13] ; some of these games will be described below), are perfectly mixable.
LEMMA 1.
There exists a universal measure of predictive complexity for any perfectly mixable game.
(Remember that we always assume that our games satisfy assumptions of computability which we do not specify explicitly.) The idea of the proof of Lemma 1 is to apply the 'aggregating algorithm' [11, 13] to some effective enumeration of all measures of predictive complexity; for details see [6] (Section 7.6).
Levin [14] proved the existence of a universal measure of predictive complexity for the log-loss game (in which the notion of a universal measure of predictive complexity is equivalent to the minus logarithm of Levin's a priori semimeasure).
For every perfectly mixable game G we fix a universal measure of predictive complexity K G . For every z ∈ (X × Y ) * , K G (z) will be called the 'predictive complexity' of z in G. REMARK 1. Despite the fact that Kolmogorov complexity is just one example of predictive complexity, Levin's [15] results make it plausible that any predictive complexity can be reduced to Kolmogorov complexity (more accurately, its variant KM). It remains unclear, however, whether this reduction is of any practical significance.
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EXAMPLES
There many examples of perfectly mixable games. Probably the most important perfectly mixable game is the log-loss game, which is defined as follows:
where log 0 is defined to be ∞. (Typically we do not specify the signal space, though we still use the definite article in expressions like 'the log-loss game'.) The predictive complexity for this game coincides with the variant KM of Kolmogorov complexity (the minus logarithm of Levin's a priori semi-measure; see [8, 9, 10] ). The base of the logarithm is usually taken to be 2 in algorithmic information theory and exponential e in machine learning. An important (especially in machine learning and statistics) game is the square-loss game, in which
where a and b are two constants, a < b. It was found in [12] (using the results of [11] ) that the square-loss game is perfectly mixable. Let K a,b be the predictive complexity function corresponding to this game. A further interesting class of perfectly mixable games is provided by financial markets, such as Cover's game (see Cover and Ordentlich [16] , Vovk and Watkins [6] ), the longshort game [6] , the variants of these games with transaction costs, etc. It is interesting that KM is a special case of the predictive complexity in Cover's game (see [6] ).
Another generalization of Kolmogorov complexity is provided by the following 'Kullback-Leibler game':
(notice that when y is restricted to {0, 1}, this becomes the log-loss game). Other examples of perfectly mixable games can be found in the literature on 'predicting with expert advice'. Notice that predictive complexity, like Kolmogorov complexity, is non-computable for 'typical' games (in particular, all games described in this section). Indeed, if predictive complexity were computable, we would be able to 'construct' a difficult-to-predict sequence; since this sequence is constructed, it is easy to predict by 'some' computable prediction strategy.
COMPLEXITY APPROXIMATION PRINCIPLE
Since predictive complexity is not computable for interesting games, we can only hope to be able to approximate it from above. In the situation of Example 2 (the square-loss game) a possible approximation is given by the following theorem (in its statement we will use the notation K(S) for the prefix complexity of the strategy S; for the definition of prefix complexity, see Li and Vitányi [9] or V'yugin [10] ; ≤ + stands for the inequality to within an additive constant). THEOREM 1. In the square-loss game with parameters a and b,
S ranging over prediction strategies and z over data sequences in (X × Y ) * .
Suppose we are given some set of feasible prediction strategies (for example, in the situation of Example 2, our set might contain the polynomials of all possible degrees, or support vector machines [17] with different kernels) and our goal is to choose the 'best' strategy in this set in view of some data sequence. The following is a reasonable heuristic for avoiding over-(and under-) fitting:
COMPLEXITY APPROXIMATION PRINCIPLE. Choose the prediction strategy that provides the best upper bound on the predictive complexity.
In other words, CAP recommends using the best approximation to the predictive complexity.
Of course, we cannot use Theorem 1 directly; we need to approximate the prefix complexity of S from above. Good approximations are described in Rissanen [1] (in terms of 'universal priors').
One requirement which is implicit in CAP is that we should use the best available approximation to predictive complexity.
It is obvious that the approximation of Theorem 1 is loose when the a priori bounds a and b on y t are loose (as might be the situation in Example 2). We expect that the requirements of CAP will give rise to new inequalities involving predictive complexity. A simple elaboration of the inequality of Theorem 1 is
where it is known a priori that all y t lie in (3)) is an implementation of Occam's razor: the first term of (2) reflects the 'goodness-of-fit' of the strategy S and the second term reflects the simplicity of S.
In conclusion of this brief description of CAP, we will give a simple example of its use in the situation of Example 2. EXAMPLE 3. Suppose in Example 2 the signal space (from which x t are taken) is the set {0, 1} ∞ of all infinite binary sequences. (Say, the bits of x t might be the answers to questions like 'Is the economy overheating?' or 'Are the interest rates high?', with 1 and 0 coding 'yes' and 'no'.) Suppose we are interested in the pool of strategies {S n : n = 1, 2, . . . }, where strategy S n is defined as follows: the prediction S n (x 1 , y 1 
attains its minimum, where K * is some upper bound on prefix complexity. Following [1] , we can choose K * (n) = log n + log log n + · · · , where log is the binary logarithm and the sum involves all positive terms.
DISCUSSION
A potential difficulty in applying CAP is that all inequalities in the theory of predictive complexity (as well as in the theory of Kolmogorov complexity) only make sense 'to within an additive constant'. To achieve greater accuracy, we can restrict ourselves to upper bounds on predictive complexity which will remain true when ≤ + is replaced by ≤ and the left-hand side is replaced by some superloss process. Under this convention, additive constants become important. Not all interesting games are perfectly mixable, such as the absolute-loss game Y =Ŷ = [a, b], λ(y,ŷ) = |y −ŷ|.
Even for such games we can introduce some variant of predictive complexity (it will not, however, be defined 'to within an additive constant' any more; in the case of the absolute-loss game we will be able to get away with 'to within a logarithm') and fruitfully apply CAP.
Analogously to Rissanen [18] , we can generalize CAP to choosing a pool of strategies rather than one strategy.
An important task now is to compare, theoretically and experimentally, CAP with other model selection principles (see [19] ).
CAP is an active field of research at the Computer Learning Research Centre and the reader will be able to find information about new results at its web site http://clrc.rhbnc.ac.uk.
