Image intensifier tubes are common in low-light-level imaging systems.
A simple and novel real-time interframe operator substantially reduces short-lived noisy scintillations in low-lightlevel video imaging systems that use image intensifies.
Image intensifier tubes are common in low-light-level imaging systems. 1 Through an elaborate photomultiplying scheme, an image that is projected on the entrance photocathode appears photometrically intensified on a phosphor screen at the exit faceplate. This image is usually optically coupled to a video camera to produce real-time imagery. A typical frame from a video sequence of a poorly illuminated resolution chart appears in Fig. 1(a) , and two noise phenomena can be readily identified: (a) even the uniformly lit portions of the object appear to be speckled because of shot noise, and (b) bright spots, 2-3 pixels in diameter, are randomly distributed across the whole image. These bright spots are of short temporal duration [see the pixel time dependence in Fig. 1(a) ] and probably originate from positive ion bombardment of the photocathode. 1 Because they flash, they severely distract the attention of the observer, thereby reducing the observer's ability to detect faint objects of interest. This Note presents a simple real-time algorithm to eliminate these short-lived scintillations with minimum penalties [see Fig. 1(b) ].
The time-dependent brightness of the marked spike in Fig. 1(a) is drawn alongside the figure. Spikes are seen to be relatively isolated events of fairly short duration, ≃30 ms FWHM, which is of the order of the frame rate. Therefore, in order to eliminate the spikes from the image, we propose to digitize the video signal and process the resulting frame sequence in real time according to the following pixelwise interframe temporal minimum operator:
where O(x, y, t) and P(x, y, t) denote the time dependencies
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APPLIED OPTICS / Vol. 31, No. 17 / 10 June 1992 of the original and processed images, respectively, (x, y) are pixel coordinates, and 1/Δt is the frame rate. Since a spike is active for a single frame only (approximately) this simple and novel algorithm should be effective in significantly reducing this type of noise.
The algorithm was implemented and tested by using commercial image processing boards. Images were digitized at 10 MHz, passed through a frame processor, which performed the actual operation of Eq. (1) then displayed. The images were obtained from a thirdgeneration intensifier tube that was coupled to a black-andwhite CCD camera. A typical result appears in Fig. Kb) . While the intensity histogram of the processed images is shifted slightly toward darker values, the mean and the standard deviation remain virtually unaltered. Small changes in the spatial contrast are to be expected especially in dark portions of the image. The absence of the flashing spikes makes the processed images much more pleasant to the eye with no observable loss of detail for still imagery. Moving objects are somewhat clipped by the algorithm along their edges, which are perpendicular to the direction of motion. The induced distortion depends on the object speed and its linear dimension in the direction of motion. For example, a bright object 40 pixels long (in the direction of motion) moving across a 512-pixel screen in 10 s is shortened by 4 pixels. Longer and slower objects are hardly affected.
Noise reduction could also be achieved by a variety of traditional image processing techniques.
2,3 Some improve ment can result from spatial image averaging (e.g., smooth ing convolution kernels), but this procedure causes undesir able blurring of images of both still and moving objects. Spatial thresholding can detect bright noise spots but requires careful dynamic adjustments to accommodate changing scenes and additional processing to separate the detected noise from high-intensity information-bearing areas. Since the noise spikes occupy several pixels and are of irregular shapes and sizes (after digitization), median and other rank filters 4 cannot offer damage-free correction. Indeed some of the pertinent information in the image may be of the same size as the noisy spots and thus can be removed if these filters are used. Moreover complex rank filters are difficult to implement in real-time imaging environments. Commercial noise reduction equipment, such as is used in broadcast television studios, often mistakes these spikes for motion and thus does not improve image quality.
Temporal image averaging techniques, such as integra tion, 2 ' 3 preserve the image spatial resolution and can re duce, but not eliminate, this disturbing flashing noise. To compare the effectiveness of our algorithm with a twoframe moving average [P(x,y,t) = 0.5[O(x,y, t -Δt) + 0(x,y, t)]}, we introduce the improvement factor η(ξ), which is calculated over an ensemble of consecutive frames:
Again 0(x,y) and P(x,y) are, respectively, the images before and after processing; the means (< >) are cal culated along the time dependencies of the individual pixels [see Fig. 1(a) ]. Since bright spikes contribute to
at large values of ξ an effective noise reduction algorithm should be characterized by a large η at large values of ξ. Figure 2 depicts η(ξ) for both the interframe minimum and moving average algorithms and clearly shows the superior performance of the former. Both algorithms affect moving objects. The temporal bandwidth reduction that is inflicted by the two algorithms appears in Fig. 3 . Here spectral power characteristics of single pixels were calculated over a series of images spanning 5 s of live video. The per-pixel Fig. 2 . Improvement factor η(ξ) for two noise reduction algo rithms: the interframe minimum operator of Eq. (1) and a twoframe moving average. spectra were then averaged over a patch of 30 × 30 pixels before and after processing to give the curves that are shown in the figure. Both algorithms reduce the highfrequency content of the picture in a similar way (≃ 10 dB at 15 Hz). Since integration smooths the shot noise it appears from Fig. 3 that the interframe minimum operator is effective for this type of noise as well.
Several straightforward derivatives of this algorithm can be implemented also. When greater noise reduction is desired a threefold (or higher) interframe minimum can be achieved easily at the expense of higher degradation in moving object details. Conversely, when less movement degradation is desired (when smaller or faster objects are photographed), an interfield minimum can be used between the odd and even lines of the same frame in interlaced video.
In conclusion a simple algorithm, essentially a rank filter in the time domain, is presented to remove flashing spikes from low-light-level images that are acquired through intensifier tubes. The algorithm preserves the original picture content and paves the way for further processing, e.g., histogram equalization. Implementation is simple enough for real-time systems, rendering the algorithm useful in a wide range of imaging applications. The suitability of the algorithm to the quantitative characterization of Fig. 3 . Power spectral densities of 128 consecutive images before processing (solid curve), after the interframe minimum operator (dashed curve), and after the moving average operator (dotteddashed curve). ion scintillations in intensifìer tubes is under current investigation.
