Abstract
Introduction
Roundtrip scenario-based software engineering methodologies [13, 27] need to carefully relate requirements and design artifacts. At the syntactic level, it must be obvious which constructs at one level relate to the constructs at the other. This task is supported by traceability [25] mechanisms. At the semantic level, we are interested in making sure that models at all levels keep consistent meanings. Automation of this task can happen in two ways: (1) constructively, by synthesizing later models from earlier ones and (2) a posteriori, by verifying (usually, model-checking) consistency between models.
Our approach attempts to improve the efficiency and therefore the scalability of synthesis and model checking of concurrent event-based agent systems. We assume that such systems are modeled according to three standard perspectives:
Structure declares the agents and their relationships.
Since we focus on interactions, we are mostly interested in associations denoting communication channels between agents. UML [24] class or component diagrams can serve this purpose.
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Inter-Agent Specifications are scenario-based models describing partial behaviours of the overall system. Due to their partial and intuitive nature, scenarios are best suited to express requirements. At this level, we rely on Live Sequence Charts (LSCs) [9] .
Intra-Agent Specifications are state-based, usually design-time, models describing the complete behaviour of a single agent at once. State diagrams [12, 24] most commonly serve this purpose. However, in this paper, for convenience, we will abstract from syntactic issues and simply consider automata embedding equivalent semantics.
Section 2 details each of those three modelling perspectives and terminates with a precise description of the synthesis and model checking problems that we are addressing. Existing answers and their weaknesses are discussed in section 3. Section 4 describes our own answer, based on pragmatism, in which we drop some precision to provide results in acceptable time. Our approach is compared to related work in section 5. In section 6, we report on the first application of our algorithms on a small case study and discuss the results. Then, we conclude. Both the case study and the examples given throughout the paper are based on the CTAS (Center TRACON Automation System) which serves as a reference case study for the workshop. Fig. 1 gives the structural view of our example through a variant of class diagrams. Boxes represent classes of agents. Associations (arrows) between classes are directed, denoting one-way communication channels. They are typed by the names of the messages/events they carry. Association roles (i.e. their ends) bear multiplicities. For example, fig. 1 says that several Clients can be connected to the same CommMgr. 
Models and Relationships
Structure
Inter-Agent Specifications
Inter-agent specifications are partial "one story for all agents" [14] 1 scenario-based descriptions constraining the overall system behaviour. Provided that agent types (CommMgr, Client, . . . ) are instantiated to some fixed finite population (cm, PDX, LAX, . . . ), (instance-level) LSCs are used to restrict the possible behaviours of this population.
Using symbolic (i.e. class-level) LSCs [7] would have made it possible to constrain the behaviour of a family of populations. However, pragmatism made us abandon this idea for it leads to undecidability. We rather follow [19] who demonstrated that tracking bugs on a fixed small population often has a higher payoff than class-level verification.
An LSC is similar to a Sequence Diagram [24] or a bMSC [18] . In our model (see fig. 2 ), an event (arrow) is instantaneous and can only appear between agent instances (vertical lifelines) which classes were declared to control or receive it, respectively, in the structure diagram. The points of a lifeline where events occur (i.e. the sources and targets of arrows) are called locations. On a given lifeline, locations are ordered chronologically from top to bottom. Events being instantaneous, senders and receivers synchronize on them.
LSCs differ from MSCs and Sequence Diagrams in that they come in three flavours: existential, universal and negative. Existential and negative scenarios 2 are examples and counter-examples, respectively. Universal scenarios (uLSCs), on the other hand, represent a leap ahead in expressiveness. They allow to reduce combinatorial notational explosion by embedding a general trigger-response pattern as well as a frame axiom restricting which events can, must or cannot happen during the execution of a scenario. uLSCs 1 [14] speaks in terms of objects rather than agents. 2 Also called no-scenarios or anti-scenarios consist of two concatenated basic charts: the prechart (i.e. the trigger) and the main chart (i.e. the response). The former is surrounded by a dashed hexagon. The latter comes below the prechart within a solid rectangle (see fig. 2 ). The scenario in fig.2 asserts that, whenever a connection is acknowledged by the server, the server shall first disable the WeatherCP and then send status(PREINIT). The four events are restricted by this scenario, which thus forbids the occurrence of connect and ack between ack and the initialization message. A basic chart defines a labeled partial order on events (see [8] The LPO is deterministic if furthermore
. A linearization of a finite LPO is a word of
is a shortcut for the set
, is isomorphic to some linear (total) order
. An ideal in an LPO is a set
.
By abuse of language, we call "ideal" the LPO resulting in the projection of an LPO on a given ideal.
Definition 2 (Universal LSC or uLSC) A uLSC is a tuple
is a deterministic 
2.
¦ is the prechart. Every prechart location should occur before a main chart location:
Basic charts, like bMSCs, describe finite sequences of events. On the other hand, the semantics of a uLSC is, like linear temporal logics (LTL), given in terms of a model relation: for every possible infinite sequence of events 7 5 7 ¤ X , we say that
) iff, for every decomposition
The language of a uLSC is its set of models. An LSC specification is a set of uLSCs and its language is the intersection of the languages of its component uLSCs. 
Intra-Agent Specifications
Intra-objet specifications are "all stories for one agent" [14] state-based descriptions fully specifying the behaviour of a single agent at a time. We use a variant of finite Input/Output (I/O) Automata [23] 4 for that. I/O automata were chosen because they perfectly fit our need for a formalism that (1) could easily undergo automated verification and composition and (2) ),
. The trace of is the sequence of events observed on
). An event is said to be enabled at state , (1) there are 4 We added the finite state restriction. has a fair run on h t . Two I/O automata can be composed, using the usual synchronous product of automata (see [6] ) which is associative and commutative. Furthermore, the composed system is a refinement of the original systems. Thus, its language is included in the language of both components 6 .
Relationships between Models
Usually, the meanings of inter-and intra-agent models overlap. Along the lines of [14] , we take advantage of this redundancy by relating the models in two ways:
Model checking: given a uLSC model and a state-based model associating an I/O automaton to every system agent
, we check that the composed (possibly open) system fulfills :
Synthesis:
given an uLSC model , we verify that it is possible to implement it. Formally, we try to find one automaton per system agent such that their composition fulfills .
Previous Answers
Much research has already been devoted to solve these two problems. Unfortunately, the proposed solutions suffer from performance problems, which usually makes them unable to scale up to real-life contexts.
Model Checking
Most existing contributions convert LSCs to formalisms recognized by general-purpose model-checkers so that they can be checked against the overall system specification. For instance, [22, 4] translate LSCs to temporal logics 7 (of which they are just a particular form). [20] translates them to Büchi automata.
The LTL formula obtained from a uLSC is h
More exactly, the projection of the language on the respective component's alphabet is included in the component's language.
7 LTL, CTL or even ACTL [10] where
1. The formulae (or corresponding automata) generated from uLSCs are, in the worst case, exponential in the size of the specification [5] .
2. Computing the product of the many I/O automata composing the system also suffers from a state explosion problem. [15, 8] synthesize a general system automaton q satisfying the uLSC, if such an automaton exists. Then, q is distributed among system agents, by first replicating it and then trying to simplify it. At worst, we end up with a system
Synthesis
. The artificial perfect information hypothesis is crucial for these techniques: every agent can sense every event occurring. This ignores the interface description from the structural model, which explicitly defines which events are visible to each agent.
It is more interesting to synthesize a distributed system
in which every agent only listens to events specified in its interface. However, telling whether such an implementation exists is undecidable [26, 5] . Keeping the perfect information hypothesis makes synthesis decidable but exponential in time.
A Lightweight Approach
As a trade-off for efficiency, we propose to simplify previous algorithms and make them less precise. We will lose completeness but keep soundness: whenever they answer positively, this answer is correct. If they answer negatively, we cannot conclude. Nevertheless, they will yield a counter-example, which can be analyzed, using animation, to determine its relevance.
Model Checking
First, we suggest to use the techniques for minimizing the size of the formulae generated from uLSCs devised in [4, 22] . Typically, a uLSC can be split into several small formulae, in which we only need to check the proper ordering of pairs of events, and not all linearizations (as in sec. 3.1).
In order to address the state explosion problem, we suggest to ignore all components that do not participate in the verified uLSC. Suppose that only agents only. Since we demonstrated that I/O automata composition is a refinement, proving that the uLSC is satisfied by this reduced system suffices to show that the global system is correct, too:
However, if model checking fails, it might be a false negative: the counter-example could have been avoided, had we included more agents in the system, which one can try.
Synthesis
We will now sketch our algorithm, which is derived from (1) Harel and Marelly's play-out algorithm for the rules upon which an agent decides or not to perform an event and (2) on classical synthesis algorithms from MSCs for the distribution process. References and detailed comparison are provided in section 5.
For a given agent ² and specification , our algorithm tries to build a Standard Local Implementation (SLI) 8 . The steps are as follows ( fig.3 illustrates the algorithm on an example):
1. Sanity check: verify that the visual order matches the causal order in all scenarios of [2] . This is a necessary condition for standard distribution. is live. If so, this is a correct implementation, otherwise, proceed to the next step.
Project scenarios on
Try to prune q Â
, in order to obtain a correct implementation.
In the technical report [6] , we show that (1) live SLIs are correct implementations (wrt ) and (2) the composition of live SLIs is a correct distributed implementation.
On the negative side, the loss of information of step 2 may lead the agent to think that an event is forbidden (or required) whereas it is not. Hence, it is possible that no live SLI exists, whereas a correct centralized and/or distributed implementation exists.
On the positive side, this technique outweighs older approaches because: 1. it only considers part of the specification visible to the considered agent, and hence reduces considerably the size of the synthesized system. This improves scalability wrt [15, 8] .
2. it yields correct distributed implementations, where agents only sense events authorized by the structural model. It thus removes the need for the perfect information hypothesis and the distribution step (see sec. 3.2).
Related Work
Our lightweight synthesis algorithm is based on Harel and Marelly's play-out algorithm for LSCs [17, 16] . We briefly recall how this works. A state of the system is a set of ideals, called live copies. The user interacts with the play-engine through a graphical user interface, mocking up the actual interface of the future system. When interface elements are clicked, an event is generated, which is caught by the play-engine. Assume that this event is and the current state is
. The following rules apply:
is replaced by
is dropped. The live copy dies.
If labels a minimal location, say )
, of some scenario ¾ , a new live copy for ¾ is spawn. This is achieved by adding
to the next state.
If, in the next state, some system events are required, one of them is picked and performed, unless this event is also forbidden in the current state. This updates the state, which, in turn, can trigger new events. The system never acts spontaneously: if no event is required it remains idle. We followed the same scheme for designing the SLI rule: an agent will only schedule if is required and not forbidden. Conceptually, the synthesis algorithms of [1, 27, 21] are very close to ours, except that they apply to MSCs. For every agent, a state machine is built, which tracks its current position on its lifeline. When it reaches a position in which the MSC dictates to send an event , the machine proposes . For MSCs, this procedure yields a distributed implementation encompassing all the behaviours specified by the MSCs. Nevertheless, as in our case, it is possible that this distributed implementation is not correct, allowing more behaviours than specified by the MSCs. These additional behaviours are implied scenarios. Much work has been devoted to detecting and reporting on those implied scenarios [1, 28, 27, 3] . The picture is slightly different in our case, since our SLIs do not necessarily encompass all behaviours of the scenario-based specification. The verification process therefore aims at detecting liveness violations, i.e. missing scenarios.
Facing the problem of mapping global properties to responsibilities of individual components, Finkbeiner and Krüger investigate the problem of component-based proofs from MSCs [11] . As in the previous works, they give a global semantics of MSCs and a semantics resulting from the projection of MSCs onto the component's lifelines. They make the point that the two semantics do not necessarily agree. When they do agree, the MSC is said to have the decomposition property. They show that, when MSCs are syntactically restricted to causal MSCs, the decomposition property is guaranteed. A decompositional proof rule is devised, which asserts that, for verifying that an implementation is correct wrt an MSC p , it suffices to find a refinement of
with the decomposition property and check that the implementation is component-wise correct, wrt
. MSCs are more operational than LSCs, which makes it possible to get a nice syntactic restriction. Our approach is slightly different. When model checking a property, we still consider the global constraint, i.e. the whole uLSC and check it against a subsystem. Finkbeiner and Krüger check that the implementation of every component is correct, wrt its lifeline in the considered scenario. We do not need to consider only a syntactical subset of the modeling language; our rule is always sound. Our synthesis approach always achieves compositionality, because we drop environment hypotheses in SLIs.
Case study
As a first application of our tools, we synthesized components for part of the CTAS. We modeled and analyzed the protocol in charge of updating weather reports. The population we considered is shown in fig.4 . Roughly, the operator (user) can manually trigger updates through f2, a weather control panel. If f2 is enabled, f2 notifies cm, the communication manager, of this request. The goal of cm is then to synchronize all clients, preferably on using the newly available weather data. It sends a message to all clients (here, c [1] and c [2] ), asking them to retrieve the new data from db. This database query can either fail or succeed, which is materialized by yes and no messages. Those messages are propagated from the client to the cm. If it fails for some client, the procedure aborts, otherwise, cm asks all clients to use the new weather data. Clients are expected to upload the new data onto terminals (viz. term [1] and term [2] ). Again, this action can fail and its status is reported to cm. If everything is fine, the procedure stops here. If some client fails, the protocol enters a reverse phase, in which all clients are asked to get the old data from db and upload it onto their terminal. Failure at this point is critical and will cause all clients to be disconnected. The system's structure consists of eight components and its behaviour was specified with around 25 scenarios. A (quite naive) Java implementation of the centralized synthesis algorithm failed to produce an implementation, after over 15 minutes and consuming more than 200 Mb of memory. Using the same subroutines for representing and manipulating automata and partial orders, the distributed version of the algorithm managed to produce an SLI for six out of the eight components, within a couple of seconds. These I/O automata had less than 20 states.
The two components for which the algorithm failed to produce an implementation were the central communication manager and the database component. Actually, projecting scenarios on the communication manager does not help because almost all messages transit through this agent. Hence, the state space explosion problem could not be avoided. Failing to synthesize the database agent was more surprising. When reviewing the flaw, we figured out that the problem came from the fact that, relying only on its current position in scenarios, this agent had not enough memory to fulfill its liveness conditions. Roughly, the scenarios for the database simply say that it must send a reply to every client which sends in a query. Assume that both clients submit a query. The agent reaches a state, say . With only one bit of additional memory, there would be a correct implementation for db. We will soon improve our algorithm with a general mechanism to deal with such issues, which are commonplace in distributed systems.
Conclusion
Scenarios and state-machines should be related, to get the most out of their overlapping meanings. However, existing synthesis and verification algorithms do not scale up very well. We have proposed and proved sound a way to apply them locally (i.e. considering only part of the global system), thereby making state-of-the-art closer to practitionner's efficiency concerns. These approaches shall be more carefully tested on real design models, to assess their effective scalability.
