In 1987, Cover proposed an interesting problem in the simple relay channel [1] as shown in figure 1. In this channel, ( , | ) = ( | ) ( | ) and the channel from to does not interfere with . Denote the rate from to as . The critical value of such that ( ) first equals (∞) is determined in this paper. In order to achieve this, a new decoding technique is invented.
I. INTRODUCTION
The capacity of the simple relay channel is known to be sup ( ) ( ; 1 , 2 ) when 2 fully knows about 1 . When 0 = ( 1 | 2 ), by Slepian-Wolf coding [2] , 2 can fully know about 1 and then decode the message of . However, ( 1 | 2 ) is not the critical value because 2 does not need the full information of 1 to decode . It just needs the information of contained in 1 but is unknown to 2 , which is
The idea is, with 2 known at the receiver, there are 2 ( 1 | 2 ) sequences at the relay which are jointly typical with 2 . And with 2 known at the receiver, for a specific at the source, there are 2 ( 1 | , 2 ) sequences at the relay which are jointly typical with and 2 . Therefore, in order to differentiate each ,
bins are needed at the relay.
II. ENCODING AND DECODING
Encoding: At block , sends ( ( )) to 1 and 2 , 1 receives 1 ( ) and 2 receives 2 ( ). Randomly throw 2 ( 1 ) jointly typical sequences 1 s into 2 ( ; 1 | 2 ) bins. Denote the bin number where 1 ( ) is located as ( ). At block + 1, 1 sends ( ) to 2 .
Decoding: At block + 1, 2 decodes ( ) and then finds ( �( )) in the codebook such that there is only one 1 � ( ) in bin ( ) which makes ( � �( )�, 1 � ( ), 2 ( )) ∈ ( , 1 , 2 ).
III. OUTLINE OF THE PROOF
A. Achievability 0 , 1 and 2 are denoted as error events.
For 0 , by Markov Lemma [2] , ( 0 ) ≤ , as n goes to infinity. 
Then the average probability of error
If < ( ; 1 , 2 ) − 4 , then goes to 0 as goes to infinity. Therefore, if < ( ; 1 , 2 ) − 4 , then there exists at least one code (2 , ) whose probability of error goes to 0 as goes to infinity. With 0 = ( ; 1 | 2 ), ( 0 ) = ( ; 1 , 2 ) can be achieved.
B. Critical 0
If 0 < ( ; 1 | 2 ), then 0 + → 2 < ( ; 1 , 2 ) = , which contradicts with the max-flow min-cut theorem [3] .
