Boiling in microchannels is
Introduction
On convective boiling in microchannels, studies are limited and under investigation Kandlikar ͓1͔. Unsteady flows and flow boiling instabilities are related to the confined effects on bubble behavior in the microducts. Yan and Kenning ͓2͔ observed high surface temperature fluctuations in a minichannel with hydraulic diameter of 1.33 mm. Surface temperature fluctuations ͑1-2°C͒ are caused by gray level fluctuations of liquid crystals. The authors evidenced a coupling between flow and heat transfer by obtaining the same fluctuation frequencies between the surface temperature and two-phase flow pressure fluctuations. Kennedy et al. ͓3͔ studied convective boiling in circular minitubes of 1.17 mm diameter and focused on the nucleate boiling and unsteady flow thresholds using distilled water. They obtained these results experimentally analyzing the pressure drop curves of the inlet mass flow rate for several heat fluxes. Qu and Mudawar ͓4͔ found two kinds of unsteady flow boiling. In their parallel microchannel arrays, they observed either a spatial global fluctuation of all the two-phase zones for all the microchannels or anarchistic fluctuations of the two-phase zones: overpressure in one microchannel and underpressure in another. However, it is important to have a constant mass flow rate at each microchannel entrance. Flow visualization analysis has previously been realized by Brutin and Tadrist ͓5͔. They developed a model based on a vapor slug expansion and defined a nondimensioned number to characterize the flow stability transition. Based on this criterion, they proposed pressure loss, heat transfer, and oscillation frequency scaling laws. These characteristic numbers allow us to analyze quite well the experimental results. It highlights the coupling phenomena between the liquid-vapor phase change and the inertia effects.
It is of interest to further understand these instabilities. Indeed, two-phase and boiling flow instabilities are complex, due to phase change and the presence of several interfaces. To fully understand the high heat transfer potential of boiling flows in microscale's geometry, it is vital to quantify the heat transfer occurring in the microchannel. To perform this, analysis is made up by using an inverse method, which allows us to estimate the local heat coefficient. In the past few years, it has appeared that the resolution of inverse heat conduction problems could be applied to many industrial applications when the direct measurement of the fluxes or the heat sources is impossible, for instance, because the direct mea-surement would impair the accuracy of the searched variable or because the sensor would not survive on a boundary exposed to a severe environment.
In our configuration, the use of inverse methods is essential since it is impossible to place a thermocouple on the surface of the studied minichannels without disturbing the established flow. The direct problem in heat conduction consists in the resolution of the fundamental heat transfer equation in order to calculate the temperature variations in time and space. From the point of view of the experiments, in most cases the numerical solutions of the direct problem are compared to experimental values in a validation procedure. The resolution is inverse when one of the conditions necessary to solve the direct problem is missing. For instance, we can find some inverse problems devoted to the estimation of thermal parameters, unknown initial or boundary conditions ͑here the local heat transfer coefficient͒, and unknown heat source terms. The latter problems are called inverse heat conduction problems ͑IHCPs͒.
For IHCP resolution, the measurements are necessary to estimate the unknown parameters or functions. Such a procedure is based on an inverse formulation of the classical scheme "causes → effects." The latter is an ill-posed problem in the sense of Hadamard ͓6͔; actually, the obtained solution is highly sensitive to measurement errors and in some cases the obtained solution might be nonunique. This means that the experimental design and the associated measurement procedure are the main factors in the quality of the results. In this paper, we will present a multidimensional IHCP, which consists of the unknown boundary condition using data measurements. For the IHCP related to unknown boundary estimation, the main variable is the heat flux history applied on a surface unsuited to direct measurement. Of course in some simple geometries, it is possible to apply some analytical methods but most of the time a numerical method has to be applied to cope with transient multidimensional problems.
An alternative to finite element method ͑FEM͒ is the boundary element method ͑BEM͒, which permits a direct connection between the measurements and the unknown boundary condition. This method is described in detail by Brebbia et al. ͓7͔ and applied by some authors for IHCP resolution ͓8-11͔. Compared to the FEM, BEM gives a direct solution of the IHCP replacing the usual iterative process with the resolution of a linear system. One consequence of using a Green function as the weighting function T* is that the calculation code does not require any internal mesh but allows the computation of singularities as internal points and point heat sources. Because of these particularities, BEM is well adapted to cope with internal measurements provided by thermocouples and surface measurements obtained by infrared thermography. Here, the use of inverse methods will enable us to estimate the local heat transfer and more especially the local heat transfer coefficient. Actually, we do not find in literature some examples of 3D inverse problems using BEM ͓12,13͔ and also FEM ͓14,15͔ using the adjoint method. None of them use real experiments. However, the main difficulties for inverse problem are their illposed problem character. As a consequence, the solution might become unstable considering measurement errors. In order to obtain a stable solution, we use some regularization procedures; here, we used the truncated singular value decomposition ͑SVD͒ method.
For this purpose, an experimental rack has been designed to observe flow patterns depending on the mass flow rate. With regard to applications, the expected results will contribute to the development of microgravity models for heat transfer coefficients and pressure loss. The fluid flow is temporally stored in the compressible volume ͑damper͒. When the minichannel pressure loss is too high and when the pressure in the buffer is higher than the minichannel pressure loss, the fluid is reinjected. A constant mass flow rate condition is considered in front of the buffer. We applied for each experiments a constant heat flux ͑Qw =33 kW m −2 ͒. The mass flow rate varies in the range of 1 Ͻ Qm Ͻ 4 g s −1 and the fluid saturation temperature ͑T sat ͒ is 54°C at P sat = 820 mbars.
The objective of this paper is to acquire better knowledge of the boundary conditions that influence the two-phase flow and the local heat transfer in the minichannel. The expected results will contribute to the development of microgravity models and create a database for convective boiling in minichannels and microgravity conditions, which is necessary to elaborate future two-phase systems on board space vehicles and stations. In this line, this paper aims to complete the actual studies by analyzing and explaining the phenomena of heat transfer suitable in minichannels during microgravity. The original feature of this experiment consists in providing new results for local heat transfer using an inverse method coupled with experimental data.
Conception
2.1 Description of the Experiment. For safety purposes, the main experiment is kept inside a confinement box, where we store the fluid needed to perform the experiments during the flight. The rack is divided into four areas: the confinement box, the material storage zone below it, the visualization zone with Computer 2, and the loop control zone with Computer 1. The entire fluid loop is inside the confinement box in order to avoid any fluid leakage inside the cabin during microgravity. The heating system is composed of a small cement rod of dimensions 16ϫ 10ϫ 70 mm 3 with five heating wires ͑0.4 mm diameter͒. The cooling system is made using Peltier elements with heat sinks and the investigated fluid is HFE-7100. It is chosen for its many advantages: This fluid has a low boiling temperature ͑54°C at 835 mbars͒ and a low latent heat of vaporization ͑20 times less than water͒, and is compatible with almost all materials. Channels ͑Fig. 1͒ with three hydraulic diameters are investigated: 0.49 mm ͑6 ϫ 0.254 mm 2 ͒, 0.84 mm ͑6 ϫ 0.454 mm 2 ͒, and 1.18 mm ͑6 ϫ 0.654 mm 2 ͒. The width of the channel is kept constant to allow comparison of the influence with regard to the thickness.
The channels are engraved in a thin Inconel® plate ͑2 ϫ 16 ϫ 70 mm 3 ͒ to obtain a measurable temperature gradient under the heating surface needed in the use of the inverse methods. A transparent polycarbonate cover plate is used to close the geometry and to perform the flow visualization. Two preheaters are used to warm up the fluid to 2°C below its saturation temperature. Pressure measurements are acquired at 133 Hz to allow observation of nonstationary flow. Fluid temperatures are also acquired at this frequency, and the gravity level is given by an accelerometer. Flow visualization is performed using a Photron® FastCam.
Dimension of the Minichannel.
The dimensions are as follows: 50 mm long, 6 mm width, and 254 m deep ͑Fig. 2͒. Above the channel, there is a series of temperature and pressure sensors and inside the cement rod, 21 thermocouples ͑of ChromelAlumel type͒ are located at a height of 9 mm and are also distributed lengthwise ͑1 mm under the minichannel͒, as shown in Fig.  3 . These K-type thermocouples ͑140 m diameter͒ are used to measure the temperatures of the cement rod at several locations under the minichannel heating surface. To observe the influence of gravity on the flow and the behavior of the convective boiling, two instrumented test tubes are embarked during the parabolic flights: one for the visualization using a high speed camera and the other one for the data acquisition using thermocouples and pressure gauges. They make it possible to check the influence of gravity on the temperature and pressure measurements for three levels of gravity: terrestrial gravity ͑1g͒, hypergravity ͑1.8g͒, and microgravity ͑g͒.
3 Sensitivity Analysis and Inverse Problem 3.1 Overdetermined Problem. The inverse problem described in this paper ͑21 temperature measurements to inverse͒ is an underdetermined problem ͓9͔: it presents fewer equations than
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Transactions of the ASME unknowns. In other words, there is not enough information in the system, and this lack of temperature measurements is increased in this case. Indeed, let us suppose that some of the sensors are broken during the process: it is not possible to recover these measurements. The number of equations ͑one per sensor͒ is no longer 21 and must be brought down to a lower number. It is thus necessary to deal with this problem by increasing the number of measurements. We transform the inverse underdetermined problem in order to have an overdetermined inverse problem. We use the property that our geometrical model has a symmetry axis in the cross section ͑x , z͒: Each thermocouple measurement is thus duplicated by taking the symmetrical one from a preset mirror axis according to y. As a result, we obtain 42 ͑21ϫ 2͒ measurements, which are not all independent ͑see Fig. 4͒ .
Noises and Locations.
The main point is to identify the parameters that affect the solution of our inverse problem. To perform this task, we test the following:
1. the influence of the noise with regard to thermocouples' temperatures on the surface minichannel temperature 
the influence of the estimation error on thermocouples' locations
For the first step, we inverse the thermocouples' temperature by adding some Gaussian noise to the measurements. We compare then it with two profiles: one obtained without noise and the other one obtained by solving a direct problem. First results show that the direct and the inverse profile obtained without noise are similar ͑Fig. 5͒, which means that our numerical model is well adapted. A second result highlights that the noise of our measurement has an influence on the resolution process. Indeed, there is a difference around 4°C in some sections of the curves that change the estimated value of the local coefficient ͑Eq. ͑5͒͒. Second, we test the influence of the location of the thermocouples. Actually, the locations of the sensors are given using pictures that were taken before we cast the cement rod. During this process, the coordinates of the thermocouples may have changed so that it can influence the solution. From our study, we assume that there is no influence of the location with the ͑x , y͒ location since the heat transfers are located on the z-axis. It is on this axis that we have to estimate the sensitivity to the location errors. In order to calculate the influence, we change the coordinates of the sensors by shifting the coordinates ͑Ϯ0.5 mm and Ϯ0.75 mm͒. Then, we inverse the modified temperature profile and compare the result to the original one. Figure 6 highlights the fact that the z-coordinate is a critical parameter since the different profiles present important variations from one to another. Compared to the original profile, we obtain some differences of 6°C. This variation is very high and causes some instability in our numerical solution. As the sensitivity of the solution to measurements is high, theses errors will have to be well estimated.
3.3 Meshing. We studied the convergence meshing for several cases. We made a first meshing with N elements ͑N = 184͒ then we double it ͑2N, 4N, and 6N͒ and compare with a direct simulation ͑boundary conditions known͒ the solution for each meshing. When we put side by side the heat flux and the wall temperature on the minichannel for each mesh, we observe that the profiles for 2N elements and N elements are the same. This 
101502-4 / Vol. 130, OCTOBER 2008
Transactions of the ASME result validates the fact that the N meshing is well adapted for the 2D model ͑in Fig. 7͒ . Moreover, using the 2D analysis, we mesh only domains ͑cement-Inconel͒ and we found the same solution with the three domains meshed ͑cement-Inconel-Polycarbonate͒. These two results validate the assumptions concerning the boundary conditions of the system ͑the polycarbonate has no influence͒ as well as the step of the meshing ͑N is sufficient͒. We made the same convergence meshing study for the 3D model ͑Fig. 8͒.
Inverse Heat Conduction Problem With BEM.
The inverse problem under investigation deals with the resolution of IHCP ͓16͔, where we want to estimate the unknown boundary conditions on the modeled minichannel. The numerical scheme used here is based on the BEM. BEM is attractive for our inverse problem resolution because it provides a direct connection between the unknown boundary heat flux and the measurements ͑thermocouples͒. The other advantage of the BEM is to take into account singularities such as point line heat sources or internal points ͑thermocouple͒ without domain mesh. In the case of linear heat conduction, the solution can be obtained by solving a linear system of simultaneous equations without any iterative process.
Boundary Condition Estimation.
As NЈ is the number of domain ⍀ interior points given here by the thermocouples and N the number of boundary elements on our rod, the system has got ͑N + NЈ͒ equations. The number of unknowns, noted M, is a function of the boundary conditions applied on the different elements of ⌫ ͑Fig. 9͒. Namely, for element ⌫i, we have at least one unknown per element for the following boundary conditions:
1. first kind condition for which heat flux i is unknown and temperature i is imposed 2. second kind condition for which temperature i is unknown and heat flux i is imposed 3. third kind condition i = f͑ i ͒ The elements, for which we have one equation, where the boundary condition is missing, let appear two unknowns. The only way to solve the fundamental heat transfer equation is to find some extra information, provided by measurements. In our case, we have interior measurements, given by thermocouples. They enable us to solve the problem and to calculate local heat flux and T surface , surface = arg͕min͑ʈT mod − T meas ʈ͖͒ ͑1͒
In this last expression, the vectors T meas and T mod , respectively, represent the vector of temperature measurements and the vector of the calculated temperatures. The unknown factors ͑ surface , T surface ͒ are obtained by minimizing the difference between measurements and a mathematical modeling. Taking into account the specificity of formulation BEM, this minimization is not obtained explicitly but done through a function utilizing a linear combination of the measurements. This formulation leads to a system of simultaneous equation
In this last equation, A is a matrix of dimension ͑͑N + NЈ͒ ϫ M͒, X the vector of the M unknowns including ͑ surface , T surface ͒, and B a vector of dimension ͑N + NЈ͒ gathering a linear combination of the data measurements and the contribution of the 
101502-6 / Vol. 130, OCTOBER 2008
Transactions of the ASME heat sources. If M = N + NЈ, we obtain a square system of linear equation but most of the time we have M Ͻ N + NЈ and has more equations than unknown ͑see Sec. 3͒: Our system presents 270 equations for 255 unknown factors ͑overdetermined system͒. A solution can be found by minimizing the distance between vector AX and vector B. In order to find out an estimation X of the unknown exact solution X, we have to solve the optimization problem using a cost function ͑Eq. ͑3͒͒. Assuming that the difference between AX and B can be considered as distributed according to a Gaussian law, we can find X solution of the matricial system in the meaning of the least squares. Using this last property leads to the ordinary least squared solution as follows:
As As a result, the estimated vector X contains all the estimated surface temperatures ͑T surface ͒ and the surface heat flux ͑ surface ͒, so that we can calculate the local boiling coefficient ĥ ͑x͒ in the minichannel knowing the saturation temperature of the liquid ͑T sat ͒ as follows:
Actually, the inverse heat condition problem is ill posed and very sensitive to the measurements errors. Thus, we observe for the system numerical resolution instabilities of the solution X with regard to the measurement errors introduced into the vector B. As a consequence, we need to obtain a stable solution of this system by using regularization tools such as the truncated SVD solution ͓17͔ or Tikhonov regularization method ͓18-20͔. We propose in the following paragraph an example of regularization procedure, which can be applied. In order to smooth the solution, we used in our study the truncated SVD solution.
Troncature
Using SVD (Singular Value Decomposition). The regularization of an inverse problem consists in adding information to improve the stability of the solution with regard to the measurement noise and/or to select a type of solution among all those possibilities. The ill-conditioned character of matrix A results in the presence of low singular values. They are a consequence of linear dependent equations: indication of a strong correlation between the unknown factors. Actually, the SVD method makes it possible to deal with 3D inverse problem where the mesh is structured, i.e., the pavements of the elements do not have all the same surfaces and thus the same sensitivity ͑Fig. 8͒. This property increased the ill posedness of the problem. Indeed, the solution is much more unstable when the space discretization is refined. This singular behavior is due to the fact that the conditioning number of the linear system ͑see Sec. 3.7͒ is a function of the power of the meshing step.
In our problem, the truncated SVD method consists in removing the too small singular values that affect the stability of the system in order to find one solution among several, which best fits. It can seem contradictory to improve the system by removing equations and thus information: The suppression of the equations involves a reduction in the rank of our system and consequently an increase in the space of the plausible solutions. However, the action of removing these equations improves the stability because it deliberately removes the equations that disturb the solution. Matrix A can be built into a product of square matrices ͑U and V are orthogonal matrices and W is the diagonal matrix of the singular values w j ͒ as follows:
A is ill conditioned when some singular values w j → 0͑1 / w j → ϱ͒. As a result, the errors are increased. By using SVD, W −1 is truncated from the too high ͑1 / wj͒.
The truncated matrix can be built up as in Fig. 9 The problem of the unknown boundary conditions. We have NЈ internal points "42 thermocouples… and we want to obtain the temperature and the heat flux density on the minichannel boundary where we have one equation and two unknowns.
The estimate solution vector X t is a function of the new truncated matrix W t −1 as follows:
We observe a smoothing of the solution like in the regularization method by modifications of the functions to be minimized ͑for example, see Ref. ͓18͔͒. However, it is necessary to explain how is carried out the choice of the ignored singular values. There is a "criterion" making it possible to quantify the balance between a stable solution and low residuals: the condition number. It is defined by the ratio of the highest to the weakest of the singular values of matrix A. All the singular values lower than a limit value are eliminated. The numerical procedure can be found in the LAPACK ͓21͔. This technique requires the use of a threshold, which allows the choice of values to be canceled. The level of truncation is determined by the technique known as the L-curve ͓17͔.
L-Curve Analysis.
The obtained solution X depends on the best truncated value selected by the user. To avoid entering extremes and losing information, a tool called L-curve is introduced to estimate the correct condition number. The goal is to trace on a logarithmic scale the norm of the solution on the norm of the residuals ʈAX − Bʈ ͑Fig. 10͒. The optimal value is in the hollow of the L where the best compromise is between stable results and low residuals ͑on the distinct corner separating the vertical and the horizontal part of the curve͒. It is around this corner that we find the best compromise. Thus, this value makes it possible to define the truncation level and the number of conditioning associated. In our problem, this value is around 10 7 , which is very high and illustrates the ill posedness of our problem.
Results Concerning Heat Transfer
4.1 Boundary Reduction. The modeled system was made up of three domains. According to our 2D study, we consider only two domains: the cement and the Inconel. We made this choice simply because the polycarbonate had no influence on the studied zone ͑adiabatic condition͒. A variation in the different coefficients on the edge of the device does not change the output temperature profiles ͑Fig. 11͒. Concerning the thermal conduction, we work with a cement rod to have a significant temperature gradient necessary for the inversion and as we work in a stationary state, we did not take into account the accumulation term due to the heat capacity.
Processing.
The following results were obtained during the PF52 CNES flight. The inversion of the temperature measurements is made for an x-coordinate. The local boiling coefficient ĥ ͑x͒ is calculated as a function of the heat flux and the wall temperature according to Eq. ͑5͒. The profiles obtained are made up of seven points, as shown in Fig. 13 . Indeed, as the system is very resistive, the assumption of an isolated system ͑adiabatic͒ is correct since a variation in the different coefficients on the edge of the device does not change the output temperature profiles. It is thus reasonable not to model the polycarbonate. A direct result is that the system is no longer overloaded. The computing time is shorter and the matrix containing the parameters of the meshing is Fig. 10 The L-curve approach applied to the BEM. The optimal value is in the bend of the L where the best compromise is between stable results and low residuals "on the distinct corner separating the vertical and the horizontal part of the curve…. It is around this corner at the maximum curvature that we find the best compromise. Fig. 11 Boundary conditions. According to our study, we consider only two domains: the cement and the Inconel. We made this choice simply because the polycarbonate had no influence on the studied zone "adiabatic condition…. A variation in the different coefficients on the edge of the device does not change the output temperature profiles.
of a smaller size. This saving of time and space ͑smaller rank of matrix͒ is significant since the matrix is ill conditioned ͑any action decreasing its component count is beneficial͒. Moreover, within the framework of our next studies concerning a nonstationary state, this simplification will be useful because during the resolution, the matrix is calculated every other second and requires significant resources for calculations ͑allowance of a great range of memory͒.
2D Analysis.
For the 2D approach, we cut the minichannel into seven sections. The choice of this cutting is due to the fact that our model is optimized so that we want to obtain seven values of the heat flux and the wall temperature on the minichannel. Among these seven cross sections, only five are directly below the studied zone. The two others, located at x = 5 mm and x = 65 mm, are not useful to us in the 2D model since they describe positions, respectively, exceeding the minichannel. Nevertheless, their presence is necessary because they characterize the transfers on the edges. Moreover, to be able to take into account the 21 sensors duplicated along the bar, it is necessary to align them 3 ϫ 3 for each portion in order best to fit our model. The error introduced is minimized since the disparity between the sensors, noted as d, is very low compared to the overall length L of the minichannel ͑d / L Ͻ 0.1͒. The bar is thus cut into seven parts and on each part we have six sensors ͑described in Sec. 4.4͒.
As we work on different sections of the bar, it is necessary that they contain the inversed information. However, the cutting cannot contain the real locations of the thermocouples. An additional step is required to bring the sensors to the edges of the cutout sections. Their grouping is done by translating the three closer ͑and their symmetrical͒ next to the section ͑see Fig. 12͒ . It is then necessary to repeat this operation for the seven sections with various values of x. The various x-positions are as follows ͑x =10, 15,25,35,45,50,55͒ . Then, the local heat transfer coefficient is calculated ͑Fig. 13͒ as a function of the heat flux and the wall temperature related to Eq. ͑5͒. The profiles obtained are made up of seven points corresponding to the couples ͑x ͓10; 60͔; y =8; z = 11.8͒, which are independent of each other.
A first result validating the use of the inverse methods is the fact that the wall temperature is higher than the saturation temperature ͑T sat =54°C͒, which is in agreement with the fact that the liquid boils. Moreover, the rising temperature profile is coherent: It confirms the overheating due to the vapor pockets, which are visible on the edge of the minichannel. To conclude, this 2D approach mades it possible to validate the assumptions concerning the boundary conditions of the system as well as the step of the meshing. However, considering the geometry of the minichannel, it seems more logical to work with a 3D model, which shows the real influence of the thermocouples and particularly the diffusive effects.
3D
Analysis. This 3D study presents the results obtained in normal gravity during the PF53 ESA flight campaign. The interest of 3D modeling lies in the fact that it is better adapted to the geometry of the problem since in our case the longitudinal effects intervene. However, the conditioning number is higher ͑because of the denser meshing͒, which accentuates the ill-posed character of the system. It is thus necessary to pay particular attention to the regularization of the solution, which is much more unstable than in two dimensions. The temperature profiles obtained in the minichannel are in agreement with the inversed values of the thermocouples. As regards the surface flow, the power injected by the heating wires equals to 11 W minus losses ͑delivered by the heating wires͒. In the cement, the power is 10.8 W and in the Inconel 10.3 W. All the power delivered by the heating wires in the cement rod are transmitted to the upper surface in contact with the Inconel and pumped directly via the minichannel.
The lost power is used to heat the surrounding air ͑about 0.7 W͒. The cement temperature is of the same order of magnitude as the profile of the inversed temperatures ͑approximately 70°C͒ and in the Inconel the temperature is higher than the saturation temperature of the boiling fluid ͑T sat =54°C͒. Indeed, in the cement rod, the temperature distribution is high on the edges and low on the top surface ͑Fig. 14͒ because the heat is pumped by the minichannel. Moreover, concerning the heat flux, all the power of the heating wires are injected into the minichannel, which validates the choice of the materials ͑the total power of the heating wire is well pumped by the minichannel due to the low heat conductivity of the cement͒. However, on the edges of the minichannel, the estimation of the flux presents significant variations in spite of the regularization tools. This result is mainly due to the errors contained in the thermocouples, which cannot be corrected here. The profiles of the wall temperature and heat flux ͑Fig. 15͒ are less accurate to those evaluated in the 2D model. Indeed, the precision of the 3D model is greater especially in the evaluation of the transfers. Furthermore, with regard to the transfer coefficient, its profile is different ͑higher values͒ from that in two dimensions since we take into account the diffusive effects of the rod. This leads to a modification of the values of the flux especially on the edges of the minichannel. Indeed, there are much instabilities here due to edge effects.
Influence of Gravity on Heat Transfer.
To analyze the flow boiling heat transfer coefficient profile, the measurements are continuously taken at three gravity levels. The differences induced by gravity level on the heat transfer coefficient are obtained using the data of parabolic flights for three ranges; corresponding to g, 1g, and 1.8g levels. The local heat transfer coefficient in Fig. 16 is higher in the inlet minichannel. This is in agreement with the analysis of the recorded movies, which highlights that on the minichannel inlet the flow has a low percentage of insulated bubbles.
The more significant the sizes of the bubbles are, the larger is the surface of the superheated liquid is. Besides, concerning the microgravity phase, the results present variations by ratio to the terrestrial gravity and the hypergravity, which evidence an influence of the gravity level on the confined flow boiling. During the phase of microgravity, at the inlet of the minichannel ͑x =12 mm͒, the heat transfer coefficient is higher with a value around 5500 W m −2 K −1 in comparison with the 1.8g and the 1g, where it is equal to 3500 W m −2 K −1 . Furthermore, as soon as the vapor completely fills the pipe, the heat exchange strongly decreases because there is no more phase change ͑Fig. 17͒, only heat transfer through the vapor ͑heat insulator͒. The study of the transfers confirms a higher heat transfer coefficient at the inlet minichannel during the phase of microgravity. This is due to the decrease in size of the vapor bubbles. In Fig.  17 , the local quality increases along the main axis from the inlet to the outlet of the channel. This result is in good agreement with the temperature profile we have on the boundary minichannel since at the outlet the temperature is higher. Second result shows that the evolution is not linear because in our case the heat flux density is Transactions of the ASME not constant. Indeed, the heat flux calculated on the wall minichannel varies around 2%. This result is explicit at the inlet minichannel where we observe a short decrease since the error estimation is higher around these points. Besides, at the outlet minichannel, the local vapor quality ͑x =60 mm͒ tends to reach a value corresponding to the outlet vapor quality. Another result shows that the heat transfer coefficient decreases along the x length in the flow direction. Whatever the choice of gravity, as soon as the vapor occupies the whole of the minichannel, the boiling coefficient falls strongly to reach a level that characterizes a kind of heat transfer with only a vapor phase. Concerning the temperature profile ͑Fig. 15͒, the temperature in the minichannel increases according to x ͑increase around 30°C -x = 15 mm, T = 62°C and x = 60 mm, T =92°C͒. This phenomenon translates a heating at the origin of convective boiling ͑formation of the bubbles͒. First point, the results in terrestrial gravity and hypergravity are similar ͑less than one degree of difference͒. Second, in microgravity, we notice a variation of 4°C ͑a value higher than uncertainties of measurements͒. Concerning the heat flux, it remains constant except at the inlet and outlet of the minichannel since we have edge effects in these two zones.
Conclusions and Perspectives
In this study, we highlighted the influence of gravity on convective boiling in minichannels. The microgravity generates vapor pocket structures, which fill the width of the minichannel and the heat transfer coefficient is locally higher. Consequently, we can assume that g influences the appearance of the vapor bubbles whose size varies depending on parameter g. In the case of hypergravity, a classical bubble structure is observed. The analysis of temperature as a function of parameter g evidences that gravity has an influence on the flow. However, as the profiles of the temperatures of the thermocouples do not present enough variations ͑difference of less than 1°C between the temperatures at hypergravity and microgravity͒, in the future it will be important to determine their precise locations. For the inverse methods, the sensors induce too many disturbances and accentuate the ill-posed character. In our case, the temperatures cannot be evaluated without taking into account the relative error due to the accuracy of the measurements ͑noise͒ and to the position of the thermocouples ͑z-axis͒. These uncertainties lead to clear variations in the solution and particularly in the surface heat flux. It has been also shown that combined application of the known measurement errors leads to substantial errors in our numerical calculation. One solution would be to use an X-ray tomography of our cement rod in order to estimate with accuracy the exact locations of the thermocouples and the heating wires. Besides, an additional issue would be to add infrared ͑IR͒ measurements while painting the lower face of the cement in black and placing a camera directly below. … depending on the mass flow rate. We plot the curves for seven points. The profiles increase from the inlet to the outlet minichannel. We observe that the final point corresponds to the outlet vapor quality, which is a way to validate our results. The error estimation is here around 2%.
