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Abstract
In this paper, the monotonicity property for a function involving q-gamma and q-digamma functions is
investigated for q > 0. An application of this result provides a sharp inequality for the q-gamma function.
Our results are shown to be a generalization of results which were obtained by Alzer and Batir (2007) [2].
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1. Introduction
The q-gamma function is defined for positive real numbers x and q ≠ 1 as
0q(x) = (1− q)1−x
∞
k=0
1− qn+1
1− qn+x , 0 < q < 1 (1.1)
and
0q(x) = (q − 1)1−x q x(x−1)2
∞
k=0
1− q−(n+1)
1− q−(n+x) , q > 1. (1.2)
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The close connection between the ordinary gamma function 0 and the q-gamma function 0q is
given by the limit relations
lim
q→1−
0q(x) = lim
q→1+
0q(x) = 0(x) =
 ∞
0
t x−1e−t dt. (1.3)
Many of the classical facts concerning the ordinary gamma function have been extended to the
q-gamma function (see [5,12,13,16] and the references therein). An important fact regarding the
gamma function in applied mathematics as well as in probability is the Stirling formula, which
gives a fairly accurate idea of the size of the gamma function. With the Euler–Maclaurin formula,
Moak [13] obtained the following q-analogue of the Stirling formula for 0 < q < 1:
log0q(x) ∼

x − 1
2

log[x]q + Li2(1− q
x )
log q
+ Cq
+
∞
k=1
B2k
(2k)!

log q
qx − 1
2k−1
qx P2k−3(qx ), x →∞ (1.4)
where the Bk, k = 1, 2, . . ., are the Bernoulli numbers, [x]q = (1 − qx )/(1 − q), Li2(z) is the
dilogarithm function defined for complex argument z as [1]
Li2(z) = −
 z
0
log(1− t)
t
dt, z ∉ (1,∞), (1.5)
Pk(z) is a polynomial of degree k satisfying
Pk(z) = (z − z2)P ′k−1(z)+ (kz + 1)Pk−1(z), P0(z) = 1, k = 1, 2, . . . (1.6)
and
Cq = 12 log(2π)+
1
2
log

q − 1
log q

− 1
24
log q
+ log
 ∞
m=−∞

rm(6m+1) − r (2m+1)(3m+1)

(1.7)
where r = exp(4π2/ log q). It is easy to see that
lim
q→1 Cq = C1 =
1
2
log(2π), lim
q→1
Li2(1− qx )
log q
= −x and Pk(1) = (k + 1)! (1.8)
and so (1.4) on letting q → 1 tends to the ordinary Stirling formula [1]
log0(x) ∼

x − 1
2

log x − x + 1
2
log(2π)+
∞
k=1
B2k
2k(2k − 1)
1
x2k−1
, x →∞. (1.9)
It is worth noting that the Moak formula, (1.4), and the constant Cq , (1.7), are given in a slightly
different form to the Moak formula, (2.14), and the constant Cq , (2.16), in [13]. To compare the
two forms, we observe that, on changing the variable u = − log(1− t), we obtain the integral
I (x) = 1
log q
 −x log q
0
udu
eu − 1 =
−1
log q
 1−qx
0
log(1− t)dt
t
= Li2(1− q
x )
log q
.
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Moak considered the integral I (x)− I (1) in his formula (2.14) mentioned in [13] and added the
integral I (1) to the constant. But here we add the integral I (x) to (1.4) and thus the constant in
(1.7) is not needed. In order to derive a formula for q > 1, we need the following identities:
0q(x) = q (x−1)(x−2)2 0q−1(x), (1.10)
log0q(x) = x
2 − 3x + 2
2
log q + log0q−1(x), (1.11)
and
Li2

z − 1
z

= −Li2(1− z)− 12 log
2 z. (1.12)
Substituting into (1.4) after replacing q by q−1 yields
log0q(x) ∼

x − 1
2

log[x]q + Li2(1− q
x )
log q
+ 1
2
log q + Cq−1
+
∞
k=1
B2k
(2k)!

log q−1
q−x − 1
2k−1
q−x P2k−3(q−x ), x →∞. (1.13)
In view of (1.4), (1.9) and (1.13), the Moak formula for q > 0 can be read as
log0q(x) ∼

x − 1
2

log[x]q + Li2(1− q
x )
log q
+ 1
2
H(q − 1) log q + Cqˆ
+
∞
k=1
B2k
(2k)!

log qˆ
qˆx − 1
2k−1
qˆx P2k−3(qˆx ), x →∞ (1.14)
where H(·) denotes the Heaviside step function and
qˆ =

q if 0 < q ≤ 1
q−1 if q ≥ 1.
A real-valued function f , defined on an interval I , is called completely monotonic if f has
derivatives of all orders and satisfies
(−1)n f (n)(x) ≥ 0, n = 0, 1, 2, . . . ; x ∈ I. (1.15)
These functions have numerous applications in various branches, for instance, numerical analysis
and probability theory.
Numerous papers have appeared providing inequalities for the gamma and various related
functions. Many properties of the gamma and q-gamma functions and some developments in
this area are given in [8–10,6,4,2,3,14,15,7] and the references therein. The q-digamma function
(the q-Psi function ψq ) is an important function related to the q-gamma function and is defined
as the logarithmic derivative of the q-gamma function
ψq(z) = ddz (ln0q(z)) =
0′q(z)
0q(z)
. (1.16)
974 A. Salem / Journal of Approximation Theory 164 (2012) 971–980
From (1.1), we get for 0 < q < 1 and for all real variables x > 0,
ψq(x) = − log(1− q)+ log q
∞
k=0
qk+x
1− qk+x (1.17)
= − log(1− q)+ log q
∞
k=1
qkx
1− qk (1.18)
and from (1.2) we obtain for q > 1 and x > 0,
ψq(x) = − log(q − 1)+ log q

x − 1
2
−
∞
k=0
q−(k+x)
1− q−(k+x)

(1.19)
= − log(q − 1)+ log q

x − 1
2
−
∞
k=1
q−kx
1− q−k

. (1.20)
Krattenthaler and Srivastava [11] proved that ψq(x) tends to ψ(x) on letting q → 1 where ψ(x)
is the ordinary Psi (digamma) function (the logarithmic derivative of the gamma function). From
(1.18) and (1.20), Alzer and Grinshpan [4] concluded thatψ ′q(x) is strictly completely monotonic
on (0,∞) for any q > 0, that is,
(−1)n(ψ ′q(x))(n) > 0, for x > 0, q > 0 and n = 0, 1, 2, . . . . (1.21)
The main purpose of this paper is to present monotonicity properties of the function
Ga(x; q) = log0q(x)− x log[x]q − Li2(1− q
x )
log q
− Cqˆ
− 1
2
λH(q − 1) log q + 1
2
ψq(x + a), (1.22)
where q > 0, x > 0, a ≥ 0 and λ = 1 or λ = a + 12 .
It is worth mentioning that Alzer and Batir [2] considered the function
Ga(x) = log0(x)− x log x + x − 12 log(2π)+
1
2
ψ(x + a), x > 0; a ≥ 0 (1.23)
which is a special case of the function Ga(x; q) on letting q → 1 and proved that Ga(x) is
completely monotonic on (0,∞) if and only if a ≥ 13 and −Ga(x) is completely monotonic on
(0,∞) if and only if a = 0. Therefore, in our study, we concentrate on just two cases: when
0 < q < 1 and q > 1. An application of their result leads to sharp upper and lower bounds for
0(x) in terms of the ψ-function, i.e., they determined the smallest number α = 13 and the largest
number β = 0 such that for x > 0, the following two-sided inequality is valid:
√
2πx x exp

−x − 1
2
ψ(x + α)

< 0(x) <
√
2πx x exp

−x − 1
2
ψ(x + β)

. (1.24)
Also, as an application of our results, the above inequality will be extended to the q-gamma and
the q-digamma functions.
As a tool for completing our work, we need to the following lemma:
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Lemma 1.1. The function
g(y) = log 2+ log(y − log y − 1)− log(log
2 y)
log y
(1.25)
is increasing on (0, 1). Furthermore, it satisfies limy→0 g(y) = 0 and limy→1 g(y) = 13 .
Proof. Differentiating g(y) yields g′(y) = f (y)/(y log2 y) where
f (y) = −2− log 2+ y log y − log y
y − 1− log y − log(y − 1− log y)+ log(log
2 y).
Again, differentiating f (y) gives
f ′(y) = 2(1− y)
2 + 4(1− y) log y + log2 y + y log2 y − y log3 y
y log y(y − 1− log y)2 .
In view of the numerator of the above derivative, we have
2(1− y)2 + 4(1− y) log y + log2 y + y log2 y − y log3 y
= 2y2(elog(1/y) − 1)2 + 4y2 log y(elog(1/y) − 1)elog(1/y) + y2 log2 yelog(1/y2)
+ y2 log2 yelog(1/y) − y2 log3 yelog(1/y)
= 4y2 log2 y
∞
n=0
logn(1/y)
(n + 2)! (2
n+1 − 1)− 4y2 log2 y
∞
n=0
logn(1/y)
(n + 1)! (2
n+1 − 1)
+ y2 log2 y
∞
n=0
2n logn(1/y)
n! + y
2 log2 y
∞
n=0
logn(1/y)
n! − y
2 log3 y
∞
n=0
logn(1/y)
n!
= y2
∞
n=6
logn(1/y)
n! α(n)
where α(n) = 2n−2(n−1)(n−8)+4(n−1)+4n(n−1)2. It is obvious that α(n) > 0 for n ≥ 8 and
α(6) = 10, α(7) = 84 and thus α(n) > 0 for all n ≥ 6. Therefore, the numerator of f ′ is greater
than zero for all 0 < y < 1. This yields the conclusion that f ′(y) < 0 for all 0 < y < 1 which
leads to f (y) being a decreasing function on (0, 1). It is easy to see that limy→1 f (y) = 0, which
yields that f (y) > 0 for all y ∈ (0, 1). Therefore the function g′(y) = f (y)/(y log2 y) > 0 for
all y ∈ (0, 1), which completes the proof. 
In the above proof, we used the expansion of the exponential function, the Cauchy product
rule and some identities for binomial coefficients.
2. The main results
The following monotonicity theorems hold:
Theorem 2.1. Let q > 0 and x > 0. The second derivative of the function Ga(x; q) as defined
in (1.22) with respect to x is completely monotonic if a ≥ g(qˆ) where g(q) is as defined in (1.25).
Also, the function −G ′′b(x; q) is completely monotonic if b = 0.
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Proof. Differentiating (1.22) with respect to x , using (1.18), gives for 0 < q < 1,
G ′′a(x; q) = ψ ′q(x)+
qx log q
1− qx +
1
2
ψ ′′q (x + a)
=
∞
k=1
kqkx log2 q
1− qk +
∞
k=0
qx(k+1) log q + 1
2
∞
k=1
k2qk(x+a) log3 q
1− qk
= 1
2
∞
k=1
qkx f (a, qk) log q
1− qk (2.1)
where
f (a, y) = ya log2 y + 2 log y + 2(1− y), y = qk; k = 1, 2, . . . .
It is obvious that the function a → f (a, y) (0 < y < 1) is decreasing on (0,∞) and it has a
zero depending on the values of y at a = g(y). The function f (0, y) can be computed as
f (0, y) = log2 y + 2 log y + 2(1− y) = y
∞
k=3
log2(1/y)
n(n − 3)! > 0.
From Lemma 1.1, the function g(y) is increasing on (0, 1). Therefore, we have to take a ≥ g(q)
to ensure that f (a, y) < 0 for all y = qk, k = 1, 2, . . . . These findings reveal for 0 < q < 1,
on applying (2.1), that −G ′′0(x; q) is completely monotonic and G ′′a(x; q) is also completely
monotonic for a ≥ g(q).
Now we assume that q > 1. The relations (1.10) and (1.11) and the definition of the
q-digamma function (1.16) give
ψq(x) = 2x − 32 log q + ψ1/q(x), (2.2)
ψ ′q(x) = log q + ψ ′1/q(x), (2.3)
ψ ′′q (x) = ψ ′′1/q(x). (2.4)
Substituting into the first step in (2.1) yields for q > 1,
G ′′a(x; q) = ψ ′q(x)+
qx log q
1− qx +
1
2
ψ ′′q (x + a)
= log q + ψ ′1/q(x)−
log q
1− q−x +
1
2
ψ ′′1/q(x + a)
= ψ ′1/q(x)+
(1/q)x log(1/q)
1− (1/q)x +
1
2
ψ ′′1/q(x + a)
which leads to the same results as were mentioned above for a ≥ g(q−1) or a = 0. This
completes the proof. 
Theorem 2.2. Let q > 0 and x > 0. The first derivative of the function Ga(x; q) as defined
in (1.22) with respect to x is less than zero if a ≥ g(qˆ) and greater than zero if a = 0.
Proof. For 0 < q < 1, we have from (1.18) that
lim
x→∞ψq(x) = − log(1− q) and limx→∞ψ
′
q(x + a) = 0.
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Therefore,
lim
x→∞ G
′
a(x; q) = limx→∞

ψq(x)− log[x]q + 12ψ
′
q(x + a)

= 0.
For q > 1, we have
lim
x→∞(x log q − log[x]q) = limx→∞(log(1− q
−x )+ log(q − 1)) = log(q − 1)
and from (1.20),
lim
x→∞

ψq(x)−

x − 1
2

log q

= − log(q − 1) and lim
x→∞(ψ
′
q(x + a)− log q) = 0.
Therefore,
lim
x→∞ G
′
a(x, q) = limx→∞

ψq(x)− log[x]q + 12ψ
′
q(x + a)

= 0.
When a ≥ g(qˆ), the previous theorem gives that G ′′a(x; q) > 0 and thus G ′a(x; q) is an increasing
function on (0,∞); this yields the conclusion that G ′a(x; q) < 0. When a = 0,G ′′0(x; q) < 0
and thus G ′0(x; q) is a decreasing function on (0,∞), this yields the conclusion that G ′0(x; q) >
0. 
Theorem 2.3. Let x, q > 0 and a ≥ 0. The function Ga(x; q) as defined in (1.22) is greater
than zero when q > 0 and λ = a + 12 if a ≥ g(qˆ) or q > 1 and λ = 1 if a ≥ 12 , and less than
zero if a = 0 and q > 0.
Proof. Suppose, for q > 0, that
µq(x) = log0q(x)−

x − 1
2

log[x]q − Li2(1− q
x )
log q
− Cqˆ − 12 H(q − 1) log q. (2.5)
In view of (1.22) and (2.5), we get
Ga(x; q) = µq(x)+ 12

ψq(x + a)− log[x]q − (λ− 1)H(q − 1) log q

. (2.6)
From the Moak formula (1.14), we have
lim
x→∞µq(x) = 0, q > 0. (2.7)
For 0 < q < 1, (1.18) gives
lim
x→∞

ψq(x + a)− log[x]q
 = 0. (2.8)
For q > 1, (1.20) gives
lim
x→∞

ψq(x + a)− log[x]q − (λ− 1) log q
 = a − λ+ 1
2

log q. (2.9)
From the previous results we conclude, when q > 0 and λ = a + 12 , that
lim
x→∞ Ga(x; q) = 0, for all a ≥ 0 (2.10)
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and when q > 1 and λ = 1, we get
lim
x→∞ Ga(x; q) =
1
2

a − 1
2

log q. (2.11)
Applying Theorem 2.2 with the above results, we obtain the desired results. 
The previous three theorems can be summarized to give the following main theorem.
Theorem 2.4. Let x, q > 0 and a ≥ 0. The function Ga(x; q) as defined in (1.22) is completely
monotonic when q > 0 and λ = a + 12 if and only if a ≥ g(qˆ) or q > 1 and λ = 1 if and only if
a ≥ 12 . Also, the function −Gb(x; q) is completely monotonic if and only if b = 0.
Proof. It suffices to prove the converse. Suppose that the function Ga(x; q) is completely
monotonic for q > 0 on (0,∞). From the asymptotic formula (1.14), we get
lim
x→∞ qˆ
−xµq(x) = lim
x→∞
∞
k=1
B2k
(2k)!

log qˆ
qˆx − 1
2k−1
P2k−3(qˆx )
= −1
log qˆ
∞
k=1
B2k
(2k)!

log qˆ
2k P2k−3(0)
= 1
1− qˆ +
1
log qˆ
− 1
2
. (2.12)
Here, we used the generating function for the Bernoulli number and Pk(0) = 1.
Also from (1.18) and (1.20), for q > 0 and λ = a + 12 , we have
lim
x→∞ qˆ
−x

ψq(x + a)− log[x]q −

a − 1
2

H(q − 1) log q

= 1+ qˆ
a log qˆ
1− qˆ . (2.13)
The monotonicity property of Ga(x; q) on (0,∞) gives qˆ−x Ga(x; q) ≥ 0 and thus substituting
(2.12) and (2.13) into (2.6) after multiplying by qˆ−x yields
1
1− qˆ +
1
log qˆ
− 1
2
+ 1
2

1+ qˆ
a log qˆ
1− qˆ

≥ 0
or equivalently
a ≥ log 2+ log(qˆ − log qˆ − 1)− log(log
2 qˆ)
log qˆ
= g(qˆ).
When q > 1 and λ = 1, the proof of the previous theorem gives
lim
x→∞ Ga(x; q) =
1
2

a − 1
2

log q ≥ 0
if and only if a ≥ 12 .
Now suppose that −Gb(x; q) (with b > 0) is completely monotonic for q > 0 on (0,∞).
This means that Ga(x; q) is negative on (0,∞). But, this contradicts
lim
x→0 Ga(x; q) = ∞.
The proof is completed. 
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We are now interested in providing sharp inequalities for the q-gamma function.
Corollary 2.5. Let α and β be real numbers. For all x > 0 we have
√
2π Sqˆ [x]xqq
1
2λH(q−1) exp

Li2(1− qx )
log q
− 1
2
ψq(x + α)

< 0q(x)
<
√
2π Sqˆ [x]xqq
1
2λH(q−1) exp

Li2(1− qx )
log q
− 1
2
ψq(x + β)

(2.14)
with the best possible constants α = g(qˆ) and β = 0 when q > 0 and λ = a + 12 or α = 12 and
β = 0 when q > 1 and λ = 1, where
Sq = q −124

q − 1
log q
∞
m=−∞

rm(6m+1) − r (2m+1)(3m+1)

. (2.15)
Proof. From Theorem 2.4 we obtain for x > 0
G0(x; q) < 0 < Gg(qˆ)(x; q), q > 0, λ = a + 12
which is equivalent to (2.14) with α = g(qˆ) and β = 0 and
G0(x; q) < 0 < G1/2(x; q), q > 1, λ = 1
which is equivalent to (2.14) with α = 12 and β = 0. The proof now parallels that of Alzer and
Batir [2] for the case q = 1, and consequently we omit the remainder of the details. 
Remark 2.6. Notice that when q > 0 and λ = a + 12 , limq→1 Sqˆ = 1 and limq→1 g(qˆ) = 13 ,
which makes the inequality (2.14) tend to the inequality (1.24) with the same best constants.
Remark 2.7. When q > 1 and λ = 1, the function g(q−1) is decreasing on (1,∞) (the proof is
similar to that in Lemma 1.1) and has the limits limq→1+ g(q−1) = 13 and limq→∞ g(q−1) = 0.
In Theorems 2.1 and 2.2, we proved that G ′′a(x; q) > 0 and G ′a(x; q) < 0, respectively, for
a ≥ g(q−1) and in Theorem 2.3, we proved that Ga(x; q) > 0 for a ≥ 12 . In view of the
previous results, we took a ≥ 12 in the main result, Theorem 2.4. The limit (2.11) on letting
q → 1+ becomes zero and thus limq→1+ Ga(x; q) = 0 for all a ≥ 0. Due to this, we have that
the values of a return to starting from 13 instead of
1
2 , which is the same result as at q = 1.
References
[1] M. Abramowitz, C.A. Stegun, Handbook of Mathematical Functions with Formulas, Graphs, Mathematical Tables
7th Printing, in: Applied Mathematics Series, vol. 55, National Bureau of Standards, Washington, DC, 1964.
[2] H. Alzer, N. Batir, Monotonicity properties of the gamma function, Applied Mathematics Letters 20 (2007)
778–781.
[3] H. Alzer, G. Felder, A Tura´n-type inequality for the gamma function, Journal of Mathematical Analysis and
Applications 350 (2009) 276–282.
[4] H. Alzer, A.Z. Grinshpan, Inequalities for the gamma and q-gamma functions, Journal of Approximation Theory
144 (2007) 67–83.
[5] R. Askey, The q-gamma and q-beta functions, Applicable Analysis 8 (1978) 125–141.
[6] N. Elezovic, C. Giordano, J. Pecaric, Convexity and q-gamma function, Rendiconti del Circolo Matematico di
Palermo Serie II Tomo XLVIII (1999) 285–298.
980 A. Salem / Journal of Approximation Theory 164 (2012) 971–980
[7] P. Gao, Some monotonicity properties of gamma and q-gamma functions, ISRN Mathematical Analysis 2011
(2011) 1–15.
[8] A.Z. Grinshpan, M.E.H. Ismail, Completely monotonic functions involving the gamma and q-gamma functions,
Proceedings of the American Mathematical Society 134 (2006) 1153–1160.
[9] M.E.H. Ismail, L. Lorch, M.E. Muldoon, Completely monotonic functions associated with the gamma function and
its q-analogues, Journal of Mathematical Analysis and Applications 116 (1986) 1–9.
[10] M.E.H. Ismail, M.E. Muldoon, Inequalities and monotonicity properties for gamma and q-gamma functions,
in: R.V.M. Zahar (Ed.), Approximation and Computation, International Series of Numerical Mathematics,
vol. 119, Birkha¨user, Boston, MA, 1994, pp. 309–323.
[11] C. Krattenthaler, H.M. Srivastava, Summations for basic hypergeometric series involving a q-analogue of the
digamma function, Computers and Mathematics with Applications 32 (2) (1996) 73–91.
[12] D.S. Moak, The q-gamma function for q > 1, Aequationes Mathematicae 20 (1980) 278–285.
[13] D.S. Moak, The q-analogue of Stirling’s formula, Rocky Mountain Journal of Mathematics 14 (1984) 403–413.
[14] C. Mortici, Estimating gamma function by digamma function, Computers and Mathematics with Applications 52
(2010) 942–946.
[15] C. Mortici, Improved asymptotic formulas for the gamma function, Computers and Mathematics with Applications
61 (2011) 3364–3369.
[16] A.B. Olde Daalhuis, Asymptotic expansions of q-gamma, q-exponential and q-Bessel functions, Journal of
Mathematical Analysis and Applications 186 (1994) 896–913.
