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Chapter 1
Introduction
“Today the focus of chemical research is much more on function than on structure.
Chemists ask questions like “How does this happen?” rather than “What does this
look like?” Questions about function are generally difficult to answer using experimen-
tal techniques. Isotope labelling and femtosecond spectroscopy can give clues, but
rarely produce conclusive evidence for a given mechanism in systems with the com-
plexity characterizing many catalytic chemical processes and almost all biochemical
processes. This makes theoretical modelling an important tool as a complement to
the experimental techniques. Chemical processes are characterized by a transition
state, a configuration with the lowest possible (free) energy that links the product(s)
with the reactant(s). This state is normally not experimentally accessible, but there
are theoretical methods to search for such structures. Consequently theory is a nec-
essary complement to experiment.” [Extract from the Advanced Information released
after the Assignement of the 2013 Nobel Prize in Chemistry].
Nowadays the Theoretical and Computational Chemistry is called to face problems
related to Material Science or Biology and involving large and complex system that
are difficult to treat with “standard” computational techniques. Beside the challenge
of treating more complex systems, we also need to extend the simulations to time
scales several orders greater than those of the ultrafast decays and geometrical re-
arrangements. The reason is that in complex systems we normally find processes
with overlapping time scales: fast internal vibrations, nonadiabatic dynamics with or
without spin change, IVR and energy transfers between chromophores and to the
environment, hot ground state reactions and collective rearrangements.
The work done during my PhD goes in this direction and I have tried to deal with
different complex systems with the appropriate techniques. In particular, I have fin-
ished a work started during my Master Thesis dealing with the photo-orientation of
a large sample of azobenzene molecules. The photo-orientation study required in-
formation taken from nonadiabatic dynamics of the azobenzene in ethylene glycol
with excitation either in the n → pi∗ or in the pi → pi∗ band. The n → pi∗ simulations
had already been run in a previous study,1 while I performed the pi → pi∗ ones. The
simulation of the pi → pi∗ dynamics turned out to be particularly interesting because
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of the important role played by quantum decoherence. This issue, as well as the
photo-orientation model and its applications, are not the object of specific chapters
of this dissertation, and therefore they will briefly outlined in this introduction. The
work presented in the other chapters deals with two different topics: the first one is
the computational study of Self Assembled Monolayers of azo-compounds through
QM/MM dynamics, while the second is the set up of a new method to perform excited
state dynamics by means of force-fields and of a rate model for the nonadiabatic
transitions. Both will be briefly presented, also, below.
As implied above, the study of nonadiabatic dynamics of azobenzene excited in the
pi → pi∗ band prompted me to perform some tests on a new way to treat the quan-
tum decoherence in the framework of surface hopping, recently proposed by our
group2 and from now called ODC method (overlap based decoherence). With the
ODC method the decoherence effect is introduced by generating, beside the leading
representative point propagating on the current adiabatic PES, ancillary representa-
tive points on the other PESs, which bear some portion of the state probability. The
motion of the ancillary points, which is obviously different from the leading one, is
evaluated in an approximative way. When the phase space distance between the
leading and an ancillary representative point becomes too large, the latter is deleted
and its probability is attributed to the current state. To do that, Gaussian “wavepack-
ets” of fixed width are associated with all the representative points and their mutual
overlaps, that depend on the distances in the phase space, are computed. The ODC
algorithm depends on two parameters, both having a very clear physical meaning:
the mass-weighted width σ of the gaussian wavepackets and the threshold Smin for
the overlap under which an ancillary point is deleted. By varying the σ parameter,
one can go from the limiting case in which the Gaussian are very narrow in the coor-
dinate space and the decoherence is position-driven to the opposite case, where the
decoherence is momentum-driven. To study the effect and the performances of the
ODC decoherence and, in particular, to tune the σ parameter, I devised an internal
criterium of effectiveness of the decoherence correction. Several simulations starting
from both azobenzene isomers excited in the pi → pi∗ band (S2, S3, S4 states) allowed
to determine an optimal range of σ values, going from 0.5 a.u. to 2.5. a.u.
Our study of photo-orientation is motivated by the well-known observation that a sam-
ple of randomly oriented molecular chromophores can develop an overall anisotropy
when irradiated with linearly polarized light. This phenomenon is at the basis of a
variety of technological applications.3–9 The photo-orientation is particularly effective
when the spontaneous thermal reorientation (“rotational diffusion”) of the molecules
is slowed down because of the properties of the environment. Another condition that
may greatly enhance the anisotropic response of the sample is the presence of meso-
genic interactions between the chromophores. We undertook a study of this kind of
photo-orientation from the computational point of view considering the relatively sim-
ple case of light absorbing molecules, that is, chromophores, that do not interact with
each other but form a dilute solution in a medium that hinders the rotational diffu-
sion (such as a viscous solvent, a low temperature glass or a polymeric matrix).10,11
As a test case, we took the azobenzene chromophore, that undergoes reversible
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trans→ cis photoconversion. As we have shown, the photoisomerization competes
or cooperates with photo-orientation, depending on the experimental conditions, and
one must anyway take it into account. In other contexts, important phenomena re-
lated to molecular rotation in condensed phases can be interpreted on the basis of
a small number of statistical parameters; for instance, the depolarization of the fluo-
rescence of rigid molecules depends on the rotational diffusion coefficients, that can
be assumed to be the same for the ground and the excited states, especially if the
fluorophore is bound to a large molecule (protein or the like). The photo-orientation
process is instead due to major geometrical deformations of a molecule that has
absorbed light and interacts with its chemical environment, so its description needs
specific information concerning the molecular photodynamics. As already said, this
information is provided by surface hopping simulations for a single chromophore in a
viscous solvent. The n → pi∗ photodynamics of azobenzene in ethylene glycol had
already been simulated and I did the same for the pi → pi∗ band, which is of interest in
this context because of its larger intensity and its different cis/trans ratio of extinction
coefficients.
The results of the simulations of the nonadiabatic dynamics contain the necessary
information about the reorientation undergone by a single chromophore, its geomet-
rical relaxation first in the excited and then in the ground state, and possibly also its
isomerization. The reorientation data take the form of distributions of rotation matri-
ces that depend on the specific isomer, on the chemical environment, and also on the
targeted absorption band. The model set up was translated in a FORTRAN90 code
that makes use of this information for the first time, to describe the development of
the anisotropy of a sample of many chromophores, including the case of two or more
interconverting isomers. It is based on a stochastic description of the photochemi-
cal and thermal events that change the molecular orientation and it can be used to
predict the mutual influence of photo-orientation and photoisomerization, and their
dependence on the properties of the chromophores, of the medium and of the excit-
ing light. It also allows to simulate the changes in light absorption that can be used
experimentally to monitor the anisotropy and the isomeric ratio. Our tests showed
that even in such a simple system the photoinduced anisotropy, the photoisomeriza-
tion, and the other molecular processes are coupled in a non trivial way. In particular,
we found that the photoisomerization of molecules selected by the exciting light ac-
cording to their orientation can affect in opposite directions the anisotropy of the two
isomers. As a result, the time dependence of the anisotropy can be non monotonic.
The most interesting phenomena, that can also give place to technological applica-
tions, concern systems in which the chromophores interact with each other. This
can produce collective behaviors as to the photoisomerization and/or the photo-
orientation. However, to simulate such processes, it is not possible to extrapolate
the behavior of a single chromophore, as we did in the photo-orientation model out-
lined above.
In this field of interest, we tackled the study of an azobenzenic Self Assembled Mono-
layer (SAM), namely of (4’-[1,1’-biphenyl)-4-yl]diazenyl-(1,1’-biphenyl)-4-thiol (more
simply 2DA-thiol) molecules bound to a (111) gold surface. With the aim to define
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a new force field the azobenzene molecule to use, after, also for the study of the
azobenzenic SAMs we realized an ab initio study on the inversional and torsional
barriers of the ground state. In particular, we wanted to investigate which of the two
barriers is the lowest. As it will be shown in Chapter 5, to do that we tried different
methods, some of them quite accurate, but at the end of the study we were not per-
suaded by the results obtained that, however, on the whole do not differ from those
already present in literature. The results obtained, anyway, confirm that our previous
semiempirical results12,13 are, at the moment, the best available to work with and we
retain them, without any change, for our simulations.
A very interesting experimental result on this kind of systems14 is tha a SAM made
by molecules of the most stable 2DA-thiol isomer, i.e. the trans one, when irradi-
ated can be partially isomerized to form islands of the “pure” cis isomer. Pace and
coworkers14 suggest for this kind of phenomenon, the presence of a cooperative be-
havior that seemed to us to deserve an accurate computational study. As it will be
shown in Chapter 6, our SAM has been described with a QM/MM hybrid method,
where one chromophore is treated at quantum mechanical level while the rest of the
SAM is simulated by Molecular Mechanics. We performed an accurate analysis of
the structure of such azo-SAMs and then we ran excited state nonadiabatic dynamics
for the QM chromophore. In particular, we wanted to study the effect of the irradia-
tion on the SAM and the photoisomerization quantum yields in four cases: a trans
or a cis molecule surrounded by an all-trans or an all-cis SAM. Our results show
that the photoisomerization quantum yield of a compact SAM of trans-2DA-thiol is
practically zero, in agreement with other experiments.15,16 Our interpretation for this
phenomenon is that for a tight hindered environment such as that of a SAM made by
all trans molecules, the photoisomerization is not possible in the bulk but only at the
boundary of the sample (including the boundary between an all-trans island and an
all-cis one) or in the presence of defects of the surface or of the SAM itself.
The need of study complex systems, possibly with more than one chromophore inter-
acting each other and for longer simulation times, prompted us to set up a simplified
method for the nonadiabatic dynamics, such as to reduce considerably the computa-
tional burden. The gist is to adopt force-fields for the PESs and a rate model for the
nonadiabatic dynamics, i.e. to rely on known transition rates, instead of integrating
the time-dependent Schro¨dinger equation. The method will be extensively explained
in Chapter 7 and in Chapter 8 we will show the first tests. The data of which PNAD
makes use are in part extracted from the results of a simplified nonadiabatic dynam-
ics of one chromophore. In particular what we need is a force field for the ground
state, the ∆Ekl energy gaps between the electronic states and the transition rate
data. In this way, each PNAD simulation would be run at the same cost as classi-
cal Molecular Dynamics for the ground state, allowing us to extend the length of the
trajectories to the nanosecond time scale. PNAD method can be applied to many
chromophores in tight interaction, as in liquid crystals or self-assembled monolayers.
A variant of the method could be envisaged to take into account excitation transfer
between chromophores. It would also be possible to run many more trajectories to
improve the statistics of rare events and the determination of differential cross sec-
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tions. In this thesis work, we implemented the PNAD procedure and we tested it on
the azobenzene photodynamics, both in vacuo and in a viscous solvent. The results
for the isolated molecule are quite satisfactory. Considering the viscous solution, the
slower decay is also correctly reproduced, while the quantum yields are underesti-
mated. We are presently investigating several details of the procedure that might be
responsible for this discrepancy.
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Chapter 2
Photochemistry of Azobenzene
and its Applications
2.1 Isomer structures of azobenzene
The discovery of azo compuonds dates back to the mid 1800s.17,18 and for many
years azo compounds have been an important class of synthetic colouring agents in
dye industry. An enormous variety of azo compuonds have been investigated primar-
ily with the goal of obtaining a dye of a desired colour/shade that could be reliable
and cheap. There is a vast practical knowledge concerning the role of variations in
structure on dye properties including the number of azo moieties, the nature of the
aromatic ting (e.g. benzene, naphtalene) and the nature, position and number of
substituents.19
Azobenzene is present in nature with two isomeric form (figure 2.1): the trans and the
cis one (respectively TAB and CAB from now on). The trans-azobenzene geometry in
its ground electronic state has been debated for a long time because the phenyl rings
can easily rotate out of the plane of the CNNC group, and because such rotations
may be favoured in certain environments (solutions, crystal structure,mesophases
etc). Many experimental and theoretical studies have found either planar (C2h) or
twisted (C2 or Ci) structures.20–32 The matter has been reviewed by Briquet et al,
who concluded in favor of the C2h planar structure, at least for the isolated molecule,
on the basis of accurate ab initio calculations.32
For cis-azobenzene, an X-Ray Diffraction study33 shows a non planar structure with
C2 symmetry, with a CNNC dihedral angle near to 8◦ and the phenyl rings rotated by
53.3◦ with respect to the plane defined by the NNC atoms. This conformation can be
explained considering the steric hindrance of phenyl rings that would be very near
if they were in the same plane. Ab initio and DFT calculations confirm the rotated
structure for CAB24,34 with NNCC angles of ≈ 55◦.
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Figure 2.1. Conformation of trans- and cis-azobenzene with principal atoms labeled with numbers.
2.2 Spectroscopic features of azobenzene
The steady-state UV-visible spectra of both azo-isomers in solutions (see Figure 2.2)
are featured with two absorption bands that represent, respectively, the S0 → S1 and
a superposition of the S0 → S2, S0 → S3 and S0 → S4 transitions. In the visible
region, the S0 → S1 transition corresponds to a perpendicular electronic excitation
from the non bonding n orbital of the N atom to the antibonding pi∗ orbital with the
maximum intensity near 440 nm for both isomers. For the trans-isomer with C2h
symmetry, this electronic transition is strictly forbidden. The two related orbitals, n
and pi∗, have Au andBu symmetries, respectively, therefore the state symmetry is Bg.
Since the dipole components have ungerade symmetry, at the equilibrium geometry
the transition dipole vanishes. The pi → pi∗ transition, at about 320 nm, is of Bu
symmetry, so it is allowed and strong.
For the cis-isomer, that belongs to the C2 point group, both the n → pi∗ transition
(λmax ' 440 nm) and the pi → pi∗ one (λmax ' 280 nm) have B symmetry. As usual,
the former is weak and the latter is relatively strong. However, compared with those
of TAB, the n → pi∗ band of CAB is stronger by almost a factor of three, and the
pi → pi∗ is weaker.
2.3 Photoisomerization mechanism
In Table 2.1 we show several values of quantum yields obtained by different groups
in a variety of conditions, along 50 years of research. Although the different origin
of these values does not guarantee a perfect consistence of the data, it is possible
to individuate two trends: the Φcis−trans quantum yield is always greater than the
Φtrans−cis one, and both of them, especially the second one, are larger if the excita-
tion occurs in the n → pi∗ band. The former observation can be explained by taking
into account the relative stability of the two isomers: CAB is 12 kcal/mol higher in en-
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Figure 2.2. UV-visible absorption spectrum of both azo-isomers in cyclohexane. Solid line: trans isomer. Dashed
line: cis isomer.35
ergy than TAB36 and the potential energy curve of the excited state is more favorable
to the cis → trans conversion than to the trans → cis one. The dependence of the
quantum yield with the initial excited state is a clear violation of Kasha’s rule.
The photodynamics of azobenzene has stimulated a wealth of experimental and theo-
retical work, because of its peculiar violation of Kasha’s rule and the related debate on
the photoisomerization mechanism. Originally, two pathways were proposed: N=N
double bond torsion and N inversion, respectively when the excitation wavelength
falls into the n→ pi∗ band or into the pi → pi∗ one.40,42,45–47 This view is supported by
the observation of a wavelength dependent quantum yield of the photoisomerization
process. Recently, the symmetric NNC bending has been suggested to be impor-
tant in the decay of excited trans-azobenzene, because the crossing between the
S0 and S1 PESs can also be reached along this internal coordinate.48 In Figure 2.3,
the different isomerization mechanisms discussed in the literature are shown. Some
theoretical works26,28,31,49 show that the inversion way is viable only in the S1 state
(n → pi∗ transition), and the torsional one is energetically preferred both in S1 and in
S2. A conical intersection between the PESs corresponding to S0 and S1 is placed
in correspondence with the minimum of S1, at the rotamer geometry (with the CNNC
dihedral angle near to 95◦). This shape of the potential energy surfaces has been
confirmed by several theoretical studies.28,31 Semiempirical calculations performed
by our group13,50 have reproduced with sufficient accuracy the features of the PESs
showing that the conical intersection found for the torsion of the N=N double bond
(rotamer) and the symmetric bending NNC belong to the same crossing seam, that
can be reached from the Franck-Condon region by different combinations of the two
internal motions.
However, it should be stressed that the sheer knowledge of the PES is not sufficient
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TABLE 2.1: Experimental quantum yields for the photoisomerization of azobenzene in different solvents, and
computational simulation results for the isolated molecule (TSH = Trajectories with Surface Hopping, FMS = Full
Multiple Spawning wavepacket dynamics). The statistical standard deviations of the theoretical results, ∆Φ =
(Φ(1 −Φ)/Ntraj)
1/2
, are listed.
excitation solvent solvent Φtrans→cis Φcis→trans Ref.
band polarity viscosity
n→ pi∗ low low 0.21-0.28 0.40-0.56 35,37–41
medium low 0.24-0.26 0.58-0.69 39
high low 0.31 0.46 39
protic low 0.20-0.36 0.42-0.63 35,39,42,43
low high 0.18 0.60 38
protic high 0.23-0.42 0.53 38
FMS simulation, without solvent 0.46±0.08 0.68±0.11 44
TSH simulation, without solvent 0.33 ± 0.02 0.57 ± 0.02 1
TSH simulation, n-hexane 0.24 ± 0.02 0.58 ± 0.02 1
TSH simulation, methanol 0.30 ± 0.02 0.57 ± 0.02 1
TSH simulation, ethylene glycol 0.37 ± 0.02 0.49 ± 0.02 1
pi → pi∗ low low 0.09-0.13 0.40-0.44 35,37–41
medium low 0.12 0.40 39,41
high high 0.16 0.35 39,41
protic low 0.10-0.22 0.30-0.50 35,39,42,43
low high 0.05 0.40 38
protic high 0.03-0.05 0.50 38
to prove that the torsional mechanism is quite dominant in the photoisomerization,
nor what mixture of torsion and symmetric bending is most. For this reason simula-
tions of photodynamics were also performed for the isolated molecule. Four cases
have been considered: the cis → trans and trans → cis isomerizations, and the
n → pi∗ and pi → pi∗ excitation.1,12,44 The results obtained from the simulations of
the isolated molecule show that the torsional pathway is dominant in all four cases
and the results are in agreement with the experimental ones: the computed quantum
yields are close to the higher limit in the range of experimental values for non polar
and low viscosity solvents. The quantum yields are determined by the competition
between the excited state decay and the advancement along the reaction coordinate
(dihedral angle CNNC). Although both coordinates are considered important in the
decay, only the first one conduces to the isomerization: the photoisomerization via
inversion would need an asymmetric bending motion. The simulations show that
most of the excited molecules decay before the torsion angle attains the value of 90◦,
i.e. before reaching the middle point of the isomerization pathway. The earlier the
molecule decays, the lower is the probability of isomerizing, but the inertia can drive
the molecule to overcome the barrier in the S0 PES. In the case of pi − pi∗ excitation,
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Figure 2.3. Photoisomerization mechanisms of azobenzene.
the molecules convert very rapidly to S1. At this point they have more energy than in
the case of direct excitation to S1, and decay faster to the ground state. The excess
energy is mainly concentrated in the symmetric bending motion. The large oscilla-
tions along this coordinate in the S1 PES permit to reach the intersection with S0, so
that the S1 → S0 decay can occur when the molecule is still at the beginning of the
isomerization pathway (“early decay”). In the decay of both excited states (S1 and
S2) there is a combination of the torsional and bending motions, but the molecules
excited to S2 exhibit stronger bending oscillations and earlier decay, which explains
the smaller photoisomerization quantum yield obtained in this case.
2.4 Applications of Azobenzene in Material Science
Azobenzene and its derivatives are molecules very often used to construct photo-
modulable materials and molecular devices. The main characteristic of this kind of
molecules is the efficient and reversible photoisomerization between the two isomeric
forms, that occurs without secondary processes. A peculiar advantage is that the
trans isomer absorbs more strongly in the UV, at ∼320 nm, and the cis one in the
visible, around 450 nm. Therefore, using the appropriate wavelength, one can con-
vert either isomer into the other one.
The composition of a crosslinked azobenzene liquid-crystalline polymer and a flexi-
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ble polymer film can provide a variety of simple devices that can walk in one direction
like an inchworm and move like a robotic arm induced by light.51 Moreover, a self-
assembled film of azobenzene-containing polymer brush adopting a cylindrical shape
undergoes a photomechanical bending motion upon switching the range of the exci-
tation light from UV to visible.52 The polymer brush carries mesogenic side chains,
each of which contains linearly connected three azobenzene units. Although a drop-
cast film of this polymer brush does not show any photomechanical response, a film,
hot-pressed between two sheets of Teflon, adopt a long range order, where all the
polymer brush molecules are all aligned, when those at the surface are hit by light,
they curl up in concert, bending the film. A second beam of light at a different wave-
lenght reverses the isomerization process, and the film relaxes back to its original
shape.
Recently Aida and coworkers proposed the use of photochromic molecular glues to
activate transmembrane ion permeation:53 a water-soluble photoresponsive molec-
ular glue consisting of a photochromic azobenzene core and two adhesive dendritic
wedges with a total of 18 peripheral guanidinium ion (Gu+) pendants tightly adheres
to the surface of a phospholipid membrane via a multivalent salt-bridge formation with
phosphate anions. A photomechanical motion of adhering Azo-Glue possibly gives
rise to dynamic structural disordering of the phospholipid membrane and activates
transmembrane ion permeation. A photochromic ATP analog containing azobenzene
has been used to light-control a driving protein.54 It has been demonstrated that
a non-nucleoside azobenzene triphosphate supports the kinesin-microtubule motility
and that the reversible photoisomerization of the energy molecule induces the change
with 79% difference in the motile speed of kinesin-microtubule itself. Azobenzene-
containing quinolones, finally, were synthesized in order to create antibiotics that
inhibit bacterial growth in one photoisomeric form while showing no antibacterial ac-
tivity in the other.55
Chapter 3
Nonadiabatic Dynamics
The simulation of photochemical reactions is an important tool to associate theory
and experiments. It permits to interpret reaction mechanisms and to individuate as-
pects that could not be observed in the experiments. In this way, it can be used to
predict the molecular dynamics in order to stimulate new research work in the labora-
tory. Most of the studies based on time-dependent wavefunction calculations concern
fast processes, where the electronic and nuclear dynamics are strongly coupled. In
such physical situations, the Born-Oppenheimer approximation is not valid, espe-
cially when two potential energy surfaces are nearly degenerate or intersect each
other. Therefore, in addition to the potential energy surfaces (PES), one needs to
compute the nonadiabatic couplings that cause the radiationless trasitions between
different electronic states.
We can distinguish two big families of methods to deal with this problem: “PES-fitting”
methods and “direct” methods. In PES-fitting methods, a global representation of the
potential functions and nonadiabatic couplings must first be calculated, often by fit-
ting a large number of data points with a mathematical function. On the contrary,
in direct methods the quantum chemistry calculations are carried out “on-the-fly” at
each integration time-step, to generate a moving local representation of the surfaces
where and when is needed. The first set of methods poses a problem of exponential
scaling in terms of the number of internal coordinates of the molecular system, while
the second is not suitable for slow processes (long integration times).
3.1 PES-fitting and Direct Methods
A number of so-called “exact” wavepacket propagation methods have been devel-
oped to solve the time time-dependent Schro¨dinger equation for the nuclear evolu-
tion by representing the wavefunction and Hamiltonian on a multidimensional grid of
points. Standard algorithms (Tchebychev, Lanczos, Split Operators, etc.) are limited
in practice to a maximum of six degrees of freedom (vibration of a four-atom molecule
or vibration-rotation of a three-atom molecule) and a reduction of dimensionality (se-
lection of a few active coordinates) must be used to treat larger systems such as
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organic molecules.
The MCTDH (Multiconfiguration Time-Dependent Hartree) approach56–59 was intro-
duced to treat systems of bigger size. This method combines the efficiency of a
mean-field method, with the accuracy of a numerically exact solution. Using a mul-
ticonfigurational wavefunction ansatz, and solving the time-dependent Schro¨dinger
equation by a variational method, MCTDH leads to a set of coupled equations of
motion for the expansion coefficients and for the set of functions used to build the
Hartree product configurations. The latter are known as single-particle functions.
As all possible configurations from the set of single-particle functions are build, the
method is unfortunately also plagued by exponential scaling. However, the base to
be exponentiated is substantially smaller compared with the standard methods. In
this way the MCTDH scheme makes it possible to deal with problems implying up to
30 degrees of freedom. Used jointly with a vibronic Hamiltonian model, it has proved
to be ideal for calculating absorption spectra with nonadiabatic effects. The validity
of the vibronic Hamiltonian models currently in use is only very local, which limits
their field of application to the calculation of electronic spectra dominated by ultrafast
nonadiabatic effects and accompanied by very small geometrical deformations.
A challenging aspect of PES-fitting quantum dynamics is the selection of a suitable
system of internal nuclear coordinates. For a large-amplitude deformations, the best
choice is always curvilinear coordinates (lengths and angles) rather than rectilinear
coordinates (Cartesian or normal coordinates). Two somewhat contradictory require-
ments have to be fulfilled simultaneously: a tractable expression for the nuclear ki-
netic energy operator as well as a compact expansion to fit the nuclear potential
energy surfaces.60–62
On the other hand semiclassical trajectory-based methods approximate the wavepacket
with a noncoherent beam of trajectories. Several algorithms have been proposed to
estimate the probability that a classical trajectory “jumps” between potential energy
surfaces.63–65 This happens at finite potential energy gap, and preservation of the to-
tal energy involves excess kinetic energy given in an ad hoc manner. Various hopping
algorithms have been developed such as the Landau-Zener formalism66–69 and the
widely used fewest-switches algorithm of Tully.70 Ehrenfest nonadiabatic dynamics is
an alternative method that uses a force field averaged over two interacting electronic
states with time-dependent weights.71,72 These semiclassical simulations give good
estimate for the timescale and efficiency of internal conversion processes at conical
intersections.
In this framework we can count the Full Multiple Spawning (FMS) approach.73,74 In
this method the nuclear wave function is expressed in an adaptive basis set of trav-
eling Gaussian basis functions75 and the time evolution of the complex amplitudes
in the basis set expansion is determined by the time-dependent nuclear Schro¨dinger
equation. Thus, the FMS method provides a description of the time-evolving nuclear
wave function and in direct methods, also of the accompanying time evolution of the
electronic wave function. The accuracy of the resulting wave-packet dynamics is
controlled by the size of the basis set used.
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3.2 Semiclassical dynamics
Molecular dynamics includes a set of simulation techniques used to study the dynam-
ics of a physical system at molecular level. The motions of fast and slow degrees of
freedom are partially separable thanks to the Born-Oppenheimer approximation but
the nonadiabatic couplings can be taken into account. In particular, the mixed quan-
tum classical or semiclassical dynamics is a class of methods where the slow (nu-
clear) motion is approximated with Newton’s equations, while the fast one (electrons)
is treated quantum mechanically. We shall indicate with Q the set of nuclear coor-
dinates and with q the electronic ones. Once defined a newtonian trajectory Q(j)(t)
in the nuclear configuration space, the electronic Hamiltonian Hˆel(q;Q) is implicitly
time dependent. We shall call its eigenstates ψK(q;Q) and its eigenvalues EK(Q)
that are also implicitly time dependent. So, the time-dependent electronic state is
written as:
|Ψ(t)〉 =
∑
K
C
(j)
K (t)|ψK〉, (3.1)
where the superscript (j) is used to emphasize the trajectory dependence. The elec-
tronic wave function obeys the time-dependent Schro¨dinger equation (TDSE)
i~
∂|Ψ(t)〉
∂t
= Hˆ(j)el |Ψ(t)〉. (3.2)
Using the expansion of the electronic wave function in the adiabatic basis we get the
equations of motion for the probability amplitudes:
C˙
(j)
K = −iC(j)K ω(j)K −
∑
L
C
(j)
L Q˙
(j) ·G(j)KL (3.3)
where ωK = EK/~ and GKL is the nonadiabatic coupling vector:
GKL =
〈
ψK
∣∣∣∣ ∂∂Q
∣∣∣∣ψL
〉
. (3.4)
The transition probability depends on the scalar product of the nuclear velocity vector,
Q˙, with the dynamic coupling vector GKL. The couplings and the transition probabil-
ities are particularly large near the surface crossings (real or avoided).
The analytic solution of the set of coupled equations 3.3 is possible only in very sim-
ple cases. Generally, the coupled equations are solved numerically, by propagating
the solution across small time steps. Within the direct strategy, the electronic quanti-
ties EK and GKL are calculated at each time step for the coordinates Q(t).
The methods based on classical trajectories are appealing first of all because of their
computational feasibility even for large molecular systems and because the results
of such simulations are easily analyzed to yield information about the reaction mech-
anism and the nonadiabatic dynamics.76–78 The mixing of classical mechanics for
the nuclei and quantum mechanics for the electrons can be done in many different
ways, due to the intrinsic arbitrariness of the semiclassical ansatz. In order to take
30 Chapter 3 Nonadiabatic Dynamics
into account both the QM uncertainty principle and the thermal distributions, one has
to run many trajectories for each simulated experiment, with a suitable sampling of
initial conditions (as we shall describe in the next sections).
3.3 Nuclear Trajectories
The integration of classical trajectories is one of the oldest problems of numerical
calculation applied to physics. As before, we consider a system with the nuclear
degrees of freedom Q. In the direct strategy framework the potential energy surfaces
UK(Q) and their gradients are obtained directly at each integration step of the nuclear
trajectory by solving the time independent Schro¨dinger equation for the electrons with
fixed nuclei, at a chosen level of approximation.
One of the simplest and most used methods to integrate the trajectories is the Verlet
one. This algorithm updates the positions Q and the velocities Q˙, from t to t+∆t, by
finite difference formulas. Given the potential energy function V (Q), it is possible to
define the force Fr = −∂V/∂Qr, and the acceleration Q¨r = Fr/mr, where mr is the
atomic mass associated to the coordinate Qr. Employing the Newton equations, we
can write the Taylor expansions:
Q(t+∆t) = Q(t) + Q˙(t)∆t+
∆t2
2
Q¨(t) +
∆t3
6
...
Q(t) +O(∆t4) (3.5)
Q(t) = Q(t+∆t)− Q˙(t+∆t)∆t+ ∆t
2
2
Q¨(t+∆t) +
∆t3
6
...
Q(t+∆t) +O(∆t4) (3.6)
Summing both equations and dividing by ∆t we obtain:
Q˙(t+∆t) = Q˙(t) +
∆t
2
[Q¨(t) + Q¨(t+∆t)] +
∆t2
6
[
...
Q(t)− ...Q(t+∆t)] +O(∆t3) (3.7)
Introducing the first order approximation for the third derivatives:
...
Q =
Q¨(t)− Q¨(t−∆t)
∆t
+O(∆t2) (3.8)
and similarly for
...
Q(t+∆t), the equations 3.5 and 3.7 become:
Q(t+∆t) = Q(t) + Q˙(t)∆t+∆t2
[
2
3
Q¨(t)− 1
6
Q¨(t−∆t)
]
+O(∆t4) (3.9)
Q˙(t+∆t) = Q˙(t) + ∆t
[
5
6
Q¨(t) +
1
3
Q¨(t+∆t)− 1
6
Q¨(t−∆t)
]
+O(∆t3) (3.10)
These equations define a version of Verlet’s algorithm with an order of accuracy on
Q(t) of ∆t4 for each step, that is ∆t3 for a given time interval t, divided into N = t/∆t
time steps. The accuracy on the velocities Q˙(t) is of the order of ∆t2, for the same
time interval.
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3.4 Surface Hopping
The Trajectory Surface Hopping (TSH from now on) is a general methodology for
dynamics propagation of nonadiabatic systems.50,70,76,78–84 In this method, as ex-
plained before, the system is divided into a classical (nuclei) and a quantum part
(electrons). The adiabatic dynamics of the nuclei is propagated classically on a sin-
gle Born-Oppenheimer surface at any given time, whereas the branching of the pop-
ulation due to nonadiabatic effects is introduced by a stochastic algorithm allowing
for transitions between electronic states during the trajectory propagation (see figure
3.1).
The statistical character of the wave packet propagation is recovered by preparing
Figure 3.1. General Surface Hopping scheme85
an ensemble of such semiclassical trajectories. This ensemble should, in principle,
be composed of different distributions. First, it should reflect the initial distribution of
the phase space. Second, due to the stochastic nature of the algorithm, each initial
phase space point should give rise to multiple trajectories. Third, when multiple elec-
tronic states can be simultaneously populated in the initial time, the initial conditions
should also be distributed over them. To alleviate the computational costs, these
multiple ensembles are often substituted by a single ensemble properly sampled as
will be explained in the next section. The hopping distribution information in a specific
region of nonadiabatic coupling is recovered approximately by the set of neighbor tra-
jectories crossing the same region. The number of trajectories employed in the TSH
dynamics simulations is determined rather by computational costs of the electronic
structure methods used, than by the statistical significance of the results. When ana-
lytical surfaces are available, thousands of trajectories are usually empolyed.86 This
number is reduced to few hundreds when the dynamics is based on semiempirical
methods,87 like this thesis case, and to less than one hundred when ab initio meth-
ods are adopted.
The main distinction among the several TSH models is how the transition probability
is computed. Most early applications of the TSH approach were based on Landau-
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Zener or related transition probability formulae.70,88–90 There are several recipes
for computing transition probabilities for the TSH approach.70,79,87,91–95 Probably,
the most popular method for mixed quantum-classical dynamics is Tully’s “fewest
switches” approach (TFS from now on),79,80 characterized by a good compromise
between computational efficiency, conceptual simplicity and accuracy of results for
medium or large sized molecular systems. This is the method we use for our simula-
tion and it will be briefly explained in this section.
In the TFS algorithm the electronic density matrix is propagated coherently along the
trajectory and the transition probability is evaluated taking into account the variation
in time of the state probabilities Pk(t). In this way the transitions only occur when
they are needed, i.e., when the coupling among the electronic states is not negligi-
ble. Moreover, the number of state switches is minimized by imposing that, at each
integration time step, the total flux of probability between any two states is obtained
by one-way transitions.50
To explain briefly the TSH scheme we denote with NK(t) the number of trajectories
which are in state K at time t and ΠK(t) = NK(t)/NT the corresponding fraction of
the total number of trajectories NT . From now on we denote with a superimposed
bar the average quantity over all trajectories. So, p¯K is the averaged population of
state K:
p¯K =
1
NT
NT∑
j=1
ρ
(j)
KK , (3.11)
where ρ(j)KK are the diagonal elements of the density matrix (state probabilities). Then
the TSH algorithm is internally consistent if
ΠK(t) = p¯K(t), ∀K, t (3.12)
It is possible to evaluate the derivatives of ρKK recasting equation 3.3 in the equiva-
lent, adiabatic density matrix form:
ρ˙
(j)
KK = −
∑
L 6=K
B
(j)
KL whereB
(j)
KL = 2Re{ρ(j)LKG(j)KL} · Q˙(j). (3.13)
At this point we want to define an internally consistent transition probability, i.e. one
that fulfills the requirements of equation 3.12. This goal is trivially achieved by fre-
quent hops, each one landing in state K with probability p(j)K = ρ
(j)
KK . However such
an algorithm is, clearly, totally unphysical: we want to keep the fewest switches ap-
proach and define a transition probability which minimizes the number of hops (and
therefore is connected to the p˙K rather than to pK). It is important to note that we are
working in terms of averaged quantities, as in equation 3.12. So, we want to define
an averaged transition probability T¯K→L > 0 such that, in a small time interval ∆t,
∆ΠK(t) = ˙¯pK(t)∆t, ∀K, t, (3.14)
where ∆ΠK(t) = ΠK(t+∆t)−ΠK(t). By definition of averaged transition probability
we have
∆ΠK = −
∑
L
ΠK T¯K→L +
∑
L
ΠLT¯L→K . (3.15)
3.4 Surface Hopping 33
Assuming fully coherent propagation of the electronic density matrix, the time deriva-
tive of the averaged state probabilities is given by equation 3.13:
˙¯pK∆t = −
∑
L 6=K
B¯KL∆t. (3.16)
Substituting expression 3.15 and 3.16 in equation 3.14 we finally get
T¯K→L = max
{
0,
B¯KL
ΠK
∆t
}
. (3.17)
We refer to the above expression as to the exact fewest switches (EFS) transition
probability. If the EFS transition probability could be computed and used for all tra-
jectories, ΠK would coincide with p¯K at any time. However, apart from the practical
difficulty of using the averaged quantities, the requirement 3.17 is unphysical, be-
cause it implies that trajectories describing quite independent dynamical pathways
would affect each other. Therefore, Tully’s fewest switches algorithm defines a similar
transition probability, based on quantities computed for each trajectory j:
T
(j)
K→L =
max{0, B(j)KL}
ρ
(j)
KK
∆t. (3.18)
Given TK→L probabilities, a (pseudo)random number R(j) uniformly distributed in
the interval [0, 1] is generated96 and the transition (hop) from state K to state M is
performed if
M−1∑
L=1
T
(j)
K→L < R(j) ≤
M∑
L=1
T
(j)
K→L. (3.19)
From equations 3.14 and 3.18 we obtain the following expression for the change of
ΠK in a time step:
∆ΠK =
∆t
NT
∑
L

−∑
j∈K
max{0, B(j)KL}
ρ
(j)
KK
+
∑
j∈L
max{0, B(j)LK}
ρ
(j)
LL

 (3.20)
where j ∈ K means that we only consider the trajectories running on the surface
EK at the time t. Starting with ρLL = ΠL at time t, we see the variation of ΠK is
equal to that of p¯K , provided B(j)KL is the same for all trajectories (no dependence
on j). The same would hold if the independence on j were observed within subsets
of trajectories sharing the same initial conditions, i.e. if a hop would not affect the
transition rates B(j)KL at later times. This is not true in general, because switching to
another PES does change the trajectory and therefore also the couplings and the
state probabilities. It is then clear that the TSF algorithm is not internally consistent,
i.e. ΠK may deviate from p¯K(t) more or less considerably.
After a jump from surface EK to EL the nuclear kinetic energy has to be changed
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from T to T ′ = T + EK − EL. This is usually accomplished by adjusting the nuclear
momenta along the nonadiabatic coupling vector GKL. If EL − EK > 0 it may hap-
pen that there is not enough nuclear kinetic energy to compensate for the sudden
variation of potential electronic energy. In such a case, the usual choice is to give up
hopping (“frustrated hops”), which is a further source of inconsistency between ΠK
and p¯K(t).
In quantum/classical independent trajectory methods, like TSH, an important issue
is the proper treatment of quantum decoherence and several ad hoc strategies have
been proposed to deal with this important issue.65,82–84,97–100 The decoherence in
an open quantum system is the decay of the off diagonal elements of the system re-
duced density matrix (i.e. of the coherences) due to the interaction with the environ-
ment. If the quantum system is here represented by the electrons, the “environment”
are the nuclei, and is treated classically. One can distinguish two physical effects
giving rise to decoherence.97,101 The first, which is called pure dephasing, is due to
fluctuations of the energy difference between the system states. This term is correctly
taken into account by most mixed quantum classical approaches (including surface
hopping), thanks to the dependence of the PES on all the nuclear coordinates. The
second term is the genuine quantum decoherence effect, depending on the over-
lap of environment (nuclear) wavepackets connected to different system (electronic)
states.98,102,103 Since it depends on the nuclear wavefunction, this effect cannot be
directly accounted for by mixed quantum/classical methods in which the environment
degrees of freedomare evolved by classical mechanics. Of the various procedures
that canbe used to introduce the decoherence in semiclassical schemes, we have
adopted a simplified version of one put forward by Truhlar and co-workers83,84 in the
framework of mean field methods. At each integration time step the coefficients CK
are evaluated by solving equation 3.3 and are used to obtain the TFS transition prob-
abilities, by which the current running state (labeled M ) is determined by the TFS
algorithm. Then we set:
C ′K = CKe
−∆t/τKM , ∀K 6=M,
C ′M = CM
[
1−∑K 6=M |C ′K |2
|CM |2
]1/2
,
τKM =
~
|EK − EM |
(
1 +
C
Ekin
)
,
(3.21)
where Ekin is the nuclear kinetic energy and C is a constant we put, following Zhu et
al.,83 equal to 0.1 hartree. The C ′K are then used to continue the time evolution of
the electronic wavefunction. The correction 3.21 of the expansion coefficients tends
to equate p¯K populations to the ΠK distributions of the trajectories in the quantum
states and progressively cancels the coherence effects. However, the decoherence
correction is negligible when the state probabilities undergo fast changes and the en-
ergy gap between two electronic states is small, i.e. in those cases where the TFS
algorithm does not need to be amended.
Recently a new correction to take into account the decoherence effects has been
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proposed by our group.2 In this new method, called Overlap Decoherence Correc-
tion (ODC), the decoherence effect is introduced by generating, beside the leading
representative point propagating on the current adiabatic PES, ancillary representa-
tive points on the other PES, which bear some portion of the state probability, and
having their time evolution evaluated in an approximate way. When the phase space
distance between the leading and an ancillary representative point is too large, the
latter is deleted and its probability is attributed to the current state. To do that, gaus-
sian “wavepackets” of fixed width are associated with all the representative points
and the elimination of ancillary wavepackets is performed when their overlap with the
leading one drops below a fixed threshold.
3.5 Initial conditions sampling
The Surface Hopping method is based on a stochastic algorithm. For this reason we
need to run a large number of trajectories to obtain significant results. In fact, all the
observables under study will be calculated as averages and distributions over all the
trajectories. In order to obtain a statistically reliable evaluation of a given quantity, one
needs a number of trajectories that depends on the particular process under study. If
NT is the total number of trajectories and P is the probability of the event under study,
we can define the average number of “interesting” events x = NTP with standard de-
viation σ =
√
NTP (1− P ). In photochemistry, the probability P is called quantum
yield and can be approximately evaluated by a simulation as the ratio Φ = x/NT . In
this case, the error on Φ is
√
P (1− P )/NT . So, with a quantum yield of 50%, one
needs about 600 trajectories to have an error of 2%.
The initial conditions should naturally reflect the initial state of the problem under ex-
amination. For photochemical problems, the nuclear position (Q) and momentum (P)
distributions created by the optical excitation are the relevant quantities, along with
the starting electronic excited state. We model the excitation process as a vertical
transition, taking place at a phase space point selected at random among a canonical
distribution at a given temperature (300 K, in our case). The distribution is obtained
by running a sufficiently long thermostated trajectory in the ground electronic state,
with two slightly different procedures. In Chapter 8 (PNAD dynamics) we consid-
ered the last 50 ps of a Brownian trajectory,26 having as starting point the equilibrium
geometry of the isolated molecule. In chapter 6, both for the isolated molecule of
2DA-thiol and for the QM/MM representation of the SAM, we considered the last 50
ps of a thermal trajectory obtained using the canonical velocity-rescaling thermostat
suggested by Bussi and Parrinello.104
Independently of the kind of thermal trajectory and of the presence of the solvent, the
initial conditions distribution must be combined with the excitation probability that is
proportional to the square of the transition dipole. In practice, the sampling procedure
consists of the following passages:
(1) A set of points (Qi,Pi) is selected from the thermal trajectory by a random al-
gorithm based on subsequent bisections, in order to sample in the most uniform
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way.
(2) A trajectory starts with a vertical transition (no change in Qi and Pi) from the
ground to the first excited singlet S1. The number of trajectories to be launched
from the (Qi, Pi) starting point depends on the computed transition probabilities
for the considered excited state that fall in a pre-defined transition energy window
∆E ±∆∆E.
(3) Transition energies ∆E01 and dipoles µ01 are computed at the geometry Qi only
if ∆E − ∆∆E ≤ ∆E01 ≤ ∆E + ∆∆E, in order to simulate excitation with an
approximately monochromatic light.
(4) The quantity µ201 that is proportional to the total transition probability is computed.
Using a predefined reference parameter µ2ref , the maximum number of trajecto-
ries to be launched from the point (Qi, Pi) is comupted by rounding the ratio
µ201/µ
2
ref to the next integer Nmax.(5) Nmax random numbers xj in the interval [0, 1] are extracted. For each Xj a tra-
jectory on state S1 starts if µ201 < xjNmaxµ2ref . If xjNmaxµ2ref > µ201 the trajectory
is not launched.
In this we can guarantee a satisfying sampling of points over the n → pi∗ band from
which our trajectories can start.
3.6 Stop Conditions
Beside the sampling, it is also important define stop conditions for the trajectories.
In particular, in our simulations involving the azobenzene (or its derivative), these
were chosen with two aims: to obtain a final structure suficiently close to the equilib-
rium geometry of one of the two isomers and to be reasonably sure that no further
isomerization events may occur, by hot ground state processes and/or by reverting
to the excited states. The backward cis → trans ground state process had been
observed in a previous simulation of TAB photoisomerization, with especially favor-
able conditions: the azobenzene molecule was subjected to an external force with a
destabilizing effect on CAB, and no solvent effects were taken into account.105 The
primary stopping condition is that the azobenzene molecule has reached the elec-
tronic ground state. Next, the time elapsed from the excitation must be longer than
a threshold tmin, to allow for a substantial, although not complete, intra- and inter-
molecular vibrational energy redistribution among all the modes of the azobenzene
molecule and from azobenzene to the solvent.
In each simulation shown in the next chapter we have chosen different tmin depend-
ing on the kind of system involved: the simple azobenzene molecule needs only
some picoseconds to complete its trajectory, while its derivative with more atoms and
involved in a more complex environment can keep some tens of picosecond to decay
to the ground state. Beside the tmin, in our trajectories we define also a tmax at which
stop in any case. In the most of the cases shown we have decided to equal tmin and
tmax in order to have an uniform distribution of data to average in time. Finally, in
our stop conditions we take into account also the molecular geometry requiring that
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both NNC angles are larger than 150◦, to be far from the transition state for the N-
inversion. Furthermore, the CNNC dihedral angle must be within ±5◦ of either 180◦
or 0◦, whereby the product is TAB or CAB, respectively.
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Chapter 4
Semiempirical Model
In the past decades the semiempirical molecular orbital (MO) methods have been
widely used in different computational studies. Semiempirical approaches are nor-
mally formulated within the same conceptual framework as ab initio methods, but they
approximate certain pieces of information that define the electronic hamiltonian. For
instance, most two-electron integrals are completely neglected and all the remain-
ing integrals, including the one-electron ones, are approximated by simple formulas
containing empirical parameters. In order to compensate the errors caused by such
approximations, the parameters are calibrated against reliable experimental or the-
oretical reference data. This strategy can only be successful if the semiempirical
model retains the essential physics to describe the properties of interest. Provided
that this is the case, the parameterization can account for all other effects in an av-
erage sense, and it is then a matter of validation to establish the numerical accuracy
of a given approach. Semiempirical methods serve as efficient computational tools
which can yield fast quantitative estimates for a number of properties.106
Compared with ab initio or density functional methods, semiempirical calculations are
faster, typically by several orders of magnitude, but they are also less accurate, with
errors that are less systematic and thus harder to correct. Hence, in this field the
challenge is to improve semiempirical methods with regards to their accuracy and
range of applicability, without compromising their computational efficiency. In addi-
tion, there is the need to develop new algorithms in order to exploit modern computer
architectures and to extend semiempirical calculations to ever larger molecules.
Semiempirical MO methods are parametrized to reproduce experimental reference
data (or, when available, accurate high-level theoretical predictions as substitutes of
experimental data). The reference properties are selected as the most relevant for
the intended applications. The quality of semiempirical results is strongly influenced
by the effort put into the parameterization.
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4.1 Semiempirical methods
Semiempirical treatments in quantum chemistry are defined with the following speci-
fications:
a) Theoretical approach.
A big number of present day semiempirical methods are based on Molecular
Orbital theory (MO) and they need a minimum basis set. Only the valence
electrons are treated explicitly.
b) Integrals approximation.
There are three levels of approximations based on the different way of treating
the integrals involved in the calculations: CNDO (complete neglect of the dif-
ferential overlap), INDO (partial neglect of the differential overlap) and NDDO
(neglect of the diatomic differential overlap). In the CNDO approximation only
the two-electron integrals are considered and all the bicentric coulombic inter-
actions 〈µµ|νν〉 are treated as if they involved only the s orbitals. The INDO
approximation is similar to the previous one, but in this case the exchange in-
tegrals 〈µν|µν〉 are considered, for which the atomic orbitals are centered on
the same atom. In the more elaborated NDDO approximation all the monocen-
tric integrals and the bicentric ones 〈µAνA|λBσB〉 are included (where νA is an
atomic orbital belonging to the atom A).
c) Integral evaluation.
For each kind of approximation, the integrals are determined from experimental
data, calculated from analytic formulas or obtained from parametric expres-
sions.
d) The parameterization.
The parameterizations employed in semiempirical methods have as the princi-
pal aim to reproduce reference data. The quality of the semiempirical results is
strongly influenced by the care taken in carrying out the parameterization.
A well known class of semiempirical methods, employed in the study of the ground
state potential surfaces, are the different parameterizations of the MNDO model.107
The MNDO model is based on the NDDO integral approximation and it employs a real
atomic orbital minimum basis (AO) for the valence electrons. The molecular orbitals
(MO) are obtained by solving the SCF equations, where the superposition of atomic
orbitals is neglected. For a closed shell system, using a matrix expression, we have:
FC = C (4.1)
|φ〉 = |χ〉C (4.2)
where F is the Fock matrix,  is the diagonal matrix of the MO energies, and |χ〉 and
|φ〉 are the row vectors that represent the atomic and molecular orbitals, respectively.
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The C matrix is orthogonal. For A or B atoms, the Fock matrix elements can be
written as:
FµAνA = hµAνA +
∑
λA,σA
PλAσA
[
〈µAνA | λAσA〉 − 1
2
〈µAλA | νAσA〉
]
+
∑
B
∑
λB,σB
PλBσB 〈µAνA | λBσB〉 (4.3)
FµAνB = hµAνB −
1
2
∑
λA,σB
PλAσB 〈µAλA | νBσB〉 (4.4)
where hµν and Pµν are the one-electron hamiltonian matrix and the density matrix
elements, respectively. Then, the total energy Etot can be obtained as the sum of
electronic energy EHF and nucleus-nucleus repulsion energy EcoreAB :
EHF =
1
2
∑
µν
Pµν(hµν + Fµν) (4.5)
Etot = EHF +
∑
A<B
EcoreAB (4.6)
The following interactions and parameters are included in the MNDO model:
1) One-electron monocentric integrals, hµAνA , approximated as follow:
hµAνA = UµδµAνA −
∑
B 6=A
ZB〈µAνA | sBsB〉
where Uµ is a parameter that represents the AO energy χµ of atom A. Uµ is
obtained from spectroscopic data. The second term of the expression written
above represents the electrostatic nucleus-electron attraction (where ZB is the
core charge of B and sB is an s type AO centered at B).
2) One-electron bicentric orbitals hµAνB , (not considering the index A and B), ex-
pressed as:
hµν =
1
2
Sµν(βµ + βν)
where βµ is an empirical parameter, that depends on the atom and on the orbital
and Sµν is the superposition between orbitals χµ and χν .
3) Two-electron monocentric repulsive integrals 〈µAνA | λAσA〉. These integrals
are all represented by empirical parameters. In the case that s and p orbitals
are used, only 5 atomic parameters will be necessary.
4) Repulsive two-electron bicentric integrals 〈µAνA | λBσB〉. Their evaluation is
done by electrostatic considerations and it involves the exponent ζ, that de-
pends on the atom and the orbital. When the distance between A and B tends
to zero, 〈µAνA | λBσB〉converges to the corresponding monocentric integral.
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5) Bicentric core-core repulsionsEcoreAB , constituted of an electrostatic term EcoulAB =
ZAZB〈sAsA | sBsB〉 and of an additional term EeffAB . The last one possesses
an exponential repulsive form and it represents the Pauli exchange repulsion.
It contains up to four empirical parameters.
The MNDO model, in its standard applications (MNDO, AM1, PM3, PM5107–112) has
been parameterized by the use of the Hartree-Fock wavefunction (HF), with respect
to the ground state properties, with particular emphasis on the organic molecules.
This method is targeted to reproduce properties (e.g., entalpy differences) of molecules
in the ground state and near their equilibrium geometries, and an ad hoc reparam-
eterization is often necessary to represent correctly electronic excitations and bond
breaking. Moreover, the state mixing and the distorted geometries frequently oc-
curring in photoprocesses are best described by Configuration Interaction (CI) wave
functions, but this treatment conflicts with the standard parameterizations that are
devised to compensate for the lack of electron correlation at the SCF level. For this
reason, searching an efficient electronic structure method suitable for nonadiabatic
dynamics simulations, our group has developed a semiempirical CI approach based
on SCF molecular orbital with floating occupation numbers (FOMO-CI)113,114 that will
be briefly explained in the next section.
4.2 Floating occupation molecular orbitals and CI choice
A good representation of homolytic bond breaking and a balanced description of the
ground and excited states comes from a CI procedure based on orbitals obtained
from SCF calculation with fractional and floating occupation numbers implemented
by our group in the MOPAC2002 program.12,50,105,113,115 In ab initio calculations,
these problems are usually taken care of by means of state-average CASSCF cal-
culations, possibly followed by a larger CI. Apart from its inherent drawbacks, such
as root switching along with geometry variations, SA-CASSCF is too expensive to be
employed in conjunction with semiempirical techniques. For this reason the floating
occupation SCF+CI procedure can be considered as a computationally effective sub-
stitute for CASSCF.
In order to introduce a variable orbital occupation, the method considers the popula-
tion of each orbital distributed along the energy axis according to a gaussian function
centered at the corresponding Fock eigenvalue, without separating a priori the space
of molecular orbitals into occupied and virtuals ones. Then, for the ith orbital with
energy i, the electronic distribution function is:
gi() =
√
2√
piw
e−(−i)
2/2w2 (4.7)
such that: ∫ ∞
−∞
gi()d = 2 (4.8)
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Instead of the form 4.7 one can use different kinds of functions (e.g. a lorentzian or
a cubic spline bell-shaped function).The amplitude of the orbital energy range w is
an arbitrary parameter while the occupation numbers are given for each SCF step
following the expression:
ni =
∫ F
−∞
gi()d (4.9)
where F indicates the Fermi level energy obtained by imposing that the sum of oc-
cupation numbers be equal to the total electron number (N):
N =
∑
i
∫ F
−∞
gi()d (4.10)
For all orbitals with energy much lower than the Fermi level (F −  >> w) the oc-
cupation number is ni ' 2. The virtual orbitals with high energy will have ni null.
With this occupation numbers we construct the new density matrix used for the SCF
interactions.
Thus, with this method it is possible to obtain a better representation of virtual or-
bitals nearest to the Fermi level, that are involved in the description of the lowest
energy excited states. Moreover, we can describe the elongation of bonds, consid-
ering that the involved orbitals in the two fragments adopt occupation numbers near
to 1. Thereby we can represent in a correct way the homolytic dissociation. Another
advantage is that, in presence of degeneracy, the degenerated orbitals are treated in
the same way, having the same occupation number. This is an important condition
needed to reproduce the degeneracy of states in a truncated CI. On the other hand,
this method has the disadvantage that it produces an SCF energy without physical
meaning, depending on the electron fraction distributed on the virtual orbitals and
thus on the amplitude w. Thus, a CI calculation is necessary to obtain the electronic
energies and wavefunctions. When carrying out dynamics calculation that consider
large geometrical changes, the fractional occupation would result essential for a cor-
rect description of certain reaction paths. The introduction of the floating occupation
requires important modifications to the method for the calculation of the gradient of
the CI energy. This is important for the geometry optimization and for the classical
trajectory calculations.113 More recently our group has extended the technique for
evaluation of CI analytical gradients to the more general case where the FOMOs are
obtained with a different set of semiempirical parameters with respect to the one used
in the CI.13
In a CI calculation, the orbitals can be partitioned into active, inactive and virtual
ones. The blocks involving doubly occupied inactive orbitals in the one- and two-
particle density matrices of the CI wavefunctions are the same as in the closed shell
HF calculation. As a consequence, only the two-electron integrals involving active
orbitals are needed. In our case, the active space must formally coincide with that
of the orbitals with floating occupation. Within this space, we perform a full transfor-
mation of the two-electron integrals from the atomic to the molecular basis. However,
it is not necessary to run a CAS-CI, and some of the formally active orbitals may
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not be involved in the excitations. Normally, one chooses the active space as small
as possible, to reduce the computational effort. In fact, a large CI calculation is not
necessary, because in the semiempirical framework the dynamic correlation effects
are taken into account primarily by the parameterization. The minimal active space
includes all the orbitals whose occupation depends on the electronic state and on
the geometry (here considering states and geometries that are accessible in the pro-
cess under study). For organic molecules, usually one considers the n and pi MOs
of higher energy and the lowest pi∗ ones. In State Average CASSCF calculations,
different stationary points for the averaged energy may exist, and one may switch
from a solution to another one during a PES scan or a geometry optimization. This
may be a problem in trajectory calculations and in geometry optimizations, because
it generates discontinuities in the PESs. In particular, such irregularities in the PES
make very hard to conserve the total energy during the integration of a trajectory.
Besides the non-linear nature of SCF problems, there are two specific reasons for
this behaviour: one is the possible occurrence of a state switching (the states that
are optimized are not the same at different geometries), and the second one is an
exchange between active and non-active MOs. The former source of PES discon-
tinuities is eliminated in our floating occupation SCF, because there is no explicit
reference to a given set of electronic states to be optimized. The second one re-
mains: in some cases, the orbital energies can change with the molecular geometry,
so that an active MO, with floating occupation, swaps its position with a virtual or a
doubly occupied one. This exchange may take place across a very small variation
of the internal coordinates, and an abrupt change in the CI energies and wavefunc-
tions then occurs. The tendency of the SCF procedure to optimize with greater care
the orbitals with a larger occupation number may contribute to the suddenness of
the switch. To eliminate this problem, the active space can be enlarged beyond the
minimum required to describe the electronic states of interest.
4.3 Reparametrization of the semiempirical hamiltonian for
azobenzene
All the work presented in the following chapters concerning the azobenzene molecule
and its derivate in Self Assembled Monolayers is based on the parametrization of the
AM1 hamiltonian performed previously in our group and discussed in detail in a pub-
lished paper.13 For a sake of completeness in this section this parametrization will be
explained briefly. As it has been told in the previous section, in the floating occupation
SCF the occupation number ni of the ith orbital depends on its energy i according
to equation 4.9. The gaussian width w in eq. 4.9 can be considered an additional
semiempirical parameter and is chosen so as to ensure an easy convergence of SCF
and a smooth dependence of the active MO space on the molecular geometry. After
a few trials, we adopted the value w=0.1 a.u.
The active space used for all the calculations included 7 occupied and 6 virtual MOs.
Of these, the highest three occupied and the lowest virtual are one pi and one pi∗
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orbital and the two nitrogen lone pairs, easily identified at planar geometries and
mainly located on the -N=N- azo group. We included in the CI subspace all the de-
terminants that can be generated by excitations within these four orbitals, plus all the
singly excited determinants within the 13 MO active space. In total, the CI subspace
counted 94 determinants. These choices were done by trial and error, also aiming at
a substantial “robustness” of the CI results, considering the changing nature of the
active MOs, that depend on the molecular geometry and on the interaction with the
solvent. In order to stabilize the composition of the active space, a procedure that
allows the use of different semiempirical parameters in the SCF and CI calculations
was implemented. In fact, the energies and wave functions of the states depend di-
rectly on the set of parameters used in the CI calculations. However, considering that
a truncated configuration subspace is used, the one-electron functions also influence
the results. For this reason also the parameters used in the SCF calculation have
an effect, although indirect. For azobenzene and its derivatives our parametrization
fixes βs = −38 eV and βp = −35 eV for the carbon atoms in the SCF calculation only,
in order to increase the separation between the occupied and virtual orbitals of the
phenyl groups. In this way we can have a better control of the number of aromatic
pi and pi∗ orbitals belonging to the active space (at most geometries where they are
easily recognized, three aromatic pi orbitals and four pi∗ are in the active space).
The determination of an optimal set of parameters for the azobenzene took advan-
tage of previous parametrizations performed by Toniolo et al. for the excited states
of the benzene molecule116 based on the AM1 and PM3 Hamiltonians. For our pur-
poses, the AM1 yields better results, so we used the C atom AM1 parameter set
optimized for benzene and the standard AM1 for H (as in Toniolo’s work). Only the
N parameters were redetermined with the exclusion of those defining the core repul-
sion. Optimization of a set of semiempirical parameters P is based on the search of
a minimum of the evaluation function
F (P) =
∑
i
(
V
(S)
i (P) − V (T )i
V
(T )
i
)2
Wi (4.11)
Here V (S)i (P) is the value of a molecular property (such as an energy difference or
an equilibrium coordinate) as computed with the parameters P, Vi is the correspond-
ing target value, and Wi is the associate weight; the index i runs over all properties
included in the evaluation set. The constant denominators V (T )i are not strictly nec-
essary, but they facilitate the choice of the weights. To locate the minima of F (P) the
simplex method117,118 was applied combined with a simulated annealing procedure.
Anyway, the optimization of the parameters could not eliminate a drawback, shared
by AM1 with other semiempirical Hamiltonians, that yield too low N-inversion barriers
and too large NNC equilibrium angles. For this reason a correction term was added
to all the electronic PESs with the following expression
Uinv(θ, α1, α2) = P1
[
cos
(
pi
α1 − P2
pi − P2
)
+ 1
] [
cos
(
pi
α2 − P2
pi − P2
)
+ 1
]
· P3 + cos(2θ)
P3 + 1(4.12)
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Here θ is the CNNC dihedral angle, while α1 and α2 are the NNC angles. The pa-
rameter P1 is an energy, in eV, P2 is an angle and corresponds to the minimum of
Uinv and P3 is a dimensionless constant. The dependence of Uinv on the dihedral
angle CNNC vanishes if one of the NNC angles is near to 180◦, as it must. The three
parameters PI have been optimized together with the semiempirical ones.
Before performing the optimization one has to choose the target values V (T )i from
the available experimental and ab initio data. Among the target values considered
there were the excitation energies of azobenzene, some energy differences between
constrained or unconstrained extrema of the potential energy surfaces and a set of
geometrical parameters. To simulate the photodynamics with excitation wavelenght
λexc ≥ 250 nm, the first five singlet states (S0 − S4) but also the first two triplets were
considered . The vertical transition energies ∆E(S0−Sn) of TAB and CAB, which are
among the energetic target values, were deduced, when possible from the maxima
of the absorption spectra in the vapor phase.119,120 Anyway, it is possible to find a
complete description of the target values and of the parameters considered in the
paper published by our group and cited at the beginning of this section.
4.4 State-specific corrections of the PESs.
The reparameterization described in the previous section was quite successful for
the S1 (n → pi∗) excited state: its semiempirical PES reproduces very well the best
ab initio data31,49,121 and in the Franck-Condon region is even more accurate than
them, thanks to the inclusion in the target values of spectroscopic data. For the up-
per pi → pi∗ states, S2 − S4, the results were slightly less satisfactory. For instance,
all the vertical excitation energies are overevaluated, the largest relative error being
18% for CAB S2 (notice however that the CAB S2 transition is less well characterized
than the TAB one). On the other hand, new accurate ab initio data121 became avail-
able after our reparameterization was completed, including the determination of the
S1/S2 conical intersection (CoIn) that is very important for the decay of the S2 state.12
For these reasons, we devised a state-specific correction to the PESs, limited almost
exclusively to the S2 − S4 states. This correction was not applied in our simulations
of the photodynamics following n → pi∗ excitation,1 but only in the case of pi → pi∗
excitation.
State-specific corrections applied to the adiabatic PES, i.e. to the eigenvalues Uk of
the electrostatic hamiltonian, must not alter the ordering of the states within a given
spin manifold (same eigenvalue of S2), in order to preserve the consistency between
electronic energies and wavefunctions. For instance, at a near-crossing situation
one has large nonadiabatic couplings because of the electronic wavefunction mix-
ing, and it is of paramount importance that the quasi-degeneracy of energies and the
wavefunction switching still coincide in the nuclear coordinate space, after correcting
the PESs. In direct dynamics simulations one cannot easily alter the wavefunctions,
from which the nonadiabatic couplings are computed, so the locations of the energy
crossings must also remain unchanged. In general, two kinds of corrections can
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be envisaged: one is to add the same potential energy term to all state energies;
the second consists in changing the energy difference between any two consecutive
states, Uk − Uk−1, by a factor Fk > 0, function of the nuclear coordinates Q. In this
way, the set of molecular geometries where the two states k and k − 1 are degener-
ate remains unaltered. However, the energy of the crossing seam and the position
of the minimum energy conical intersection, as well as those of the local minima of
the PESs, can be modified. In the case of a two-state avoided crossing, changing
the eigenvalue difference by a factor F without changing the wavefunctions amounts
to multiplying by F all the elements of the hamiltonian matrix in the diabatic repre-
sentation.122,123 We feel that this conservative way of correcting the PES could be
profitably applied also to direct dynamics simulations with ab initio electronic struc-
ture calculations, that cannot be as accurate as those affordable when characterizing
a few critical points of the PESs.
So, for each state within the same spin-manifold, starting with the second one (k = 1),
the corrected PES U ′k is recurrently computed as
U ′k(Q) = U
′
k−1(Q) + Fk(Q) [Uk(Q)− Uk−1(Q)] (4.13)
The first PES (ground state for each manifold) can be corrected by an additive term,
that is automatically applied to all the other states:
U ′0(Q) = U0(Q) + Uadd(Q) (4.14)
In our case, Uadd is the sum of the correction terms Uinv and Uph respectively for
the N-inversion barrier and the torsional potential of the phenyl rings about the N-C
bonds. Of course, also the derivatives of the potential energies with respect to the
nuclear coordinates are altered:
∂U ′k
∂Qr
= (1− Fk)
∂U ′k−1
∂Qr
+
∂Fk
∂Qr
(Uk − Uk−1) + Fk ∂Uk
∂Qr
(4.15)
Thus, when such corrections are introduced in simulations, one needs to calculate
the energy gradients for all the PESs lying below the one where the trajectory is
running.
To correct the S2 − S4 PES in the Franck-Condon regions of CAB and TAB, and the
energy of the S1/S2 conical intersection at transoid geometries, we introduced the F1,
F2 and F3 factors for the S0−S1, S1−S2 and S2−S3 energy differences, respectively.
The S4 state was not an explicit object of state-specific corrections, because it is
relatively unimportant in the photodynamics and because accurate target data were
not available. Nevertheless, the S4 PES is affected by the corrections applied to the
lower states.
We defined the Fk factors as functions of the NNC angles, because we aimed at a
better approximation of the pi → pi∗ state energies for small NNC, where one finds the
minima of S0 and S2, and the S1/S2 CoIn. For the latter, we added new target values
taken from the work of Conti et al.121 Since they overestimate the vertical transition
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energy of the S2 state by ∼0.1 eV, we lowered their prediction for the CoIn energy
(3.84 eV) to 3.75 eV. The form of the correction factors is:
Fk(x) = Fk,left + (Fk,right − Fk,left)S(x) (4.16)
where
x =
2cosαk,left − cosα1 − cosα2
2(cosαk,left − cosαk,right)
(4.17)
and S(x) is the sigmoid function
S(x) =


0 for x ≤ 0
3x2 − 2x3 for 0 ≤ x ≤ 1
1 for x ≥ 1
(4.18)
As in the previous section, α1 and α2 are the NNC angles. The S1 PES has been
modified only for NNC angles smaller than α1,right = 115◦, i.e. in a region hardly
accessible by trajectories starting with the n → pi∗ excitation; at about α = 110◦,
however, we find the S1/S2 CoIn, so this part of the PESs is very important in the
case of pi → pi∗ excitation. The S2 PES was modified for a broader range of angles
(α < α2,right = 150◦), while for the S3 − S2 energy difference we used a constant
factor, F3,left = F3,right. The vertical excitation energy of TAB to S2 is lowered and
so is the S1/S2 conical intersection, but the energy difference between these two
important points remains about the same. Larger changes occur in the CAB Franck-
Condon region, which is characterized by steep slopes in the excited states.
4.5 QM/MM method
In this thesis we shall present simulations of the photoisomerization of an azo-derivative
forming SAMs (Chapter 6).In order to carry out the simulations including an ex-
plicit representation of the solvent or to represent the behavior of a large group of
molecules it is necessary to apply a method suitable for large systems, such as
Molecular Mechanics. However, we need also to describe quantum mechanically the
chromophore, which is in our case the reactive portion of the system. The QM/MM
approach satisfies such requirements. This method was born from an idea of 2013
Nobel prize winners Warshel and Levitt,124 although some pioneering work was done
in Pisa as early as in 1971.125,126
In the QM/MM approaches, only the electrons belonging to the system that needs
a detailed study are described with a Quantum Mechanical (QM) method (in our
specific case, in a semiempirical way) while the other part of the system, the “en-
vironment”, is described in a simpler way through the Molecular Mechanics (MM).
The “environment” does not participate directly in the chemical reaction, but it does
interact with the reactive subsystem. This approach is very convenient when the
chromophore or the reactive center constitutes a small part of the entire system. The
MM subsystem can contain a certain number of solvent molecules, a solid surface, a
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natural or synthetic polymeric matrix or others molecules in condensed phase, and it
can also contain chromophores under the condition that their excited states are not
important for the process under study.
In this kind of approach the electronic Hamiltonian of the global system is partitioned
into three terms: one related to the QM subsystem, HˆQM , one represent ed by the
force field for the MM atoms, HˆMM and the third related to the interaction between
the two subsystems, HˆQM/MM :
Hˆel = HˆQM + HˆMM + HˆQM/MM (4.19)
The total energy of the system can also be divided into three terms:
U = UQM + UMM + UQM/MM (4.20)
Here UMM can be identified with HˆMM , while UQM and UQM/MM are the expectation
values of HˆQM and HˆQM/MM , respectively. Thus, the total energy can be written as:
Uk = 〈ψk|HˆQM + HˆQM/MM |ψk〉+ UMM (4.21)
In the formulation proposed by our group,116,127 HˆQM takes the expressions adopted
in the semiempirical methods. UMM is an energy obtained by a classical force field
and it contains interaction terms between linked atoms, as well as purely electrostatic
and repulsion/dispersion interactions between pairs of non bonded MM atoms.
A wide choice of functions of the internal coordinates can be used to describe the
potential energy of a molecular system. Many force-fields are based on the general
form
UMM (~R1, ~R2, ..., ~RN ) =
Nbonds∑
ibonds=1
Ubond(ibonds, |~Ra − ~Rb|)
+
Nang∑
iang=1
Uangles(iang, ~Ra, ~Rb, ~Rc)
+
Ndihed∑
idihed=1
Udihed(idihed, ~Ra, ~Rb, ~Rc, ~Rd)
+
N−1∑
i=1
N∑
j>i
Upairs(i, j, |~Ra − ~Rb|) (4.22)
where Ubonds, Uang, Udihed and Upairs are the interaction terms depending on the
length of the bonds, on the angles, on the dihedral angles and on the distances
between non bonded atoms, respectively. The summations in this equation run re-
spectively on Nbonds, Nang and Ndihed that are the numbers of the three kinds of
intramolecular interactions considered while the collective indexes ibonds, iang and
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idihed specify which a, b, c and d atoms are involved. Finally, the indexes i and j rep-
resent two non bonded atoms. The Upairs interactions include repulsion/dispersion
and Coulombic terms, the latter related to atomic charges. In most MM force fields
the interactions between bonded atoms are represented as Morse or harmonic terms
while truncated Fourier expansions are used for the dihedral angles. Frequently, the
repulsion/dispersion terms are represented by Lennard-Jones potentials.
The characteristic term for the QM/MM approach is HˆQM/MM . It represents the in-
teraction between MM atoms or groups of atoms and the electrons and nuclei of the
QM subsystem. A simple expression for this term includes electrostatic interactions
and Lennard-Jones terms, related to repulsion-dispersion interactions:128
HˆQM/MM = −
∑
i,m
qm
Rim
+
∑
α,m
Zαqm
Rαm
+
∑
α,m
αm
[(
σαm
Rαm
)12
−
(
σαm
Rαm
)6]
(4.23)
where qm is the atomic charge on the m-th MM atom, Zα is the nuclear charge of the
QM atom α, Rim and Rαm are the distances between a QM electron or nucleus and
an MM atom, and αm, σαm are the Lennard-Jones (LJ) parameters for the QM atom
α interacting with the MM atom m. These pair LJ parameters reduce to atomic LJ
parameters with the following equations:
αm =
√
αm (4.24)
σαm =
√
σασm (4.25)
The first electrostatic term in eq. 4.23 is added to the QM Hamiltonian and it is
treated in the same way as the electron-nucleus electrostatic interactions inside the
QM region. We emphasize the importance of adding this term before diagonaliz-
ing the electronic Hamiltonian because in this way the effect of the environment on
electronic energies and wavefunctions is state-specific. This means that the envi-
ronmental spectral shifts are treated correctly and the conical intersections or the
avoided crossings can be displaced both along the coordinate and along the energy
axis. The last two terms in eq. (4.23) are added to the computed electronic energies
and cannot influence the electronic distributions, but may affect the PES and the dy-
namics of the system. The determination αm and σαm parameters is often done ad
hoc for the system studied tuning their values on ab initio results.
All the results that will be presented in this thesis were obtained using the TINKER
program129 interfaced to our developement version of MOPAC.112 In some cases,
as those presented in section 6.4 the QM/MM treatment of the system requires the
introduction of a connection atom (CA) to link the QM part to the MM one. The strat-
egy that we adopt is a variant of that proposed by Antes and Thiel130 that takes into
account particular requirement of the FOMO-SCI-CI treatment used for our calcu-
lations.116 In particular, we need to add another term to equation 4.23 that can be
rewritten in a concise way as follows:
HˆQM/MM = HˆCoulQM/MM + HˆvdWQM/MM + HˆCAQM/MM (4.26)
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The HˆCAQM/MM term groups MM-like contributions which involve the CA, at least one
MM atom, and possibly one or two QM atoms. It is mainly through this term that the
PESs depend on distances, angles and dihedrals involving covalent bonds across
the QM/MM boundary.
Contrary to all other QM atoms, the CA has a fractional core charge:
qCA = Q+ 1−
∑
m
qm (4.27)
In this way, we can attribute to each MM atom the atomic charge qm as prescribed
by the adopted force field, still preserving the total charge Q of the QM+MM sys-
tem, usually Q = 0. Nevertheless, each of the QM and MM subsystems may be
charged. In practice, the qCA charge is mainly determined by the MM atomic charges
of the groups directly bound to the CA: for instance, if the CA is a carbon atom
bound to oxygen and/or nitrogen qCA exceeds 1 and induces the expected polariza-
tion in the next QM bond. The CA also interacts electrostatically with all of the MM
atoms, through both the qCA charge and the electronic density, as expressed the first
and second term of Eq. 4.23. In most MM force fields (for instance, in OPLS/AA
used in our work) the electrostatic 1-2 and 1-3 interactions are not computed and
the other MM interactions (bond stretching, bending, and so on) are parameterized
accordingly. Since we prefer not to alter the MM parameters concerning the CA, we
should treat the electrostatics with consistency; in other words we should include all
of the interactions of the CA with MM atoms, except for its first and second neighbors.
These interactions are essentially proportional to qCA + qel, where qel ' −1 is the CA
electronic charge. Therefore, when computing the 1-2 and 1-3 electrostatic terms in
HˆCAQM/MM (and only in these cases), we use a core charge q′CA=1, which cancels out
qel approximately and annihilates the total interaction.
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Chapter 5
Ab Initio Study on Azobenzene
Torsional and Inversional Barriers
5.1 Ground State Isomerization of Azobenzene
As already presented in Chapter 2, one of the most important features of azobenzene
and its derivatives is the capability to undergo isomerization, either photochemically
or thermally. Thanks to the studies of the last 20 years we are able to explain the
photochemical isomerization mechanism while up to date there is not a commonly
accepted pathway for the thermal isomerization.
There are two viable isomerization mechanisms: torsion of the N=N double bond
or N-inversion. The first is preferred for the photochemical processes28,49,121,131–133
while the second one has been proposed for the ground state.26,134 For the latter
case, configuration interaction calculations, with geometries optimized at the CASSCF
level,26,134 show that the preferred pathway for isomerization in the ground state is
the N inversion in which the phenyl ring attached to the inverting nitrogen is perpen-
dicular to the rest of the molecule (perpendicular invertomer, PerpINV from now on,
see Fig.5.1). So, the experimental values of activation energy for the conversion CAB
→ TAB should be referred to the PerINV transition state (TS). In n-heptane, the ac-
tivation ∆H of the cis → trans conversion is 0.98 eV.135 In the same solvent, the
energy difference between CAB and TAB turned out to be 0.51±0.06 eV.36 Most cal-
culations yield slightly higher energy differences, so we take as reference the value
of 0.55 eV, computed by Orlandi’s group.31,49 This places the transition state at 1.53
eV with respect to the TAB minimum.
In order to study the behavior of azobenzene and its derivatives after the decay to
the ground state we need to improve our knowledge about the thermal isomerization
barrier, also because the results obtained in the past for this topic,31,133,136 even if
they were performed with the best state of the art methods, are not quite reliable. In
particular, the results published in the last years do not agree with each other and
with the previous ones based on CASSCF and CI calculations, quoted above26 (see
Table 5.1). Furthermore we can not find in the literature recent calculations of the
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Figure 5.1. Azobenzene structures. For TAB and CAB the respective Cartesian frames are also shown.
two barriers, rotational and inversional, obtained by the same computational method.
The best results obtained until now come from a CASPT2 calculation done by Cem-
bran and coworkers31 that gives a value for the rotational barrier of 1.65 eV (from
TAB), slightly higher than the experimental value. Unfortunately they do not report
the same calculation for the inversional barrier. For this reason we performed a se-
ries of ab initio calculations using different basis sets and methods that will be shown
in the next sections. Table 5.1 shows the most significant results taken from literature
to which we will refer, when needed, in this chapter.
TABLE 5.1: Comparison of literature energy differences between azobenzene relevant ground state geometries. All
energies are in eV.
METHOD CAB-TAB PerpINV-TAB ROT-TAB
CASSCF(6,6)26 0.87 1.89 2.58
CIPSI26 0.66 2.09 2.37
DFT(B3LYP)49 0.66 1.76 2.14
CASSCF(14,12)31 0.71 - 1.80
CASPT231 0.52 - 1.65
DMC137 0.50(6) - 1.80(6)
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5.2 Methods and Basis Sets
The complexity of the topic necessitated to test several ab initio methods and in some
cases also different basis sets. To perform this wide range of calculations we also
made use of different computational packages. In particular we performed:
• CASSCF calculations followed by CASPT2 or NEVPT2 using the programs
MOLPRO 2012.1,138,139 ORCA140,141 and GAMESS-US.142 The need to en-
sure that the active space is the same at all relevant geometries induced us
to switch from a state-specific approach to a state-average one giving equal
wights to the S0 and S1 states. All calculations with these methods were done
using the 6-31G∗ basis set.143
• Coupled Cluster calculations using the MOLPRO 2012.1 program.138,139 For
these calculations we used two different basis sets: 6-31G∗ Pople-type basis
set and cc-pVTZ correlation-consistent basis set.144
• DFT calculations using the Gaussian09 program.145 For all-electrons DFT cal-
culations we used the 6-31G∗ basis set while we used the VDZ+ Dunning basis
set146 for the calculation with the pseudopotential.
• QMC (Quantum Monte Carlo) calculations using the CHAMP147 program.
5.3 CASSCF
Geometry optimizations have been carried out for the two minima of TAB and CAB
and for two transitions structures (PerpINV and ROT) using the CASSCF method and
the 6-31G∗ basis set. All the calculations were performed by imposing the C2 sym-
metry to the TAB, CAB and ROT structures and the Cs symmetry to PerpINV.
Using the CASSFC method we have tested different active spaces in order to have
among the active orbitals the nitrogen pi and pi∗, the two lone pairs and in addition
some phenyl pi and pi∗ orbitals. In particular, we have worked with (6,4), (14,12),
(18,12) and (18,14) active spaces. In some cases we tested both the state-specific
and the state-average CASSCF procedure, because we found that the latter sta-
bilizes the active space, i.e. makes it easier to find the same solution at different
geometries (see Figure 5.2). The CASSCF optimized structures have been used for
single point calculations with the other methods listed in the previous section.
The optimization results are shown in Table 5.2. At all geometries, the optimized ben-
zene rings are essentially planar and regular hexagons. TAB has been assumed pla-
nar as supported by X-ray data22 while the nonplanarity of CAB is instead substantial
with ∠ NNCC ' 60◦. For what concerns the transition states, the ROT structure was
optimized by keeping the CNNC dihedral angle fixed at 90◦, and in PerpINV one of
the NNC angles was constrained to be 178◦ (i.e. close to 180◦ but on the cis side),
while the phenyl ring involved in the inversion was perpendicular to the plane of the
other atoms. The potential energy curves for the isomerization, at whatever theory
level they where computed, showed that these constrained geometries are very close
to the maximum of the curve (see Figure 5.3).
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TABLE 5.2: Optimized geometries of azobenzenea using different Complete Active Space sizes.
CAS Isomer RNN RCN ∠ NNC ∠ CNNC ∠ NNCC Energy
(6,4) SS TAB 1.240 1.428 115.1 180.0 -0.1 -
CAB 1.241 1.436 123.0 3.9 62.7 0.654
-124.6
ROT 1.347 1.403 115.8 90.0 2.7 2.530
- 177.8
PerpINV 1.200 1.440 117.2 -90.0 2.123
1.338 178.0 90.0
(6,4) SA TAB 1.246 1.429 114.9 180.0 -0.1 -
CAB 1.246 1.435 122.6 2.9 66.4 0.650
-120.8
ROT 1.327 1.404 117.7 90.0 3.0 2.346
177.9
PerpINV 1.227 1.450 116.9 90.0 2.133
1.348 178.0 -90.0
(18,12) SS TAB 1.241 1.425 115.0 180.0 -0.1 -
CAB 1.247 1.436 123.7 5.7 57.2 0.700
-130.5
ROT 1.336 1.356 118.4 90.0 -0.4 2.117
177.9
PerpINV 1.199 1.445 117.5 90.0 2.429
1.337 178.0 -90.0
(18,14) SS TAB 1.243 1.420 115.2 180.0 -0.1 -
CAB 1.242 1.434 123.1 4.4 62.2 0.640
-125.1
ROT 1.336 1.359 118.3 90.0 -0.3 1.987
178.2
PerpINV 1.194 1.500 116.6 90.0 1.617
1.340 178.0 -90.1
(18,14) SA TAB 1.246 1.420 115.1 180.0 -0.1 -
CAB 1.245 1.432 123.1 5.3 59.4 0.716
-128.6
ROT 1.334 1.351 118.7 90.0 -1.0 1.969
177.6
PerpINV 1.238 1.488 116.3 90.0 1.604
1.342 178.0 -90.6
a Distances in A˚, angles in degrees and CASSCF energies in eV relative to TAB of the CAS considered.
SS = state-specific, SA = state-average.
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Analyzing Table 5.2, we can see that for what concerns the NN distances, TAB and
CAB structures have always comparable values. For the transition state geometries,
on the contrary, we see that the NN distance of ROT is always larger than that of
PerpINV for each active space considered. The CN distance follows, in general, this
trend: at larger NN distances correspond shorter CN values. For the PerpINV ge-
ometries we can notice that the CN distance corresponding to the linear NNC angle
is shorter than in CAB and TAB because of the sp ibridization. Finally, for the NNC
angle we see that the values of the ROT structure are always intermediate between
those of TAB and CAB, while the optimized NNC angle of PerpINV is practically the
same as in TAB.
The CAB-TAB energy difference obtained with our calculations turns out to be slightly
higher than our reference (0.55 eV), probably because of a lack of dynamic correla-
tion, which is larger for the more compact CAB structure (dispersion interactions
between the phenyl rings may play a role). The activation barrier is largely overesti-
mated with the (6,4) active space (either SS- or SA-CASSCF), while it agrees rather
well with the reference value with the (18,14) space (again, SS- or SA-CASSCF). All
four calculations confirm the PerpINV to be lower than the ROT one. One exception
is the (18,12) SS-CASSCF, that yields a very high energy for PerpINV because the
active space obtained do not include the right orbitals that we need for the calcula-
tion.
Figure 5.2 shows the top of the torsional curves and highlights the importance of a
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Figure 5.2. Particular of the rotational barrier curves obtained with CASSCF, CASPT2 and NEVPT2 methods with
SS and SA CAS(6,4).
state-average treatment. For every method, two curves were computed, starting the
scan at a CNNC angle respectively smaller or larger than 90◦. The only difference be-
tween the two curves is therefore the initial geometry for the constrained optimization,
cisoid in one case and transoid in the other case. We see that the curves obtained
with SS-CASSCF do not match each other, because the two CASSCF solutions are
different. The CASPT2 corrections can yield TS energies differing by more than 0.2
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eV, depending on which SS-CASSCF solution is found. The SA-CASSCF solution
is instead more stable, in the sense that it yields the same energies and geometries
independently of the starting geometry.
5.4 CASPT2 and NEVPT2
In order to confirm and/or improve the CASSCF results, we performed CASPT2 and
NEVPT2 calculations with the canonical CASSCF molecular orbitals, at the CASSCF
optimized geometries. The results are shown in tables 5.3 and 5.4.
CASPT2 is quite effective in stabilizing the energy difference between the equilibrium
structures, which is found largely independent on the active space and in agreement
with our reference. The PerpINV energy is also fairly stable, but about 0.5 eV too high
with respect to the reference (1.53 eV from TAB). The ROT energy is instead very
dependent on the active space, and with the largest active spaces is in agreement
with the reference, indicating the double bond torsion as the thermal isomerization
mechanism.
The NEVPT2 method was mainly applied to state-average CASSCF wavefunctions,
when we realized that SA-CASSCF is more reliable than SS-CASSCF. The CAB-
TAB energy difference computed with NEVPT2 is rather dependent on the CASSCF
orbitals, and even more the ROT-TAB one; the PerpINV-TAB difference is instead
stable. With respect to CASPT2, PerpINV is generally lower in energy and ROT is
higher. The best result, based on SA-CASSCF(18,14), favours the inversion pathway
by only 0.06 eV, and is still 0.36 eV higher than the TS-TAB reference. Notice that this
calculation, performed in the frozen core approximation, required about two weeks on
a single processor.
TABLE 5.3: Results for CASPT2 calculations tested with different CAS. If it isn’t specified every result refers to the
optimized geometry. Energies in eV relative to TAB.
CAS CAB-TAB PerpINV-TAB ROT-TAB
(6,4) SS 0.502 1.974 2.127
(14,12) SS//(6,4) SS 0.519 1.925 1.856
(18,12) SS 0.500 2.006 1.381
(18,14) SS 0.520 2.060 1.536
5.5 Coupled Cluster
We have also tried to perform geometry optimizations using the CCSD method with
the correlation-consistent cc-pVDZ basis set. Table 5.5 shows the results obtained
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TABLE 5.4: Results for NEVPT2 calculations tested with different CAS. All the results refer to the optimized geom-
etry. Energies in eV relative to TAB.
CAS CAB-TAB PerpINV-TAB ROT-TAB
(6,4) SS 0.806 1.964 2.526
(6,4) SA 0.630 1.985 2.199
(18,14) SA 0.581 1.893 1.951
for the optimization of the TAB, CAB and PerpINV structures always using the sym-
metry as in the CASSCF case. We did not try this method to compute the energies of
the rotamer because Coupled Cluster is not suitable to treat this broken pi bond struc-
ture. As it can be seen, the Coupled Cluster geometries are similar to the CASSCF
ones. The CAB-TAB energy difference is closer to our reference, but the PerpINV TS
is too high. We have also tried higher order Coupled Cluster calculations148,149 us-
TABLE 5.5: Optimized geometries of azobenzenea with CCSD method
Isomer RNN RCN ∠ NNC ∠ CNNC ∠ NNCC Energy
TAB 1.256 1.439 113.7 180.0 -0.1 -
CAB 1.253 1.453 121.7 5.5 57.2 0.565
-130.6
PerpINV 1.230 1.471 115.5 90.5 1.995
1.349 178.0 -90.5
a Distances in A˚, angles in degrees and energies in eV relative to TAB.
ing Brueckner orbitals, the 6-31G∗ basis set and the SS-CASSCF(18,14) optimized
geometries. Table 5.6 shows the results of BCCD and BCCD(T) calculations. The
latter method introduces in the wavefunction the contributions of connected triples
computed by perturbation theory. The results of BCCD and BCCD(T) are very similar
to those of CCSD and of the best CASPT2 or NEVPT2 calculations.
TABLE 5.6: Energy differences obtained with different Coupled Cluster methods. Result refers to geometries opti-
mized at (18,14) CASSCF state-specific level.Energies in eV relative to TAB.
METHOD/basis CAB-TAB PerpINV-TAB
BCCD/6-31G*//(18,14) SS 0.565 2.077
BCCD(T)/6-31G*//(18,14) SS 0.545 2.045
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5.6 DFT
Energy calculations were also carried out using the DFT theory.150 In this context,
the choice of the density functional is crucial: we have to consider that the dispersive
contribution to the energy can be very important for the stabilization of the two phenyl
rings of CAB isomer. For this reason we have opted for the wB97XD functional,
developed by Head-Gordon,151 that contains an empirical correction for the disper-
sion energy. Moreover, this kind of functional also includes “long-range” corrections
that allow to improve the description of charge-transfer states. With this functional
we performed full geometry optimizations and a normal coordinate analysis for TAB,
CAB and PerpINV. For the latter structure, the presence of one “imaginary frequency”
confirmed its nature of first order saddle point. The geometrical parameters obtained
with DFT were close to those of CASSCF and CCSD, shown in Tables 5.2 and 5.5.
As part of the preliminary work needed to perform the QMC tests presented in the
next subsection, DFT calculations using the PBE0 functional152–154 were carried out
using the best geometries available, i.e. those obtained by optimization with a (18,14)
SA-CASSCF wavefunction. The results obtained are very good regarding the CAB-
TAB and PerpINV-TAB energy differences while are not satisfactory for what concerns
the ROT-TAB energy difference.
We also tested at DFT level the performance of the BFD pseudopotential155 that was
used in QMC calculations (see next section and Table 5.7 for the results). The energy
differences obtained in this case are comparable with all the other results obtained
without the use of the pseudopotential. Furthermore, CAB-TAB and ROT-TAB energy
differences are also comparable with those obtained with QMC calculations while
the PerpINV-TAB difference has a lower value that is however comparable with those
presented in Table 5.8. These results suggest that the use of pseudopotential only
introduces minor errors in the QMC calculations (see also ref. 156).
Table 5.8 shows the energy difference results obtained with all electrons DFT calcu-
TABLE 5.7: Energy differences obtained with DFT method using BFD pseudopotential and VDZ+ basis set. Ener-
gies in eV relative to TAB.
FUNCTIONAL/basis CAB-TAB PerpINV-TAB ROT-TAB
PBE0 0.649 1.764 2.307
B3LYP 0.692 1.779 2.245
M06-2X 0.586 1.747 2.519
lations. In every case considered we have a PerpINV activation barrier about 0.25 eV
higher than our reference. The ROT TS is substantially higher, but we do not consider
these data quite reliable, because of the monodeterminantal approximation. Adding
the Zero Point Energy correction to the results we have practically no change in the
CAB-TAB energy difference, while the PerpINV TS is lowered by about 0.05 eV.
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TABLE 5.8: Energy differences obtained with all electrons DFT methods and 6-31G∗ basis set. If not specified, the
results refer to optimized geometries. Energies in eV relative to TAB.
FUNCTIONAL/basis CAB-TAB PerpINV-TAB ROT-TAB
Wb97xd 0.528 1.778
Wb97xd with ZPE 0.525 1.724
PBE0//(18,14) SA-CASSCF 0.647 1.786 2.294
5.7 Quantum Monte Carlo
At last, we show results obtained using the Quantum Monte Carlo theory. A first work
with this method has been published by Dubecky´ et al. in 2010,137 focusing only on
the torsional barrier of azobenzene in the ground state. The authors based the work
on geometries optimized using DFT with the B3LYP hybrid functional;157,158 they
used the Greeff-Lester type of effective core pseudopotential159,160 for all species and
the cc-pVTZ basis set.146 The nodal surfaces for wave functions were built from trun-
cated CAS(14,12) expansions retaining all determinants with weights ≥ 0.03 com-
bined with explicit Jastrow interparticle correlations. Even if the results obtained in
this work for the rotational barrier are quite satisfactory they are based on geome-
tries optimized at DFT level. We wanted to go beyond this optimization level and
performed QMC calculations starting from our SA-CASSCF(18,14) optimized geome-
tries. More important, we compared both the ROT and PerpINV TS energies at QMC
level.
We performed variational-QMC (VMC) as well as diffusion-QMC (DMC) calculations
with the CHAMP program.147 The BFD pseudopotentials155 and the VDZ+ basis
set specifically developed for these pseudopotentials were used. The l-projected
BFD pseudopotentials were correctly treated beyond the locality approximation in the
DMC calculations.161 Moreover, we used Jastrow factors containing electron-nuclear,
electron-electron and electron-electron-nuclear terms.162 In the fixed node DMC cal-
culations we used a time step of 0.05 a.u.
The VMC and DMC calculations were started from mono- or multi-determinantal
wavefunctions. In particular, we considered mono-determinantal DFT wavefunc-
tions obtained using the PBE0 functional, and multi-determinantal wavefunctions
of CASSCF(6,4) and CISD(18,16) types. The CASSCF wavefunctions were ob-
tained from state-average calculations for CAB, PerpINV and ROT and from a state-
specific one for TAB. Anyway, we can compare the VMC and DMC results because
in QMC the only requirement that must be respected is to have the same number
of nodes in each wavefunction. The CISD(18,16) wavefunctions were built using the
CASSCF(6,4) orbitals. To construct the VMC functions starting from the CISD(18,16)
wavefunctions we retained all determinants with weights ≥ 0.03.
Table 5.9 shows the results obtained by the VMC and QMC methods with the three
starting wavefunctions. The DMC results are less influenced by the starting wave-
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TABLE 5.9: Energy differences obtained with VMC and DMC starting from different mono or multi determinatal
wavefunctions. Energies in eV relative to TAB.
Starting Function CAB-TAB PerpINV-TAB ROT-TAB
CAS(14,12)137 DMC 0.50(6) - 1.80(6)
CAS(6,4) VMC 0.629 ± 0.022 1.975 ± 0.021 2.430 ± 0.022
DMC 0.603 ± 0.017 1.964 ± 0.014 2.390 ± 0.014
CISD(18,16) VMC 2.163 ± 0.054 2.452 ± 0.053
DMC 1.993 ± 0.033 2.230 ± 0.041
PBE0 VMC 0.624 ±0.034 2.046 ± 0.028 2.799 ± 0.053
DMC 0.599 ± 0.023 1.996 ± 0.018 2.633 ± 0.021
function than the VMC ones. The CAB-TAB energy difference is rather well repro-
duced, while the PerpINV TS is higher than our reference by 0.4-0.6 eV, but lower
than the ROT TS according to all calculations. If we compare our QMC results with
those obtained by Dubecky´ and coworkers we can see that their value for the torsional
barrier is smaller than ours but, actually, we can not perform a reliable comparison
between all the results because the considered geometries are different even if their
starting function is rather accurate and is comparable to ours.
5.8 Results Overview
Figure 5.3 summarizes the most interesting results obtained with all the previous
methods. With some of the methods we computed complete potential energy curves
for both isomerization pathways. At most of the computational levels we have tried,
the PerpINV TS is lower than the ROT one. Among the methods that can be used
for both transition states (CASSCF, CASPT2, NEVPT2, QMC), the one that yields an
activation barrier closest to the experimental reference value is CASPT2 (1.54 eV for
the ROT-TAB energy difference); however, the CASPT2 data for the ROT structure
depend very much on the active space, and we suspect that intruder state problems
can affect these results. NEVPT2 seems to be more stable; with this method, the
lowest activation barrier is obtained with the largest active space we have tried, i.e.
with the SA-CASSCF(18,14) wavefunction, at SA-CASSCF(18,14) optimized geome-
tries. At this level, the PerpINV TS is 0.36 eV higher than the TS-TAB reference (1.53
eV), and 0.33 eV higher than the TS-CAB reference (0.98 eV). By applying the ZPE
correction computed at DFT level, our best estimate for the activation barrier is 1.84
eV from TAB and 1.26 from CAB. Since the ROT structure is only 0.06 eV higher than
PerpINV at this computational level, we still cannot say that the inversion pathway is
the preferred one beyond any reasonable doubt, although this seems to be the most
probable conclusion.
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Figure 5.3. Upper panel: rotational barrier. Lower panel: inversional barrier. Angles in degrees and energies in eV.
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Chapter 6
Azobenzenic Self Assembled
Monolayers
In the last decade chemistry has played a key role in the development of nanoscience
thanks to the fast development of the experimental and theoretical tools. In this field,
Self Assembled Monolayers (SAMs) provide many unique features that make them
attractive for various applications, including electrochemical sensors,163,164 biosen-
sors,165 friction and lubrication control,166 protective coatings,167 and molecular elec-
tronics.168 Many interesting review papers have been published and among them a
very instructive and complete one is that of Love et al.169 from which we take the
general description of SAMs contained in this section.
Bare surfaces of metals tend to adsorb adventitious organic materials readily be-
cause these adsorbates lower the free energy of the interface between the metal and
the environment.170 These adsorbates also alter interfacial properties and can have a
significant influence on the stability of nanostructures of metals; the organic material
can act as a physical or electrostatic barrier against aggregation, decreases the reac-
tivity of the surface atoms, or acts as an electrically insulating film. Surfaces coated
with adventitious materials are, however, not well-defined: they do not present spe-
cific chemical functionalities and do not have reproducible physical properties (e.g.,
conductivity, wettability, or corrosion resistance).
Self-assembled monolayers provide a convenient, flexible, and simple system with
which to tailor the interfacial properties of metals. SAMs are organic assemblies
formed by the adsorption of molecular constituents from solution or the gas phase
onto the surface of solids or in regular arrays on the surface of liquids (in the case
of mercury and probably of other liquid metals and alloys); the adsorbates organize
spontaneously into crystalline (or semicrystalline) structures. The molecules or lig-
ands that form SAMs have a chemical functionality, or headgroup, that can be easily
introduced in the organic molecules and that has high affinity for the metallic sur-
face. There are a number of headgroups that bind to specific metals. The most
extensively studied class of SAMs is derived from the adsorption of alkane or aryl thi-
ols on gold,171–179 silver,178,180,181 copper,178 palladium182,183 and platinum.184 The
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high affinity of thiols for the surfaces of noble and coinage metals makes it possible
to generate well-defined organic surfaces with useful and highly alterable chemical
functionalities displayed at the exposed interface.175,176
SAMs are themselves nanostructures with a number of useful properties (Figure 6.1).
For example, the thickness of a SAM is typically 1-3 nm; they are the most elementary
form of a nanometer-scale organic thin-film material. The structure of the molecular
components determines the atomic composition of the SAM as a function of the dis-
tance from the surface; this characteristic makes it possible to use organic synthesis
to tailor organic and organometallic structures at the surface with positional control
approaching ∼0.1 nm. SAMs can be fabricated into patterns having 10-100-nm-
scale dimensions in the plane of a surface by patterning using microcontact printing
(µCP),185,186, scanning probes,187–189 and beams of photons,190–193 electrons194–196
or atoms.197,198
SAMs are well-suited for studies in nanoscience and technology because:
1. They are easy to prepare, that is, they do not require ultrahigh vacuum (UHV)
or other specialized equipment (e.g., Langmuir-Blodgett (LB) troughs) in their
preparation;
2. They form on objects of all sizes and are critical components for stabilizing
and adding function to pre-formed, nanometer-scale objects such as thin films,
nanowires, colloids, and other nanostructures;
3. They can couple the external environment to the electronic (current-voltage re-
sponses, electrochemistry) and optical (local refractive index, surface plasmon
frequency) properties of metallic structures;
4. They link molecular-level structures to macroscopic interfacial phenomena, such
as wetting, adhesion, and friction.
For all these reasons we decided to start studying these systems, in particular those
involving the azobenzene moiety, through MM and QM/MM techniques. The results
presented in the following sections are a first step toward a more complete study of
the effect of the photoisomerization on these complex systems that in the latest years
are getting increasing interest from the experimental and theoretical point of view.
6.1 Azobenzenic SAMs
Molecules containing the azobenzenic functionality in addition to the well known abil-
ity of undergo photoisomerization between the cis and trans forms already exten-
sively discussed in previous chapters, can also self-assemble into monomolecular
layers giving azobenzenic SAMs. For this kind of systems many different applications
have been tested and proposed e.g. as optical data-storage devices199 or as sen-
sors.200 It has been also demonstrated that SAMs containing azobenzene are able
to express forces of unprecedent magnitude by exploiting a collective subnanometer
structural change under irradiation by light of the appropriate wavelength.201
Beside the experimental studies and the technological applications, azobenzenic
SAMs have been studied also from the computational point of view through ab initio
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Figure 6.1. Schematic diagram of an ideal, single-crystalline SAM supported on a gold surface with a (111) texture.
The anatomy and characteristics of the SAM are highlighted169
approaches15,202 or pure classical203 methodologies. Our work builds on that per-
formed in Corni’s group on Self Assembled Monolayers composed by functionalized
arylthiols displaying the azobezenzene skeleton, i.e. (4’-[1,1’-biphenyl)-4-yl]diazenyl-
(1,1’-biphenyl)-4-thiol, 2DA-thiol from now on (Figure 6.2) supported on the Au(111)
surface.204,205 In particular, they presented an MD-based classical approach employ-
ing an atomistic force field that they developed specifically for the simulation of the
2DA-thiol molecule204 in order to investigate the 2DA-thiol SAMs structural proper-
ties. Basing ourselves on this work, we set up, then, a QM/MM model for nonadi-
abatic dynamics in order to try to understand the behavior of these systems after
photoexcitation.
Figure 6.2. Schematic representation of AZO-SAM composed by 2DA-thiol molecules202
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6.1.1 Why is Gold the Standard?
The work that we will present in the next sections of this chapter is about azoben-
zenic SAMs on a gold surface. In fact, this metal is considered the standard for this
kind of systems for two reasons: (1) gold forms good (but not uniquely good) SAMs
and (2) it is historically the most studied. There are four characteristics of gold that
make it a good choice as a substrate for studying SAMs. First, gold is easy to obtain,
both as a thin film and as a colloid. It is straightforward to prepare thin films of gold
by physical vapor deposition, sputtering, or electrodeposition. Although expensive
and not essential to most studies of SAMs, single crystals are available commer-
cially. Second, gold is exceptionally easy to pattern by a combination of lithographic
tools (photolithography, micromachining, others) and chemical etchants. Third, gold
is a reasonably inert metal: it does not oxidize at temperatures below its melting
point, it does not react with atmospheric oxygen, it does not react with most chem-
icals. These properties make it possible to handle and manipulate samples under
atmospheric conditions, a great practical convenience for conducting experiments
that require “dirty” conditions, e.g., microfabrication (outside of a clean room envi-
ronment) and cell biology. Gold binds thiols with a high affinity,172 and it does not
undergo any unusual reactions with them, e.g., the formation of a substitutional sul-
fide interphase. Fourth, thin films of gold are common substrates used for a number
of existing spectroscopies and analytical techniques, including SPR spectroscopy,
quartz crystal microbalances (QCM), RAIRS, and ellipsometry.
Other materials offer similar properties, but the SAMs formed on these materials have
been less studied than those on gold. Silver is the most studied substrate for SAMs
of alkanethiolates next to gold, but it oxidizes readily. It gives, however, high-quality
SAMs with a simpler structure than gold (as a result of the smaller tilt angle). Copper
is interesting from a technological perspective because it is a common material for
interconnects and seed layers for electroless deposits, but it is even more susceptible
to oxidation than silver.178
6.1.2 Thermodynamical Analysis of Gold-Thiolate Bonds
SAMs of our interest are formed at a reactive interface, that is, the adsorbate and the
substrate are both transformed to some degree by the reactions that lead to the for-
mation of the SAM. The chemistry involved for the chemisorption of thiols on gold is,
in principle, the most straightforward but remains the most enigmatic. Because gold
does not form a surface oxide (as, for example, does silver), the formation of SAMs
from thiols is not complicated by the displacement or reduction of surface oxides, but
the details regarding the nature of the metal-sulfur bond and the spatial arrangement
of the sulfur groups on the underlying gold lattice are still controversial. Consider-
ation of the bonding arrangements formed at the metal-sulfur interfaces for several
representative examples does suggest, however, a common motif: the molecules
comprising the SAM tend to adopt structural arrangements that are similar to the
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simple adlayer structures formed by elemental sulfur on that metal.206–210
We know that 2DA-thiol binds on gold as thiolate. The formation of a thiolate requires
the chemical activation of the S-H bond of the thiol (or the S-S bond of the disulfide).
The energetics involved in this bond activation and the bonding energy that directly
anchors the adsorbate molecules of the SAM to the gold substrate have been stud-
ied through different methods (kinetic or termodynamics). First studies were carried
out in 1987: using temperature-programmed desorption as a kinetic measure of the
SAM binding energy, Dubois et al. established that the adsorption of dimethyl disul-
fide on Au(111) occurs dissociatively.211 The reaction is fully reversible, and recom-
binative desorption of the disulfide is an activated process with a barrier lying near
30 kcal/mol. This energy suggests that a fairly significant degree of charge transfer
to sulfur must occur in the thiolates, an inference that has been supported by the
results of theoretical calculations.212 Using different experimental protocols, Scoles
and co-workers also investigated the bonding energies of various organosulfur ad-
sorbates on Au, and their studies suggest, for the case of SAMs involving thiolate
structures, bonding energies similar to those cited above.213 Other kinetic treatments
reveal the complex nature of the thermodynamics of the metal-sulfur bonding inter-
actions. For example, Whitesides et al. and Liu and co-workers both reported the
results of desorption experiments that employed SAMs immersed in a solvent.214,215
The kinetics of these processes can be modeled using conventional rate equations,
and these models suggest barriers for the desorption process that are somewhat
lower than the values obtained from desorption rate measurements made in UHV
(∼20-25 kcal/mol). Schlenoff et al. used electrochemical measurements to provide a
detailed analysis of the thiol/thiolate/disulfide bond energies and desorption barriers
for SAMs on gold.216 Of particular interest was the estimation that the barrier for the
bimolecular recombinative desorption of an alkanethiolate from a SAM on gold in the
form of a dialkyl disulfide is ∼15 kcal/mol. This value is approximately a factor of 2
less than that deduced in the gas-phase studies.
As we can see, the range of reported values appears to be one that follows directly
from the different forms of the measurements used to assess the strength of the Au-S
bonding interaction. As the vacuum measurements are most easily interpreted, it is
reasonable to conclude that the Au-S bond that anchors the SAM is, in fact, a reason-
ably strong one with a homolytic Au-S bond strength on the order of ca. -50 kcal/mol
based on the known S-S homolytic bond strength of a typical dialkyl disulfide (∼62
kcal/mol).211
After the formation of the thiolate, the fate of the hydrogen of the S-H groups still has
not been determined unambiguously.217–221 It seems probable that adsorption in a
vacuum leads to loss of the hydrogen in the form of dihydrogen that means that the
reductive elimination of H2 from Au(111) is a weakly activated process. In solution,
another possibility exists. If the thiol hydrogen is not lost in the form of H2, the pres-
ence of oxygen in the reaction medium might also lead to its oxidative conversion to
water. In either case, the Au-S bonding interaction in the thiolate is sufficient to retain
the chains at the surface in a durable fashion and preclude a recombinative desorp-
tion of a disulfide product at room temperature. At more elevated temperatures the
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conversion of surface thiolates to disulfides does become kinetically feasible and has
been seen for a variety of SAM structures.222–224
6.2 Photoisomerization in 2DA-thiol SAMs
Early studies performed on SAMs225,226 of azocompounds showed a poor photoi-
somerization quantum yield. This behavior is generally explained by the change in
the occupied cross-sectional area that is due to isomerization from the almost pla-
nar/extended trans to the non-planar/contracted cis isomer.227,228 In densely packed
molecular assemblies at surfaces the lack of free volume may hinder the isomer-
ization more severely than in solution, even with viscous solvents.225,228,229 Several
strategies have been developed to avoid or at least diminish this problem. For in-
stance, photoactive SAMs on Au have been obtained upon dilution of the azobenzene
molecules in a mixed monolayer by using coadsorption from a solution containing
the azobenzene derivative and a short spacer molecule that “frees up” volume.225,230
However, using this method it is difficult to control the ratio between the spacer units
and functional azo-molecules in the SAM. Besides, for these films isomerization has
only been observed at defect sites, such as etch pits or phase boundaries, empha-
sizing again the need for free volume.231
More recently Samorı´ and coworkers published results about light-induced molecular
movements of a fully conjugated, biphenyl azo-compound in tightly packed SAMs on
Au and Pt, as thoroughly proven by systematic high-resolution STM studies and UV-
vis spectroscopy.14,232 They also observed that the rate constant for the cis→ trans
thermal isomerization was smaller in the SAMs than in solution. Starting from the
trans isomer, the photochemical isomerization produced large domains of either pure
cis or pure trans forms. This fact was interpreted as the result of a cooperative pho-
toisomerization mechanism, i.e. the simultaneous switching of several molecules, all
from trans to cis, or viceversa.
6.2.1 Plan of this work
With our work we want to tackle the problem of the photoisomerization in azo-SAMs
from the computational point of view. As a first approach, we want to explore the effect
of the whole structure of the SAM on the photoisomerization ability of a single excited
molecule. For this reason we tested four different SAM configurations: all trans
molecules (aTDAT from now on), all cis molecules (aCDAT), one trans molecule
surrounded by all cis (tCDAT) and one cis surrounded by all trans (cTDAT).
In order to reach our final purpose, that is to run QM/MM nonadiabatic simulations of
the photoisomerization in azo-SAMs, we proceeded with a strategy consisting of the
following steps:
1. Development of a force field : we combined a modification of Pipolo’s force field
for 2DA-thiol with potentials representing the S-Au bonds and the van der Waals
interactions of the other atoms with gold.
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2. SAM model : we set up a model of SAM, with a rigid gold surface and aTDAT,
aCDAT, tCDAT and cTDAT SAM structures close to those experimentally inves-
tigated. We searched energy minima for the four SAM configurations and we
characterized their geometrical parameters.
3. Molecular Dynamics: we ran classical molecular dynamics for the four aTDAT,
aCDAT, tCDAT and cTDAT SAMs using the Berendsen thermostat for a total
time of 100 ps.233 See subsection 6.3.4 for details.
4. Ground state dynamics of QM/MM SAMs: we ran four thermal trajectories last-
ing 50 ps, as continuations of the MD runs for the four SAM configurations con-
sidered, to prepare the initial conditions for the excited state dynamics. Here
one central molecule of the SAM was treated at semiempirical QM level, while
all the surrounding molecules were treated at MM level. The canonical velocity-
rescaling thermostat suggested by Bussi and Parrinello104 was applied.
5. QM/MM nonadiabatic dynamics: we simulated the excited state dynamics of
the central QM molecule of the SAM, by promoting it to the n → pi∗ state. We
ran about 250 trajectories for each of the four SAM configurations considered.
See subsection 6.4.3 for details.
6. Single molecule dynamics: for comparison, we also ran simulations of a free
2DA-thiol molecule, with the same method.
6.3 Force Fields and Molecular Dynamics of 2DA-thiol SAMs
6.3.1 Force Field Parameters
The starting point of our model is the OPLS/AA force field234 already implemented in
TINKER.129 The functional form for this force field is the following:
EMM = Ebonds + Eangles + Edihedrals + Enonbonded
Ebonds =
∑
bonds
kb(b− b0)2
Eangles =
∑
angles
kα(α− α0)2
Edihedrals =
4∑
n=1
Cn
2
[1 + cos(nδ)]
Enonbonded =
∑
i<j
qiqj
r2ij
+
∑
i<j
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
where the combining rules are εij = √εiiεjj and σij = √σiiσjj.
The parameters supplied with TINKER (used for both MM and QM/MM calculation
presented in next sections) are taken from ”OPLS All-Atom Parameter for Organic
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Molecules, Ions, Peptides & Nucleic Acids, July 2008” as provided by W. L. Jor-
gensen, Yale University, during June 2009. We have added to these parameters a
few more, obtained ad hoc for 2DA-thiol by Pipolo et al.,204 with some corrections
devised by our group, while the Van der Waals parameters that describe the interac-
tions between the atoms of the molecules and the gold surface are taken from Vlugt
et al.235
Tables 6.1,6.2 and 6.3 show the specific parameters added to those of OPLS-aa
from Pipolo’s force field and those inserted by us for particular bonds, angles and di-
hedrals. As shown in figure 6.3, we define three types of carbon atoms, CA, CB and
CN, but one type of hydrogen and one of nitrogen atoms. In particular, from Pipolo’s
Force Field we have taken the values for the equilibrium bond length and the force
constant of NN and CN bonds, the equilibrium angle and the force constant of CCN
and CCC angles (see figure 6.3 to identify the angle between C18, C22 and C24
and its seven equivalent angles adjacent to the CC bond between the phenyl rings)
and the parameters for the CCCC dihedrals (C18, C22, C24, C29 and equivalent
dihedrals in figure 6.3). On the other hand, with respect to Pipolo’s Force Field we
have modified the parameters related to the bending of the NNC angle, because the
NNC equilibrium value proposed for the mixed force field in Pipolo’s work (108.6◦) is
smaller than the real one in TDAT (∼117.0◦) and especially in CDAT (∼123.0◦); as a
consequence, the CDAT-TDAT energy difference is overestimated. We also changed
the two rotation barriers of the CNNC and CCNN dihedrals, in order to lower the ROT
transition state and the CDAT-TDAT energy difference: in fact, an easier torsion of the
C-N bond allows the rotation of the phenyl rings out of the CNNC plane, which is an
important conformational change that lowers the energy of cis isomer.
To describe the interactions between metal (Au) and non-metal atoms, we refer to an
Figure 6.3. Representation of 2DA-thiol in trans configuration (TDAT). Some interesting atom labels are reported.
Legend of colors: white hydrogen, light blue carbon, dark blue nitrogen, yellow sulfur.
adsorption study of alkyl thiols on gold surfaces by Vlugt et al.235 They adapted a
potential made of Lennard-Jones terms to reproduce a well-established and widely
used force field of Hautman and Klein for the interaction of alkyl thiols with the Au(111)
surface.236 The potentials developed from ab initio calculations by Leng et al.237 are
adopted for the interactions between Au and aromatic C and H atoms. The Lennard-
Jones parameters that describe the interaction between N and Au have been ob-
tained by the geometrical mixing rules, taking the N atomic parameters from refer-
ence [238] as in Pipolo’s work. Table 6.4 summarizes the “metal/non-metal” parame-
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ters utilized in our simulations. Figure 6.4 shows the Au-S potential obtained scanning
with a sulfur atom over a 6 A˚ngstrom range in both the X and Y directions of the gold
surface. At each position the surface-S distance is varied and the minimum energy
value is plotted. The map provides a qualitative view of the potential energy surface
felt by sulfur atom. Table 6.5 reports distances from the Au surface and the values
of the potential energy concerning three typical sites: “hollow” (the global minimum,
where S interacts strongly with three Au atoms), “bridge” (a transition state between
two hollows) and “on top”.
Finally, point charges were defined in order to maintain charge neutrality in the molecule.
Practically, for H, CA and CS we used the charges provided by OPLS-aa. The charge
of S was set opposite to that of CS (i.e., the charge of the thiol H, which is lost in
forming the SAM, was added to S). The charges of CB, CN and N were taken from
Pipolo’s work (in the case of CN and N, we averaged his optimized values for the cis
and trans forms). Table 6.6 shows the values used in our work.
As told before, in all the calculations presented a geometrical combination rule is
used for the LJ parameters, and the nonbonding 1-4 interactions are halved.
TABLE 6.1: Bond parameters added to those taken from OPLS-AA from Pipolo’s Force Field.204 Values of b0 in A˚,
kb in kcal mol−1 A˚−2.
Atom type Atom type b0 kb
N N 1.2459 1385.1
CN N 1.4124 567.94
TABLE 6.2: Angle parameters add to those taken from OPLS-AA from Pipolo’s Force Field204 (a) or from our work
(b). Values of α0 in ◦, kα in kcal mol−1 rad−2.
Atom type Atom type Atom type α0 kα
CA CN N 119.127a 87.20a
CA CB CB 117.271a 103.24a
CN N N 112.500b 89.83b
74 Chapter 6 Azobenzenic Self Assembled Monolayers
TABLE 6.3: Dihedral parameters add to those taken from OPLS-AA from Pipolo’s Force Field204 (a) or from our
work (b). C1-C4 in kcal mol−1.
Atom type Atom type Atom type Atom type C1 C2 C3 C4
CA CB CB CA 0.100a -0.956a 0.0167a 0.394a
CA CN N N 0.000b -3.500b 0.000b 0.000b
CN N N CN 0.000b -40.000b 0.000b 0.000b
TABLE 6.4: Lennard-Jones interaction parameters (including cross interactions with Au atoms). Aside from CS, we
use the same values for CA, CN and CB (here simply C).
Site σii (A˚) ii (kcal/mol) σAu−i (A˚) Au−i (kcal/mol)
S 4.45 0.250 2.400 8.4650
CS 3.50 0.066 3.365 0.1373
C 3.55 0.070 3.173 0.0640
H 2.42 0.030 2.746 0.0414
N 3.25 0.170 3.225 0.1630
Figure 6.4. Au-S potential obtained scanning with a sulfur over a 6 A˚ngstrom range in both the X and Y directions
of the gold surface.
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TABLE 6.5: Distance from the gold surface and potential energy felt by sulfur atom in three typical sites: “hollow”,
“bridge” and “on top”
Site Distance (A˚) Potential Energy (kcal/mol)
Hollow 2.0667 -38.2116
Bridge 2.1871 -34.1666
On Top 2.5886 -23.3727
TABLE 6.6: OPLS-aa point charges (a) and point charges taken from Pipolo’s work (b).
Atom Charge
H -0.115a
CA 0.115a
CS 0.18a
S -0.18
CN 0.25b
CB 0.0b
N -0.25b
TABLE 6.7: Selected geometrical parameters and energies differences of cis and trans-2DA-thiol optimized at MM
and QM/MM level compared with those obtained at DFT level by Pipolo.204 CCCC1 is the dihedral angle closest to
S atom, while CCCC2 is that between the highest phenyl rings. Angles in degrees and energies in kcal/mol.
Isomer Parameter MM QM/MM DFT
trans NNC1 117.1 117.8 115.5
NNC2 117.1 117.7 115.6
CNNC 180.0 180.0 179.8
CCCC1 -54.0 -59.0 36.1
CCCC2 52.8 57.2 37.7
cis NNC1 121.9 125.9 124.4
NNC2 121.9 125.9 124.4
CNNC 4.4 -0.7 10.4
CCCC1 -53.7 -59.0 36.9
CCCC2 -52.4 57.4 38.7
∆Ecis−trans 13.1 14.3
6.3.2 SAM Models
In the SAM model proposed in our work, the gold surface is described explicitly. Au-
Au interactions were neglected by excluding them from the neighbor list, and the
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positions of the Au atoms were held fixed by setting all forces to zero. Keeping the Au
atoms effectively frozen was justified by the work of Kim et al.,239 who investigated
the effect of Au relaxation on conformations of SAMs of bipheny ldithiol. They found
that Au relaxation has a negligible effect on the SAM conformations. The interaction
between the gold and the sulfur atoms is modeled through a Lennard-Jones potential
with literature parameters as described in the previous section. 2DA-thiol molecules
are present in the thiolate form. As told before, the charges of some atoms of the
molecule have been modified to guarantee the neutrality of the azo-fragment. In the
model, the gold surface retains its original (111) symmetry assuming the nearest
neighbor distance to be 2.88 A˚, and four layers of atoms are simulated. The effects
connected with the 2
√
3 × 3 reorganization process that is induced by the formation
of the thiol SAM, and involves the surface pitting with the formation of Au-S-Au motifs
(as described in refs [240] and [241]), are taken into account only implicitly by prop-
erly choosing the sulfur linking sites on the basis of the experimental STM images14
and quantum mechanical results;242 hence, the model employs an effective descrip-
tion of the gold surface structure. As a matter of fact, our model allows treatment of
electrostatic and dispersion interaction between the gold surface and the molecules,
but gold atoms remain in their original positions during the simulation. This is ob-
viously an approximation of the real behavior of the Au(111) surface; nevertheless,
the structure of the gold layers is negligibly distorted by a weak adsorption of organic
molecules.243 The starting point of our work is the SAM unit-cell arrangement “B”
Figure 6.5. SAM unit cell, a=2.88 A˚.244 Red arrows refer to the 2DA-thiol-slab cell parameters (rmax and rmin).
The black line defines the SAM unit cell (including the gold slab). Legend of colors: yellow gold atoms (111) surface,
orange sulfur atoms. Picture taken from ref. 205.
proposed by Pipolo et al.205 (see Figure 6.5) because they showed that this kind of
arrangement provides the best description of the periodicity of the SAM (for both the
cis and the trans isomers). The cell is constructed in order to define periodic struc-
tures that are commensurate with the gold surface and that reproduce as close as
possible the symmetry of experimental STM images.14 In particular, the 2DA-thiol-
slab unit-cell parameters were chosen such that their values stand within the exper-
imental range of significance for at least one of the two data available on the trans
and cis arrangements (see Table 6.8). The choice of defining and simulating periodic
structures is justified by the fact that experimental STM images show little effect of
the boundaries between different domains on the bulk structure of the SAM within
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each domain. The choice of the angle between lattice vectors equal to 90◦ and the
fact that one of the two cell axes is aligned with one of the three equivalent directions
on the Au(111) surface are consistent with the experimental observation of only three
different SAM domains mutually superimposable by a rotation of 120◦.14,245 In prac-
tice, we have worked with two supercells different for each isomers only for reasons
of ease in construction: the aTDAT and cTDAT supercells contains 96 molecules (2
SAM unit cells along the x direction × 8 SAM unit cells along the y direction), while
those aCDAT and tCDAT contains 84 molecules (2 SAM unit cells along the x direc-
tion × 7 SAM unit cells along the y direction).
Figure 6.6 shows an experimental STM image of a 2DA-thiol SAM where both trans
TABLE 6.8: Simulated SAM molecular densities compared with experimental values. rx and ry are the SAM 2D cell
axis and β is the angle between them. mlcs stands for molecules.
Density rx ry β
mlcs · nm2 A˚ A˚ deg (◦)
SAMsim 4.0 0.586 0.8458 90
EXPcis 4.0 ± 0.8 0.62 ± 0.05 0.81 ± 0.05 88 ± 5
EXPtrans 3.5 ± 0.7 0.65 ± 0.05 0.89 ± 0.05 84 ± 5
and cis isomer domains are present. In the case of the trans-2DA-thiol image, the
brighter spots are due to the highest phenyl rings of the structure. The zigzag struc-
tures arise from an herringbone-like pattern of the molecules in the azobenzene-slab
cell. The cis-2DA-thiol shows, on the other hand, two spots: the brighter one is at-
tributed to the straight biphenyl-thiolated side of the aromatic chain, while the second
spot corresponds to the terminal biphenyl side which is twisted in an alternate man-
ner. In the cis conformation the upper biphenyl side of the chain is closer to the gold
surface than in the trans one. In such a position, the biphenyl moiety electronically
interacts with the substrate; a tunneling-through-space process allows the monitor-
ing of these molecular segments by STM. For both the trans and cis conformers, no
signal may be ascribed to the NN central moiety, since it is located too deeply and is
hidden by the upper chain of the molecule. In our simulated SAM, the initial config-
urations for the azo molecules are provided by the gas-phase optimized structures.
The initial arrangement of the trans molecules consists of collinear units with the
major axis perpendicular to the gold surface almost in an herringbone-like pattern,
whereas the cis molecules are arranged with the nitrogen-nitrogen bond perpendic-
ular to the gold surface with the higher phenyl ring of the molecule pointing outward
from the SAM. For the cis case we have organized single molecules in rows but we
have not respected the alternate twist proposed by Elbing et al.232 as interpretation
of the experimental images. However, Pipolo et al. reproduced these experimental
images205 and they found that for the cis-2DA-thiol SAMs the molecules are substan-
tially oriented in the same direction and the formation of two contact points between
the molecule and the gold surface is not the only way to satisfactory reproduce the
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experimental STM images.
To characterize the structure of the SAMs, different geometrical descriptors have
Figure 6.6. Experimental STM images for SAMs of cis-2DA-thiol (I) and trans-2DA-thiol (II). The unit cells are
marked. The experimental image is taken from reference 14
Figure 6.7. Geometrical descriptors used to analyze the SAM structures. The definition of each the represented
angles is given in the text.
been defined (see Fig. 6.7). We shall call CF the carbon atom farthest from the sur-
face, i.e. the one with the largest z coordinate. This is normally the one that has in
the para position the whole molecule. Similarly, NF is the nitrogen atom farthest from
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the surface. We also recall that CS is the carbon atom bound to S. The “surface” can
be identified with the plane of the top Au atoms. The geometrical descriptors are:
• r: S-CS distance;
• rl: difference of the z coordinates of S and CF;
• α: tilt angle defined as the angle between the S-CS vector and the normal to
the surface;
• β: tilt angle defined as the angle between the S-CF vector and the normal to
the surface;
• θ: spatial in-plane orientation of the molecule (the x axis is taken as a refer-
ence); azimuthal angle of the S-CF vector, i.e. the angle between the x axis
and the projection of the S-CF vector on the surface;
• δ: angle describing the rotation of the NN bond around the tilt direction; it is
defined as the polar angle of the difference between the normalized S-CF and
S-NF vectors;
• NNC1 and NNC2 defined in the usual way;
• CNNC defined in the usual way;
• Φ and Φ′: combinations of dihedral angles used to describe the mutual rotation
of the phenyl rings (see Fig. 6.7 for atom labels). If we define α1 = C1C2C3C4,
α2 = C1C2C3C6, α3 = C5C2C3C6 and α4 = C5C2C3C4, Φ is given by the
following equation (similarly Φ′):
Φ =
1
2
[
(α1 + α2)− pi
2
+
(α3 + α4)− pi
2
]
(6.1)
All these descriptors are molecule-specific but we need a mean description of the
whole SAM structure in order to compare our results with experimental measure-
ments. For this reason, when running Molecular Dynamics simulations of the SAM,
we computed the average of each descriptor over all molecules at regular time inter-
vals.
6.3.3 SAM optimization
For all the four SAM configurations considered we performed optimally conditioned
variable metric minimization over Cartesian coordinates using an algorithm due to
William Davidon.246 The method does not perform line search, but requires compu-
tation of energies and gradients as well as storage for an estimate of the inverse
Hessian matrix. For these optimizations, as well as for the molecular dynamics sim-
ulations that we will present in next section we applied periodic boundary conditions
with a supercell parameter along the z direction equal to 100 A˚. The dimensions of
the supercells along the x and y directions are respectively 47.7 and 54.2 A˚ for aTDAT
and cTDAT and 44.8 and 59.2 A˚ for aCDAT and tCDAT. The tCDAT and the cTDAT
configurations have been obtained simply by changing the isomeric form of a central
molecule of the starting aTDAT or aCDAT SAM. The optimizations and the following
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molecular dynamics simulations were performed with the TINKER 6.1 package.129
Table 6.9 shows average values over all molecules obtained after optimization for the
geometrical descriptors presented in the previous section and their standard devi-
ations. We present only the results obtained for aTDAT and aCDAT configurations
because those of cTDAT and tCDAT are very similar and for this reason not more
interesting from this point of view.
Finally, Table 6.10 shows the potential energies of the four SAM arrangements and
the energy differences between them. Taking into account that the aTDAT and aC-
DAT SAMs are made of 96 and 84 molecules, the energy per molecule is -101.2 and
-67.9 kcal/mol, respectively. The energy difference, 33.3 kcal/mol, is much larger that
in the free molecule case (about 12 kcal/mol), and is due to the less “comfortable”
packing of the cis molecules with respect to the trans ones. We can also notice that
we have a large and negative ∆EcTDAT−aTDAT that is clearly wrong and probably
due to the optimization that has not been able to locate the effective minima of the
considered structures. The ∆EtCDAT−aCDAT is instead correctly negative due to the
most favorable situation of a trans molecule respect of a cis one if surrounded by
other cis molecules but it is larger than the cis − trans energy difference showing
also in this case the not good final result of the optimized structures.
TABLE 6.9:: Average Values of Geometrical Descriptors (see section 6.3.3) and their Standard Deviations calcu-
lated after optimization of the four SAM configurations and after 100 ps of Molecular Dynamics. Distances in A˚ and
angles in degrees (◦).
Opt MD other calc.
σ σm σt
aTDAT
r 1.80 0.03 1.81 0.04 0.04 1.78 (QM)204
rl 20.80 0.19 21.12 0.19 0.22 18.4205
α 15.72 5.86 13.12 6.41 6.51 32.9205
β 14.61 1.57 10.12 2.12 3.20
θ 117.56 49.76 122.43 80.24 84.93 90.4205
δ 105.61 22.43 101.29 38.63 58.85
NNC1 115.41 10.30 115.58 10.52 10.54 115.1 (QM)31
NNC2 116.40 4.79 117.12 5.09 5.13
CNNC 175.45 14.42 174.90 13.99 14.21 180.031
Φ 47.80 21.44 52.77 21.24 21.38
Φ′ 49.43 20.10 51.95 19.04 19.17
aCDAT
r 1.80 0.03 1.81 0.04 0.04
rl 18.96 0.51 0.51
α 23.07 10.02 10.09
β 11.08 3.78 7.33 4.06 4.11
θ 72.37 56.11 76.40 71.28 72.55 93.8205
δ 70.74 17.91 61.80 16.30 16.45
Continued on next page
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Table 6.9 – Continued from previous page
Opt MD other calc.
σ σm σt
NNC1 125.96 3.03 125.80 3.42 3.44 122.4 (QM)31
NNC2 125.51 2.88 125.73 3.36 3.39
CNNC 6.38 4.47 6.97 5.06 5.11 4.2 (QM)31
Φ 34.39 9.32 40.81 9.98 10.11
Φ′ 38.13 14.77 39.59 11.54 11.65
TABLE 6.10: Potential energies for the four optimized SAM arrangements and energy differences per molecule.
Energies in kcal/mol
aTDAT aCDAT cTDAT tCDAT
Epot -9715.6 -5706.5 -9979.4 -5789.6
∆EaCDAT−aTDAT 33.3
∆EcTDAT−aTDAT -263.8
∆EtCDAT−aCDAT -83.1
6.3.4 Molecular Dynamics
Starting from the optimized geometry of each of the four SAM configurations we ran
100 ps of classical Molecular Dynamics. Also for these simulations we applied the
same periodic boundary conditions used for the optimization. A time step of 1 fs was
set, and the canonical ensamble (NVT) was sampled. The Berendsen233 thermostat
was used with a time constant for coupling of 0.1 ps. As for the structure optimiza-
tions, all the dynamics calculations were performed with the TINKER 6.1 package.129
Figure 6.8 shows top and side views of the four different SAM arrangements consid-
ered in our work after optimization. As told in the previous section, we decided to
adopt the cell B arrangement proposed in Pipolo’s work also for our investigations. In
fact, as Pipolo found, this kind of molecular disposition provides the best description
of the experimental periodicity of the SAMs synthesized by Samorı´’s group. In Figure
6.8 the herringbone structure of the aTDAT arrangement can be noticed, as well as a
certain strain imposed by the close packing to the molecules of the aCDAT one.
Table 6.9 summarizes the values of the geometrical descriptors presented in Section
6.3.2 and obtained from the MD simulation. We averaged each variable over all the
molecules in the supercell and over 2000 time frames, with a time step of 50 fs. Two
standard deviations were computed. σm is a time average of the 2000 standard de-
viations computed separately for each time frame; it describes the variability of the
molecular sample over space at a given time. σt is the standard deviation for all data,
as functions of time and position alike. By definition, σt ≥ σm. Comparing the σm
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Figure 6.8. Top and side views of the four different SAM arrangements considered, after geometry optimization.
Upper row : left, top view of the all-trans SAM (aTDAT); right, top view of the all-cis SAM (aCDAT); six molecules
are shown by the space-filling model, the others by the stick model. Middle row : side views of the same SAMs as
in the upper row; only three molecules are shown by the space-filling model. Lower row : left, side view of one cis
molecule surrounded by all trans molecules (cTDAT SAM); right, side view of one trans molecule surrounded by all
cis molecules (tCDAT SAM).
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and σt values we cannot notice considerable difference between them: this means
that the variability in time is less important than the inhomogeneity of the molecular
sample, and in particular no significant collective motions take place in the SAMs.
Our values are compared, when possible, with some ab initio data and with those ob-
tained in Pipolo’s work. The latter results were obtained by averaging over both the
molecular sample and time, during the last 10 ns of their simulation (their standard
deviation is equivalent to our σt).
Two geometrical descriptors for which experimental data are available14,232 concern
the S-CS vector, and are the r distance and the α tilt angle. Our computed r distances
agree with those calculated at DFT level and, for aTDAT, with the experimental value
of 1.88 A˚. The experimental tilt angle for aTDAT (α = 20.5◦) lies between the values
computed by us and by Pipolo.
The second distance presented, rl, measures the SAM thickness, which is related
with the β tilt angle (the larger the angle, the thinner is the SAM). According to our
data, both for the optimized geometry and for the MD simulation, in aTDAT the α
and β tilt angles are very similar. From the α angles, we see that the experimental
aTDAT SAM is more tilted than ours, and Pipolo’s even more. This matches well the
three thickness aTDAT values, the experimental one (20.4 A˚232) being intermediate
between ours and Pipolo’s. Also the thickness value obtained for the aCDAT arrange-
ment is satisfactory: it is smaller than that of aTDAT because of the bent shape of the
cis isomer. Also in the aCDAT case, our rl value is larger than the MM result obtained
by Pipolo, because our tilt angle α is smaller.
Another angle useful to understand the geometrical disposition of SAMs is θ that de-
fines the orientation of the projection of the molecule on the plane (taking the x axis
as a reference). The aTDAT arrangement shows an average value of 122.43◦ with a
standard deviation of about 80◦, while the aCDAT one gives a value of 76.40◦ with,
again, a standard deviation of about 70◦. Such large standard deviations are sim-
pler to understand if we look at figure 6.9, where it can be noticed that in both SAMs
molecules are ordered in rows, each of them showing a preferential S-C direction, but
different in each row. This shows that the θ values are averages between different
preferential orientations, and explains why the standard deviations are so large. In
addition, we note that with a small tilt angle, as in our SAMs, the θ azimuthal angle
is not so well defined, which further contributes to the standard deviation. We do
not have an experimental value for this geometrical parameter but we can compare it
with Pipolo’s MM results that yield θ angles close to 90◦ for both aTDAT and aCDAT.
The discrepancy between our data and Pipolo’s is within our standard deviation: in
his case, because of the larger tilt angle, the two preferential orientations are better
defined and produce an average θ closer to 90◦.
The second rotation angle that we present is δ: it describes the rotation of the NN
bond around the tilt direction. δ is the polar angle of the vector defined as the differ-
ence between the tilt vector (~t) and the vector which goes from the S atom to the N
atom with the highest z value (~n), both normalized. We have a value of 101.29◦ ±
10◦ for the aTDAT arrangement and a value of 61.80◦ ± 16◦ for the aCDAT one. In
this case we have smaller standard deviation than in the θ case. This, maybe, is due
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to the fact that the orientation of the NN bond is related with the mutual interactions
of the phenyl rings of adjacent molecules; for the same reason, we see that the stan-
dard deviation σm is larger than the one computed for the optimized geometry, and
σt is even larger (an exception to the general observation that σm ' σt).
Finally, the last descriptors that we present are related to the geometry of each
Figure 6.9. Top view of sulfur atom (yellow ) and the carbon atom directly bonded to it (light blue) for aTDAT SAM
(left) and aCDAT SAM (right).
molecule. They are the two NNC angles, the dihedral CNNC and a combination
of the dihedrals that describe the mutual orientation of the phenyl groups of the same
biphenyl subunit. For what concerns the NNC angles we can see that the average
values taken from all the arrangements of the SAMs are in good agreement with the
QM results. The CNNC angles are defined between 0◦ and 180◦, so their averages
are necessarily in this range. For both aTDAT and aCDAT the averages are close to
the equilibrium values and the standard deviations are small enough, so we can say
that the azo groups are substantially planar in the ground state. The last geometrical
descriptors that we introduced are the Φ and Φ′ combinations of dihedrals angles as
expressed in equation 6.1. We can compare them with the equilibrium values for the
free 2DA-thiol molecule, which are 37.5◦ and 37.2◦, respectively.204 We see that the
packing of the aTDAT SAM requires a distortion of 10-15◦, while in aCDAT Φ and Φ′
are close to the free molecule ones.
Finally, in Table 6.11 we present the potential energies, the total energies and their
differences for the four SAM structures averaged over the last 70 ps of the MD trajec-
tory. Together with the energy data we show the values of their standard deviations
and of the fluctuations on the averages. We can see that after 100 ps of dynamics
the difference ∆EaCDAT−aTDAT diminishes a little bit if compared with that obtained
after the optimization. The ∆EcTDAT−aTDAT , instead, is changed and it is positive
and small (10.3 kcal/mol) showing that the rearrangements due to the Molecular Dy-
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namics have been able to equilibrate the systems that can reach a better packing.
The ∆EtCDAT−aCDAT obtained in this case is again right in sign but larger than the
one obtained after equilibration and so too much larger than the expected value.
TABLE 6.11: Average potential and total energies on 70 ps of MD trajectory for the four SAM arrangements and
energy differences per molecule. Standard deviations in time and energy fluctuations on the averages are also
reported. Energies are expressed in kcal/mol.
Epot Fluc. Epot Etot Fluc. Etot
aTDAT -6210.6 ± 1.3 33.8 -2433.5 ± 2.4 63.5
aCDAT -2708.9 ± 1.5 38.8 595.1 ± 2.4 64.5
cTDAT -6200.3 ± 1.4 36.3 -2422.3 ± 2.5 65.0
tCDAT -2813.6 ± 1.3 33.2 488.8 ± 2.4 63.6
∆EaCDAT−aTDAT 32.4 32.4
∆EcTDAT−aTDAT 10.3 11.2
∆EtCDAT−aCDAT -104.7 -106.3
6.4 Excited state dynamics
6.4.1 QM/MM partition
In order to study the effect of the SAM on the photoisomerization of a central 2DA-
thiol molecule we need to make a QM/MM partition of the system. In the same way
we treated the free molecule excited state dynamics. In particular, we described at
QM level the azobenzene moiety of 2DA-thiol and at MM level the remaining part
(terminal phenyl rings, S atoms or SH groups, and all the other molecules in the
SAM). The gold surface, of course, was also treated with an MM description. Also
for this case, the QM calculations have been carried out using the semiemipirical
FOMO-SCF-CI approach presented in Chapter 4. As already explained in section
4.5, the wavefunction of the QM subsystem is determined under the influence of the
charges of the MM part (“electrostatic embedding”). The dispersion and repulsion in-
teractions between the QM and MM atoms are represented by Lennard-Jones terms.
Moreover, the QM and the MM subsystems are joined through two connection atoms.
Figure 6.10 shows the QM/MM partition of the molecule and highlights the connec-
tion atoms.
The connection atoms are two aromatic C atoms, represented as hydrogenoid atoms
with one s atomic orbital. Since it replaces a carbon atom, the basis function is of
2s type. Its electron interacts quantum-mechanically with the rest of the QM sub-
system while the interaction with the MM atoms is ensured by force-field terms. We
exclude from the electrostatic interactions between the QM and MM subsystems the
MM charges of the atoms directly bound to the connection atom. Table 6.12 shows
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Figure 6.10. QM/MM partition of 2DA-thiol molecule.
all the parameters of the connection atoms obtained for the AM1 method by Antes
and Thiel130 and used in our work.
TABLE 6.12: Parameters for the connection atom taken from Ref. 130.
Parameter
ζs (au) 1.15644960
α (1/A˚) 1.46212100
βs (eV) -11.20857778
Uss (eV) -11.83958268
gss (eV) 11.39327472
Core Repulsion Gaussians
G1
prefactor -0.30401893
exponent (1/A˚2) 5.07141717
width (A˚) 1.62230340
G2
prefactor 0.05480783
exponent (1/A˚2) 5.21442318
width (A˚) 1.97508768
G3
prefactor -0.25449049
exponent (1/A˚2) 5.10879333
width (A˚) 2.26466753
G4
prefactor -0.11453638
exponent (1/A˚2) 4.70889286
width (A˚) 2.92552463
6.4.2 Thermal trajectory
We have run nonadiabatic dynamics on the four SAM arrangements described in the
previous sections. To start with, we needed to sample about 200 sets of initial con-
ditions for each case considered. The sampling was done following the procedure
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presented in section 3.5 from a thermal trajectory, lasting 50 ps, obtained using the
canonical velocity-rescaling thermostat suggested by Bussi and Parrinello.104
Since the MOPAC package can not apply periodical boundary conditions, we per-
formed the excited state dynamics on a cluster of SAM molecules, corresponding to
the supercell of the MD simulations. The boundary conditions were treated at the
simplest level by adding a harmonic potential of the following form
U =
∑
i
1
2
k|~ri − ~ri0|2 (6.2)
The index i runs on eight atoms (the two nitrogens, the two C atoms linked to them,
the four C atoms bridging phenyl rings, the C atom with the higher z coordinate and
that with the lower) for each molecule at the boundary of the supercell. In Equation
6.2 k is a constant set at the value of 0.25 eV/A˚2 and ri is the current position of the
considered atom while ri0 is its initial position. In this way we are able to leave central
molecules free to move, as in the MD with periodic boundary conditions, avoiding
the collapse of the SAM that would occur for a free cluster of adsorbed molecules.
The thermal trajectories started, for each SAM configuration, from one of the last
frames of the 100 ps MD trajectories presented before. After relaxation during 10
ps, we averaged the potential and total energies of the four SAM arrangements over
the remaining 40 ps. The results are shown in Table 6.13 together with the values
of their standard deviations and of the fluctuations on the averages. We can see
that after 50 ps of QM/MM dynamics the difference ∆EaCDAT−aTDAT rises of some
kcal/mol (37.2 kcal/mol) but it matches really good the previous presented. Also the
∆EcTDAT−aTDAT rises of a tens of kcal/mol if compared with that obtained after 100
ps of MD. The ∆EtCDAT−aCDAT , again, is right in sign but still too much large.
TABLE 6.13: Average potential and total energies on 40 ps of QM/MM trajectory for the four SAM arrangements
and energy differences per molecule. Standard deviations in time and energy fluctuations on the averages are also
reported. Energies are expressed in kcal/mol.
Epot Fluc. Epot Etot Fluc. Etot
aTDAT -51938.7 ± 0.03 58.0 -48160.5 ± 0.04 90.0
aCDAT -48570.5 ± 0.03 54.2 -45263.7 ± 0.04 86.3
cTDAT -51913.1 ± 0.03 57.4 -48135.0 ± 0.04 89.9
tCDAT -48633.7 ± 0.03 53.2 -45326.9 ± 0.04 85.4
∆EaCDAT−aTDAT 37.2 37.2
∆EcTDAT−aTDAT 25.6 25.5
∆EtCDAT−aCDAT -63.2 -63.2
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6.4.3 Nonadiabatic dynamics
We have run about 200 trajectories of surface-hopping nonadiabatic dynamics for
each SAM arrangement. In particular, we simulated the excitation in the n → pi∗
band of the selected central molecule treated at semiempirical QM level. All trajecto-
ries lasted at least a time tmin = 2.5 ps; after this time each trajectory was stopped
when the molecule was found at a geometry (CNNC and NNC angles) sufficiently
close to either the trans or cis minimum, in the ground state; no trajectory was al-
lowed to run beyond the time tmax = 10 ps. For the aTDAT case we had more than
half the trajectories still running on the excited state after 10 ps, so we extended tmax
to 20 ps.
Figure 6.11 shows the decay of the excited state of both isomers of 2DA-thiol in gas
phase and in a SAM, compared with that of azobenzene. For the trans-2DA-thiol
we also show the decay of a single 2DA-thiol molecule adsorbed on the gold layer.
As we can see from the figure, the decay times of the cis 2DA-thiol (in a SAM or in
gas phase) are not very different from those obtained for the simple azobenzene in
gas phase. The free 2DA-thiol decay is slower than that of azobenzene, because of
the heavier masses involved, even if it must be kept in mind that the torsional motion
mainly involves a displacement of the nitrogen atoms, even in gas phase, for inertial
reasons. When cis-2DA-thiol is part of the aTDAT or cTDAT SAMs, its decay is faster
than in gas phase, probably because of the strain of the molecule closely packed in
the SAMs. Notice however that the fastest decay occurs in cTDAT, while the most
exothermic isomerization is that of aCDAT.
As usual, the trans isomer photodynamics is much more sensitive to the environ-
ment and to the substituents, so it gives place to very different decay times. The free
trans-2DA-thiol is about twice slower than azobenzene, and slightly slower when it is
bound to the gold surface as an isolated molecule. When embedded in the aTDAT
SAM, where the isomerization is endothermic, the decay is extremely slow. On the
contrary, it becomes very fast in the tCDAT SAM, where the endothermicity is even
higher.
Table 6.14 shows the quantum yields for all the cases cited in this work. Starting
from the cis isomer we can see that there is a little increase in the SAM quantum
yields if compared with those of the isolated molecules. This can be put in relation
with the strained geometry of the cis molecules in the SAMs and with the exother-
micity of the cTDAT→aTDAT and aCDAT→tCDAT conversions. More complex is the
case of the trans isomer. In fact, as we can see from Table 6.14, we find almost the
same quantum yields for the single azobenzene molecule, for the 2DA-thiol (in gas
phase or supported on the gold surface) and for the trans molecule in the tCDAT
monolayer. On the contrary we do not have photoisomerization at all in the aTDAT
case, which is consistent with the very long lifetime of trans-2DA-thiol in aTDAT. Both
findings, together with the endothermicity of the trans→ cis isomerization in this en-
vironment, indicate that the torsion of N=N double bond is blocked at an early stage,
where the S0 − S1 energy gap is still large and the nonadiabatic transition probability
is small. In that region the slope of the PES along the torsional coordinate is small,
6.4 Excited state dynamics 89
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  500  1000  1500  2000
fra
ct
io
n 
of
 tr
aje
cto
rie
s
time (fs)
aTDAT
tCDAT
trans 2DA-thiol
trans 2DA-thiol on Au
trans azobenzene 
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  50  100  150  200
fra
ct
io
n 
of
 tr
aje
cto
rie
s
time (fs)
aCDAT
cTDAT
cis 2DA-thiol
cis azobenzene 
Figure 6.11. Fraction of trajectories in the excited state as function of time. Upper panel: aTDAT, tCDAT, trans-2DA-
thiol in gas phase, trans-2DA-thiol on gold surface, trans-azobenzene. Lower panel: aCDAT, cTDAT, cis-2DA-thiol
in gas phase, cis-azobenzene.
so the dynamics is particularly sensitive to environmental hindrances. Figure 6.12
shows the variation in time of the average of the CNNC angle for the aTDAT and
tCDAT SAMs compared with those of the trans-2DA-thiol molecule in gas phase and
on the gold surface. As it can be seen the free molecule as well as that bonded to
the surface show the same evolution in time: the CNNC angle oscillates between the
values of 180◦ and about 150◦ for the first 500 fs of the dynamics. After this time the
average begin to diverge between the unreactive and the reactive trajectories. We
can observe a different trend for the trans molecule in the tCDAT arrangement: the
CNNC angle varies more (it can reach also the value of 130◦) and the averages of
the unreactive and reactive trajectories diverges soon (after about 100 fs of dynam-
ics). Finally, from Figure 6.12 we can see the variation in time of the CNNC angle
for the trans molecule in the aTDAT arrangement. We can notice that the average
value oscillates less in the time and it barely reach the value of 160◦ for the torsion.
It shows that in this kind of arrangement the torsion of the CNNC dihedral, that is
fundamental for the decay and the isomerization process, is almost completely hin-
dered. Experimental work published in the last years15,16 shows that steric hindrance
and perhaps also excitonic coupling among the chromophores can strongly reduce
the photoisomerization quantum yield of azobenzene and its derivatives. In fact, di-
luting the azobenzene chromophores with molecules that act as spacers or using
macromolecular platforms247 help to reactivate the switching in this kind of systems.
In the case of our simulations, the tight packing of our SAMs clearly does not allow
the isomerization of the trans isomer above all for steric hindrance effects.
Our suggestion is that, when observed, the photoisomerization in aTDAT SAMs is
due to the presence of defects, such as irregularities in the gold surface or vacancies
in the monolayer. Once one or a few trans molecules have photoisomerized to cis
in the proximity of defect, further trans→ cis isomerizations would only occur at the
boundary between trans and cis domains. In future work we shall test the influence
of defects on the photoisomerization of trans-2DA-thiol.
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TABLE 6.14: Isomerization quantum yields (Φ) obtained after excitation in the n→ pi∗ band. SAM values are com-
pared with results obtained for the isolated azobenzene and 2DA-thiol molecules, and for trans-2DA-thiol adsorbed
on the gold surface. The statistical standard deviations, ∆Φ = (Φ(1 − Φ)/Ntraj)1/2, are also listed.
number of
trajectories Φ
cis-azobenzene 191 0.56 ± 0.04
cis-2DA-thiol 320 0.56 ± 0.03
aCDAT 227 0.63 ± 0.03
cTDAT 230 0.63 ± 0.03
trans-azobenzene 188 0.29 ± 0.03
trans-2DA-thiol 308 0.33 ± 0.03
trans-2DA-thiol on Au 321 0.31 ± 0.03
aTDAT 145 0.00± 0.00
tCDAT 226 0.27 ± 0.03
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Chapter 7
Parametrized Nonadiabatic
Dynamics (PNAD)
In the last decade improvements in the hardware resources available for scientific
computing have made popular the simulation of excited state molecular dynamics
with direct methods. Computer clusters with large numbers of nodes are particularly
apt to run many surface hopping trajectories simultaneously, a typical case of “em-
barassingly easy” parallel computing. In spite of this there is still the need to speed
up the calculations above all when we have to deal with complex systems that involve
a large number of atoms and long simulation times. To face this kind of problem we
devised a parametrized method for the non-adiabatic dynamics (PNAD from now on)
based on the observation that some information about excited state dynamics are
partially transferable among different environments. As a test case we choose the
photoisomerization of both isomers of azobenzene molecule excited in the n → pi∗
band because of our previous results with standard on the fly surface hopping (SH)
dynamics,1 that provide a good benchmark to check the new results. For this system
we have run excited-state dynamics in gas phase and by simulating the effect of a
viscous solvent, in order to test the hopping rate transferability hypothesis.
From the computational point of view the goal is to avoid the calculation of the elec-
tronic wavefunctions and of the derivative couplings, in order to reduce the cost of a
nonadiabatic dynamics simulation to that of standard ground state Molecular Dynam-
ics.
7.1 Transferability ansatz
As in the case of the “standard” excited state dynamics already used in our works, at
the basis of our parametrized non-adiabatic dynamics (PNAD) there is Tully’s “fewest
switches” version of the Surface Hopping method79 with quantum decoherence cor-
rections.83,84 In this formulation the hopping rate from the current state k to state l is
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defined for each trajectory j by the following equation:
Tkl = max
{
0,
B
(j)
kl
p
(j)
k
}
(7.1)
where B(j)kl , the transition rate, comes from the time-dependent Schro¨dinger equation(TDSE) and is defined as
B
(j)
kl = 2Re{ρ(j)lk G(j)kl } · Q˙(j) (7.2)
In these equations pk is the population of the current state at the previous integration
step, ρ is the electronic density matrix, Gkl is the nonadiabatic coupling vector (with
components G(r)kl = 〈k|∂/∂Qr|l〉) and Q˙ is the nuclear velocity vector (see section
3.2). From the rate Tkl one obtains the hopping probability for a time step, which is
simply the product Tkl∆t. In the following sections we shall always refer to hopping or
transition rates rather than to the corresponding probabilities. As it will be explained,
we ran tests with both transition rates Bkl and hopping rates Tkl and finally we chose
to use the latter.
The fundamental hypothesis of the PNAD method is that the hopping (or transition)
rate is assumed to depend only on the electronic energy difference ∆Ekl, on the
kinetic energiesKα of the atoms most involved in the electronic wavefunction change,
i.e. in the nonadiabatic couplings, and possibly on other geometrical or kinematic
parameters. ∆Ekl is a function of the internal coordinates of the chromophore Q and
may be substantially influenced by the interaction with the environment. The coupling
causing nonadiabatic transitions is given by the expression Vkl = Q˙tGkl, i.e. the
scalar product of the nuclear velocity vector Q˙ with the nonadiabatic coupling vector
Gkl. The latter is an electronic quantity, that depends on the internal coordinates
Q, roughly as the inverse of ∆Ekl. Since the transition rate in various situations
(perturbative limit, Rabi oscillations) depends on the square of the coupling and on
the energy difference, it is reasonable to represent Bkl and Tkl as functions of ∆Ekl
and of the kinetic energies Kα of the most involved atoms. For azobenzene, the
kinetic energy parameter can be identified with the sum of the kinetic energies of the
nitrogen atoms and of the adjacent carbons (KCNNC ), i.e. the atoms that determine
the geometry of the azo group.
The PNAD method is based essentially on a “kinetic” or “rate” model: during the
simulations we do not integrate the Schro¨dinger equation but we use directly properly
chosen values of hopping (or transition) rates, i.e. the nonadiabatic transitions are
governed by the rates and not by the TDSE. It is therefore important to test the
transferability of the rates between different environments. To this aim, we compared
the results obtained in gas phase and in a viscous solvent. The effect of viscosity on
the nuclear motion was modelled at the simplest level, by integrating the Langevin
equation with friction coefficients that slow down the photoisomerization dynamics
and the excited state decay by roughly a factor 2 (see section 7.3.1).
In figure 7.1 we compare the S1 → S0 hopping rates obtained in gas phase (x-axis)
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and with Langevin dynamics (y-axis) extracted from the excited state dynamics of
TAB. A rectangular grid in the variables ∆Ekl and KCNNC was built as described in
section 7.5.2, and the rate values were distributed in the grid boxes. For each grid
box the 〈Tkl〉, 〈∆Ekl〉 and 〈KCNNC〉 averages were computed. As shown in the upper
panel of figure 7.1, there is a very good correlation between the average hopping rate
values obtained in the two environments for each cell, in spite of the large difference
between the overall decay rates, due to the slower nuclear dynamics in the viscous
solvent. From the lower panels we see that there is a strong dependence of the rates
on the ∆Ekl variable, causing a distribution of rate values over about five orders of
magnitude; of course, smaller ∆Ekl values correspond to larger rates and vice versa.
On the contrary, we can see that the effect ofKCNNC is much less important. We also
note that we have many data in the grid cells corresponding to low rates, because
the trajectories spend a long time in S1 at geometries where the decay to S0 is slow
(large ∆Ekl), and much smaller numbers for high rates that cause a fast decay (this
is evidenced by different colors in the upper panel).
7.2 The PNAD approach
At the basis of our PNAD strategy there is the rate model for the nonadiabatic dynam-
ics and the transferability ansatz, as explained in the previous section. Namely, we
shall assume that the transition rates, as functions of the most important geometrical
and dynamical variables and chiefly of the energy gap ∆Ekl, are characteristic of a
given chromophore and remain essentially the same in different chemical environ-
ments. Then, the effect of the environment on the nonadiabatic dynamics would only
be due to its influence on the nuclear trajectories, i.e. to modifications of the PESs, to
the energetic and geometric displacement of the PES intersections, and to dynamical
effects such as friction and energy transfer. As a consequence, the knowledge of a
force field for the ground state, of the ∆Ekl energy gaps and of the rate data Bkl or
Tkl, would make possible to run the Surface Hopping dynamics without integrating
the TDSE and without computing the electronic wavefunctions. We stress that in a
rate model not based on the nonadiabatic couplings, what matters is not to represent
analytically the PES intersections and their topology (a very difficult problem that has
made popular the direct nonadiabatic dynamics), but merely to know the dependence
of ∆Ekl on the molecular geometry with sufficient accuracy. Our aim is to transfer in-
formation from the dynamics of a “model system” made by one excitable molecule
(the chromophore) to that of “target systems” that can be very complex (many chro-
mophores possibly interacting with an environment). The general plan of the PNAD
approach can be summarized in the following steps:
1. We run a “model dynamics” with the direct Surface Hopping method, in condi-
tions that allow to reduce substantially the computational burden with respect
to the complex systems and phenomena that are our targets. In the model
dynamics we shall only consider one chromophore, in vacuo or in a simplified
environment, we shall run a limited number of trajectories and we shall stop
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Figure 7.1. Hopping rates (fs−1) from gas phase simulations, x-axis, and from Langevin’s dynamics with γα =
50 · 1011s−1, y-axis. Upper panel: average hopping rates 〈Tkl〉 in the cells of a 100x20 grid (see section 7.5.2), with
colors indicating the number of rate values in each cell. Lower panels: left, 〈Tkl〉 for three selected 〈∆Ekl〉 values;
right, 〈Tkl〉 hopping rates in the grid cells for three selected average 〈KCNNC 〉 values.
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them shortly after they revert to the ground state.
2. We extract from the model dynamics results the electronic energy differences
∆Ekl, the kinetic energies Kα, the nonadiabatic hopping rates Tkl or the transi-
tion rates Bkl and possibly other dynamical variables, at regular time intervals.
3. We fit the ∆Ekl data by functions of the internal coordinates and we build the
PESs for the target system (one or more chromophores, possibly interacting
with an environment), by adding to an appropriate ground state force field the
∆Ekl functions.
4. We organize the extracted rate data either by fitting them as functions of the
appropriate variables (see section 7.4) or by storing them in a multidimensional
grid (see section 7.5).
5. We run the target system simulations by PNAD, i.e. using the analytic PESs
of the previous point and the hopping (or transition) rates extracted from the
model dynamics.
By this procedure, one model dynamics of reduced computational burden may al-
low to run several simulations concerning the same chromophore in different envi-
ronments or external conditions (for instance, with different kinds of exciting light).
Each simulation would be run at the same cost as classical Molecular Dynamics for
the ground state, so extending the length of the trajectories to the nanosecond time
scale. Many chromophores in tight interaction, as in liquid crystals or self-assembled
monolayers could be treated (a variant of the method can be envisaged to take into
account excitation transfer between chromophores). It would also be possible to run
many more trajectories to improve the statistics of rare events and the determination
of differential cross sections.
In this preliminary work we concentrated on the validation of the rate model and on
the transferability of the rates between different environments. For this reason in all
the tests we used the semiempirical PESs instead of the analytic ones, in order to
perform more rigorous comparisons between the model and the PNAD simulations.
Moreover, the model dynamics was run not only for azobenzene in vacuo, but also
by mimicking the presence of a viscous solvent by Langevin’s equation, in order to
compare the results of PNAD with those of direct SH in a different environment.
7.3 Computational details
All the model dynamics and PNAD simulations were run using the same theoretical
and computational methods as in previous works (see Chapter 4 and Cusati et al.1) In
all cases we have used Tully’s “fewest switches” surface hopping method50,79,113,248
(see Section 3.4). Both in the model dynamics and in PNAD we paid attention to
treat in the proper way the decoherence of the system by formula (3.21), with the C
constant equal to 0.1 hartree (see section 3.4). The electronic energies and wave
functions were computed on the fly by the FOMO-CI method, with the parameteriza-
tion described in section 4.3. For simplicity, we only considered two states, S0 and
S1
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7.3.1 Langevin’s Dynamics
In the first tests of PNAD we made use of a QM/MM representation of the chro-
mophore in solution, as described in section 4.5 and in previous papers.1,116 How-
ever, we soon switched to a simplified description of the solvent effects, by integrat-
ing the Langevin equations of motion. This choice speeds up the calculations and
reduces the difference between the two environments (vacuum and solution) to a
set of dynamical parameters, the friction coefficients, that can be varied to simulate
a wide range of conditions. Moreover, working with Langevin’s dynamics allows to
use the same initial conditions of the gas phase case for every simulation, changing
only the values of the friction coefficients. This kind of simplification is not possible in
presence of an explicit solvent that requires its own initial conditions sampling.
Normally the time evolution of the nuclei, i.e., of the classical degrees of freedom Q
is performed by integrating Newton’s equations, the potential being a given adiabatic
surface Ek(Q). Using a Verlet-type numerical integration,249 we obtain
Qα(t+∆t) = Qα(t) + Q˙α(t)∆t+
∆t2
mα
[
2
3
Fα(t)− 1
6
Fα(t−∆t)
]
+O(∆t4), (7.3)
Q˙α(t+∆t) = Q˙α(t) +
∆t
mα
[
5
6
Fα(t) +
1
3
Fα(t+∆t)− 1
6
Fα(t−∆t)
]
+O(∆t4), (7.4)
where α labels the nuclear coordinates, mα are the nuclear masses and Fα =
−∂Ek/∂Qα. At each integration time step, the Qα(t + ∆t) are evaluated by equa-
tion 7.3, the gradients Fα(t + ∆t) are calculated and then the velocities Q˙α(t + ∆t)
can be obtained using equation 7.4.
Now, the expression of Langevin’s equation is
P˙α = −γαPα − ∂EK(R)
∂Rα
+Xα(t) (7.5)
where Pα = mαR˙α is the conjugated moment of the Rα coordinate and mα the asso-
ciated mass. Xα(t) is a Gaussian random white noise, with the properties 〈Xα〉 = 0,
〈Xα(0)Xβ(t)〉 = 2mαγαkTδαβδ(t). The numerical implementation of equation 7.5
follows van Gunsteren and Berendsen.250 Notice that, in the presence of a dissipa-
tive term in the force acting on the nuclei, equation 7.4 must be slightly modified; in
particular, defining Gα = Fα −mαγαQ˙α one obtains
Q˙α(t+∆t) =
3
3 + γα∆t
{
Q˙α(t) +
∆t
mα
[
5
6
Gα(t) +
1
3
Gα(t+∆t)− 1
6
Gα(t−∆t)
]}
+O(∆t4)
(7.6)
The numerical solution of equation 7.5 and the stochastic simulation of the solvent
effects are implemented in our development version of MOPAC2002. The friction
coefficients γα can be related to the molecular diffusion coefficients and therefore to
the viscosity of the solvent that we want to simulate. In fact, if the γα are chosen
to match the diffusion coefficients, one obtains approximately the right effect on the
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slow modes, but overall the transfer of vibrational energy from solute to solvent is
too fast. The high frequency modes are damped much more rapidly than found ex-
perimentally: while the vibrational relaxation times are of the order of some ps, the
frictional times γ−1α are less than 1 ps even for solvents with low viscosity. In view
of these considerations, in our simulations we have applied the friction and the white
noise only to the carbon and nitrogen atoms of azobenzene but not to the hydrogens
atoms. In this way, all fast modes involving the H atoms are not affected, while the
motion of the phenyl rings is hampered by the viscosity. We chose γα = 50 · 1011s−1
in order to simulate the behavior of a solvent of medium viscosity like ethylene glycol.
7.4 Fitting method
To start the work on the transferability we tried to fit the hopping rates. The hopping
rate values obtained at each time step for all trajectories of the model dynamics
starting from the trans isomer were fitted by the function T (fit)kl (∆Ekl,KCNNC). To
perform this kind of fitting we wrote a FORTRAN90 program with several options in
order to satisfy our requests. Then, at each time step of the PNAD dynamics the
hopping rate is obtained by using the fitting function and the computed values of
∆Ekl and KCNNC . We worked basically with the hopping rates Tkl but we have also
tested the transition rates Bkl obtaining comparable results.
In this preliminary test of our PNAD method we used a small number of trajectories
and we focussed on the TAB photodynamics. We ran 57 trajectories both for the
model dynamics and for the PNAD tests, with the same initial conditions. We chose
a maximum propagation time of 2.5 ps for the unreactive trajectories (trans→ trans)
and of 1.5 ps for the reactive ones (trans→ cis).
7.4.1 Rates Fitting
The chosen functional form of T (fit)kl (∆Ekl,KCNNC) was a sum over exponentials of
the electronic energy difference ∆Ekl, multiplied by powers of the same variable, with
a linear dependence on KCNNC :
T
(fit)
kl (∆Ekl,KCNNC) = KCNNC
N∑
i=1
Ci(βi∆Ekl)
i−1e−βi∆Ekl (7.7)
A set of βi exponential factors was chosen and then the Ci coefficients were op-
timized through a least squares fitting. The data to be fitted were not the row Tkl
values, because their large spread would not allow to compare the quality of different
fitting functions on the basis of their variances. We rather collected the Tkl data ac-
cording to intervals of ∆Ekl and KCNNC and computed average values of the three
variables for each (∆Ekl,KCNNC ) box. Such averages constituted the input for the
fitting.
We have to underline that the majority of points coming from model dynamics is
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concentrated around intermediate values of ∆Ekl, i.e. we have a smaller density of
points for very small or very large values of this variable. We have large ∆Ekl values
at the beginning and at the end of the simulation. As soon as the dynamic starts,
the trajectories move toward regions with intermediate values of energy difference
because of the steepness of the PES. On the other hand, at the end of the trajectory
we stop the simulation and for this reason we do not collect more points with large
∆Ekl values. For what concerns the small values of ∆Ekl, we must remember that
they normally correspond to high hopping rates, which means the system quits the
S1 state in a short time. After an hop, again, the shape of the PES quickly carries
the trajectory out of the small ∆Ekl region. Moreover, the increase of the hopping
rates as ∆Ekl approches zero is very sharp. For this reason, to evaluate the average
values used for the fitting, we prefer to construct an equispaced grid in the variable
∆E
1/n
kl (rather than ∆Ekl), where n ≥ 1 is a parameter that is given in input to the
fitting program. In this way we can treat more accurately the small ∆Ekl region, which
is the most interesting one in surface hopping dynamics.
Figure 7.2 shows the fitting of the hopping rate values obtained from model simula-
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Figure 7.2. Red dots: hopping rates obtained from model dynamics, with KCNNC in the range 0.011-0.012 a.u.
Green dots: average rate values calculated in non equispaced intervals of ∆Ekl. Blue line: fitting of the average
rates. Left panels: positive hopping rates, average values and fitting. Right panel: negative hopping rates (absolute
values). Upper panels: model dynamics in gas phase. Lower panels: model dynamics with Langevin’s friction with
γα = 50 · 1011s−1
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tions run in the two environments, i.e. in vacuo and in presence of a Langevin’s type
friction modeled in order to simulate the behavior of a solvent of medium viscosity like
ethylene glycol. These data confirm the transferability among different environments
of the rates, since the dot clouds obtained in vacuo and with Langevin’s dynamics
are quite similar. Moreover, we see how the fitting function is able to follow in a quite
good way the trend of average values calculated for non equispaced cells centered
on determined values of ∆Ekl and KCNNC . However, the distribution of the rates is
very broad, and also includes negative values although the averages are almost al-
ways positive. This is mainly due to the variability of the off-diagonal matrix elements
ρkl = CkC
∗
l and of the coupling terms Gkl ·Q˙ in the transition rate expression (7.2). In
particular, ρkl is given by the product of the coefficients that includes their phases that
depend on the energy difference ∆Ekl: for optical frequencies, as in the case of the
Franck-Condon region, the phases change quickly while for small ∆Ekl their period is
larger. Moreover, the coupling term depends on the nonadiabatic coupling vector Gkl
that in proximity of a region of strong coupling can variate quickly its direction, and on
the nuclear velocity vector Q˙ that for some frequencies can vary, also, considerably.
Since the fitting function cannot represent the whole distribution of rates, even within
a restricted interval of ∆Ekl, we preferred to switch to a stochastic method based on
the real (not averaged) rate values.
7.5 Stochastic method
The theoretical problems of the fitting method explained in the previous section sug-
gest that other variables from which the transition rates depend must be taken into
account, if not explicitly, at least stochastically. For this reason we set up a stochastic
method based on the construction of an n-dimensional data grid where each dimen-
sion is a dynamical variable. The raw values of transition or hopping rates obtained
from the model dynamics are distributed in the grid; then, in the PNAD calculation, at
each time step the needed value of Bkl or Tkl is extracted with a random algorithm
from the appropriate grid box, identified by the computed dynamical variables. Also
for the stochastic method we have implemented a FORTRAN90 program to deal with
the grid construction and the distribution of model dynamics points.
7.5.1 Stochastic PNAD: How it works
The stochastic PNAD dynamics follows the general scheme presented in Section
7.2 but with the following procedure to handle the data extracted from the model
dynamics:
1. We construct a multidimensional grid based on the energy gap ∆Ekl and on
other dynamical or geometrical variables, such as the kinetic energy of the
most important atoms, and we distribute the extracted hopping (or transition)
rates in the grid cells.
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2. We run our stochastic PNAD dynamics using at each step random hopping
rates extracted from the grid cell corresponding to the current values of the
chosen variables.
7.5.2 Grid Construction and Its Usage
In the following lines we describe the algorithm we implemented in the program that
constructs the multidimensional rectangular grid. The aim is to adapt automatically
the grid to the range and distribution of values of each variable.
do i =1 ,nx
read ( 5 ,∗ ) ( bnd ( i , j ) , j =0 , nd iv ( i ) )
i f ( abs ( bnd ( i , nd iv ( i ))−bnd ( i , 0 ) ) > 1 . d−10) cycle
work ( 1 : npt )= ra tex ( 1 : npt , i )
c a l l bubble (1 ,1 ,1 , npt , npt , 1 , work , workb )
bnd ( i , 0 )= work (1)− ( work ( npt / nd iv ( i ))−work ( 1 ) ) / ( npt / nd iv ( i ) )
do j =1 , nd iv ( i )−1
k= n i n t ( dble ( npt ) ∗ ( dble ( j ) / dble ( nd iv ( i ) ) ) ∗ ∗ ndp ( i ) )
bnd ( i , j )=0 .5 dpr ∗ ( work ( k )+ work (1+k ) )
end do
bnd ( i , nd iv ( i ) ) = work ( npt )+ &
& ( work ( npt )−work ( npt−npt / nd iv ( i ) ) ) / ( npt / nd iv ( i ) )
end do
Where:
• nx is the number of dynamical variables from which the hopping rates depend;
• bnd are the values of the boundaries of the grid cells for each variable;
• ratex is an array containing the values of the hopping rate, ∆Ekl, TCNNC and
possibly of other dynamical variables;
• bubble is a simple sorting algorithm that works by repeatedly stepping through
the list to be sorted, comparing each pair of adjacent items and swapping them
if they are in the wrong order. The pass through the list is repeated until no more
swaps are needed.251 It is used to sort the values of each dynamical variable
(∆Ekl, TCNNC , etc).
• ndiv is the number of intervals in which the total range of a variable is parti-
tioned. If ndiv is the same for all variables we have a “symmetric” grid otherwise
we have an “asymmetric” one.
• npt is the overall number of points in the grid, i. e. the overall values of hopping
rate extracted from all the model trajectories.
• ndp is a power used to define the distribution of the rate values in the intervals
of the dynamic variable x; the number of values in the interval, [xj−1, xj] is
proportional to jndp, so with ndp = 1 we get equally populated intervals, while
with jdp > 1 we get a denser grid for small x values.
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To better understand the grid construction we focus on a bi-dimensional grid where
the two variables are the energy difference between the two considered states (∆Ekl)
and the kinetic energy of the four CNNC dihedral angle atoms (KCNNC ). In the next
chapter we shall see that we also tested three-dimensional grids and other dynamical
variables.
From the algorithm displayed above we see that the values for the cell boundaries for
each variable can be given in input (line 2 of the code) or otherwise they are calcu-
lated in order to have a number of points proportional to jndp between the boundaries
xj−1 and xj. In order to consider in a proper way the points with small ∆Ekl values,
which are the most important for the Surface Hopping dynamics, we use two differ-
ent values for the ndp variable: ndp = 2 to distribute the ∆Ekl data (smaller intervals
and less data per interval at small ∆Ekl) and ndp = 1 for KCNNC . After setting the
boundaries, all the hopping (or transition) rates are classed in the grid boxes accord-
ing to the associated values of the dynamical variables (∆Ekl, etc). While the simple
algorithm described above guarantees a regular distribution of the rate data in the
intervals chosen independently for each variable, it cannot ensure the same for the
boxes of the multidimensional grid.
All the Surface Hopping model trajectories start in the S1 excited state and end up
in the ground state. Looking at the distribution of the hopping rates (see figure 7.3)
we found that they depend on the current state k, i.e. the state on which PES the
trajectory is running. In particular, for trajectories running on S1 (k ≡ S1 and l ≡ S0)
we find a prevalence of positive Bkl or Tkl rates over the negative ones, i.e. a larger
transition probability from S1 to S0 than the other way around (notice that, until the
frustrated hop problem does not kick in, the sign of the energy difference has no di-
rect influence on the sign of the transition rate). The asymmetry between positive
and negative rates is probably due to the fact that S1 is the starting state and hops to
S0 are statistically preceded by many time steps with a positive and often large tran-
sition rate. After hopping to S0 the rates initially tend to be the same as before, apart
from a usually minor difference due to the readjustment of the nuclear momenta (see
Section 3.4). But, since the current state k has changed (now k ≡ S0 and l ≡ S1),
Bkl and Tkl are now negative (and large, because we are still in a strong coupling
region). At later times, when the trajectory reaches regions of the S0 PES with larger
∆Ekl and smaller couplings, the rates tend to be small and prevalently positive. For
this reason we collected two sets of rate values, one for the data associated with S1
as current state and one for S0. For each data set we constructed the appropriate
grid. The collection of rate data in the ground state was done only for ∆Ekl ≤ 0.08
a.u. For this reason we have less points in the data set associated with S0. We chose
the threshold of 0.08 a.u. because for larger ∆Ekl we are almost sure that the system
will remain in the ground state and so contributions for this portion of the trajectory
are not interesting for our purposes. Quite clearly, another reason not to mix the rate
data of S1 with those of S0 is that the latter are influenced by the ∆Ekl threshold,
which is taken into account when a PNAD trajectory runs in the S0 PES, but should
not affect the S1 → S0 transitions.
Of course, we obtain two different sets of rates from the simulations of trans →
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or cis → trans photoisomerization (from now on, shortly indicated as TAB or CAB
dynamics). To set up a PNAD simulation, the two sets can be merged or just one
of them can be used. Anyway, all the results presented in Chapter 8 were obtained
using single sets depending on the starting isomer considered. Figure 7.3 shows
the distribution of hopping rates (S1 → S0 and S0 → S1) versus electronic energy
differences taken from the TAB model dynamics for a given range of KCNNC ( 0.011
a.u. < KCNNC < 0.012 a.u.). We can see that the presented distributions justify well
the choice of using grid differentiated by the current state k. Figure 7.3 shows also
the asymmetric distribution of negative and positive points and the prevalence of the
latter in both states.
The PNAD method implemented in the MOPAC code makes use of a simple stochas-
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Figure 7.3. trans → cis distribution of hopping rates versus electronic energy differences taken from model dy-
namics for a determined range of kinetic energy of the CNNC angle atoms ( 0.011 a.u. < KCNNC < 0.012 a.u.).
The negative points are shown changed in sign for the use of the logarithmic scale. Upper panels: S1 → S0 positive
(left) and negative (right). Lower panels: S0 → S1 positive (left) and negative (right).
tic algorithm to extract the rate data collected in the grids. The surface hopping cal-
culations are run as in the model dynamics, with the only difference that the transition
or hopping rates are not computed. Instead, at each time step the appropriate grid
cell (the “current” cell) is identified on the basis of the chosen dynamical variables
(usually ∆Ekl and KCNNC ) and a rate value is picked up at random among those
belonging to that cell. If the current cell is empty (no rate values) we use the same
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value as in the previous time step. When the trajectory runs in the ground state and
∆Ekl exceeds the threshold beyond which no values have been collected, we set the
rate to zero.
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Chapter 8
PNAD Tests
8.1 Transition or Hopping Rates?
As already disclosed in the previous chapter, we have two basic options to implement
the PNAD method, namely to rely on the transition rates Bkl or on the hopping rates
Tkl. Choosing to use either Bkl or Tkl doesn’t imply any change in the grid construc-
tion while we have some differences in the implementation of the PNAD dynamics.
The Bkl rates descend from the TDSE, so we may think they are more directly related
to the dynamic variables that characterize each trajectory, but what we really need in
surface hopping are the Tkl, therefore we have tested both options. The Tkl rates are
related to the Bkl ones by the expression
Tkl = max
{
0,
Bkl
pk
}
(8.1)
(here we drop the trajectory index j for simplicity). So, using the transition rates
Bkl requires the knowledge of the state probabilities pk. The latter can be easily
integrated, since
p˙k = −
∑
l (6=k)
Bkl (8.2)
However, a completely random choice of Bkl at each time step, possibly with frequent
sign changes, may statistically hamper large variations in time of pk, and in particular
the decrease to small values that frequently occurs with small energy gaps, boosting
the hopping rates. On the other hand, with large ∆Ekl the frequent change in sign of
Bkl is a physical reality that should be taken into account. The expression of Bkl is
Bkl = 2Re{C∗kCl}Gkl · Q˙ (8.3)
Its sign depends on the relative direction of the vectors Gkl and Q˙ and on the relative
phases of the Ck and Cl complex coefficients. With large ∆Ekl the latter do change
faster and determine the oscillatory behavior of Bkl. We have therefore set up a “sign
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enforcement” algorithm for the Bkl rates, based on the phase difference φkl for the
Ck and Cl coefficients. At each time step φkl is incremented according to
φkl(t+∆t) = φkl(t) + 0.5
NTOT
N±
∆Ekl∆t (8.4)
Here NTOT is the total number of transition rate values in the considered cell and N±
is the number of positive (or negative) rate values in the same cell. At each time step,
if φkl ≤ pi we force the sign of Bkl to be the same as in the previous step, i.e. we keep
extracting it from the same subset of positive or negative values; as φkl exceeds pi,
we change the sign of Bkl and we reset φkl to φkl − pi. The factor NTOT/(2N±) is
introduced to correctly reproduce the ratio of positive and negative rate values.
We ran PNAD tests using the Bkl transition rates, either with or without sign enforce-
ment. Note that using the hopping rates Tkl in PNAD is simpler, in that it does not
require to calculate the state probabilities, nor to control the choice of signs.
8.2 Initial Condition Sampling
As explained in section 3.5 we need to sample the initial conditions in order to take
into account the initial distribution of nuclear coordinates and momenta in the ground
state as well as the excitation process. We performed one sampling both for the
model and PNAD trajectories. Table 8.1 shows the values used for the parameters
presented in section 3.5. For the gas phase case we chose to run 192 trajectories
for each isomer taking the firs 192 initial conditions from the list of 318 sampled for
the TAB and 196 sampled for the CAB. The excitation energy interval was chosen to
TABLE 8.1: Sampling of the initial conditions for the simulations of the photodynamics in vacuo and in presence of
Langevin’s type friction. The sampling is based on the last 50 ps of a Brownian trajectory lasting in total 100 ps.
Ngeo(n) is the number of geometries from which n trajectories were launched (n=0,1,2 or more).
Excitation band n→ pi∗ n→ pi∗
Starting isomer TAB CAB
∆E, eV 2.9 2.9
∆∆E, eV 0.5 0.5
Number of sampled geometries = ∑nNgeo(n) 600 600
Number of trajectories, NT =∑n nNgeo(n) 318 196
Ngeo(0) 365 401
Ngeo(1) 166 196
Ngeo(2) 55 0
Ngeo(3) +Ngeo(4) +Ngeo(5) + . . . 13 0
be 2.4-3.4 eV for both isomers. In this way, we ensure a good spread of the initial
geometries over the whole thermal trajectory.
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8.3 Test case: Vacuo
First of all we have tested the PNAD method for n → pi∗ excitation of both CAB
and TAB isomers in gas phase. Our benchmarks were the model dynamics in gas
phase used to extract the rate data. For all the presented simulations, we ran 192
trajectories starting from the S1 state, lasting 4 ps each.
We tested grids with different partitions for each variable, but we saw that the results
are not much affected by the grid details. In figure 8.1 we show the decay of the
excited state S1 of TAB in gas phase for the model dynamics and for four different
PNAD dynamics: two using the transition rates Bkl with a “symmetric” 50x50 grid
(∆Ekl,KCNNC ) with or without sign enforcement (we call these tests respectively a
and b) and two (c and d ) using Tkl in one case with a larger “symmetric” 200x200 grid
(∆Ekl,KCNNC ) and in the other with an “asymmetric” 200x20 grid (∆Ekl,KCNNC ).
We can see that even if the grids are constructed in different ways the decays are
always in good agreement with those of the model dynamics.
These tests also show a good results concerning the isomerization quantum yields:
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Figure 8.1. Fraction of trajectories in the excited state S1 of trans-azobenzene in gas phase from model dynamics
and from four different PNAD dynamics: two using Bkl with or without the sign enforcement (cases a and b respec-
tively) and a 50x50 grid (∆Ekl,KCNNC ) and two using Tkl with a “symmetric” 200x200 grid (∆Ekl,KCNNC , case
c) or with an “asymmetric” 200x20 grid (∆Ekl, KCNNC , case d).
for TAB the model dynamics gives a yield of 0.29 ± 0.03, while PNAD tests give
quantum yield values between 0.30 and 0.32 (see Table 8.2).
The S1 decay curves are characterized by an onset time τ0 during which almost no
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loss of population occurs; after τ0 they can be fitted by an exponential form
f(x) =
e−(t−τ0)/ts + e−(t−τ0)/τ1
e−(t−τ0)/ts + 1
(8.5)
where ts was set equal to 1.0 fs.
To compare in a more quantitative way the decay times we decided to fit the model
dynamics by adjusting both τ0 and τ1, while for the PNAD decays τ0 was fixed to the
value found for model dynamics and only τ1 was optimized. In this way it is possible
to appreciate better the differences in the timing of the different decays. Table 8.2
TABLE 8.2: Exponential lifetimes (in fs) obtained by fitting the S1 state populations (see Equation 8.5) and quantum
yields from different simulations of trans-azobenzene in gas phase from model dynamics and from four different
PNAD dynamics: two using Bkl with or without the sign enforcement (cases a and b respectively) and a 50x50 grid
(∆Ekl,KCNNC ) and two using Tkl with a “symmetric” 200x200 grid (∆Ekl,KCNNC , case c) or with an “asymmet-
ric” 200x20 grid (∆Ekl, KCNNC , case d). See Figure 8.1
Bkl or Tkl
Grid Dimension
τ0 τ1 Φtrans→cisand Variables
Model 156 232 0.29 ± 0.03
a) Bkl 50x50 (∆Ekl,KCNNC) 239 0.32 ± 0.03
b) Bkl 50x50 (∆Ekl,KCNNC) 237 0.32 ± 0.03
c) Tkl 200x200 (∆Ekl,KCNNC ) 240 0.30 ± 0.03
d) Tkl 200x20 (∆Ekl,KCNNC ) 254 0.33 ± 0.03
shows the values for τ1 obtained from the fitting of the decay of the S1 state popula-
tions and the quantum yields for each of the cases presented for trans-azobenzene
dynamics in gas phase. As we can see we have a general agreement between the
model and PNAD values. In this table, the only τ1 value that considerably moves
away from that of model dynamics is that of case d. We can see that to a larger
τ1 value corresponds a slightly larger value of quantum yield along with the general
consideration that states that for larger decay times the probability of isomerization
rises due to the fact that the molecule approaches better the crossing seam.
We have also tested the PNAD dynamics for CAB in gas phase. For this isomer we
must underline that the PES of the S1 excited state slopes more steeply towards the
strong interaction region around CNNC=90◦. As a consequence, the dynamics is
faster and less influenced by the environment, and also by the options and param-
eters of the simulation. For the same reason the isomerization quantum yields in
vacuo are larger than those of TAB (from, respectively, model dynamics of CAB and
TAB, 0.53 ± 0.04 vs 0.29 ± 0.03). Figure 8.2 shows the decay of the excited state
of CAB in gas phase obtained from model dynamics and from PNAD dynamics with
a “symmetric” 50x50 grid (∆Ekl,KCNNC ). We can see that we have, as in previous
studies,1,12 faster dynamics than those of TAB. As for the TAB case, we have good
agreement both for the decay times and for the quantum yields (see Table 8.3).
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Figure 8.2. Fraction of trajectories in the excited state S1 of cis-azobenzene in gas phase from model dynamics and
from PNAD dynamics using Tkl with a “symmetric” 50x50 grid (∆Ekl,KCNNC ).
TABLE 8.3: Exponential lifetimes (in fs) obtained by fitting the S1 state populations (see Equation 8.5) and quantum
yields from different simulations of cis-azobenzene in gas phase from model dynamics and from PNAD dynamics
using Tkl with a “symmetric” 50x50 grid (∆Ekl,KCNNC ).See Figure 8.2
Bkl or Tkl
Grid Dimension
τ0 τ1 Φcis→transand Variables
Model 36 29 0.53 ± 0.04
PNAD Tkl 50x50 (∆Ekl,KCNNC ) 33 0.57 ± 0.04
8.4 Test case: Langevin’s Dynamics
We tested the rate transferability by running Langevin’s dynamics in order to simulate
the effect of a solvent in the simplest way. As for the gas phase environment, also
in this case we tested different grids to deal with the dynamical quantities in the
most accurate fashion. We have run PNAD dynamics starting from both azobenzene
isomers, trans and cis. Figure 8.3 shows the decays of S1 state and their fitting of
both cis and trans isomers taken from model dynamics.
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Figure 8.3. Fraction of trajectories in the excited state S1 and their fitting for trans (left panel) and cis-azobenzene
(right panel) in gas phase and with Langevin’s type friction from model dynamics.
8.4.1 Trans-azobenzene
Also in the case of Langevin’s dynamics we tested both PNAD procedures, based on
Bkl and Tkl, respectively.
Figure 8.4 shows our first tests for PNAD-Langevin dynamics. We see that, regarding
the decays we do not find considerable differences using Bkl or Tkl. As told before,
working with Tkl is simpler and more intuitive and allows to ignore some theoretical
aspects, like the phase calculations, that can be an additional source of errors. At
first, comparing figure 8.4 with figure 8.1 and also table 8.2 with table 8.4 we see
from the model dynamics that in presence of a Langevin’s type friction the decay is
overall slower than that in vacuo, by almost a factor 2, as in previous simulations of
TAB in ethylene glycol1. The PNAD procedure reproduces well this change in the
decay time, especially with the hopping rate option. By using the transition rates Bkl
the decay times are a bit underestimated, especially without sign enforcement. We
can also notice from table 8.4 that the decay times are largely unaffected by the way
of constructing the grid.
The most marked differences between PNAD and model dynamics show up in the
quantum yields. For the Langevin’s case the model dynamics gives a value of 0.40 ±
0.03 higher than that of the gas phase case, in parallel with the rise in the quantum
yields that we found in ethylene glycol.1 However, the quantum yields obtained with
PNAD are lower and their values lie between 0.18 and 0.22 as shown in table 8.4. A
general consideration that we can extract from this table (end equally from the follow-
ing) is that there is no connection between decay times and low quantum yields. In
fact, even if we have almost good agreement between the τ1 values, we are not able
to reproduce the rise in quantum yields in presence of Langevin’s type friction. We
have to underline, however, that in this case we are using data extracted from model
dynamics in vacuo to reproduce dynamics in a different environment. It seems, then,
the problem in the quantum yields is not related to the decay times but, probably, in a
lack of consideration of a variable that becomes important in the seam region where
8.4 Test case: Langevin’s Dynamics 111
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  500  1000  1500  2000
fra
ct
io
n 
of
 tr
aje
cto
rie
s
time (fs)
S1 50x50 BKL sign enf. (a)S1 50x50 BKL no sign enf. (b)S1 50x50 TKL(c)S1 200x200 TKL (d)S1 200x20 TKL (e)S1 model dynamics
Figure 8.4. Fraction of trajectories in the S1 excited state for the Langevin’s type dynamics of trans-azobenzene.
We display the results of the model dynamics and of five different PNAD simulations: two using Bkl with or without
the sign enforcement (cases a and b) and a 50x50 grid (∆Ekl,KCNNC ) and three using Tkl with a “symmetric”
50x50 or 200x200 grid (∆Ekl,KCNNC ) or with an “asymmetric” 200x20 grid (∆Ekl,KCNNC ), respectively cases
c, d and e.
TABLE 8.4: Exponential Lifetimes (in fs) obtained by fitting the S1 state populations (see Equation 8.5) from dif-
ferent simulations of trans-azobenzene slowed down by a Langevin’s type friction for the model dynamics and five
different PNAD dynamics: two using Bkl with or without the sign enforcement (cases a and b) and 50x50 grid
(∆Ekl,KCNNC ) and three using Tkl with a “symmetric” 50x50 or 200x200 grid (∆Ekl,KCNNC ) or with an “asym-
metric” 200x20 grid (∆Ekl,KCNNC ), respectively cases c, d and e. See Figure 8.4
Bkl or Tkl
Grid Dimension
τ0 τ1 Φtrans→cisand Variables
Model 235 432 0.40 ± 0.03
a) Bkl 50x50 (∆Ekl,KCNNC ) 416 0.19 ± 0.03
b) Bkl 50x50 (∆Ekl,KCNNC ) 394 0.22 ± 0.03
c) Tkl 50x50 (∆Ekl,KCNNC ) 425 0.22 ± 0.03
d) Tkl 200x200 (∆Ekl,KCNNC ) 441 0.18 ± 0.03
e) Tkl 200x20 (∆Ekl,KCNNC ) 440 0.21 ± 0.03
the fate of the trajectory is determined in few femtoseconds.
A possible explanation for the disagreement between model and PNAD quantum
yields in Langevin simulations is that we must consider other dynamical variables be-
sides or instead of the kinetic energy KCNNC . The energy difference ∆Ekl is for sure
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of paramount importance and has been kept as the first variable in all the tests. In
fact, it would be useful to find a systematic way of selecting the best variables from
which the hopping rates (and the resulting transition probabilities) depend. For this
reason we tested some different grids, two- or three-dimensional, checking other vari-
ables that can be significantly involved into the dynamics. As an alternative toKCNNC
we tried the total kinetic energy of the whole molecule KTOT . Focusing on the im-
portance of the variables involving the momenta, we also tried a three-dimensional
100x10x20 grid considering ∆Ekl, KCNNC and the angular velocity, taken with the
right sign, related with the dihedral angle CNNC (ωCNNC).
It is well known that the S1−S0 crossing seam in azobenzene can be approached by
TABLE 8.5: Exponential Lifetimes (in fs) obtained by fitting the S1 state populations (see Equation 8.5) from different
simulations of trans-azobenzene slowed down by a Langevin’s type friction for the model dynamics and four different
PNAD dynamics: with a grid 100x50 ∆Ekl,KTOT (case f ), with a grid 50x20 ∆Ekl, NNCM (case g), with a grid
100x10x20 ∆Ekl, KCNNC ,ωCNNC (case h) and with a grid 200x20x50 ∆Ekl,KCNNC ,NNCM (case i).See
Figure 8.5
Bkl or Tkl
Grid Dimension
τ0 τ1 Φtrans→cisand Variables
Model 235 432 0.40 ± 0.03
f) Tkl 100x50 (∆Ekl,KTOT ) 402 0.19 ± 0.03
g) Tkl 50x20 (∆Ekl,NNCm) 385 0.19 ± 0.03
h) Tkl 100x10x20 406 0.19 ± 0.03
(∆Ekl,KCNNC ,ωCNNC)
i) Tkl 200x20x50 434 0.14 ± 0.03
(∆Ekl,KCNNC ,NNCm)
a torsion of the CNNC dihedral or by symmetric opening of the NNC bond angles. A
combination of these two motions is also effective.1,12,13,121 The probability of isomer-
izing is probably affected by the geometry at which the crossing seam is approached.
The CNNC torsion is a common feature of all excited state trajectories, but also the
NNC symmetric bending is activated after n→ pi∗ excitation because the loss of one
electron from the N lone pairs causes an opening of the NNC angles. As previosly
found,1,12 and confirmed by our simulations, the two angles oscillate in phase, that is,
the bending motion is strictly symmetric and there is no hint of the single N-inversion
that would lead to isomerization. Towards the end of the simulation the averages
of the NNC angles over reactive and unreactive trajectories approach the respective
final equilibrium value in the ground state. On the basis of such observations we
tested the effect of introducing as a variable of the grid the average of the NNC1 and
NNC2 angles.
The results of four PNAD tests are shown in figure 8.5. We have tested two bidimen-
sional grids, one (case f ) with ∆Ekl and KTOT (100x50 cells) and the other (case
g) with ∆Ekl and the average values of the two NNC angles, NNCm (50x20 cells).
Moreover, we show the results obtained with two three-dimensional grids: the first
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one (case h) has as third variable the angular rate ωCNNC in addition to ∆Ekl and
KCNNC (100x10x20 cells) while the second one (case i) has as third variable the
average of the NNC angles (200x20x50 cells). The decays of the excited state S1
are similar to those shown in figure 8.4, in good agreement with those obtained from
model dynamics. This is confirmed by the fitting parameters presented in table 8.5,
where the quantum yields are also shown. In case i we get the lowest quantum yield,
probably because the grid has got too many cells and therefore many of them contain
no rate values. These empty cells, that occur mainly for small values of ∆Ekl, are
a critical point in the PNAD algorithm. We have decided to treat them in the sim-
plest way, i.e. if the dynamics brings the system into an empty cell we use the same
hopping rate as in the previous step. This solution give in most cases reasonable
hopping rate values but can be a source of error if it conserves a large rate value for
several steps.
To improve the statistics in the most important region of the dynamics, i.e. that of the
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Figure 8.5. Fraction of trajectories in the excited state S1 of trans-azobenzene slowed down by a Langevin’s type
friction for the model dynamics and four different PNAD dynamics: with a grid 100x50 ∆Ekl,KTOT (case f ), with
a grid 50x20 ∆Ekl, NNCM (case g), with a grid 100x10x20 ∆Ekl, KCNNC ,ωCNNC (case h) and with a grid
200x20x50 ∆Ekl,KCNNC ,NNCM (case i).
crossing seam, we have run about 800 additional model trajectories. We start each
trajectory 50 fs seconds before the first hopping from S1 to S0 of the previous 192
trajectories and we stop it after 200 fs in total. In particular, from each of the starting
192 model dynamics we collected coordinates and momenta of the molecule 50 fs
before the first hop and we use them as starting point for four more dynamics for
each point: for the same coordinates of a point we modified the original momentum
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multiplying it with four different factors (0.95, 0.98, 1.02, 1.05) in order to obtain four
different initial conditions to run different dynamics that sample the hopping region.
In this way we have almost doubled the total number of points in the grids of both
states. Figure 8.6 compares results obtained with different grids with less or more
points obtained in this way. Also in this case we have a good agreement for the de-
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Figure 8.6. Fraction of trajectories in the excited state S1 of trans-azobenzene slowed down by a Langevin’s type
friction for the model dynamics and four different PNAD dynamics: with a 50x50 grid (∆Ekl, KCNNC ) and less
point (case c), with a 50x50 grid (∆Ekl,KCNNC ), more points based on Bkl and phase correction (case l), with a
monodimensional grid based on ∆Ekl (800 cells, case m) and with a 50x50 grid (∆Ekl,KCNNC ) with more points
based on Tkl (case n).
cays (see table 8.6 for fitting times and quantum yields), but we get no improvement
as to the underestimation of the quantum yield.
We also ran an interesting experiment with a monodimensional grid (case m) based
on ∆Ekl. This test confirms that the energy gap is the most important variable to
be taken into account for the transferability of hopping rates. In fact, relying only on
this quantity we are able to reproduce rather well the decay of the excited state. The
lifetime is moderately underestimated and the quantum yield is not worse than in any
other PNAD test.
As we can see from all the quantum yields results shown in this section, up to now
with PNAD we can reproduce quite well the decay times but we are not able to ob-
tain in the correct values of the trans → cis quantum yields. Anyway, it must be
underlined that the reproduction of quantum yields for this kind of isomerization is a
particularly hard test because the fate of a trajectory depends on fine details concern-
ing the geometry and nuclear momenta at the time of the hopping from the excited to
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the ground state.1,12
TABLE 8.6: Exponential Lifetimes (in fs) obtained by fitting the S1 state populations (see Equation 8.5) from different
simulations trans-azobenzene slowed down by a Langevin’s type friction for the model dynamics and four different
PNAD dynamics: with a 50x50 grid (∆Ekl, KCNNC ) and less point (case c), with a 50x50 grid (∆Ekl,KCNNC ),
more points based on Bkl and sign enforcement (case l), with a monodimensional grid based on ∆Ekl (800 cells,
case m) and with a 50x50 grid (∆Ekl,KCNNC ) with more points based on Tkl (case n). See Figure 8.6
Bkl or Tkl
Grid Dimension
τ0 τ1 Φtrans→cisand Variables
Model 235 432 0.40 ± 0.03
c) Tkl 50x50 (∆Ekl,KCNNC ) 425 0.22 ± 0.03
l) Bkl 50x50 (∆Ekl,KCNNC ) 417 0.21 ± 0.03
m) Tkl 800 (∆Ekl) 362 0.19 ± 0.03
n) Tkl 50x50 (∆Ekl,KCNNC ) 382 0.22 ± 0.03
8.4.2 Cis-azobenzene
We have better results if we focus on the photo-excitaton of the cis isomer in presence
of Langevin’s type friction. For this case, the quantum yields show a small decrease
in viscous solvents: experimentally, Φcis→trans = 0.53 in glycerol at 298 K;38 from
previous simulations, Φcis→trans = 0.49 in ethylene glycol.1 We can notice this trend
also in the results obtained with our Langevin model dynamics: the quantum yield
decreases from the gas phase value of 0.53± 0.04 to 0.49± 0.04. Figure 8.7 shows
the S1 decays for the cis-azobenzene excited in the n → pi∗ band in gas phase
and with a Langevin’s type friction. We show the results of both model and PNAD
dynamics. First of all we can notice that we have a good correspondence in the
decay times for both the environments considered (see table 8.7). But, unlike the
trans-azobenzene case, we have also a good match between the model and the
PNAD quantum yields. In fact the quantum yields are only slightly overestimated by
PNAD, and the small difference between the model results in vacuo and by Langevin
dynamics is correctly reproduced. However, it must be underlined that the faster
dynamics starting from CAB, as compared to the TAB one, is not only less sensitive
to the environmental effects, but also to the details of the simulation method.
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Figure 8.7. Fraction of trajectories in the excited state S1 of cis-azobenzene in gas phase and slowed down by a
Langevin’s type friction for model dynamics and PNAD dynamics with a 50x50 grid (∆Ekl, KCNNC ).
TABLE 8.7: Exponential Lifetimes (in fs) obtained by fitting the S1 state populations (see Equation 8.5) for cis-
azobenzene in gas phase and slowed down by a Langevin’s type friction for model dynamics and PNAD dynamics
with a 50x50 grid (∆Ekl, KCNNC ). See Figure 8.7
Bkl or Tkl
Grid Dimension
τ0 τ1 Φcis→transand Variables
Model Vacuo 36 29 0.53 ± 0.04
PNAD Vacuo Tkl 50x50 33 0.57 ± 0.04
(∆Ekl,KCNNC )
Model Langevin 35 35 0.49 ± 0.04
PNAD Langevin Tkl 50x50 37 0.53 ± 0.04
(∆Ekl,KCNNC )
Chapter 9
Final Remarks
The first goal of this thesis work was to tackle the study of photodynamics in a com-
plex system, namely a self-assembled monolayer of an azobenzene derivative, with
state-of-the-art techniques. In particular this was done by mixed quantum-classical
simulations, using the surface hopping method. The electronic energies and wave-
functions were computed on the fly, by a semiempirical method set up by our group.
The effect of the environment was taken into account by a QM/MM procedure. A
second goal was to set up and test a new approach to excited state dynamics, the
parameterized nonadiabatic dynamics (PNAD), devised to extend the time and size
limits of current methods.
The first step of our work was an ab initio study on the azobenzene molecule to
determine the energies and geometries of the transition states for the thermal iso-
merization. We performed this kind of study with the aim to improve the force field
description of azobenzene for use in QM/MM dynamics and, more important, for ap-
plications of the PNAD method to azobenzene derivatives. We also wanted to con-
firm the accuracy of our semiempirical parameterization for aromatic azocompounds.
Even if there is a wide literature about this topic, it has not yet been defined whether
the isomerization of the azobenzene in the ground state occurs by inversion of one
NNC angle or by torsion of the CNNC dihedral. We performed several calculations
with different computational methods, i.e. CASSCF, CASPT2, NEVPT2, DFT, Cou-
pled Cluster and QMC. Our best results confirm that the two transition states have
similar energies, which makes it difficult to determine which one is the lower. On the
other hand, no modification of the semiempirical parameters seems to be required
on the basis of the ab initio data, so in the rest of this work we used our recently
published parameter set.13
The study of azobenzenic SAMs was prompted by several experimental studies on
the photoisomerization in SAMs of (4’-[1,1’-biphenyl)-4-yl]diazenyl-(1,1’-biphenyl)-4-
thiol on gold.14,232 In one case, the formation of pure trans and pure cis domains
upon visible light irradiation was demonstrated. We first performed MD simulations
in order to study the SAM structures, and then surface hopping QM/MM simulations
to unravel the photodynamics. As to the SAM structures we obtained results in good
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agreement with those of Pipolo et al.205 as well as with the experimental param-
eters measured by Samorı`’s group.14,232 In the nonadiabatic dynamics simulations
one molecule, treated at semiempirical QM level, was initially excited to the n → pi∗
state. The outcome of the simulations revealed the effect of the SAM structure on
the photoisomerization ability of the excited molecule. We tested four different SAM
arrangements: all trans molecules (aTDAT), all cis molecules (aCDAT), one trans
molecule surrounded by all cis (tCDAT) and one cis surrounded by all trans (cT-
DAT). The most noticeable result was that in the tightly packed aTDAT monolayer the
trans → cis quantum yield is null, within the statistical limits of our simulation, while
for the other SAM arrangements the computed quantum yields were comparable with
those of the isolated molecule. Our conclusion is that, when observed, the photoiso-
merization in aTDAT SAMs is due to the presence of defects, such as irregularities in
the gold surface or vacancies in the monolayer. Once one or a few trans molecules
have photoisomerized to cis in the proximity of defect, further trans→ cis isomeriza-
tions would only occur at the boundary between trans and cis domains. Further work
will be done to test the effect on the quantum yields of defects in the SAM structure
or on the gold surface.
The need to study complex systems, possibly with many interacting chromophores,
and to extend the simulation times to the nanosecond range, prompted us to set up
a simplified method for the nonadiabatic dynamics (called PNAD), such as to reduce
considerably the computational burden. The gist of this method was to adopt a force-
field description for the PESs and a rate model for the nonadiabatic dynamics, i.e. to
rely on known transition rates, instead of integrating the time-dependent Schro¨dinger
equation. The work done during my PhD focused on the study and on the develop-
ment of the “rate” model in order to exploit the transferability of transition rates be-
tween different environments. The essential aim was to transfer information from the
dynamics of a “model system” made by one excitable molecule (the chromophore)
to that of “target systems” that can be very complex (many chromophores possibly
interacting with an environment). To test the method we worked with the azobenzene
molecule excited in the n → pi∗ band because of the expertise accumulated by our
group on this molecular system. We ran the excited state dynamics in gas phase and
in a viscous solvent, simulated through a Langevin’s type friction, in order to test the
transferability of the hopping rates. We set up a stochastic method based on the con-
struction of an n-dimensional data grid where each dimension is a dynamical variable
from which the transition rates depend. The raw values of transition or hopping rates
obtained from the model dynamics are distributed in the grid; then, in the PNAD cal-
culation, at each time step the needed rate value is extracted with a random algorithm
from the appropriate grid box, identified by the computed dynamical variables. We
tested different algorithms and the dependence of the nonadiabatic transition rates
on several variables. We obtained a quite faithful reproduction of the decay times
for cis and trans excited azobenzene, in both the environments considered. Also
the photoisomerization quantum yields were correctly reproduced, with the notice-
able exception of the trans → cis one in the viscous solvent, which turns out about
half of the benchmark value. The future work about this topic will focus on improving
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the treatment of the dynamics in the region of strong nonadiabatic coupling, which is
crucial for the determination of the quantum yield because it is close to the ground
state transition state. Then we shall complete the computational procedure by setting
up a suitable force field for the ground and the excited states of azobenzene.
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