The study of the relationship among the manufacturing process, the structure and the property of materials can help to develop the new materials. The material images contain the microstructures of materials, therefore, the quantitative analysis for the material images is the important means to study the characteristics of material structures. Generally, the quantitative analysis for the material microstructures is based on the exact segmentation of the materials images. However, most material microstructures are shown with various shapes and complex textures in images, and they seriously hinder the exact segmentation of the component elements. In this research, machine learning method and complex networks method are adopted to the challenge of automatic material image segmentation. Two segmentation tasks are completed: on the one hand, the images of the titanium alloy are segmented based on the pixel-level classification through feature extraction and machine learning algorithm; on the other hand, the ceramic images are segmented with the complex
INTRODUCTION
Most of material images contain complicated textures and microstructures with various shapes. As shown in Figure 1 , (a) is images of the titanium alloy TiAl, which include two kinds of phases in the TiAl images: the stripe phase marked in rectangle, and the block phase marked in ellipse. To calculate the ratio and distribution characteristics of the two phases, the segmentation of the two phases is a primary task. Since there is no obvious boundary between the two phases and the textures in the images are very complicated, it is a difficult task to distinguish the two phases. Another kinds of image is the multiphase ceramic TiB2 TiC shown in Figure 1 (b) , the image can roughly be divided into five categories according to grayscale value: white, shallow-gray, gray, dark-gray and black. The five categories correspond to the WC impurity gather zone, the rich TiC phase zone, the normal multi-phase zone, the rich TiB2 phase zone as well as the holes and non-dense zone. As shown in Figure 1 (b), different color blocks are embedded with each other, and the boundaries between different phases are even more obscure, such as the region circled by the black curve. There have been some methods related to the segmentation of the material images. Chen et al. [1] and Liu et al. [2] both improved the traditional Watershed method to solve the over-segmentation problem in the segmentation of the metallographic images. The two methods are based on traditional image processing techniques, and they are only suitable for segmenting images with obvious boundaries. Albuquerque et al. [3] and He et al. [4] applied the artificial neuronal network in the segmentation and quantification of microstructures in the images. However, these methods only use simple image features, such as the pixel value. Thus, they are hard to accurately segment images which have complicated textures. Azimi et al. [5] proposed a segmentation method based on Fully Convolutional Neural Networks (FCNN) [6] for microstructural classification in the images of low carbon steel. This method can obtain good results, while the training of the model needs a larger number of samples. Since the images of some kind of material are scarce, the application of deep learning in material images segmentation is limited. In order to effectively segment the material images with obscure boundaries, we propose two methods for two different conditions. For the segmentation of material images which have a certain number of samples, the machine learning method is utilized. For the segmentation of material images which have very unclear boundaries, the complex networks method is adopted. The experimental results show that our approaches have high segmentation precision.
APPROACHES

Segmentation with Machine Learning Method
Feature extraction
Feature extraction is the first step in the machine learning based segmentation method. To represent the characteristics of the rich and complex textures in materials image, four feature extraction methods are applied and introduced as follows.
The Gabor filter [7, 8] is a linear filter used for texture analysis. Frequency and orientation representations of the 2D Gabor filters are similar to the representations of the human visual system. Therefore, the 2D Gabor filter is appropriate for texture representation and discrimination. In our method, six orientations [0 0 , 30 0 , 60 0 , 90 0 , 120 0 , 150 0 ] are used to generate six Gabor filters with different orientations. The size of the Gabor filter is l × l. The six Gabor filters are convolved with the original image to obtain six feature maps. Hence, for each pixel, 6 dimensional feature vectors can be obtained from the six feature maps.
Hu moment [9] is a kind of shape-based feature descriptors which has translation-invariance, rotation-invariance and scale-invariance. Hu moment consists of seven moment invariants. In our approach, the l × l ROIs cantered on each pixel are extracted to compute the Hu moment. Therefore, a 7-dimensional feature vector is got for each pixel through the Hu moment method.
Histogram of oriented gradients (HOG) [10] describes a set of histograms of gradient orientations for an image. The HoG can reflect the distribution characteristics of intensity gradients and edge directions in an image. Here, the HoG of each ROI are calculated as one of the features of the pixels. The size of the ROI is also l ×l. The number of bins in the histogram is set to 9 in our method. Each bin in a histogram records the number of times a gradient orientation occurs in a ROI. With HoG method, a 9-dimensional feature vector can be calculated for each pixel.
Gray-level co-occurrence matrix (GLCM) [11] is a matrix which records the distribution of co-occurring pixel pairs at some certain conditions. The GLCM can measure the characteristics of image texture in orientation, distance and transformation. In our approach, the GLCM is calculated for the l × l ROI centered on each pixel. The and are the distance and orientation between the pixel pairs, respectively. In our method, the is set to 2. Four direction are chosen to calculate four GLCMs {G 2 -0 , G 2 -45 , G 2 -90 , G 2 -135 } for a ROI. As introduced in the study which was conducted by Haralick Var Ent , Var Corr ). As a result, the 4-dimensional feature vectors are extracted for each pixel by using the GLCM method.
Classification and segmentation
As mentioned in the Section 2.1.1, each pixel can be represented by a concatenated 26 dimensional feature vector. The following step is classifying the pixels with a classifier. In this paper, the random forest (RF) [12] algorithm is applied to train the classifier. The RF algorithm is an ensemble learning method which is comprised of multiple decision trees. A decision tree is a classification model which has the tree structures. The algorithms for constructing decision trees usually work top-down by choosing a feature which best splits the set of data at each step. Here, the CART algorithm [13] is applied to construct each decision tree.
The decision trees tend to grow very deep and overfit the training sets. The Random Forest is a way to alleviate the overfitting problem by using multiple simple decision trees. Each decision tree is trained on a random subset of the dataset and a random subset of the features, and the depth of the tree is limited. In the classification, each tree gives a class label, and the random forest chooses the class label with the most votes as the final class. Once each pixel is classified, the image segmentation is achieved.
Segmentation with Complex Network Method
The complex network method is based on graph theory and statistical mechanics. This method consists of three major parts for segmenting the material images with unclear boundaries. The first part mainly includes the extraction of the segmented object pixels and definition of a set of nodes. Then, the nodes are divided into unit grids [14] , and a set of nodes are defined based on the number of pixel in each grid. In the second part, the similarity [15] between nodes is calculated based on the node coordinate information. Each node is mapped into a vertex of the complex network. Subsequently, the basic network topology is built by connecting each node pair by using a threshold radius. For vertexes in the network topology, two vertexes are connected only if the similarity between them is lesser than a radius and its density is higher than a given density threshold. Finally, the contours extracting algorithm [16] is applied to obtain each segmented region contours, and the contours are mapped to the original material image according to the network topology.
EXPERIMENTAL RESULTS AND DISCUSSION
Experimental Results with Machine Learning Method
In order to evaluate the performance of the machine learning method in the segmentation task, 12 alloy TiAl images are used to test the method. The 12 images are randomly divided into 6 groups, and each group contains 2 images. Then, 6-fold cross validation is performed on the 6 groups of images. The parameter l in feature extraction is set to 5 in the experiments. The precision, recall and F-score are used as quantitative performance evaluation. The quantitative evaluation of the machine learning method is illustrated in Table 1 . Figure 2 shows the segmentation results.
From the Table 1 , the average precision, recall and F-score are all more than 0.85. The worst performance appears in validation 2, and the best performance appears in validation 1. Through the Row (1) and (2) in Figure 2 , which are the results of validation 2, the error mainly comes from the regions which have wide and sparse stripes as marked 1123 in ellipse. This is mainly because the characteristics of the wide stripe-regions and the block-regions are similar and difficult to distinguish. In contrast, the segmentation of the images with slim and dense stripes is able to achieve high performance, as shown in the Row (3) and (4) Figure 2 , which are the results of validation 1. 
Experimental Results with Complex Network Method
In this experiment, a microscopic image of TiB2 TiC multiphase ceramics is used as the experimental material, as shown in figure 3 (a). There is no obvious boundary between the phase zones. The method of complex network is applied to achieve the segmentation of dense TiC phase zone. The segmentation result is shown in Figure 3 
