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Introduction
Contexte
La part des simulations numériques dans la conception et le dimensionnement des
systèmes ou structures complexes ne cesse de progresser. Elles ont pour but de fournir
une alternative moins coûteuse et plus rapide aux essais mécaniques traditionnels en
prédisant un certain nombre de résultats. L’objectif n’est certes pas de remplacer ces
essais, mais d’en minimiser l’utilisation à tous les niveaux, aussi bien à l’échelle de
la structure complète qu’à celle du plus petit élément qui la compose. Les avancées
technologiques et les réglementations en matière de sécurité imposent de contrôler de
plus en plus finement les mécanismes mis en jeu lors de la vie d’une structure. Ainsi le
modèle poutre d’un pylône en béton est suffisant pour vérifier un critère en statique dans
le domaine élastique, mais ce modèle macroscopique devient caduc lorsqu’il s’agit de
représenter la propagation d’une fissure. Il est alors nécessaire d’employer des modèles
beaucoup plus riches et précis pour prendre en compte ces mécanismes à une échelle plus
fine.
Parmi les modèles micro, on retiendra les modèles discrets qui modélisent, par
exemple, le béton à l’aide de particules liées entre elles par des interactions afin de
traduire la cohésion du matériau. Ces interactions peuvent être non-locales, c’est à dire,
avoir lieu entre deux particules qui ne sont pas en contact, principe que l’on trouve
initialement dans les modèles atomistiques et largement détaillés dans la littérature.
L’utilisation de tels modèles représente un coût non négligeable lorsqu’il s’agit de
modéliser des structures de grande dimension. De plus, les phénomènes physiques
nécessitant d’avoir recours à ces modèles sont confinés dans des zones restreintes du
problème ; il est donc peu pertinent de les employer sur l’ensemble de la structure simulée.
Les modèles multi-échelles sont alors une alternative judicieuse en permettant d’allier
la précision du modèle discret dans les zones d’intérêt (lieux des fissures, impacts...) et
le coût modéré d’un modèle plus macro dans le reste du problème. Ils aspirent alors à
représenter à la fois des phénomènes à une échelle micro et macro (voir [Curtin et Miller,
2003] pour un exemple de modèle atomique/continu). L’objectif de cette démarche est
d’obtenir, par l’intermédiaire d’un modèle multi-échelle, un comportement tout
aussi pertinent que celui obtenu avec un modèle entièrement micro mais à moindre
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coût.
Le modèle micro retenu pour la suite est un modèle discret non-local permettant de
simuler la rupture et la décohésion dans une poutre en béton fibré (FIG.1).
(a) Fibres en acier (b) Fibres en polypropylène
FIGURE 1 – Illustration de cas de rupture dans des éléments structuraux en béton fibré
Problématiques
L’approche par modèles multi-échelles soulève néanmoins de nombreuses difficultés.
Il convient dans un premier temps de déterminer le modèle macro équivalent au modèle
micro. Une procédure d’homogénéisation peut alors être nécessaire afin de définir le
modèle macro. On citera à titre d’exemple : l’homogénéisation périodique, asymptotique,
par identification sur un volume élémentaire... Cette première étape, indispensable et loin
d’être évidente, est source en soi de nombreuses difficultés. Dans le cadre de ces travaux,
nous supposerons que le modèle macro est déjà identifié, et qu’il est assimilé à un modèle
continu local.
La seconde étape consiste à coupler les modèles micro et macro afin de définir le
modèle multi-échelle à proprement parler. De nombreuses méthodes ont ainsi été déve-
loppées dans le but de coupler plusieurs modèles, parmi celles-ci : la méthode Arlequin,
la Bridging Scale Method... Cependant, elles présentent des défauts de construction
aux interfaces entre modèles. Ces défauts sont particulièrement préjudiciables dans les
simulations en dynamique, car ils génèrent des phénomènes de réflexion d’onde.
Les réflexions se produisent au niveau des interfaces entre modèles et vont modifier
le comportement du modèle micro en empêchant la propagation d’énergie du modèle
micro vers le modèle macro. Ceci rentre donc en contradiction avec l’objectif énoncé
un peu plus haut. Ces difficultés relèvent ainsi de plusieurs incompatibilités inhérentes
au changement de modèle de part et d’autre de l’interface avec, dans le cas présent, un
modèle discret non-local d’un côté et un modèle continu local de l’autre. Nous pouvons
d’ores et déjà identifier deux sources d’incompatibilité :
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– la transition d’un comportement non-local vers un comportement local ;
– la transition d’un modèle discret micro vers un modèle continu discrétisé macro.
Mode`le continu local discre´tise´ Mode`le discret non-local
Mode`le discret local
FIGURE 2 – Séparation des incompatibilités micro/macro (flèches noires) et local/non-
local (flèches en pointillé)
Stratégies développées
Le but des travaux exposés dans ce manuscrit est d’étudier soigneusement la défini-
tion de l’interface entre les deux échelles de modèle afin de répondre à l’objectif initial
qui peut se reformuler ainsi : le prédiction du modèle multi-échelle ne doit pas être
influencée par l’existence d’une interface entre les différentes échelles de modèles.
La structure est donc décomposée en sous-domaines, chacun d’entre eux sont associé
à un modèle qui peut lui être propre. Les différents sous-domaines sont ensuite connectés
par un raccord en vitesse aux interfaces. Ces choix de modélisation sont faits dans le but
d’obtenir une formulation qui s’adapte facilement à l’architecture du calcul en parallèle.
Il ne faut en effet pas perdre de vue qu’il s’agit ici de traiter des problèmes de grande
dimension, les outils de calculs en parallèle peuvent alors permettre des gains de temps
substantiels.
Comme il s’agit de problèmes de dynamique transitoire, il est nécessaire de traduire
l’évolution de la simulation dans le temps. En ce sens, une discrétisation temporelle
associée à un schéma d’intégration est utilisée dans ces travaux. Toujours dans une
logique de simplicité et d’efficacité, nous décidons de nous restreindre à l’utilisation
de schéma temporel explicite. Bien que ce choix impose de respecter un certain
nombre de critères sur le pas de temps associé à la discrétisation temporelle, il permet
de mener la plupart des calculs de façon explicite. Il n’est donc pas nécessaire d’utiliser
des techniques coûteuses afin d’inverser une matrice dont les dimensions peuvent être
conséquentes. Il n’est pas non plus nécessaire d’itérer sur chaque pas de temps pour
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prendre en compte des effets non-linéaires.
Deux sources d’incompatibilités ont été identifiées : transition local/non-local et
transition micro/macro. C’est pourquoi, dans le but de séparer les difficultés, un modèle
intermédiaire est introduit entre le modèle discret non-local et le modèle continu local.
FIGURE 3 – Introduction d’un modèle intermédiaire discret local (particules blanches)
entre le modèle continu local discrétisé (maillage noir) et le modèle discret non-local
(particules grises)
Ce choix s’est porté sur un modèle discret local, il permet d’introduire deux interfaces
différentes associées à chacune des incompatibilités (FIG.2) :
– une incompatibilité de type local/non-local entre le modèle discret local et le modèle
discret non-local (FIG.4a) ;
– une incompatibilité de type micro/macro entre le modèle discret local et le modèle
discret continu (FIG.4b) .
À terme, le modèle intermédiaire peut disparaître pour permettre de réunir les deux
différentes interfaces en une seule et unique interface capable de traiter les deux
incompatibilités simultanément. Mais il permet dans un premier temps de les étudier
séparément et d’apporter les solutions permettant d’éviter les phénomènes parasites tels
que les réflexions d’onde.
(a) Interface micro/macro (b) Interface local/non-local
FIGURE 4 – Illustration de la stratégie en deux étapes
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Travaux réalisés
Une brève revue des grandes familles de méthodes multi-échelles a été effectuée.
Plusieurs aspects sont abordés, les aspects multi-échelles en temps ainsi que les aspects
multi-échelles en espace. En effet le changement d’échelle en espace impose souvent
d’adapter l’échelle temporelle afin de satisfaire aux critères de stabilité ou de précision
des schémas d’intégration. Pour éviter les réflexions d’onde aux interfaces, il est
également nécessaire d’introduire des phénomènes dissipatifs au sein du modèle. Une
synthèse bibliographique sur l’ensemble de ces points est proposée dans le Chapitre 1.
Dans une première étude, l’incompatibilité entre un modèle discret non-local et
un modèle discret local est abordée dans le Chapitre 2. Elle est introduite au moyen
du formalisme de la Quasi-Continuum method qui vise également à définir un modèle
multi-échelle. Cependant cette approche est connue pour présenter des forces résiduelles
ou “ghost forces” au niveau des interfaces ce qui peut être source de réflexion en
dynamique. Le problème vient surtout de la notion d’interface associée à chaque modèle.
Pour un modèle local, l’interface est une surface alors que pour un modèle non-local il
s’agit d’un volume. De nouvelles approximations de l’énergie totale [Marchais et al.,
2014] sont proposées et étudiées dans un cadre statique. Elles permettent de définir une
transition entre le modèle local et non-local dépourvue de “ghost force”. Par la suite
ces approximations sont testées dans un cadre dynamique pour observer leur impact sur
l’apparition des phénomènes de réflexions parasites.
Dans une seconde étude correspondant au Chapitre 3, c’est l’incompatibilité entre
des modèles à l’échelle micro et macro qui est étudiée. Il s’agit là d’un changement
d’échelle avec d’une part un modèle micro représenté par le modèle discret local et
d’autre part un modèle macro représenté par le modèle continu local. Le modèle macro
est un modèle obtenu à partir d’hypothèse de séparation d’échelles à la suite d’un
processus d’homogénéisation. Il ne peut et ne doit représenter que les phénomènes pour
lesquels il a été conçu. L’approche décrite consiste ici à séparer les informations macro,
communes aux deux échelles de modélisation, des informations micro propres au modèle
micro. Nous présentons alors une démarche basée sur la Perfectly Matched Layer pour
dissiper les ondes micro avant qu’elles ne soient sources de réflexions parasites.
Finalement le Chapitre 4 est dédié à la mise en place des différentes méthodes et
démarches développées dans ces travaux sur un cas concret. Il s’agit de modéliser le
comportement en dynamique transitoire d’un béton fibré avec un modèle multi-échelle.
Les deux échelles de modèles sont décrites, on y retrouve un modèle discret non-local
qui permet de représenter les mécanismes de fissuration et de décohésion du béton ainsi
qu’un modèle continu local qui modélise le comportement macro et élastique du matériau.
Il n’y a pas de modèle intermédiaire (voir Figure 4a), les différentes incompatibilités sont
directement traitées sur une seule et unique interface au moyen des outils développés dans
les Chapitres 2 et 3.
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Chapitre 1
État de l’art
Dans ce premier chapitre, plusieurs méthodes liées à la fina-
lité du travail de thèse sont décrites et analysées. Elles se rat-
tachent à au moins l’une des deux problématiques suivantes :
– le couplage de modèles multi-échelles ;
– l’introduction de phénomènes dissipatifs.
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1 Méthodes de couplage multi-échelles en mécanique
Les méthodes multi-échelles en Mécanique ont toutes un fond commun qui est
de vouloir allier précision et rapidité des simulations numériques. Généralement deux
échelles (ou plus) sont introduites, une échelle fine pour obtenir la précision désirée
et une échelle grossière pour réduire les coûts de calcul. L’aspect multi-échelle peut
être introduit sur la description spatiale ou temporelle, voire les deux. De même, ces
différentes échelles peuvent être introduites aussi bien en série qu’en parallèle (FIG.1.1).
(a)Modèle multi-échelles en série (b)Modèle multi-échelles en parallèle
FIGURE 1.1 – Exemples de modèles multi-échelles avec un modèle discret (particules
grises) et un modèle continu discrétisé (maillage noir)
Dans les sections suivantes quelques grandes familles de méthodes multi-échelles sont
décrites et analysées, si possible au moyen d’un formalisme commun. Les deux types de
modèles que l’on cherche à coupler et qui servent de support d’application à ces méthodes
sont :
– les modèles discrets composés de N particules dont l’équation du mouvement sous
sa forme générale est donnée par :
mix¨i +
∂Eint
∂xi
({xj}) = f
ext
i ∀i ∈ [1;N ] (1.1)
où mi et xi sont respectivement la masse et la position de la particule i, tandis que
Eint et f ext = {f exti } sont respectivement l’énergie interne et les forces extérieures
appliquées à cette particule ;
– les modèles continus linéaires discrétisés au moyen de Nd degrés de liberté, avec
d = 1, 2 ou 3. L’équation du mouvement s’écrit alors :
Mu¨+Du˙+Ku = f ext (1.2)
où M, D, K sont respectivement les matrices de masse, d’amortissement et de
raideur dans RN
2d
, tandis que u représente le vecteur des déplacements nodaux.
Certaines des méthodes de couplage présentées sont décrites dans un cadre statique
pour plus de concision. Dans ce cas, l’équation d’équilibre à traiter est similaire aux équa-
tions (1.1) et (1.2), seuls les termes en vitesse et en accélération disparaissent.
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1.1 Méthodes multi-échelles en espace sans recouvrement
1.1.1 Méthodes de décomposition de domaine
Les méthodes de décomposition de domaines sont couramment employées en
Mécanique des milieux continus ; leur principe consiste à décomposer un domaine Ω
en deux sous-domaines Ω1 et Ω2 disjoints reliés par une interface Γ12 (voir FIG.1.2).
Les deux sous-domaines sont ensuite raccordés en écrivant une relation sur la continuité
des efforts et des déplacements à l’interface. Le problème peut ensuite être résolu en
considérant une méthode de Schur primale [Mandel, 1993] ou duale [Farhat et Roux,
1991].
Ω1
Ω2
Γ12
FIGURE 1.2 – Décomposition en deux sous-domaines sans recouvrement
Les méthodes de décomposition de domaine peuvent être réemployer pour établir
des modèles multi-échelles, il s’agit alors de raccorder des sous-domaines employant
des modèles différents. Les incompatibilités de discrétisation au niveau des interfaces
peuvent être traitées par un couplage de type Mortar [Anagnostou et al., 1990, Bernardi
et al., 1993].
On note ub et fb les vecteurs des déplacements et des efforts nodaux de l’interface Γ12.
Pour chaque sous-domaine, la version statique de (1.2) peut se mettre sous la forme :[
Ksii K
s
ib
Ksbi K
s
bb
] [
usi
usb
]
=
[
f exti
s
f extb
s
]
∀s ∈ [1, 2]. (1.3)
Approche primale
Dans l’approche primale [Mandel, 1993] aussi appelée Balancing Domain Decompo-
sition Method, dans le cas de maillage conforme, la continuité du vecteur des déplace-
ments nodaux u1b = u
2
b = ub est supposée vérifiée. À partir de (1.3) il est possible de faire
disparaître les déplacements internes usi en considérant que :
usi = K
s
ii
−1 (f exti s −Ksibub) (1.4)
À partir de (1.4), le problème condensé à l’interface Γ12 s’écrit en fonction des incon-
nues d’interface ub uniquement :
Spub = rp (1.5)
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avec Sp le complément de Schur primal et rp la condensation des efforts à l’interface,
ceux-ci sont obtenus à partir des relations suivantes :
Sp =
2∑
s=1
As
(
Ksbb −K
s
biK
s
ii
−1Ksib
)
AsT (1.6)
et
rp =
2∑
s=1
As
(
f extb
s
−KsbiK
s
ii
−1f exti
s)
(1.7)
Bien que le problème se résume aux degrés de liberté de l’interface, la création puis
l’inversion du complément de Schur primal Sp sont très coûteuses. C’est pourquoi des
solveurs itératifs sont privilégiés pour mener la résolution de (1.5).
Approche duale
Dans l’approche duale présentée dans [Farhat et Roux, 1991], que l’on retrouve sous
le nom de FETI (Finite Element Tearing and Interconnecting), la continuité du vecteur
des efforts nodaux est supposée vérifiée. Soit les inconnues d’interfaces définies par un
multiplicateur de Lagrange µb qui permettent de réécrire (1.3) pour chaque sous-domaine
Ωs :
Ksus = f ext
s
+CsTµb (1.8)
oùKs et f exts sont respectivement la matrice de raideur et le vecteur des efforts extérieurs
associés au sous-domaine Ωs. En reprenant les notations précédentes, on a :
Ks =
[
Ksii K
s
ib
Ksbi K
s
bb
]
et f ext
s
=
[
f exti
s
f extb
s
]
(1.9)
Quant àCs, il s’agit de l’opérateur de couplage qui traduit la relation de continuité sur les
déplacements :
2∑
s=1
Csus = 0 (1.10)
C’est cette approche qui sera employée dans la suite de ces travaux pour raccorder les
différents modèles au niveau des interfaces.
La méthode de Schur duale présente un cadre propice pour le calcul parallèle. En
effet, les problèmes sur chaque sous-domaine peuvent être résolus indépendamment puis
couplés au moyen du problème condensé à l’interface [Gosselet et Rey, 2006]. Son exten-
sion à des problèmes non-linéaires a également pu être réalisée [Pebrel et al., 2008].
Son utilisation peut être également étendue aux modèles multiéchelles, il s’agit alors
d’employer des modèles différents sur chaque sous-domaine. La principale difficulté est
alors de définir des raccords appropriés au niveau des interfaces.
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
Méthodes de couplage multi-échelles en mécanique 13
1.2 Méthode Quasi-continuum
La méthode Quasi-continuum développée dans [Tadmor et al., 1996] est une méthode
multi-échelle permettant d’intégrer une échelle macro à des modèles atomiques. Elle a
été initialement développée pour étudier l’apparition et le développement de dislocations
et de défauts dans les milieux cristallins. Elle repose sur l’utilisation de deux outils, un
modèle atomique et un maillage du type éléments finis.
Nous reprenons les principales étapes de sa construction, telles qu’elles sont décrites
dans [Shenoy et al., 1999]. Le modèle atomique contient N atomes dont l’énergie interne
s’écrit :
E = Eexact (x1,x2, ...,xN) = E
exact ({xi}) (1.11)
que l’on peut mettre sous la forme :
Eexact =
N∑
i=1
Ei ({xi}) (1.12)
avec Ei l’énergie associée à l’atome i. On retrouve dans Ei l’énergie d’interaction liant
les atomes du problème(embedded-atom method).
Dans le but de réduire le nombre de degrés de liberté et le coût de calcul associé, la
cinématique du modèle est contrainte par R atomes dits représentatifs, choisis principale-
ment dans les zones d’intérêt près des défauts structuraux (voir FIG.1.3a). La position des
atomes non représentatifs est alors imposée par une contrainte cinématique basée sur un
maillage éléments fini dont les sommets coïncident avec les atomes représentatifs (voir
FIG.1.3b). Pour ne pas avoir à itérer sur tous les atomes du modèle afin de calculer l’éner-
gie totale, le calcul de l’énergie potentielle est réalisé à partir de l’évaluation de l’énergie
des atomes représentatifs auquel est affecté un poids de sommation, cela s’écrit :
E =
R∑
j=1
njEj
(
{xinti }
)
avec xinti =
R∑
j=1
φj(Xi)xj (1.13)
où φj(X) est la fonction de forme associée au nœud j (c.-à-d. à l’atome représentatif j),
Xi est la position initiale du nœud i.
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T
(a) Selection des atomes repré-
sentatifs
T
(b) Construction du maillage as-
socié
FIGURE 1.3 – Construction du modèle Quasi-continuum [Shenoy et al., 1999]
Dans les zones denses en atomes représentatifs, le calcul de l’énergie de ces derniers
nécessite d’évaluer la position de tous les atomes représentatifs inclus dans son rayon
d’interaction. Une dernière approximation, l’approximation Quasi-continuum (QC)
locale, permet de réduire ces évaluations en exploitant uniquement la position des plus
proches voisins et en utilisant une règle d’extrapolation pour évaluer celle des voisins
plus éloignés [Tadmor et al., 1996].
Les applications de la méthode sur des cas statiques font apparaître des phénomènes
parasites (appelées “forces fantômes”) à proximité des interfaces entre atomes utilisant
l’approximation QC locale et les atomes utilisant l’expression exacte de l’énergie
[Shenoy et al., 1999, Knap et Ortiz, 2001, Shimokawa et al., 2004]. En dynamique, les
conséquences sont plus importantes puisqu’il en résulte des phénomènes de réflexions
parasites qui polluent l’ensemble de la simulation (voir Chapitre 2).
En conclusion, la méthodeQuasi-continuum n’est pas une méthode de couplage multi-
échelle dans le sens premier du terme, mais plutôt un processus de upscaling permettant
de réduire les coûts de calculs dus à l’utilisation d’un modèle discret. Cependant il est
possible de remplacer l’interpolation éléments finis par un modèle continu équivalent sous
réserve de corriger les problèmes d’interface (voir [Chamoin et al., 2010]). Sur ce point,
plusieurs travaux ont proposé des améliorations du schéma [Shimokawa et al., 2004, Wei-
nan et al., 2006, Shapeev, 2011], bien qu’ils n’aient été mis en pratique que sur des cas
statiques.
1.3 Méthodes multi-échelles en espace avec recouvrement
1.3.1 Méthodes multi-grilles
Les méthodes multi-grilles [Briggs et al., 2000] sont adaptées à la résolution de sys-
tèmes complexes présentant de nombreux degrés de liberté. Développées initialement
pour la résolution de problèmes de mécanique des fluides [Brandt, 1977], elles ont été
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étendues à la mécanique des structures [Kacou et Parsons, 1993, Fish et al., 1995]. Ces
méthodes utilisent plusieurs grilles ou niveaux, qui permettent de définir des raffinements
plus ou moins fins du problème discrétisé (voir FIG.1.4). Elles utilisent les propriétés de
lissage des solveurs itératifs qui capturent avec peu d’itérations les phénomènes du même
ordre de grandeur que la taille caractéristique du maillage. Les phénomènes plus macro
sont au contraire plus longs à capturer, le passage à une grille plus grossière permet alors
d’accélérer le calcul en capturant les effets macro. L’idée consiste à utiliser des cycles en
“V” (descente-remontée) sur les différentes grilles pour résoudre le problème :
1. plusieurs itérations permettent de définir une solution approchée sur la grille fine ;
2. le passage à des grilles plus grossières (descente) permet de capturer les phéno-
mènes macro ;
3. le retour à la grille fine (remontée) enrichie des solutions précédentes accélère la
convergence vers la solution exacte.
h3 h1h2
G3 G2 G1
FIGURE 1.4 – Exemple de représentation multi-grilles en 2D
Il existe plusieurs variantes pour résoudre un problème par une méthode multi-grille,
telles que la Newton−Multigrilles de [Kacou et Parsons, 1993] ou la Full Approxima-
tion Scheme de [Fish et al., 1995]. Nous décrivons brièvement la seconde méthode pour
un cycle en “V”.
Soit M grilles Gk correspondant chacune à un maillage dont le paramètre de discré-
tisation hk est choisi tel que h1 > h2 > ... > hM . Pour chaque grille Gk, un problème
approché de (1.21) est défini, associé à l’espace d’approximation Vhk(Ω). Sur le niveau
le plus fin, il s’écrit :
Lk
(
ukex
)
= Fk (1.14)
Un faible nombre d’itérations p1 du solveur itératif permet d’obtenir une solution appro-
chée ukp1 . Le résiduR
k s’obtient à partir de la relation suivante :
Rk = Fk − Lk
(
ukp1
)
(1.15)
Soit vk l’écart macro sur la solution de la grille Gk, on a :
ukex = u
k
p1
+ vk (1.16)
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En considérant (1.14) et (1.16), il est alors possible de faire apparaître vk dans (1.15),
soit :
Rk = Lk
(
ukp1 + v
k
)
− Lk
(
ukp1
)
(1.17)
Le problème est alors réduit sur la grille Gk−1 afin de trouver une approximation vk−1 de
l’écart macro vk. Dans un premier temps, on calcule :
Rk−1 = Pk−1k R
k et uk−1 = Pk−1k u
k
p1
(1.18)
avecPk−1k la matrice de passage du niveau k au niveau k−1. Soit v
k−1 la solution associée
au problème suivant :
Rk−1 = Lk−1
(
uk−1 + vk−1
)
− Lk−1
(
uk−1
)
(1.19)
Après p2 itérations du solveur, une solution approchée vk−1p2 est obtenue, une alternative
est alors possible : reproduire la même démarche sur la grille G2 ou remonter au niveau k
en enrichissant la solution approchée ukp1 par l’évaluation de l’écart v
k−1
p2
. Dans ce second
cas, il suffit de reprendre les itérations en initiant uk0 par :
uk0 = u
k
p1 +P
k
k−1v
k−1
p2
(1.20)
avec Pkk−1 la matrice de passage du niveau k − 1 au niveau k. Puis les itérations sur la
grille Gk sont effectuées jusqu’à convergence ou jusqu’à repartir sur un nouveau cycle en
“V”.
Ces méthodes multi-grilles s’utilisent aussi bien sur des problèmes linéaires que non-
linéaires. Pour réduire le coût de calcul, il est également possible de ne définir la grille fine
que localement, proche des zones présentant des phénomènes micro. On se contente alors
d’une grille plus grossière dans le reste du domaine. Dans [Biotteau, 2010] on trouve une
stratégie multigrille de ce type, appliquée à un problème de dynamique transitoire non-
linéaire. La finesse du maillage spatial est alors adaptée à chaque pas de temps en fonction
des phénomènes à représenter tout en minimisant l’utilisation mémoire. Néanmoins il ne
s’agit que de méthodes d’enrichissement ou de déraffinement qui accélèrent la résolution
du problème, elles ne permettent pas sous cette forme d’utiliser des modèles de natures
différentes.
1.3.2 Méthode de Schwarz
La méthode de Schwarz [Schwarz, 1869] a été historiquement appliquée à la résolu-
tion de problèmes elliptiques de la forme :{
L (u) = f dans Ω
w = g sur ∂Ω
(1.21)
avec w = u pour une condition limite de type Dirichlet, et w = ∂u
∂X
pour une
condition limite de type Neuman. Dans le cas d’un modèle continu élastique discré-
tisé, on prendL (u) = Ku avecK la matrice de raideur. On considère ce cas pour la suite.
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Ω1
Ω2
∂Ω
Γ1
Γ2
FIGURE 1.5 – Décomposition de Schwarz du domaine Ω
La méthode de Schwarz est une méthode itérative qui repose sur la partition du
domaine Ω en deux sous-domaines Ω1 et Ω2 se recouvrant (voir la FIG.1.5). On note
Γ1 = ∂Ω1∩Ω2 et Γ2 = ∂Ω2∩Ω1 les interfaces qui permettent d’échanger les informations
entre les deux sous-domaines.
Le but est de calculer à chaque itération une solution partielle ui de (1.21) associée
au sous-domaine Ωi, et ce, jusqu’à convergence. La solution complète u est finalement
obtenue en assemblant les solutions partielles ui, telle que :
u =
{
u1 dans Ω1
u2 dans Ω2\Ω1
(1.22)
Il existe deux variantes pour mener à bien la résolution : la méthode de Schwarz multipli-
cative et la méthode de Schwarz additive.
Méthode de Schwarz multiplicative
Sous cette forme, la résolution est menée de façon séquentielle sur chaque sous-
domaine. Ainsi, à chaque itération k, on calcule d’abord la solution u1(k) de :


K1u1(k) = f
1 dans Ω1
w1(k) = g
1 sur ∂Ω1\Ω2
u1(k) = u
2
(k−1) sur Γ1
, (1.23)
puis la solution u2(k) de :


K2u2(k) = f
2 dans Ω2
w2(k) = g
2 sur ∂Ω2\Ω1
u2(k) = u
1
(k) sur Γ2
(1.24)
Le problème de cette méthode est qu’elle ne permet pas de paralléliser les calculs effec-
tués sur chaque sous-domaine.
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Méthode de Schwarz additive
Cette seconde forme permet de paralléliser les calculs sur chaque sous-domaine. En
effet, à chaque itération k, on calcule simultanément les solutions u1(k) et u
2
(k) aux deux
problèmes suivants :


K1u1(k) = f
1 dans Ω1
w1(k) = g
1 sur ∂Ω1\Ω2
u1(k) = u
2
(k−1) sur Γ1
et


K2u2(k) = f
2 dans Ω2
w2(k) = g
2 sur ∂Ω2\Ω1
u2(k) = u
1
(k−1) sur Γ2
(1.25)
Le prix à payer est une convergence plus lente qu’avec la méthode de Schwarz multipli-
cative [Schwarz, 1869].
En général, plus la zone de recouvrement est grande et plus la méthode converge en
un faible nombre d’itérations. En contrepartie, on augmente le coût de calcul de chaque
itération. Dans [Lions, 1990], on propose de réduire les coûts de calculs des algorithmes
de Schwarz en réduisant la zone de recouvrement à une simple interface Γ1 = Γ2, la
vitesse de convergence est conservée en appliquant une condition limite de type Robin à
chaque itération.
1.3.3 Méthode Arlequin
La méthode Arlequin [Ben Dhia, 1998] est une autre méthode de décomposition de
domaine avec recouvrement. Elle permet de découper un problème occupant un domaine
Ω en plusieurs sous-domaines qui ne seront pas raccordés sur une interface, mais sur un
volume. Initialement développée dans un cadre statique, elle a été étendue dans [Xiao
et Belytschko, 2004, Aubertin et al., 2010] et [Lubineau et al., 2012] au couplage de
modèles discret/continu et local/non-local en dynamique.
Ω1
Ω2
∂Ω
Ω12
FIGURE 1.6 – Décomposition en deux sous-domaines avec recouvrement
Dans un cas avec deux sous-domaines (FIG.1.6), la zone de raccord est définie par
Ω12 = Ω1 ∩ Ω2 6= ∅. Cela présente un coût supplémentaire par rapport à un raccord
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surfacique puisque le problème est résolu deux fois au niveau de l’interface Ω12. L’opé-
rateur de raccord volumique nécessite également d’échanger plus d’informations entre
les deux sous-domaines, ce qui peut être pénalisant pour réaliser les calculs en parallèle.
Cependant, cette méthode présente l’avantage de proposer un cadre naturel pour coupler
des modèles de natures différentes tels qu’un modèle plaque avec un modèle 3D, ou
un modèle discret avec un modèle continu. La zone de recouvrement permet alors de
raccorder les deux modèles sur des quantités moyennes compatibles avec les définitions
des deux modèles.
La méthode repose sur deux outils, la partition de l’énergie dans la zone de recouvre-
ment et le type de raccord permettant de lier les deux sous-domaines. Dans le contexte
présenté ci-dessous, les deux modèles sont continus et élastiques, mais définis sur des es-
paces d’approximation différents, caractérisés par des paramètres de discrétisation h1 et
h2 (par défaut h1 < h2). Dans le formalisme de la méthode Arlequin, le problème revient
à rechercher les champs de déplacements u1 ∈ Vh1(Ω1) et u2 ∈ Vh2(Ω2) solutions de :


M1α1u¨
1(t) +K1β1u
1(t) = −C1
T
µ(t)
M2α2u¨
2(t) +K2β2u
2(t) = −C2
T
µ(t)
C1w1(t) +C2w2(t) = 0
(1.26)
où Ci, Miαi et K
i
βi
sont respectivement les matrices de raccord, de masse et de raideur
associées au domaine Ωi, ∀i ∈ {1, 2}. wi est la quantité permettant de coupler les sous-
domaines. Une solution consiste à poser wi = ui, u˙i ou u¨i. Les matrices de raccord Ci
dépendent du produit scalaire (L2, H1...) utilisé pour coupler les deux sous-domaines.
µ(t) est le multiplicateur de Lagrange définit sur l’espace intermédiaire. Quant aux ma-
tricesMiαi etK
i
βi
, elles s’écrivent :
Miαi = [M
i
jl] avec M
i
jl =
∫
Ωi
αi(X)ρφj(X)φl(X)dΩ (1.27)
Kiβi = [K
i
jl] avec K
i
jl =
∫
Ωi
βi(X)
∂φj(X)
∂X
(
K :
∂φl(X)
∂X
)
dΩ (1.28)
avec φj(X) la fonction de forme associée au nœud j et (α1, α2) et (β1, β2) des couples de
fonctions définissant une partition de l’unité :
α1(X) + α2(X) = β1(X) + β2(X) = 1 dans Ω (1.29)
α1(X) = β1(X) = 1 dans Ω1/Ω12 (1.30)
α2(X) = β2(X) = 1 dans Ω2/Ω12 (1.31)
Ces fonctions peuvent être continues ou discontinues sur Ω.
Plusieurs travaux autour de la méthode Bridging Domain [Xiao et Belytschko,
2004, Xu et Belytschko, 2008] ont mis en avant des résultats où la zone de recouvre-
ment permet également de jouer un rôle de filtre en dissipant les phénomènes micro de Ω1
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et en évitant ainsi qu’ils se réfléchissent en atteignant le domaine macro Ω2. Cependant,
cet effet dissipatif n’est obtenu qu’en utilisant une approximation consistant à diagona-
liser l’opérateur de couplage condensé, noté H (H =
∑
iC
iMi
−1
Ci
T
). De plus, cette
approximation ne permet de dissiper qu’une partie des ondes micros puisque de nom-
breuses réflexions peuvent être encore observées. La démarche de filtrage des ondes mi-
cro peut alors être optimisée en introduisant des schémas temporels différents dans les
sous-domaines du problème [Ghanem et al., 2012].
1.3.4 Méthode Bridging Scale
La méthode Bridging Scale [Wagner et Liu, 2003] a pour but de coupler des
simulations faisant intervenir à la fois la dynamique moléculaire (DM) et la Mécanique
des milieux continus. Le domaine de définition de la DM, noté ΩDM , a la particularité
d’être inclus dans le domaine de définition du modèle continu, noté Ω (voir FIG.1.7).
Le couplage est alors réalisé en introduisant une échelle macro compatible avec les
deux modèles de la simulation. La méthode permet d’utiliser des schémas d’intégration
différents dans chaque modèle et d’utiliser un pas de temps adapté à chaque modèle.
ΩDM
Ω
FIGURE 1.7 – Illustration de la décomposition de la méthode Bridging Scale en 2D
Nous décrivons les grandes étapes permettant de mettre en place la méthode. Soit
l’équation du mouvement de la DM :
Mu¨(t) +Ku(t) = f ext(t) (1.32)
avec M une matrice de masse diagonale. Le principal ingrédient de la méthode est la
décomposition de l’espace fonctionnel, ce qui permet de découpler un champ u(t) sous
la forme :
u(t) = um(t) + uM(t) (1.33)
où um(t) et uM(t) sont respectivement les composantes micro et macro du champ de
déplacement. On retrouve également ce type de partition dans la méthode multi-échelle
variationnelle de [Hughes et al., 1998]. L’échelle macro est définie à partir d’un espace
d’approximation de type éléments finis, nous avons alors :
uM(t,Xα) =
∑
i
φMi (Xα)di(t) =⇒ uM(t) = NMd(t) (1.34)
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avec φMi (X) les fonctions de forme, Xα la position de la α-ième molécule et d(t) le
vecteur des déplacements nodaux associés au maillage. (1.34) permet alors de définir un
projecteur Pm, tel que :
um(t) = Pmu(t) ; Pm = 1−NMM
−1
M N
T
MM (1.35)
avec MM = NTMMNM . Nous en déduisons alors l’équation du mouvement du modèle
continu discrétisé défini sur Ω :
MM d¨(t) +N
T
MK (NMd(t) +Pmu(t)) = N
T
M f
ext(t) (1.36)
Les équations (1.32) et (1.36) permettent de définir l’évolution de l’échelle micro et ma-
cro. Bien que l’échelle micro ne soit représentée explicitement que dans ΩDM , il est né-
cessaire de prendre en compte ses effets dans tout le domaine Ω, ne serait-ce que pour
éviter les phénomènes de réflexions parasites à l’interface de ΩDM . L’équation (1.32)
devient alors :
Mu¨(t) +Ku(t) = f ext(t)−Kfuf (t)−
∫ T
0
θ(t− τ)u¨f (t)dτ +R(t) (1.37)
où uf est le champ de déplacement des molécules fantômes. Ces dernières sont des
molécules fictives définies en dehors de ΩDM . Leurs position, vitesse et accélération sont
alors extrapolées à partir de l’échelle macro, elles apparaissent en blanc sur la FIG.1.7.
Le terme θ(t) est le time history kernel, il permet de capturer l’influence des molécules
micro en dehors de ΩDM . R(t) est le vecteur déplacement additionnel permettant de
prendre en compte l’énergie micro initiale du domaine macro Ω\ΩDM . On pourra se
référer à [Wagner et Liu, 2003, Tang et al., 2006] pour plus de détails sur ces opérateurs.
Dans [Liu et al., 2006] la méthode est utilisée pour la simulation d’un nanotube de
carbone.
La principale difficulté de cette méthode est le calcul du terme θ(t), celui-ci étant
rarement associé à une solution analytique et demandant d’être calculé par des techniques
numériques. Il est montré dans [Tang et al., 2006] que cela a pour conséquence de faire
réapparaître des réflexions parasites à l’interface de ΩDM . L’introduction d’une Perfectly
Matched Layer à cette même interface peut cependant permettre de réduire ses réflexions
[To et Li, 2005, Li et al., 2006].
1.3.5 Bilan
Les méthodes multi-échelles décrites dans cette section (Schwarz, Arlequin. . . ) s’ins-
crivent globalement dans le prolongement des méthodes sans recouvrement, dans le sens
où l’interface qui était auparavant effectué sur une surface l’est maintenant sur un volume.
A noter que le raccord en soi peut alors être aussi bien défini sur la surface de ce volume
(Schwarz) que sur l’ensemble de ce volume (Arlequin). Bien que cela entraîne un sur-
coût de calcul, la zone de coexistence des sous-domaines permet de définir un domaine
commun et compatible pour les différents modèles ou échelles mis en jeux.
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1.4 Méthodes multi-échelles en temps
1.4.1 Méthode de décomposition de domaine en temps
Pour répondre aux critères de stabilité et/ou de précision du calcul (voir section
2.1.1), le schéma d’intégration temporel peut nécessiter un pas de temps ∆tm très fin,
augmentant ainsi le temps de calcul de la solution. La méthode Pararéel [Lions et al.,
2001, Maday et al., 2002] est une méthode de décomposition de domaine en temps qui
permet de créer des sous-domaines temporels macro associés à un pas de temps ∆tM .
Cette partition a pour but de permettre la réalisation des calculs sur les sous-domaines
macro en parallèle et ainsi de réduire les temps de calcul.
On considère un problème élastodynamique discrétisé en espace, tel que :
Mu¨(t) +Ku(t) = f ext(t) ∀t ∈ [0;T ] avec
{
u(t = 0) = u0
u˙(t = 0) = u˙0
(1.38)
L’intervalle d’étude [0;T ] est partitionné en N sous-domaines temporels, de la forme
IMn = [t
M
n−1, t
M
n ] avec n ∈ [1;N ], t
M
0 = 0 et t
M
N = T . Chaque intervalle macro I
M
n peut
alors être lui-même décomposé en P intervalles micro, de la forme Imp = [t
m
p−1, t
m
p ] avec
p ∈ [1;P ], tel que tm0 = t
M
n−1 et t
m
P = t
M
n (voir FIG.1.8).
tMN = Tt
M
0 = 0 t
M
nt
M
n−1
tmp−1 t
m
p
tm0 t
m
P
IMn8 > > < > > :
{ Imp
FIGURE 1.8 – Décomposition de l’intervalle d’étude [0;T ]
Le problème (1.38) se réécrit comme N problèmes de la forme :
Mu¨n(t) +Kun(t) = f
ext
n (t) ∀t ∈ I
M
n avec
{
un(t
M
n−1) = Un−1
u˙n(t
M
n−1) = U˙n−1
(1.39)
auxquels on ajoute les relations de continuité au niveau des interfaces temporelles :
{
Un−1 = un−1(tMn−1)
U˙n−1 = u˙n−1(tMn−1)
∀n ∈ [2;N ] (1.40)
Les N problèmes (1.39) définis sur les intervalles de temps macro peuvent alors être
résolus en parallèle. Localement on utilise la décomposition sur les intervalles de temps
micro afin de répondre au critère de stabilité ou de précision du schéma d’intégration.
Les couples de solutions (un(t), u˙n(t)) sont ensuite raccordés en appliquant les relations
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de continuité de (1.40).
Il est donc possible de construire un algorithme itératif permettant pour chaque itéra-
tion k de trouver une solution du problème libre (1.39) puis de calculer la correction asso-
ciée afin de vérifier (1.40). Soit (ukn(t), u˙
k
n(t)) les couples solutions de chaque problème
libre de (1.39), ils sont discontinus sur les interfaces définies par les intervalles macro.
Soit (ckn(t), c˙
k
n(t)) les couples corrections qui doivent vérifier l’équation homogène issue
de (1.38) :
Mc¨kn(t) +Kc
k
n(t) = 0 (1.41)
ainsi que les relations de continuité issues de (1.40) :{
ckn(t
M
n−1) = c
k
n−1(t
M
n−1) + u
k
n−1(t
M
n−1)−U
k
n−1
c˙kn(t
M
n−1) = c˙
k
n−1(t
M
n−1) + c˙
k
n−1(t
M
n−1)−U
k
n−1
∀n ∈ [1;N ] (1.42)
La principale difficulté est alors de calculer efficacement les termes correctifs sans repas-
ser par la discrétisation micro des intervalles temporels.
On passe à l’itération suivante k + 1 en mettant à jour les conditions initiales, telles que :{
Ukn−1 = u
k
n−1(t
M
n−1) + c
k
n−1(t
M
n−1)
U˙kn−1 = u˙
k
n−1(t
M
n−1) + u˙
k
n−1(t
M
n−1)
∀n ∈ [2;N ] (1.43)
L’inconvénient de ces méthodes est qu’elles ne réduisent le temps de calcul de la so-
lution que si le nombre d’itérations nécessaires pour atteindre la convergence est inférieur
au nombre de sous-domaines temporels macro créés. Le point clé repose donc sur la façon
de propager l’information entre les sous-domaines macro au moyen des termes correctifs
(ckn(t), c˙
k
n(t)) pour minimiser le nombre d’itérations avant convergence.
1.4.2 Méthode d’intégration multi-pas de temps explicite
La condition de stabilité du schéma de Newmark explicite est directement liée à la
taille de plus petit élément qui compose le problème. De ce fait, un raffinement local de
l’espace d’approximation impose de réduire le pas de temps global de l’ensemble du pro-
blème. Une approche permettant de satisfaire la condition de stabilité tout en minimisant
les coûts de calcul supplémentaires consiste à réaliser un sous-cyclage local dans les zones
raffinées [Collino et al., 2003]. Cette approche peut être utilisées sur des problèmes élas-
todynamiques de propagation d’onde [Bécache et al., 2005]. Malgré la nécessité d’utiliser
des multiplicateurs de Lagrange aux interfaces entre sous-domaines, il est possible de réa-
liser ce sous-cyclage de façon complètement explicite sans inversion de matrice [Diaz et
Grote, 2009].
Le problème élastodynamique discrétisé en espace issu de (1.2) (sans amortissement)
adjoint à un schéma d’intégration explicite aux différences centrées donne la relation
suivante :
un+1 − 2un + un−1 = −∆t2Aun avec A = M−
1
2KM−
1
2 (1.44)
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FIGURE 1.9 – Problème 1D avec sous-domaines micro et macro
Le pas de temps ∆t est choisi de façon à respecter la condition de stabilité dans le sous-
domaine grossier (voir FIG.1.9), mais pas dans le sous-domaine fin. Afin de s’assurer de
la stabilité globale du schéma, un sous-cyclage en temps est réalisé dans le sous-domaine
fin, ce qui permet de définir un pas de temps localement plus petit : ∆t
p
avec p ∈ N∗. Dans
un premier temps, le vecteur des déplacements nodaux est séparé en une quantité micro
et macro tel que :
u = (1−P)u+Pu = umacro + umicro (1.45)
où la matrice P est diagonale (Pii = 0 ou 1). Il est recommandé de propager le sous-
cyclage à un élément du sous-domaine grossier pour augmenter la stabilité du schéma
[Diaz et Grote, 2009] (voir FIG.1.9). Finalement pour chaque pas de temps grossier ∆t,
l’algorithme suivant est mis en place :
1. calcul de la quantité w :
w = A (1−P)un (1.46)
2. initialisation du sous-cyclage :
u˜0 = un et u˜ 1
p
= u˜0 −
1
2
(
∆t
p
)2
(w +APu˜0) (1.47)
3. sous-cyclage sur les pas de temps fins :
Pour m = 1 : p− 1, u˜m+1
p
= u˜m
p
−
(
∆t
p
)2 (
w +APu˜m
p
)
(1.48)
4. mise à jour au pas de temps grossier n+ 1 :
un+1 = −un−1 + 2u˜1 (1.49)
C’est le choix du paramètre p qui permet ainsi de maintenir la stabilité du schéma
dans le sous-domaine fin. De plus, le schéma conserve une précision à l’ordre 2 et peut se
généraliser pour n’importe quel ordre.
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1.4.3 Méthode d’intégration multi-pas de temps pour les schémas de Newmark
Il est parfois nécessaire d’utiliser des schémas de Newmark de natures différentes
dans les sous-domaines du problème notamment s’il est nécessaire de coupler un schéma
explicite à un schéma implicite pour des raisons de stabilité ou de précision [Combescure
et Gravouil, 2002]. Soit un problème décomposé en deux sous-domaines avec un raccord
en vitesse qui se met sous la forme :{
Miu¨i(t+Kiui(t) = Fi,ext(t)−Ci
T
c(t) ∀i ∈ {1, 2}
C1u˙1(t) +C2u˙2(t) = 0
(1.50)
avec Fi,ext(t) le vecteur des efforts nodaux extérieurs. Les schémas de Newmark asso-
ciés à chaque sous-domaine Ωi sont de natures différentes, ils sont caractérisés par les
paramètres (βi, γi,∆ti), i ∈ {1, 2} avec pour seule contrainte ∆t1 = p∆t2, p ∈ N∗. La
résolution sur un pas de temps grossier ∆t1 est alors effectuée en plusieurs étapes. Dans
le cas particulier où ∆t1 = ∆t2 = ∆t, il suffit de suivre l’algorithme suivant :
1. calcul des évolutions libres pour chaque sous-domaine Ωi i ∈ {1, 2} :
u¨
i,libre
n+1 = M
i−1Kiu
i,p
n+1
u˙
i,libre
n+1 = u˙
i,p
n+1 + γ
i∆tu¨i,libren+1
u
i,libre
n+1 = u
i,p
n+1 + β
i∆t2u¨i,libren+1
avec
{
u
i,p
n+1 = u
i
n +∆tu˙
i
n +∆t
2
(
1
2
− βi
)
u¨in
u˙
i,p
n+1 = u˙
i
n +∆t (1− γ
i) u¨in
(1.51)
2. calcul des multiplicateurs de Lagrange :
cn+1 = H
−1
(
C1u˙
1,libre
n+1 +C
2u˙
2,libre
n+1
)
avec H =
2∑
i=1
CiMi
−1
Ci
T
(1.52)
3. calcul de l’accélération liée pour chaque sous-domaine Ωi i ∈ {1, 2} :
u¨
i,liee
n+1 = M
i−1Kiu
i,p
n+1 (1.53)
4. correction des évolutions du problème global :
u¨in+1 = u¨
i,libre
n+1 + u¨
i,liee
n+1
u˙in+1 = u˙
i,libre
n+1 + γ
i∆tu¨i,lieen+1
uin+1 = u
i,libre
n+1 + β
i∆t2u¨i,lieen+1
(1.54)
Dans le cas où p > 1 soit ∆t1 > ∆t2, deux algorithmes différents sont possibles. Le
premier, celui décrit dans [Combescure et Gravouil, 2002] (voir FIG.1.10a), calcule l’évo-
lution libre du sous-domaine Ω1 associé à ∆t1 puis calcule l’évolution libre du domaine
Ω2. La correction de Ω2 est calculée à la volée sur chaque pas de temps fin ∆t2, jusqu’à
atteindre le pas de temps grossier et corriger l’évolution Ω1. Cependant, cette démarche
est dissipative et coûteuse, car elle nécessite de résoudre un problème aux interfaces à
chaque pas de temps fin.
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tn
tn+1
Ω1 Ω2
∆t
tn+ 1
p
tn+ 2
p
tn+ k
p
(a) Correction à la volée
tn
tn+1
Ω1 Ω2
∆t
tn+ 1
p
tn+ 2
p
tn+ k
p
(b) Correction a posteriori
FIGURE 1.10 – Illustration des algorithmes de résolution multipas de temps [Prakash et
Hjelmstad, 2004]
Un second algorithme, développé dans [Prakash et Hjelmstad, 2004] (voir FIG.1.10b),
propose de calculer les évolutions libres des sous-domaines sur un pas de temps grossier
∆t1, ce qui nécessite de calculer l’évolution libre du sous-domaine Ω2 sur les p pas de
temps fins ∆t2. Le problème aux interfaces est alors résolu uniquement sur le pas de
temps grossier, une correction est ensuite déduite pour corriger l’évolution sur les pas
de temps fins de Ω2. Cette démarche, en plus de réduire le nombre de résolutions de
problèmes d’interface, présente l’avantage d’être conservative en énergie.
Les deux algorithmes présentés précédemment reposent sur des comportements élas-
tiques, le passage à des comportements non-linéaires peut être coûteux et nécessiter de
mettre en place un processus itératif sur chaque pas de temps grossier.
1.4.4 Bilan
Différents algorithmes de résolution multi-échelles en temps dont l’objectif commun
est la réduction des coûts de calcul imposés par l’échelle temporelle ont été présentés.
Deux stratégies distinctes se dégagent : la première consiste à définir des échelles tem-
porelles micro et macro différentes dans différents sous-domaines de Ω (sections 1.4.2 et
1.4.3) ; la seconde propose de traiter en parallèle ces deux échelles temporelles micro et
macro sur l’ensemble du problème (section 1.4.1). Cependant, aucune de ces méthodes
ne permet de traiter les incompatibilités inhérentes à l’utilisation de deux échelles telles
que les phénomènes de réflexion d’onde.
2 Dissipation des ondes élastiques
Le problème de réflexions parasites d’ondes élastiques sur un problème résolu avec
maillage non uniforme n’est pas récent [Baz˘ant, 1978]. Ces réflexions se produisent prin-
cipalement pour de petites longueurs d’onde, mais un faible écart dans le pas de discréti-
sation (10%, [Baz˘ant, 1978]) suffit à les faire apparaître. Dans les sections suivantes sont
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présentées différentes méthodes permettant d’éviter ces réflexions parasites par l’ajout
d’un effet dissipatif au modèle.
2.1 Dissipation par le schéma d’intégration
2.1.1 Schémas de Newmark
Les schémas de Newmark reposent sur une discrétisation régulière de l’intervalle tem-
porel [0, T ]. Soit une suite de N + 1 instants séparés d’un pas de temps ∆t, telle que :
t0 = 0, t1 = ∆t, ..., tn = n∆t, . . . , tN = N∆t = T (1.55)
Ainsi, au lieu d’évaluer les grandeurs du problème à chaque instant t ∈ [1, T ], elles sont
évaluées de façon discrète aux instants tn = n∆t avec n ∈ {0, ..., N}. On note alors :
x(tn) = xn ∀n ∈ {0, ...N} (1.56)
L’objectif de la discrétisation temporelle est de pouvoir déterminer les grandeurs à l’ins-
tant n + 1 à partir des grandeurs connues à l’instant n. À l’instant t = 0, les conditions
initiales en vitesse et en déplacement du problème permettent d’initier l’algorithme de
résolution. L’équation du mouvement d’un problème élastodynamique (1.2), une fois dis-
crétisé en temps s’écrit :
Mu¨n+1 +Du˙n+1 +Kun+1 = fn+1 (1.57)
auquel est adjoint un schéma d’intégration de type Newmark défini par les deux relations
suivantes :
un+1 = un +∆tu˙n +
∆t2
2
((1− 2β) u¨n + 2βu¨n+1) (1.58)
u˙n+1 = u˙n +∆t ((1− γ) u¨n + γu¨n+1) (1.59)
où β et γ sont deux paramètres tels que 0 6 β 6 1
2
, 0 6 γ 6 1.
L’algorithme associé à (1.57), (1.58) et (1.59) permet d’obtenir une précision du
deuxième ordre. Sa stabilité dépend de la valeur des paramètres β et γ :
– si γ < 1
2
, il est instable ;
– si γ > 1
2
et 2β − γ < 0, il est conditionnellement stable ;
– si γ > 1
2
et 2β − γ > 0, il est inconditionnellement stable.
On trouvera plus de détails sur l’établissement de ces critères dans [Bonnet et Frangi,
2007]. Parmi ces derniers, si γ > 1
2
et 2β > γ, le schéma obtenu est dit “dissipatif»,’
car il diminue à chaque pas de temps l’énergie du système. Cet effet peut être recherché,
car la plupart des applications en dynamique des structures cherchent principalement la
réponse des premiers modes (basses fréquences) [Hilber et al., 1977]. De ce fait, utiliser
un schéma temporel qui dissipe les hautes fréquences est plutôt un avantage. Il est alors
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possible d’optimiser la dissipation des hautes fréquences [Krenk et Høgsberg, 2005] en
choisissant les paramètres β et γ selon la règle suivante :
γ =
1
2
+ α, β =
1
4
(1 + α)2 et α > 0 (1.60)
où le paramètre α permet de piloter la dissipation du schéma.
En plus d’être inconditionnellement stable, le rayon spectral de l’algorithme décroit
lorsque la fréquence augmente ce qui permet de contrôler la gamme de fréquences filtrées.
Ainsi pour les basses fréquences, l’erreur introduite reste limitée pour de faibles valeurs du
paramètre α, tout en permettant une bonne dissipation des hautes fréquences. Cependant
cette démarche repose sur l’utilisation de schémas d’intégration implicites qui peuvent
alourdir les coûts de calcul à chaque pas de temps.
2.1.2 Méthodes α
L’objectif des méthodes α est de contrôler la dissipation numérique due à l’utilisation
d’un schéma de Newmark dissipatif. Elles permettent ainsi de maintenir l’effet dissipatif
sur les hautes fréquences tout en minimisant l’atténuation des basses fréquences [Hilber
et al., 1977]. La méthode α-généralisée détaillée par la suite fait partie de ces méthodes.
Introduite dans [Chung et Hulbert, 1993], elle propose de définir un cadre commun et
plus général aux méthodes α-HHT et α-WBZ de [Hilber et al., 1977] et [Wood et al.,
1980].
La méthode α-généralisée, dans le cadre d’un problème élastodynamique discrétisé
en espace et en temps, repose sur l’algorithme suivant :
Mu¨n+1−αm +Du˙n+1−αf +Kun+1−αf = fn+1−αf (1.61)
un+1 = un +∆tu˙n +
∆t2
2
((1− 2β) u¨n + 2βu¨n+1) (1.62)
u˙n+1 = u˙n +∆t ((1− γ) u¨n + γu¨n+1) (1.63)
avec
un+1−αf = (1− αf )un+1 + αfun (1.64)
u˙n+1−αf = (1− αf ) u˙n+1 + αf u˙n (1.65)
u¨n+1−αm = (1− αm) u¨n+1 + αmu¨n (1.66)
fn+1−αf = f(tn+1 − αfdt) (1.67)
où n ∈ [1, ..., N ],N étant le nombre de pas de temps du problème. Les conditions initiales
suivantes s’ajoutent :
u0 = u(0), u˙0 = v(0) et u¨0 = M
−1 (f(0)−Cv(0)−Ku(0)) (1.68)
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La méthode α-généralisée est ainsi pilotée par les paramètres β et γ du schéma
de Newmark ainsi que par les paramètres αm et αf propres à la méthode. Dans le cas
particulier où αm = αf = 0, l’expression classique du schéma de Newmark définie
dans la section précédente réapparaît. Deux autres cas particuliers : αm = 0 et αf = 0
correspondent respectivement à la méthode α-HHT et à la méthode α-WBZ. Le principal
enjeu consiste donc à établir le meilleur choix de paramètres (β, γ, αm, αf ) permettant
de maximiser les dissipations des hautes fréquences et de minimiser celles des basses
fréquences, tout en s’assurant de la précision et de la stabilité de l’algorithme.
Une analyse approfondie de l’algorithme par décomposition du problème sur la base
modale du problème élastodynamique permet de définir les conditions de précision et de
stabilité de la méthode. L’algorithme est précis à l’ordre 2 sous la condition :
γ =
1
2
− αm + αf (1.69)
et il y a stabilité inconditionnelle si :
αm 6 αf 6
1
2
, β >
1
4
+
1
2
(αf − αm) (1.70)
Le rayon spectral de la méthode permet de mesurer la dissipation numérique de la mé-
thode [Chung et Hulbert, 1993]. L’objectif est de maintenir un rayon spectral proche de
l’unité pour les basses fréquences tout en le diminuant pour les hautes fréquences. Ceci
est vérifié sous la condition :
β =
1
4
(1− αm + αf )
2 (1.71)
De plus, il apparaît que la dissipation des basses fréquences est minimisée si :
αf =
αm + 1
3
(1.72)
La méthode α-généralisée permet d’optimiser la dissipation numérique due à l’utili-
sation des schémas de Newmark sans pour autant complexifier outre mesure l’algorithme
de résolution (voir [Farhat et al., 1995] pour une illustration sur des exemples linéaires et
non-linéaires). Cependant, il est ici aussi nécessaire d’employer des schémas d’intégration
implicites qui peuvent être coûteux en calcul.
2.1.3 Filtre linéaire du premier ordre
Pour optimiser l’utilisation des schémas Newmark afin de dissiper les hautes fré-
quences, il est possible de rajouter une dissipation numérique négative pour les basses
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fréquences [Krenk et Høgsberg, 2005]. Cet effet peut être alors obtenu en ajoutant un
filtre linéaire reposant sur une variable d’état w(t). Cette nouvelle variable d’état est liée
au déplacement u(t) par une équation linéaire du premier ordre :
ν∆tw˙(t) +w(t) = ν∆tu˙(t) (1.73)
où ν est un paramètre adimensionné. Dans le domaine fréquentiel, (1.73) prend la forme
d’une fonction de transfert :
w = H(ω)u(t) avec H(ω) =
iν∆tω
1 + iν∆tω
(1.74)
Ainsi pour les basses fréquences on obtient w ≈ ν∆tu˙ tandis que pour les hautes fré-
quencesw ≈ u. La variable d’étatw, de même dimension que le déplacement, est insérée
dans l’équation du mouvement de façon à générer une dissipation négative, telle que :
Mu¨(t) +Du˙(t) +Ku(t)− (ν∆t)−1Bw(t) = f(t) (1.75)
avec B une matrice pouvant être définie à partir de la matrice de masse M ou de raideur
K. Par la suite, le cas particulier où B = α∆tK est considéré. Après discrétisation en
temps des équations (1.73) et (1.75), le problème peut s’écrire sous la forme d’une unique
équation faisant disparaître la variable d’état w :
(
1
2
+ ν
)
Mu¨n+1 +
(
1
2
+ ν
)
Cu˙n+1 +
(
1
2
+ ν − α
)
Kun+1 +
(
1
2
+ ν
)
fn+1
= −
(
1
2
− ν
)
Mu¨n −
(
1
2
− ν
)
Cu˙n −
(
1
2
− ν + α
)
Kun+1 +
(
1
2
− ν
)
fn (1.76)
Ici aussi la démarche permet de retrouver la méthode α-HHT [Hilber et al., 1977] en
posant ν = 1
2
, et la méthode α-WBZ [Wood et al., 1980] en posant α = ν − 1
2
. La
différence avec la méthode α-généralisée est alors la pondération affectée au chargement
extérieur. Les paramètres optimaux qui assurent la stabilité, la précision et les meilleures
performances en terme de dissipation sont donc les mêmes que ceux identifiés dans la
méthode α-généralisée, soit sous ce nouveau formalisme :
γ =
1
2
+ α, β =
1
4
(1 + α)2 et ν =
3
2
α (1.77)
où le paramètre α permet de contrôler la dissipation de l’algorithme obtenu.
Le filtre linéaire du premier ordre est sensiblement similaire à la méthode α-
généralisée. Il offre néanmoins quelques libertés quant au choix de l’opérateur D mais
nécessite toujours d’avoir recours à un schéma d’intégration implicite.
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2.1.4 Bilan
Plusieurs méthodes permettant de dissiper de façon plus ou moins efficace les hautes
fréquences ont été identifiées. Cependant elles reposent toutes sur l’utilisation de schémas
d’intégration de type Newmark implicites. Ainsi, le phénomène dissipatif est d’autant
plus efficace que le pas de temps est grand. Plusieurs difficultés demeurent, d’une part le
schéma n’est pas explicite, d’autre part pour que l’effet dissipatif soit limité à un sous-
domaine du problème, il est nécessaire d’utiliser des schémas d’intégration différents pour
chaque sous-domaine.
2.2 Conditions de frontières absorbantes
Dans de nombreux problèmes de Mécanique, le domaine n’est pas borné (acoustique,
écoulement de fluide,..), or pour les besoins de la simulation, il est nécessaire d’utiliser
un domaine fini. L’introduction de frontières numériques peut alors polluer la simulation
en générant des réflexions artificielles au niveau de ces interfaces. Nous revenons ici sur
plusieurs conditions de frontières absorbantes qui permettent de simuler le comportement
d’un milieu infini.
2.2.1 Conditions limites absorbantes
Les conditions limites absorbantes (CLA) définissent une classe de conditions limites
qui remplacent les conditions limites classiques de types Neuman :
∂u
∂x
= fn(t) sur ∂nΩ (1.78)
ou Dirichlet :
u = fd(t) sur ∂dΩ (1.79)
Elles ont été introduites dans [Engquist et Majda, 1977] avec pour objectif de simuler le
comportement d’un milieu infini pour l’équation des ondes. Les CLA sont employées sur
les frontières du domaine, notées ∂claΩ, de façon à simuler un milieu infini et d’éviter ces
réflexions parasites. L’équation des ondes en 2D s’écrit (célérité c = 1) :
∂2u
∂t2
−
∂2u
∂x2
−
∂2u
∂y2
= 0 dans Ω (1.80)
ce qui donne une solution homogène de la forme :
u = Uei
√
ω2−k2x+ωt+ky (1.81)
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Ωsimul
∂Ω
∂ΩCLA
0 X
Y
Ly
Lx
FIGURE 1.11 – Définition du domaine Ωsimul et de ∂ΩCLA
Soit Ω un domaine infini tel que tout point M(X, Y ) appartient à Ω si X < Lx et
0 < Y < Ly. Pour les besoins de la simulation, le modèle est uniquement défini sur
Ωsimul (voir FIG.1.11) tel que M(X, Y ) appartient à Ωsimul si M ∈ Ω et X > 0. Il est
donc nécessaire de définir une frontière absorbante sur ∂Ωcla en X = 0. La propriété
suivante doit donc être vérifiée :
∂u
∂x
− iω
√
1−
(
k
ω
)2
u = 0 sur ∂Ωcla (1.82)
Pour développer une condition limite absorbante, il suffit d’utiliser un développement
limité du terme
√
1−
(
k
ω
)2
[Engquist et Majda, 1977] à l’ordre 1 ou 2 de l’équation
(1.82), soit :
∂u
∂x
− iωu = 0 (1er ordre) (1.83)
∂u
∂x
− iω
(
1 +
1
2
(
k
ω
)2)
u = 0 (2e ordre) (1.84)
En notant que iω ⇔ ∂
∂t
et ik ⇔ ∂
∂y
, les deux premières CLA définies sur ∂Ωcla s’écrivent :
∂u
∂x
−
∂u
∂t
= 0 (1er ordre) (1.85)
∂2u
∂x∂t
−
∂2u
∂t∂t
+
1
2
∂2u
∂y2
= 0 (2e ordre) (1.86)
Des ordres plus élevés peuvent être obtenus en augmentant l’ordre du développement
limité associé au terme
√
1−
(
k
ω
)2
. Cependant ce type de condition limite appliqué aux
problèmes élastodynamiques en complique la résolution, et ce, d’autant plus que l’ordre
recherché est élevé. Il est également complexe de démontrer la stabilité d’un schéma in-
corporant des CLA, en particulier sous sa version discrétisée en espace [Chalindar, 1987].
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2.2.2 Perfectly Matched Layer
La Perfectly Matched Layer (PML) a été développée dans [Berenger, 1994] sur des
problèmes d’électromagnétisme. Elle définit une condition de frontière absorbante qui
permet de simuler un milieu infini avec un modèle écrit sur un milieu fini.
Ωsimul
∂Ω
0 X
Y
Ly
Lx
ΩPML
−LPML
FIGURE 1.12 – Définition de ΩPML
Au contraire des CLA qui sont définies sur une surface, la PML est définie sur un
volume. La FIG.1.12 reprend le même exemple que précédemment en remplaçant la
CLA par une PML de longueur LPML. Son objectif est toujours d’éviter les réflexions
parasites en absorbant les ondes incidentes. La méthode a montré son efficacité sur des
cas 2D avec des taux de réflexion inférieurs à 1% pour des angles d’incidence allant
jusqu’à 45˚ [Berenger, 1994].
Par la suite le principe de la PML a été étendu à d’autres types de modèles tels que
l’équation d’Euler [Hu, 2001] et en élastodynamique dans [Chew et Liu, 1996]. Le déve-
loppement de la PML dans ce cadre est décrit succinctement dans ce qui suit. L’équation
du mouvement d’un problème d’élastodynamique s’écrit :
ρ
∂2u
∂t2
=
∂
∂x
.
(
K :
∂u
∂x
)
(1.87)
La transformée de Fourier est appliquée à l’équation (1.87). En posant F (u(x, t)) =
uˆ(x, ω), l’équation (1.87) devient :
ρ(iω)2uˆ =
∂
∂x
.
(
K :
∂uˆ
∂x
)
(1.88)
Afin d’obtenir la nouvelle équation du mouvement qui va permettre d’introduire un
aspect dissipatif dans le modèle, les coordonnées spatiales du problème sont converties
en coordonnées spatiales complexes par l’opération suivante :
∂x→
(
1 +
f(x)
−iω
)
∂x (1.89)
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où f(x) est la fonction d’amortissement associée à la PML. En injectant (1.89) dans
(1.88), on obtient :
ρ(iω)2
(
1 +
f(x)
−iω
)2
uˆ =
∂
∂x
.
(
K :
∂uˆ
∂x
)
(1.90)
En appliquant la transformée de Fourier inverse à (1.90), la nouvelle expression de l’équa-
tion du mouvement avec la PML apparaît :
ρ
∂2u
∂t2
+ 2ρf(x)
∂u
∂t
+ ρ (f(x))2 u =
∂
∂x
.
(
K :
∂u
∂x
)
(1.91)
À partir de (1.91) et en appliquant une discrétisation par éléments finis avec des fonc-
tions de forme linéaires (voir Annexe B), l’équation du mouvement qui régit le modèle
discrétisé devient :
Mu¨+ 2Mf u˙+Mf2u = −Ku (1.92)
avec M et K les matrices de masse et de raideur ; Mf et Mf2 les matrices de masse
pondérées par les fonctions f(x) et f(x)2 ; u, u˙ et u¨ les vecteurs de position, de vitesse
et d’accélération.
Hors de la zone PML, f(x) = 0 ce qui implique que l’équation (1.91) est alors équi-
valente à (1.87). Il est donc possible de localiser la PML sur un volume fini. Le facteur
d’amortissement f(x) tel qu’il apparaît dans [Berenger, 1994] suit une loi de la forme :
f(x) = f0
(x
L
)n
(1.93)
où L représente l’épaisseur de la PML. Dans [Collino et Tsogka, 2001], f(x) est de forme
quadratique (n = 2). f0 est alors défini par la relation suivante :
f0 = log
(
1
R
)
3cL
2L
(1.94)
où cL est la célérité de l’onde longitudinale etR un paramètre, variant entre 0 et 1, qui fixe
le taux de réflexion théorique de la PML. Pour minimiser les réflexions, il faut choisir R
le plus proche possible de zéro. La PML montre également de bons résultats en terme de
réduction des réflexions, sur des problèmes élastodynamiques hétérogènes ou anisotropes
[Collino et Tsogka, 2001].
2.2.3 Bilan
La Perfectly Matched Layer et les CLA sont deux conditions de frontière absorbante
très efficaces qui permettent de dissiper tous les phénomènes, aussi bien micro que ma-
cro, qui les atteignent. Cependant, notre objectif est de définir une zone intermédiaire
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(surfacique ou volumique) entre les domaines micro et macro qui est absorbante pour les
phénomènes micro mais qui reste perméable aux phénomènes macro. La Perfectly Mat-
ched Layer et les CLA ne sont donc pas, sous cette forme, des réponses adaptées à notre
problématique.
3 Bilan du chapitre
Aucune des méthodes présentées ici ne permet d’aborder simultanément les difficul-
tés inhérentes au couplage de modèles aux comportements différents en évitant les phé-
nomènes de réflexions parasites aux interfaces. Par la suite nous décidons de traiter sé-
parément la difficulté due au passage d’un comportement non-local à un comportement
local de celle due au passage d’un modèle à une échelle micro à un modèle à une échelle
macro. Pour cela, un modèle intermédiaire discret local est introduit. Le Chapitre suivant
présente ainsi comment définir ce modèle discret local à partir d’une approximation de
type Quasi-Continuum et comment traiter l’incompatibilité de type local/nonlocal (voir la
FIG.2).
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Chapitre 2
Incompatibilités aux interfaces entre
modèles discrets local et non-local
Dans ce chapitre, de nouvelles approches sont proposées pour
résoudre les problèmes d’incompatibilités entre modèles dis-
crets local et non-local. Celles-ci sont ensuite exploitées sur
des cas statiques et dynamiques 1D ou 2D afin d’évaluer leurs
performances.
Sommaire
1 Formulation de la méthode Quasi-Continuum . . . . . . . . . . . . . . . 39
1.1 Modèle de référence . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.2 Approximation (Quasi-Continuum) locale . . . . . . . . . . . . . . 40
1.3 La méthode Quasi-Non-Locale . . . . . . . . . . . . . . . . . . . . 42
2 Formulation de type Quasi-Continuum consistante . . . . . . . . . . . . 44
2.1 Approximation de l’énergie géométriquement consistante . . . . . 44
2.2 Cas des interfaces planes . . . . . . . . . . . . . . . . . . . . . . . 46
2.3 Cas des interfaces présentant des coins . . . . . . . . . . . . . . . 49
2.4 Applications numériques en statique . . . . . . . . . . . . . . . . . 52
3 Estimation d’erreur locale . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.1 Définition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2 Illustration en 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
3.3 Illustration en 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4 Étude comparative en dynamique transitoire . . . . . . . . . . . . . . . 64
4.1 Transmission d’ondes du domaine non-local vers le domaine local . 65
4.2 Transmission d’ondes du domaine local vers le domaine non-local . 66
5 Bilan du chapitre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
Formulation de la méthode Quasi-Continuum 39
1 Formulation de la méthode Quasi-Continuum
1.1 Modèle de référence
Dans le but de définir une démarche générale pour traiter des incompatibilités de type
local/non-local, les développements théoriques sont basés sur un modèle de référence le
plus générique possible. Ce modèle repose sur une représentation discrète du matériau
(on parlera de modèle particulaire) à laquelle on adjoint un nombre restreint d’hypothèses.
Soit N le nombre de particules qui occupent, dans la configuration de référence, un
réseau de Bravais de dimension d (d=1, 2, ou 3) et J l’ensemble défini par ces particules.
La positionXi ∈ Rd de la particule i dans la configuration de référence s’écrit alors :
Xi =
d∑
l=1
Aliel avec
(
A1i , . . . , A
d
i
)
∈ Zd (2.1)
où {el}l=1,...,d sont connus comme les vecteurs de base qui forment une famille libre de
R
d.
Soit xi la position de la particule i dans la configuration courante. On note Ee ({xj})
l’énergie interne du modèle, associée aux interactions entre particules. L’énergie Ee
s’écrit comme la somme de potentiels de paire, telle que :
Ee =
N∑
i=1
Eei ({xj}) ; E
e
i =
1
2
∑
j 6=i
φeij (r
e
i (j)) ; r
e
i (j) = xj − xi (2.2)
où le terme Eei ({xj}) traduit l’énergie associée à la i-ième particule et où le potentiel de
paire φeij (r
e
i (j)) représente l’énergie d’interaction entre les particules i et j.
L’aspect non-local du modèle particulaire est dû à la taille du domaine d’interaction
Ji associé à chaque particule i. Ainsi chaque particule peut interagir non seulement avec
les particules les plus proches, mais également avec d’autres particules beaucoup plus
éloignées. Cependant, au-delà d’une certaine distance, il est courant de négliger l’in-
fluence des autres particules et de considérer un domaine d’interaction fini. Dans d’autres
contextes, le matériau impose directement la taille du domaine d’interaction : la longueur
des fibres au sein d’un matériau composite par exemple. L’énergie Eei associée à la i-ième
particule s’écrit alors :
Eei =
1
2
∑
j 6=i
φeij(r
e
i (j))
∼=
1
2
∑
j∈Ji
φeij(r
e
i (j)) (2.3)
La forme du domaine d’interaction Ji n’a que peu d’influence, elle peut être sphé-
rique, cubique ou quelconque, pourvu qu’elle soit identique pour chaque particule. Afin
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de simplifier les illustrations, on considère un domaine d’interaction sphérique (circulaire
si d = 2, voir la FIG.2.1) caractérisé par un rayon de coupure rc :
Ji = {j 6= i tel que |xj − xi| = |r
e
i (j)| 6 rc} (2.4)
i
rc
(a) 1ers voisins
i
rc
(b) 2es voisins
i
rc
(c) 8es voisins
FIGURE 2.1 – Exemples de domaine d’interaction Ji
Finalement, la force fi agissant sur la particule i due aux interactions avec les parti-
cules de Ji est donnée par :
fi = −
∂Ee
∂xi
({xj}) = −
N∑
k=1
1
2
∑
j∈Jk
∂φekj
∂xi
(2.5)
et en supposant que la configuration de référence est un état naturel :
fi = −
∂Ee
∂Xi
({Xj}) = 0 (2.6)
Remarques :
– lorsque rc n’englobe que les premiers voisins d’une particule (FIG.2.1a), on parlera
d’un modèle local ;
– l’exposant e, annoté aux quantités précédemment définies, signifie exact.
1.2 Approximation (Quasi-Continuum) locale
{ri(j)}(i,j)∈J×J représente l’ensemble des schémas de reconstruction donnant la po-
sition relative d’une particule j par rapport à une particule i en utilisant la position de cer-
taines particules de Ji. Nous notons Ji(j) ce sous-ensemble de particules (card(Ji(j)) ≥
d). Par définition, le schéma de reconstruction satisfait :
ri(j) = ri(j)
(
xi, {xl}l∈Ji(j)
)
tel que ri(j)
(
Xi, {Xl}l∈Ji(j)
)
= Rij (2.7)
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avecRij = Xj −Xi. Les reconstructions linéaires sont des cas classiques qui utilisent la
position de d particules (card(Ji(j)) = d, voir FIG.2.2) :
ri(j) =
∑
l∈Ji(j)
αli(j) (xl − xi) =
∑
l∈Ji(j)
αli(j)r
e
i (l) (2.8)
où les coefficients
{
αli(j)
}
sont définis par (2.7) et ne dépendent que de la géométrie du
réseau de Bravais.
i
j
l1
l2
ri(j)
r
e
i (l1)
r
e
i (l2)
(a) Reconstruction avec les 1ers voisins
i
j
ri(j)
l2l1
r
e
i (l1)
r
e
i (l2)
(b) Reconstruction avec des voisins quelconques
FIGURE 2.2 – Exemples de schéma de reconstruction
Le principe de l’approximation locale est de remplacer, dans l’expression de l’énergie
Ei, les interactions au-delà des premiers voisins par des interactions avec les premiers
voisins en utilisant un schéma de reconstruction linéaire rL. Celui-ci n’implique que la
position relative des premiers voisins (voir FIG.2.1a), nous avons alors :
ELi = E
e
i
({
rLi (j)
})
=
1
2
∑
j∈Ji
φeij
(
rLi (j)
)
(2.9)
L’idée sous-jacente est de considérer que Eei ≈ E
L
i pour peu que les déformations du
domaine soient suffisamment homogènes. Nous espérons ainsi que le comportement du
modèle particulaire puisse être aussi bien représenté par ces particules dont l’énergie est
définie par ELi . Du fait de l’utilisation du schéma de reconstruction r
L
i (j), cette énergie
ne définit que des interactions avec les premiers voisins, le modèle particulaire devient
alors plus “local”. Ces particules sont par la suite définies comme des particules locales.
Remarque :
– si j est un premier voisin de i alors rLi (j) = r
e
i (j) = xj − xi ;
– l’exposant L, annoté aux quantités précédemment définies, signifie local.
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1.3 La méthode Quasi-Non-Locale
La méthode Quasi-Continuum (QC) (que l’on retrouve également sous le nom d’ap-
proximation QC sur l’énergie [Tadmor et al., 1996, Shenoy et al., 1999]) permet de tran-
siter d’un modèle particulaire non-local dans une partie du domaine d’étude à un modèle
particulaire local dans le reste du domaine. Il s’agit ainsi d’utiliser l’expression Eei de
l’énergie dans le premier cas et ELi dans le second. L’approximation QC de l’énergie
interne issue de (2.2) s’écrit :
EQC =
∑
i∈Je
Eei +
∑
i∈J\Je
ELi (2.10)
où Je est l’ensemble des particules du domaine non-local et J \ Je représente les
particules du domaine local.
L’objectif de la méthode QC est de conserver la précision d’un modèle complè-
tement non-local en ne l’utilisant que sur les zones d’intérêt, près d’un défaut ou
d’un chargement local par exemple. Dans le reste du modèle, là où les gradients de
déformation sont faibles, l’approximation QC locale est alors employée. Cependant,
il est connu [Shenoy et al., 1999, Shimokawa et al., 2004] que cette méthode génère
des discontinuités au niveau des interfaces (présence de “forces fantômes”, voir FIG.2.9a).
Pour pallier à ce problème, il est proposé dans [Shimokawa et al., 2004] d’introduire
un nouveau type de particule dite quasi-non-locale à l’interface entre les domaines local
et non-local. Un nouveau schéma de reconstruction rQi (j) y est associé :
∀i ∈ Jq, r
Q
i (j) =
{
rLi (j) if j ∈ Jl
rei (j) if j ∈ Je ∪ Jq
(2.11)
où Je, Jq, et Jl = J \ (Je ∪ Jb) définissent respectivement les domaines des particules
non-locales, quasi-non-locales, et locales (FIG.2.3).
Jl
Jq
Je
FIGURE 2.3 – Représentation de la zone de transition avec l’approximation QNL
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L’approximation QNL de l’énergie interne (2.2) s’écrit alors :
EQNL =
∑
i∈Je
Eei +
∑
i∈Jl
ELi +
∑
i∈Jq
EQi ; E
Q
i = E
e
i
({
r
Q
i (j)
})
=
1
2
∑
j∈Ji
φeij
(
r
Q
i (j)
)
(2.12)
ou sous une forme plus compacte :
EQNL =
∑
i∈J
Eei ({ri(j)}) =
∑
i∈J
1
2
∑
j∈Ji
φeij (ri(j)) avec ri(j) =


rei (j) si i ∈ Je
rLi (j) si i ∈ Jl
r
Q
i (j) si i ∈ Jq
(2.13)
Une condition générale permettant de vérifier si l’approximation est précise au pre-
mier ordre (déformation uniforme) au niveau des interfaces locales/non-locales, et donc
sans “forces fantômes”, a été proposée dans [Weinan et al., 2006]. Cette condition de
consistance géométrique s’écrit :
∀k, n,m,
∑
|Rij| = Rn
Rij//τm
sgn (Rij · τm)
∂ri(j)
∂xk
= 0 (2.14)
où Rn (resp. τm) sont les longueurs (resp. directions) associées au réseau de Bravais. Il
apparaît de façon assez évidente que l’approximation QC (2.10) respecte la condition de
consistance géométrique (2.14) si et seulement si J = Je ou J = Jl. Dans le cas de
l’approximation QNL (2.12), la condition de (2.14) n’est plus vérifiée dès que le rayon
de coupure rc dépasse la deuxième couche de voisins.
Un schéma de reconstruction hybride a été développé dans [Weinan et al., 2006] pour
les particules de Jq. Il repose sur une combinaison linéaire des deux autres schémas de
reconstruction :
∀i ∈ Jq, r
Q
i (j) = Ci(j)r
e
i (j) + (1− Ci(j))r
L
i (j) (2.15)
où les coefficients {Ci(j)} sont solutions du système linéaire d’équations issu de
la condition de consistance géométrique (2.14). L’épaisseur de Jq n’est pas définie
explicitement, mais il ressort des exemples traités qu’elle doit être au moins égale à deux
fois le rayon de coupure rc. De plus, le système d’équations linéaires est sous-déterminé
et la solution proposée dans [Weinan et al., 2006] satisfait la condition de consistance
géométrique uniquement dans le cas d’interfaces droites.
Remarque : la définition de rQi (j) de (2.15) inclut celle de (2.11) comme cas particulier
où les coefficients {Ci(j)} ont été choisis égaux à 0 ou 1.
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2 Formulation de type Quasi-Continuum consistante
2.1 Approximation de l’énergie géométriquement consistante
Dans le but de définir de nouvelles approximations sur l’énergie qui soient consis-
tantes, un nouveau point de vue est adopté. Au lieu d’utiliser une combinaison linéaire
de P schémas de reconstruction {rp}p=1,...,P , qui permette de déterminer un schéma qui
respecte la condition (2.14), nous considérons une combinaison linéaire d’approximation
de l’énergie associée à chaque schéma de reconstruction :
EQC =
1
2
∑
i∈J
∑
j∈Ji
φQCij avec φ
QC
ij =
P∑
p=1
ωpi (j)φ
e
ij (r
p
i (j)) (2.16)
Les coefficients ωpi (j), d’indices (i, j, p) ∈ J ×J × [1, P ], sont une combinaison de
scalaires positifs à déterminer. Cette nouvelle approximation offre une plus grande
flexibilité dans la répartition de l’énergie, ce qui a un impact significatif sur la solution
approchée de problèmes de dynamique [Marchais et al., 2014].
Définition : Une approximation de l’énergie (2.16) est géométriquement consistante
si :
∀k, n,m,
∑
|Rij| = Rn
Rij//τm
sgn (Rij.τm)
(
P∑
p=1
ωpi (j)
∂rpi (j)
∂xk
)
= 0 (2.17)
Cette condition ne dépend que de la géométrie du réseau. Ainsi, pour obtenir
une approximation de l’énergie géométriquement consistante utilisant P schémas de
reconstruction donnés, nous devons juste résoudre le système linéaire issu de (2.17) pour
définir les coefficients de pondération {ωp}p=1,...,P .
Corollaire : Si {ωp}p=1,...,P forme une partition de l’unité pour chaque paire de par-
ticules (i, j), c.-à-d. si
∑P
p=1 ω
p
i (j) = 1, le schéma de reconstruction :
ri(j) =
P∑
p=1
ωpi (j)r
p
i (j) (2.18)
respecte la condition de consistance géométrique de (2.14).
La preuve du corollaire précédent est évidente. Cela souligne que la condition de
consistance géométrique (2.14) proposée dans [Weinan et al., 2006] est un cas particulier
de la définition plus générale d’approximation de l’énergie géométriquement consistante
(2.17).
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Il est maintenant nécessaire de prouver qu’une approximation de l’énergie géométri-
quement consistante ne présente pas de “forces fantômes”.
Proposition : Une approximation de l’énergie géométriquement consistante satisfait
f
QC
k = −
∂EQC
∂xk
({xj}) = 0 sous l’hypothèse d’un champ de déformation uniforme
(xi = FXi,F constant).
Démonstration : En suivant la démarche donnée dans [Weinan et al., 2006] (proposition
4), on obtient :
−fQCk =
1
2
∑
i∈J
∑
j∈Ji
∂φQCij
∂xk
=
1
2
∑
i∈J
∑
j∈Ji
P∑
p=1
ωpi (j)
∂φeij
∂rij
∂rpi (j)
∂xk
=
1
2
∑
n,m
∑
|Rij| = Rn
Rij//τm
sgn (Rij.τm)
∂φeij
∂rij
(
sgn (Rij.τm)
P∑
p=1
ωpi (j)
∂rpi (j)
∂xk
)
(2.19)
À partir de la symétrie de l’énergie, pour un couple (n,m) donné, la quantité Bn,m =
sgn (Rij.τm)
∂φeij
∂rij
est indépendante de i et j sous l’hypothèse d’un champ de déformation
uniforme. L’équation (2.19) devient :
− fQCk =
1
2
∑
n,m
Bn,m
∑
|Rij| = Rn
Rij//τm
sgn (Rij.τm)
(
P∑
p=1
ωpi (j)
∂rpi (j)
∂xk
)
(2.20)
La condition (2.17) conclut la démonstration. 
Dans les sections suivantes, plusieurs exemples d’approximation de l’énergie géo-
métriquement consistante sont donnés. L’objectif est de définir des approximations
explicites, dans le sens où les paramètres ωpi (j) ne nécessitent pas de résoudre un
problème annexe. Avec ces schémas, la zone de transition entre les descriptions locale et
non-locale de l’énergie est explicitement définie et l’épaisseur de cette zone correspond à
la taille du rayon de coupure.
Remarque : bien qu’on ait φeij = φ
e
ji, en général on aura φ
QC
ij 6= φ
QC
ji .
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2.2 Cas des interfaces planes
Le cas d’une interface plane entre le domaine local et non-local est considéré. En
2D, cette interface relie des particules le long d’une ligne dirigée par un des vecteurs de
base {el}l=1,2 du réseau, ainsi chaque particule de l’interface est un premier voisin de
celle qui la précède ou la suit. Jl définit l’ensemble des particules du domaine local et Jq
celui des particules de l’interface. Dans le domaine non-local, on note Jq,nl l’ensemble
de particules “intermédiaires” ayant au moins une interaction avec une particule de Jl,
et Je l’ensemble complémentaire. Finalement l’union de ces ensembles disjoints vérifie
J = Jl ∪ Jq ∪ Jq,nl ∪ Je (voir FIG.2.4b, un exemple de configuration où rc définit des
interactions jusqu’au 8e voisin).
interface
(a) Définition de l’interface
r c
Jl
Jq
Je
Jq,nl
(b) Les quatre ensembles de particules
FIGURE 2.4 – Configuration dans le cas d’une interface plane en 2D
Chaque particule de Jl est définie au moyen de l’approximation locale de l’énergie
(similaire à (2.9)) telle que :
∀i ∈ Jl, E
QC
i =
1
2
∑
j∈Ji
φQCij avec φ
QC
ij = φ
e
ij(r
L
i (j)) ∀j ∈ J (2.21)
selon (2.16), P = 1, r1i (j) = r
L
i (j) et ω
1
i (j) = 1. Dans le cas des particules de Je, le
caractère non-local du comportement est préservé :
∀i ∈ Je, E
QC
i =
1
2
∑
j∈Ji
φQCij avec φ
QC
ij = φ
e
ij(r
e
i (j)) ∀j ∈ J (2.22)
Cette fois P = 1, r1i (j) = r
e
i (j) et ω
1
i (j) = 1. Les interactions entre particules non-locales
Jq ∪ Jq,nl ∪ Je gardent leur définition exacte, il faut donc que les particules de Jl et Je
respectent (2.17). Cela impose alors :
∀i ∈ Jq, E
QC
i =
1
2
∑
j∈Ji
φQCij avec


φQCij = φ
e
ij(r
L
i (j)) ∀j ∈ Jl
φQCij =
∑P
p=1 ω
p
i (j)φ
e
ij (r
p
i (j)) ∀j ∈ Jq
φQCij = φ
e
i,j(r
e
i (j)) ∀j ∈ Je ∪ Jq,nl
(2.23)
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et
∀i ∈ Jq,nl, E
QC
i =
1
2
∑
j∈Ji
φQCij avec


φQCij =
P∑
p=1
ωpi (j)φ
e
ij (r
p
i (j)) ∀j ∈ Jl
φQCij = φ
e
ij(r
e
i (j)) ∀j ∈ J \Jl
(2.24)
Ainsi, presque toutes les interactions sont décrites de façon explicite avec un unique co-
efficient de pondération fixé à 1. Seules les interactions φQCij avec (i, j) ∈ (Jq,Jq) ou
(i, j) ∈ (Jq,nl,Jl) ne sont pas définies. Dans le premier cas de figure d’interfaces planes,
il est possible de choisir indépendamment une description locale ou non-locale telle que :
φQCij = φ
e
ij (r
e
i (j)) ou φ
QC
ij = φ
e
ij
(
rLi (j)
)
∀(i, j) ∈ (Jq,Jq) (2.25)
Finalement, le TAB.2.1 résume les définitions de φQCij fixées. La dernière étape
consiste à définir les interactions φQCij avec (i, j) ∈ (Jq,nl,Jl) de sorte que les particules
de Jq ∪ Jq,nl respectent (2.17).
j ∈ Jl j ∈ Jq j ∈ Jq,nl j ∈ Je
i ∈ Jl φ
e
ij
(
rLi (j)
)
φeij
(
rLi (j)
)
φeij
(
rLi (j)
)
−
i ∈ Jq φ
e
ij
(
rLi (j)
)
φeij
(
rLi (j)
)
φeij (r
e
i (j)) φ
e
ij (r
e
i (j))
i ∈ Jq,nl
P∑
p=1
ωpi (j)φ
e
ij (r
p
i (j)) φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j))
i ∈ Je − φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j))
TABLE 2.1 – Bilan des hypothèses effectuées sur la définition de l’énergie d’interaction
φQCij
Remarque : les particules de Jq suivent une description de type Quasi-Non-Locale où
ri(j) = r
e
i (j) ou r
L
i (j).
2.2.1 Approximation avec conservation de l’énergie globale : NL2L
La première approximation utilise un nouveau schéma de reconstruction rqi (j), défini
ci-dessous, pour traiter les interactions φQCij avec (i, j) ∈ (Jb,nl,Jl). Il y a alors un seul
coefficient de pondération :
P∑
p=1
ωpi (j)φ
e
ij (r
p
i (j)) = ωi(j)φ
e
ij (r
p
i (j)) (2.26)
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
48 Incompatibilités aux interfaces entre modèles discrets local et non-local
Définition : rqi (j) est un schéma de reconstruction linéaire satisfaisant (2.7) tel que :
r
q
i (j) =
∑
l∈J qi (j)
αli(j) (xl − xi) =
∑
l∈J qi (j)
αli(j)r
e
i (l) (2.27)
avec J qi (j) ⊂ Ji ∩ Jq.
En 2D, ce sont les deux particules l1 et l2 qui sont premier voisin l’une de l’autre, tel
que (l1l2) intersecte ri(j) (voir FIG.2.5). Ainsi, il n’y a qu’un unique couple de particules
de Jq qui puisse être utilisé pour chaque vecteur ri(j) devant être reconstruit.
i
j
ri(j)
l1 l2
r
e
i (l1)
r
e
i (l2)
FIGURE 2.5 – Illustration du schéma de reconstruction rqi (j) par les particules l1 et l2
Proposition : L’approximation de l’énergie basée sur TAB.2.1 et (2.26) est géométri-
quement consistante si pour i ∈ Jb,nl et j ∈ Jl :
ωi(j) = −2
(
∂rqi (j)
∂xi
)−1
(2.28)
Démonstration : voir Annexe A. 
L’énergie est préservée localement pour toutes les particules i ∈ Ja ∪ Jb ∪ Jl. Seule
la partition de l’énergie des particules i ∈ Jq,nl est modifiée du fait du coefficient de
pondération ωi(j) qui peut être différent de 1. Le corollaire suivant montre des propriétés
de conservation de l’énergie.
Corollaire : Les définitions des interactions φQCij proposées conservent l’énergie le
long de la direction principale du réseau qui ne définit pas l’interface.
Démonstration : voir Annexe A. 
La démarche est similaire pour des problèmes 3D. L’interface est alors définie par
deux vecteurs de base du réseau et l’énergie se conserve le long du troisième.
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2.2.2 Approximation avec conservation de l’énergie locale : NL2L-loc
Le principe de cette seconde approximation est d’utiliser les deux schémas de recons-
truction rqi (j) et r
L
i (j) pour définir les interactions φ
QC
ij avec (i, j) ∈ (Jq,nl,Jl), tel que :
P∑
p=1
ωpi (j)φ
e
ij (r
p
i (j)) = ωi(j)φ
e
ij (r
q
i (j)) + (1− ωi(j))φ
e
ij
(
rLi (j)
)
(2.29)
Proposition : L’approximation de l’énergie basée sur TAB.2.1 et (2.29) est géométri-
quement consistante si pour i ∈ Jb,nl et j ∈ Jl :
ωi(j) = −
(
∂rqi (j)
∂xi
)−1
(2.30)
Démonstration : Ici aussi, il suffit de prouver que chaque particule de Jq,nl et Jq vérifie
la condition (2.17). La démarche consiste à suivre les mêmes arguments que ceux
développés pour l’approximation précédente. 
L’approximation NL2L-loc fait intervenir une partition de l’unité pour redéfinir l’éner-
gie d’interaction, cela implique donc que l’énergie se conserve localement sur chaque par-
ticule (contrairement au schéma NL2L). La répartition de l’énergie est différente entre les
approximations NL2L et NL2L-loc dans la zone de transition Jq,nl. Dans ce second cas, la
reconstruction ne fait pas intervenir que les particules de Jq mais également des premiers
voisins (voir FIG.2.6). Même si les deux approximations sont équivalentes en statique, de
par une distribution différente de l’énergie, leur comportement diffère en dynamique (voir
la Section 4).
i
jri(j)
r
e
i (l1) r
e
i (l2)
r
e
i (b1) r
e
i (b2)
FIGURE 2.6 – Illustration du schéma de reconstruction mixte rqi (j) et r
L
i (j)
2.3 Cas des interfaces présentant des coins
Deux interfaces planes connectant des premiers voisins sont considérées. Ces deux
interfaces se croisent et créent un coin comme illustré sur la FIG.2.7a. Cette situation doit
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pouvoir être prise en compte dans les approximations développées, car il est très probable
que les besoins de la simulation le nécessitent. Dans ce sens, Jq1 et Jq2 représentent res-
pectivement les ensembles de particules appartenant à la première et la seconde interface
plane. Jl1 et Jl2 représentent l’ensemble des particules du domaine local au-delà de la
première interface et l’ensemble des particules du domaine local au-delà de la seconde
interface (voir FIG.2.7b).
interface 1
interface 2
(a) Définition de l’interface
Jq2
Jq1
Jl1
Jl2
(b) Les quatre ensembles de particules
FIGURE 2.7 – Configuration dans le cas d’une interface présentant un angle
L’ensemble des particules du domaine local Jl vérifie Jl = Jl1 ∪ Jl2 avec
Jl1 ∩ Jl2 6= ∅. De même pour les particules d’interface Jq qui vérifie Jq = Jq1 ∪ Jq2
avec Jq1 ∩ Jq2 6= ∅.
L’objectif est alors d’étendre l’approximation NL2L définie pour une interface plane
à un cas où deux interfaces planes forment un coin. Les TAB.2.2 et 2.3 résument les hy-
pothèses de départ sur la définition des énergies d’interaction φQCij . Sous ces hypothèses,
les particules de Jl, Jq,nl et Je respectent la condition (2.17).
j ∈ Jl j ∈ Jq j ∈ Jq,nl j ∈ Je
i ∈ Jl φ
e
ij
(
rLi (j)
)
φeij
(
rLi (j)
)
φeij
(
rLi (j)
)
−
i ∈ Jq voir TAB.2.3 voir TAB.2.3 φeij (r
e
i (j)) φ
e
ij (r
e
i (j))
i ∈ Jq,nl −2
(
∂rqi (j)
∂xi
)−1
φeij (r
q
i (j)) φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j))
i ∈ Je − φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j)) φ
e
ij (r
e
i (j))
TABLE 2.2 – Approximation NL2L des termes φQCij dans le cas d’un coin (partie 1)
Seule l’approximation des particules de Jq doit être redéfinie afin de satisfaire
la condition (2.17). Deux nouveaux schémas de reconstruction rq1i (j) et r
q2
i (j) sont
introduits. Ils sont similaires à rqi (j), mais la reconstruction a été restreinte à l’utilisation
de particules de Jq1 et de Jq2 .
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
Formulation de type Quasi-Continuum consistante 51
j ∈ Jl1 ∪ Jq1 j ∈ Jl\Jl1 j ∈ Jq\Jq1
i ∈ Jq1\Jq2 φ
e
ij
(
rLi (j)
)
ωi(j)φ
e
ij (r
q2
i (j)) φ
e
ij (r
e
i (j))
j ∈ Jl2 ∪ Jq2 j ∈ Jl\Jl2 j ∈ Jq\Jq2
i ∈ Jq2\Jq1 φ
e
ij
(
rLi (j)
)
ωi(j)φ
e
ij (r
q1
i (j)) φ
e
ij (r
e
i (j))
j ∈ Jl ∪ Jq
i ∈ Jq2 ∩ Jq1 φ
e
ij
(
rLi (j)
)
TABLE 2.3 – Approximation NL2L des termes φQCij dans le cas d’un coin (partie 2)
Le cas des interfaces planes étant un cas particulier du cas des interfaces présentant
un coin, il est plus pratique d’introduire la nouvelle valeur de pondération ωi(j) associée
aux particules de Jq sous la forme :
ωi(j) = −2
(
∂rq2i (j)
∂xi
)−1
+ ωcorri (j) si (i, j) ∈ (Jq1\Jq2 ,Jl\Jl1) (2.31)
avec une expression similaire pour le cas des particules i ∈ Jq2\Jq1 en intervertissant les
indices 1 et 2.
Corolaire : L’approximation NL2L de l’énergie basée sur TAB.2.2, TAB.2.3 et (2.31)
est géométriquement consistante si elle respecte la condition suivante pour tout k ∈
Jb1 :
∀(n,m)\(|Rij| = Rn,Rij//τm)∑
j∈Jl\Jl1
sgn (Rkj · τm)ω
corr
k (j)
(
∂rb2k (j)
∂xk
)
+
∑
i∈Jq2\Jq1
∑
j∈Jl1
sgn (Rij · τm)ω
corr
i (j)
(
∂rb1i (j)
∂xk
)
=

 ∑
i∈Jl\Jl1
∑
j∈Jl1
sgn (Rij · τm)
(
−2
(
∂rq1i (j)
∂xi
)−1)(
∂rq1i (j)
∂xk
)
(∗)
(2.32)
Le terme (∗) est calculé sans considérer les reconstructions dues à la présence de
la seconde interface q2. Nous obtenons une condition similaire pour les particules
k ∈ Jq2 en intervertissant les indices 1 et 2.
Démonstration : voir annexe A. 
Dans une configuration avec un angle obtus en 2D et un réseau hexagonal, la cor-
rection ωcorri (j) est systématiquement nulle si le rayon de coupure inclut au plus les 8es
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voisins (rc ≤ 4r0). En effet, le second terme noté (∗) de (2.32) disparaît sous cette confi-
guration.
2.4 Applications numériques en statique
Plusieurs simulations numériques en 1D et 2D permettent de mettre en avant le gain
en terme de précision à proximité des interfaces locales/non-locales. L’objectif est de
comparer les approximations NL2L et NL2L-loc développées précédemment avec l’ap-
proximation QC classique dans le cadre de problèmes de statique.
2.4.1 Simulations 1D
Le problème des “forces fantômes” de l’approximation QC classique s’illustre par un
simple essai de traction sur un problème 1D. Dans l’exemple représenté FIG.2.8, il s’agit
d’une chaîne de 55 particules qui forment un réseau régulier ayant pour pas r0 = 1. Une
extrémité de la chaîne de particules est encastrée tandis qu’un effort de traction Fd est im-
posé sur l’autre extrémité. Une description non-locale de l’énergie est utilisée au centre
de la chaîne (soit 25 particules), tandis qu’une description locale basée sur l’approxima-
tion locale permet d’évaluer l’énergie dans le reste du modèle. Le rayon de coupure inclut
jusqu’aux 8es voisins (rc = 8r0) et chaque interaction entre particules i et j est décrite par
un potentiel de type Lennard-Jones :
φeij = 4ǫij
[(
σij
rij
)12
−
(
σij
rij
)6]
(2.33)
avec ǫij =
1
72
, σij =
(
1
2
)1/6
|Xj −Xi| et rij = |xj − xi|.
8 > > > > > > > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > > > > > > > :
a a a a a a a a a a a a a a a a
Fd...... ...
25 particules
Je
Jl
8>>>><>>>>:
aaaaa
8>>>><>>>>:
aaaaa
8 > > > > > > > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > > > > > > > :
a a a a a a a a a a a a a a a a
Fd...... ... ......
25 particules
7 particules 7 particules
Je
Jl
Jq
Jq,nl
FIGURE 2.8 – Essais de traction sur une chaîne de particule 1D : approximation QC
classique en haut et approximation NL2L/NL2L-loc en bas
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Comme le montre la FIG.2.9a, le champ de déformation obtenu avec l’approximation
QC classique n’est pas homogène avec des écarts de près de 500% autour de la moyenne.
En effet, cette approximation ne respecte pas la condition de consistance géométrique
(2.14) et donc pas la condition (2.17). L’approximation NL2L, qui respecte la condition
(2.17) en introduisant une zone de transition avec une reconstruction spécifique de l’éner-
gie, évite ce phénomène. La solution à une sollicitation de traction simple génère bien
un champ de déformation uniforme (voir FIG.2.9b), tant que le comportement demeure
élastique.
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(a) QC classique
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(b) NL2L
FIGURE 2.9 – Champs de déplacement et déformation sur un cas de traction 1D
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(a) Approximation NL2L sans terme cor-
rectif ωcorri (j)
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(b) Approximation NL2L avec terme cor-
rectif ωcorri (j)
FIGURE 2.10 – Champs de déplacement et de déformation sur un cas de traction 1D
lorsque les deux interfaces sont rapprochées
Dans ce cas 1D statique, les approximations NL2L et NL2L-loc sont équivalentes,
c’est pourquoi les résultats ne sont illustrés qu’avec la première approximation. La
FIG.2.10a montre les limites de l’approximation NL2L lorsque les interfaces sont trop
proches l’une de l’autre. Dans ce cas particulier, non pertinent en 1D, mais qui révèle
la problématique des coins en 2D, il n’y a que 6 particules dans le domaine non-local
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alors que rc = 8r0. L’utilisation de l’approximation NL2L, en prenant en compte le
terme correctif ωcorri (j) issu de (2.32), permet de conserver l’homogénéité du champ de
déformation (voir FIG.2.10b). Il faut également remarquer que malgré l’absence du terme
correctif, les écarts maximaux observés autour de la valeur moyenne de la déformation
ne sont que de 15%.
Ces résultats montrent qu’il est possible de conserver la précision du modèle entière-
ment non-local avec un modèle couplé local/non-local sur des cas 1D statiques. De plus,
il est important de noter qu’il n’y a de restriction ni sur la taille du rayon de coupure ni
sur le choix des potentiels φeij utilisés (Lennard-Jones, Morse...).
2.4.2 Simulations 2D
Les approximations développées sont maintenant utilisées dans un cadre plus révéla-
teur en 2D. Un réseau hexagonal ayant pour pas r0 = 1 définit l’état naturel du problème.
Le domaine est constitué de 121×121 particules, une description non-locale de l’énergie
est utilisée sur environ 850 particules situées au centre du domaine. Chaque interaction
entre les particules i et j est décrite, comme précédemment, par un potentiel de Lennard-
Jones :
φeij = 4ǫij
[(
σij
rij
)12
−
(
σij
rij
)6]
(2.34)
avec ǫij =
1
72
, σij =
(
1
2
)1/6
|Xj −Xi| et rij = |xj − xi|. Le rayon de coupure inclut
jusqu’aux 8es voisins (rc = 4r0). Sur la FIG.2.11, la répartition des particules locales et
non-locales est représentée dans le cadre de l’approximation QC classique (2.11b) et des
approximations NL2L/NL2L-loc (FIG.2.11c). Dans ces derniers cas, la zone de transition
apparaît en vert.
(a) Problème complet et zoom
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(c) NL2L/N2L2-loc
FIGURE 2.11 – Représentation du problème couplé local/non-local en 2D
Essai de traction : L’essai de traction permet de définir un premier cas de chargement.
Pour limiter les effets de bord, le déplacement suivant ex est imposé sur plusieurs
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rangées de particules des bords droit et gauche afin de générer un état de déformation le
plus homogène possible. La solution de référence est calculée avec un modèle presque
entièrement non-local, c.-à-d. un modèle couplé local/non-local où le domaine non-local
est très grand (101×101 particules non-locales).
Les solutions approchées sont ensuite obtenues avec les approximations QC classique,
NL2L et NL2L-loc pour lesquelles l’erreur normalisée est calculée sur le champ de dé-
placement ; ces erreurs sont représentées FIG.2.12. Le TAB.2.4 fournit des moyennes de
l’erreur en déplacement pour les différentes approximations. La première erreur moyenne
“err1” est calculée sur l’ensemble des particules non-locales de Jq ∪Jq,nl∪Je tandis que
la seconde erreur moyenne “err2” est calculée sur 18 particules de Je situées au centre du
modèle.
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FIGURE 2.12 – Log(erreur) sur le déplacement pour un chargement de traction
QC NL2L NL2L-loc
err1 (log) -2.40 -7.05 -4.44
err2 (log) -2.50 -7.15 -4.64
TABLE 2.4 –Moyennes de l’erreur sur le déplacement : essai de traction
La TAB.2.4 indique que les erreurs sont importantes lorsque l’approximation QC clas-
sique est utilisée et surtout qu’elles sont présentes sur tout le domaine (voir FIG.2.12a).
Dans le cas de l’approximation NL2L, l’erreur est réduite d’un facteur 104,5, cette dif-
férence est nettement visible sur la FIG.2.12b. Finalement, l’approximation NL2L-loc
permet de réduire l’erreur d’un facteur 102,2. Dans ce dernier cas, il faut noter que l’erreur
se concentre principalement autour des coins (voir FIG.2.12c). En effet, l’approximation
NL2L-loc ne respecte pas la condition (2.17) si l’interface n’est pas plane, il y a encore
des “forces fantômes" à proximité des coins.
Essai de cisaillement : Un chargement définissant un essai de cisaillement est appliqué
aux mêmes modèles particulaires 2D. Le déplacement suivant ey est imposé sur plusieurs
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couches de particules des bords gauche et droit. Le déplacement suivant ex est égale-
ment bloqué sur les première et dernière colonnes de particules. La même approche que
pour l’essai de traction est utilisée pour obtenir la solution de référence. Le TAB.2.5 et la
FIG.2.13 résument les résultats obtenus avec ce nouveau chargement.
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FIGURE 2.13 – Log(erreur) sur le déplacement pour un chargement de cisaillement
QC NL2L NL2L-loc
err1 (log) -2.67 -5.10 -4.64
err2 (log) -2.76 -5.22 -4.77
TABLE 2.5 –Moyennes de l’erreur sur le déplacement : essai de cisaillement
La réduction de l’erreur par rapport à l’approximation QC classique est d’un facteur
102,4 pour l’approximation NL2L et d’un facteur 102 pour l’approximation NL2L-loc. Les
approximations NL2L et NL2L-loc donnent donc des résultats assez similaires malgré les
défauts de la seconde approximation. Il est également notable que l’erreur se concentre
principalement à proximité des interfaces, particulièrement des coins, et diminue au fur
et à mesure que l’on s’en éloigne.
Essai de traction avec défaut : Le même chargement, qui a été défini dans l’essai
de traction précédent, est appliqué à un réseau de particules présentant un défaut. Ce
défaut est obtenu en enlevant 7 particules de Je situées au centre du modèle. En plus de
la comparaison entre les différentes approximations, l’influence de la taille du domaine
non-local sur l’erreur normalisée et moyenne est également observée.
Sur les FIG.2.14, 2.15, et 2.16 l’erreur normalisée est représentée sur les particules
non-locales, soit celles de Jq ∪ Jq,nl ∪ Je, en utilisant respectivement l’approximation
QC classique, NL2L et NL2L-loc. Dans chaque cas, l’erreur est tracée pour différentes
tailles de domaine non-local, avec 15× 15, 47× 47, et 87× 87 particules non-locales
(Jq ∪ Jq,nl). Finalement la FIG.2.17 représente l’évolution des erreurs moyennes en
fonction de la taille du domaine non-local et de l’approximation utilisée.
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
Formulation de type Quasi-Continuum consistante 57
40 50 60 70 80
30
40
50
60
70
X
Y
−8
−7
−6
−5
−4
−3
−2
(a) 15×15
40 50 60 70 80
30
40
50
60
70
X
Y
−8
−7
−6
−5
−4
−3
−2
(b) 47×47
40 50 60 70 80
30
40
50
60
70
X
Y
−8
−7
−6
−5
−4
−3
−2
(c) 87×87
FIGURE 2.14 – Erreur normalisée, approximation QC classique
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FIGURE 2.15 – Erreur normalisée, approximation NL2L
40 50 60 70 80
30
40
50
60
70
X
Y
−8
−7
−6
−5
−4
−3
−2
(a) 15×15
40 50 60 70 80
30
40
50
60
70
X
Y
−8
−7
−6
−5
−4
−3
−2
(b) 47×47
40 50 60 70 80
30
40
50
60
70
X
Y
−8
−7
−6
−5
−4
−3
−2
(c) 87×87
FIGURE 2.16 – Erreur normalisée, approximation NL2L-loc
Plusieurs observations peuvent être faites à partir de ces résultats :
– pour un petit nombre de particules non-locales (côté gauche des figures), toutes les
approximations conduisent à une erreur moyenne non négligeable, même si elle est
moins importante dans le cas de l’approximation NL2L ou NL2L-loc. Ce résultat
n’est pas surprenant dans le sens où les interfaces sont très proches du défaut, le
champ de déformation n’y est pas assez homogène ;
– l’erreur moyenne ne diminue pas significativement avec l’augmentation de la taille
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FIGURE 2.17 – Evolution des erreurs moyennes en fonction de la taille du domaine non-
local
du domaine non-local lorsque l’approximation QC classique est utilisée, ceci étant
dû aux “forces fantômes” à proximité des interfaces ;
– l’erreur moyenne diminue de façon conséquente lorsque l’approximation NL2L-loc
est utilisée, mais tend vers une valeur asymptotique à cause de la présence des
coins ;
– l’erreur moyenne diminue de façon monotone lorsque l’approximation NL2L est
utilisée.
Ces résultats en 2D illustrent l’importance de définir une approximation de l’énergie
géométriquement consistante afin de préserver une précision du modèle couplé local/non-
local équivalente à celle du modèle de référence entièrement non-local. De plus, ils
confirment que la zone de transition (c.-à-d. l’interface entre les modèles) doit être placée
suffisamment loin de la zone d’intérêt sur laquelle l’hypothèse d’un champ de déforma-
tion uniforme n’est pas valide.
3 Estimation d’erreur locale
Le modèle non-local est uniquement employé dans les zones d’intérêt du problème, là
où les mécanismes en jeu sont les plus complexes (dislocation, fissure...). Cependant il est
difficile d’établir a priori la taille optimale du domaine non-local i.e. celle qui va mini-
miser les coûts de calculs tout en conservant une précision satisfaisante. Les estimateurs
d’erreur locale permettent de quantifier a posteriori l’erreur effectuée sur une quantité
d’intérêt telle que l’ouverture d’une fissure. Il est alors possible de mettre en place une
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procédure ajustant la taille du domaine non-local en fonction de la précision recherchée
[Prudhomme et al., 2009].
3.1 Définition
L’estimateur d’erreur locale est basé sur l’erreur de modèle entre un modèle de ré-
férence et un modèle approché. Dans ce contexte, le modèle de référence correspond à
une modélisation où l’ensemble des N particules qui le compose utilise une description
non-locale. Le modèle approché utilise une approximation de type QC (consistante ou
non), qui définit deux domaines, l’un utilisant une description locale Jl et l’autre une
description non-locale J /Jl (voir FIG.2.18). Il y a donc deux solutions x et x0 associées
respectivement au modèle de référence et au modèle approché suivant :
Trouver x ∈ U tel que :
N∑
i=1
vi
∂Ee
∂xi
(x) =
N∑
i=1
vif
ext
i ∀v ∈ V (2.35)
et
Trouver x0 ∈ U tel que :
N∑
i=1
vi
∂EQC0
∂xi0
(x0) =
N∑
i=1
vif
ext
i ∀v ∈ V (2.36)
Un deuxième modèle approché, dont le domaine non-local est légèrement plus grand que
dans la première approximation (voir FIG.2.18), est également défini. x00 est le champ
solution qui lui est associé :
Trouver x00 ∈ U tel que :
N∑
i=1
vi
∂EQC00
∂xi00
(x00) =
N∑
i=1
vif
ext
i ∀v ∈ V (2.37)
Jl
J /Jl
Ee
EQC0
EQC00
FIGURE 2.18 – Définition du modèle de référence et des deux modèles approchés en 1D
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
60 Incompatibilités aux interfaces entre modèles discrets local et non-local
Propriété : Pour une quantité d’intérêt locale I(v) linéaire, qui peut se mettre sous
la forme :
I(v) =
N∑
i=1
vif
adj
i (2.38)
nous pouvons donner une estimation (non garantie) de l’écart entre la solution exacte
x et approchée x0 :
I(x)− I(x0) ≈ R00(x0,p00) (2.39)
avec R00 le résidu défini par :
R00(w,v) =
N∑
i=1
vif
ext
i −
N∑
i=1
vi
∂EQC00
∂wi
(w) (2.40)
et p00, le champ solution du problème adjoint :
N∑
i=1
vi
N∑
j=1
∂EQC00
∂xi0∂xj0
(x0)pj00 =
N∑
i=1
vif
adj
i ∀v ∈ V (2.41)
Démonstration : voir annexe B. 
Finalement, seul le champ solution x0 du modèle approché (2.36) est calculé. Pour
obtenir une estimation de l’erreur locale, il suffit de réaliser le calcul du champ adjoint
p00 lui aussi obtenu avec un modèle approché issu de (2.37).
3.2 Illustration en 1D
Le modèle 1D utilisé dans cette section est similaire à celui défini FIG.2.8. La chaîne
est cette fois-ci composée de 81 particules qui forment toujours un réseau régulier de pas
r0 = 1. Le rayon de coupure inclut jusqu’aux 8es voisins et chaque interaction est décrite
par un potentiel de type Lennard-Jones (voir Section 2.4.1). Un chargement localisé est
appliqué au centre de la chaîne en plus du chargement de traction. La FIG.2.19 illustre le
champ de déplacement et le champ adjoint calculé sur le modèle de référence, à savoir un
modèle entièrement non-local (c.-à-d. EQC00 = Ee).
Le chargement de traction induit un champ de déplacement globalement linéaire, mais
perturbé en son centre par le chargement localisé (voir FIG.2.19a). La quantité d’intérêt
utilisé par l’estimateur d’erreur locale est le déplacement moyen de 3 particules du centre
de la chaîne, soit :
I(x) =
3∑
i=1
xki −Xki
3
(2.42)
Le champ adjoint associé à la quantité I(x) et calculé avec le modèle de référence est
représenté sur la FIG.2.19b. Pour définir le champ adjoint des différentes approxima-
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tions, un second calcul sur un modèle approché EQC00 est utilisé. Celui-ci est similaire à
EQC0 , la seule différence étant la taille du domaine non-local qui a été augmentée de 16r0.
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FIGURE 2.19 – Champs de déplacement référence calculés avec un modèle entièrement
non-local (1D)
La qualité de l’estimateur d’erreur locale est évaluée en faisant varier la taille
du domaine non-local situé au centre de la chaîne. Différentes approximations sont
comparées, à savoir les approximations NL2L, NL2L-loc et QC classique. L’erreur
vraie est également calculée à partir du modèle de référence. Il apparaît FIG.2.20a que
l’erreur estimée tend de la même façon vers 0 quelle que soit l’approximation utilisée.
L’approximation NL2L est légèrement plus efficace et atteint 0 pour une taille de domaine
non-local plus petite.
La FIG.2.20b illustre quant à elle l’évolution de l’erreur vraie. Celle-ci évolue de
façon très similaire à l’erreur estimée dans le cas des approximations NL2L et N2L2-loc.
Cependant, dans le cas de l’approximation QC classique, l’erreur vraie tend vers 3%
alors que l’erreur estimée est nulle. L’estimateur d’erreur locale n’est donc pas fiable
lorsqu’il est utilisé sur l’approximation QC classique probablement du fait de la présence
de “forces fantômes”.
3.3 Illustration en 2D
Le modèle 2D utilisé est identique à celui développé section 2.4.2 : le réseau est
hexagonal de pas r0 = 1, le rayon de coupure (rc = 8r0) inclut jusqu’aux 8es voisins et les
potentiels définissant les interactions sont du type Lennard-Jones. Le domaine comprend
41×41 particules, comme dans le cas 1D on superpose un chargement de traction à un
chargement localisé au centre du domaine. La FIG.2.21a illustre la composante suivant
ex du champ de déplacement calculé sur un modèle entièrement non-local qui tiendra
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FIGURE 2.20 – Évolution de l’erreur locale en fonction de la taille du domaine non-local
(1D)
lieu de référence. Ce chargement induit une déformation globalement uniforme sauf au
centre du modèle.
La moyenne du déplacement suivant ex sur 7 particules situées au centre du domaine
définit la quantité d’intérêt I(x), telle que :
I(x) =
7∑
i=1
xki −Xki
7
ex (2.43)
La FIG.2.21b représente la composante suivant ex du champ adjoint associé à I(x), son
influence se dilue rapidement et reste concentrée au centre du domaine. Comme dans le
cas 1D, pour définir le champ adjoint des différentes approximations, un second calcul
avec un modèle approché EQC00 est utilisé. Toujours similaire au modèle approché EQC0 ,
la taille du domaine non-local a été augmentée cette fois-ci de 4r0 suivant les directions
ex et ey.
Afin de comparer les approximations NL2L, NL2L-loc et QC classique, un modèle
approché qui définit un domaine non-local au centre du modèle et un domaine local
partout ailleurs (voir FIG.2.11) est employé. Les erreurs estimée et vraie sur la quantité
d’intérêt, représentées FIG.2.22, sont obtenues en faisant varier la taille du domaine
non-local.
Dans le cas des approximations NL2L et NL2L-loc on observe que l’erreur estimée
et l’erreur vraie FIG.2.22b ont des évolutions similaires et tendent toutes les deux vers
0 lorsque la taille du domaine non-local augmente. De plus, lorsque le domaine non-
local est de petite dimension (≈ 2rc) l’erreur estimée et l’erreur vraie restent inférieures
à 1%. Dans le cas de l’approximation QC classique, les résultats sont moins probants.
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FIGURE 2.21 – Champs de déplacement référence calculés avec un modèle entièrement
non-local (2D)
En effet, même si l’erreur se réduit lorsque la taille du domaine non-local augmente,
plusieurs contradictions apparaissent. Ainsi, lorsque la largeur du domaine non-local est
de 16 particules, l’erreur estimée est de l’ordre de 1% alors que l’erreur vraie est de 4 %.
Au contraire, lorsque la taille du domaine non-local est de 14 particules, l’erreur estimée
est de l’ordre de 4% alors que l’erreur vraie est inférieure à 1%. Là encore, la présence
des “forces fantômes” pollue l’évaluation de l’erreur fournie par l’estimateur.
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FIGURE 2.22 – Évolution de l’erreur locale en fonction de la taille du domaine non-local
(2D).
Bilan
Il a été mis en évidence en 1D et 2D que l’estimateur d’erreur locale associé à l’ap-
proximation QC classique ne permet pas d’obtenir des résultats fiables sur l’évaluation
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
64 Incompatibilités aux interfaces entre modèles discrets local et non-local
d’une quantité d’intérêt locale. De plus, dans certains cas (voir FIG.2.20b), augmenter
la taille du domaine non-local ne permet pas de réduire l’erreur commise sur la quantité
d’intérêt. L’inconsistance du schéma, qui se traduit par des “forces fantômes" au niveau
des interfaces, a un impact néfaste sur la précision de l’ensemble du modèle.
Les approximations NL2L et NL2L-loc ont confirmé leur capacité à définir une
transition consistante entre les domaines local et non-local. L’erreur vraie sur la quantité
d’intérêt locale reste faible par rapport à celle observée avec l’approximation QC
classique, elle présente également de bonnes propriétés de convergence.
Finalement, il a été mis en avant que l’utilisation d’estimateur d’erreur donne une
indication fiable et du même ordre de grandeur que l’erreur vraie dans le cas des approxi-
mations NL2L et NL2L-loc. Cela en fait un outil pertinent pour évaluer la précision du
modèle approché sans pour autant connaître la solution du modèle de référence.
4 Étude comparative en dynamique transitoire
L’importance de la condition (2.17) sur la précision a été montrée par des simulations
numériques en statique. Ces différentes approximations sont maintenant employées sur
des cas dynamiques afin d’observer la transition d’ondes par les interfaces locales/non-
locales.
Une chaîne de 300 particules, dont 60 sont des particules non-locales deJq∪Jq,nl∪Je,
définit la géométrie du modèle. Les paramètres matériaux sont identiques à ceux définis
précédemment, la masse m de chaque particule est également prise en compte en posant
m = 10. L’équation du mouvement de chaque particule s’écrit :
m
d2xi(t)
dt2
+
∂EQC
∂xi
({xj}) = f
ext
i , ∀i ∈ [1, N ] (2.44)
avec f exti l’effort extérieur appliqué à la particule i. La discrétisation temporelle qui
s’ajoute définit un pas de temps ∆t = 0,1 et utilise le schéma explicite de Newmark
(β = 0, γ = 0,5).
Dans le cadre de la dynamique transitoire, le comportement des interfaces locales/non-
locales est étudié dans les deux sens de transition : une onde issue du domaine non-local
qui se propage vers le domaine local et vice-versa. Ces deux types de transition sont
décrits séparément dans les deux sections suivantes.
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4.1 Transmission d’ondes du domaine non-local vers le domaine lo-
cal
Un déplacement initial est imposé au centre de la chaîne afin de générer deux ondes
qui vont se propager vers chacun des bords du modèle. Pour comparer les différentes
approximations, une solution de référence où toutes les particules sont non-locales
(J = Je) est utilisée. Bien qu’il n’y ait que des particules non-locales dans la solution
de référence, J 1e et J
2
e représentent l’ensemble des particules qui seront respectivement
locales et non-locales avec l’une des approximations (QC classique, NL2L ou NL2L-loc).
La répartition de l’énergie totale entre ces deux domaines est tracée au cours du temps
sur la FIG.2.23a.
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FIGURE 2.23 – Répartition de l’énergie dans le temps lors de la transition d’une onde du
domaine non-local vers le domaine local (rc = 8)
La répartition de l’énergie dans le temps est tracée aussi bien pour la solution de
référence que pour les approximations QC classique, NL2L et NL2L-loc sur la FIG.2.23.
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Initialement, toute l’énergie se trouve dans le domaine non-local puisque la sollicitation
est créée dans cette zone. Par la suite, cette énergie se propage vers le domaine local.
Cependant, la FIG.2.23b met en avant qu’une part importante de l’énergie (environ
20%) demeure dans la zone non-locale dans le cas de l’approximation QC classique.
L’onde a été partiellement réfléchie par l’interface et une partie de l’énergie n’a pas pu se
propager vers le domaine local. Au contraire, dans le cas de l’approximation NL2L ou
NL2L-loc, toute l’énergie a été transmise au domaine local (voir FIG.2.23c et 2.23d), ce
qui témoigne bien de l’absence de réflexion aux interfaces.
La même démarche est utilisée pour différents rayons de coupure rc du modèle et
pour différentes longueurs d’onde λ = nrc du signal initié dans le domaine non-local.
La FIG.2.24 indique la part de l’énergie initiale qui a été réfléchie par les interfaces
locale/non-locale. Il apparaît que les approximations NL2L et NL2L-loc ne génèrent au-
cune réflexion tant que la valeur de λ dépasse celle de rc. Au contraire, l’approximation
QC entraîne systématiquement des réflexions bien que le phénomène se réduise lorsque
λ augmente sans pour autant tendre vers 0.
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FIGURE 2.24 – Part de l’énergie réfléchie en fonction de la longueur d’onde initiale lors
de la transition d’une onde du domaine non-local vers le domaine local
4.2 Transmission d’ondes du domaine local vers le domaine non-
local
La démarche précédente est reproduite en intervertissant les positions des domaines
afin d’étudier la propagation d’une onde issue du domaine local vers le domaine non-local.
De prime abord, ce point paraît secondaire puisque le modèle est développé de façon à ce
que les phénomènes transitoires se produisent dans le domaine non-local. Néanmoins, de
par les conditions limites et les chargements appliqués au domaine local, il est également
possible que des phénomènes transitoires passent du domaine local au domaine non-local.
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Les approximations NL2L, NL2L-loc et QC classique sont comparées à une solution
de référence qui correspond à un calcul où toutes les particules sont définies par l’ap-
proximation locale. La FIG.2.25 illustre l’évolution de la répartition de l’énergie entre les
domaines locaux et non-locaux pour les différentes approximations. Les approximations
NL2L-loc et QC classique donnent des résultats très similaires au calcul de référence
tandis que l’approximation NL2L fait apparaitre un taux de réflexion de l’ordre de 20%
de l’énergie initiale.
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FIGURE 2.25 – Répartition de l’énergie dans le temps lors de la transition d’une onde du
domaine local vers le domaine non-local (rc = 8)
Comme précédemment, la longueur d’onde λ du signal initial défini par λ = nrc
varie. L’évolution du taux de réflexion en fonction de λ est alors tracée sur la FIG.2.26.
Il est important de noter que l’approximation NL2L ne peut simuler le transfert d’une
onde issue du domaine local sans générer un taux de réflexion inférieur à 20% dans le cas
rc = 8r0 et 8% dans le cas rc = 4r0. L’approximation QC classique présente des résultats
intéressants en terme de réduction des réflexions aux interfaces locales/non-locales, mais
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ne tend jamais vers 0. Finalement, seule l’approximation NL2L-loc présente un taux de
réflexion qui tend vers 0 dès que λ > 3rc.
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FIGURE 2.26 – Part de l’énergie réfléchie en fonction de la longueur d’onde initiale lors
de la transition d’une onde du domaine local vers le domaine non-local
Remarque : le calcul de référence a ici été déterminé avec un modèle entièrement local, il
aurait été également possible de prendre un modèle de référence entièrement non-local (ce
qui aurait donné des résultats similaires). Cependant, par souci de cohérence, du fait que
les ondes sont initiées dans le domaine local pour les approximations NL2L, NL2L-loc et
QC classique, le choix d’un modèle de référence entièrement local a été fait.
5 Bilan du chapitre
Dans ce chapitre, un nouveau cadre permettant de traiter la transition d’un milieu
discret au comportement non-local vers un comportement plus “local" a été développé.
Cette démarche qui se veut générique ne repose finalement que sur la géométrie du
modèle, elle permet de définir des approximations de types QC géométriquement consis-
tantes. Les problèmes liés à ce type d’approximation comme les “forces fantômes" qui
surgissent habituellement aux interfaces locales/non-locales disparaissent. La démarche
a montré sur des cas statiques que la précision de deux approximations particulières, à
savoir les approximations NL2L et la NL2L-loc, était équivalente à celle du modèle de
référence. L’approximation NL2L est similaire à celle développée dans [Shapeev, 2011]
bien que construite à partir de considérations différentes.
Par la suite, les simulations de cas dynamiques utilisant les approximations précé-
dentes ont pu mettre en exergue les difficultés inhérentes au passage d’ondes du non-local
vers le local, mais également du local au non-local. L’approximation NL2L-loc présente
alors les meilleurs résultats en terme de réduction des réflexions d’onde dans les deux
sens de transmission. Le seul cas de figure pouvant être problématique est la transmission
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d’ondes du domaine local vers le domaine non-local pour des signaux, dont la longueur
d’onde initiale λ est inférieure à 3rc.
Cependant l’objectif final de ses travaux est de remplacer le modèle discret au
comportement local par un modèle continu local. C’est cette étape qui permet des
gains substantiels en terme de coûts de calcul par la réduction du nombre de degrés de
liberté du modèle. La discrétisation associée au modèle continu est alors beaucoup plus
grossière que celle du modèle discret local (facteur 20 à 100, voire 1000). Le modèle se
retrouve partitionné en deux domaines ; le domaine macro associé au modèle continu et
le domaine micro associé au modèle discret non-local.
L’introduction de cette échelle macro dans le problème peut être également source de
phénomènes parasites. En effet, les ondes hautes fréquences (c.-à-d. de petite longueur
d’onde) issues du domaine micro n’ont pas de sens dans le domaine macro. De plus,
l’espace d’approximation associé au domaine macro rend impossible la représentation de
telles ondes. Finalement, de nouvelles réflexions parasites risquent de surgir aux interfaces
micro/macro indépendamment de l’approximation QC utilisée. Il est donc nécessaire de
développer une démarche permettant de filtrer ces phénomènes hautes fréquences pour ne
pas polluer la simulation. Ce point est développé dans le chapitre suivant.
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Chapitre 3
Incompatibilités aux interfaces entre
représentations à l’échelle micro et
macro
Dans ce troisième chapitre, les incompatibilités résultant du
couplage d’un modèle macro avec un modèle micro sont trai-
tées. Les quantités susceptibles d’être échangées aux inter-
faces micro/macro sont séparées de celles qui n’ont de sens
que dans le modèle micro d’origine. Une nouvelle méthode,
basée sur la technique Perfectly Matched Layer, est ensuite in-
troduite afin de dissiper les quantités non pertinentes du mo-
dèle multi-échelle obtenu.
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1 Introduction
1.1 Sources d’incompatibilité micro/macro
L’objectif de ce chapitre est de définir un couplage pertinent entre un modèle
particulaire (i.e. modèle discret) et un modèle continu en dynamique transitoire. Ces
deux modèles reposent sur des hypothèses de modélisation différentes, notamment des
longueurs caractéristiques différentes. Le comportement du modèle particulaire est plus
riche et permet de simuler des phénomènes physiques non représentables par un modèle
continu. De plus, l’utilisation du modèle continu implique généralement d’ajouter une
discrétisation spatiale du domaine contraignant d’autant l’échelle des phénomènes
représentables lors des simulations numériques.
Néanmoins, les phénomènes transitoires (ondes de compression par exemple) ne res-
tent pas dans une zone confinée. Elles peuvent être amenées à passer d’un modèle à l’autre
suivant leurs évolutions. Il convient alors de distinguer deux types de phénomènes :
– les phénomènes micro qui ont du sens uniquement dans le modèle fin, ici le modèle
particulaire ;
– les phénomènes macro qui peuvent s’exprimer dans chacun des deux modèles fin
et grossier, ici les modèles particulaire et continu.
Il est donc nécessaire de prévoir un filtre permettant d’une part de dissocier les échelles
micro et macro, puis de dissiper les phénomènes micro avant que ceux-ci ne viennent
perturber la simulation, sans pour autant affecter les phénomènes macro. Dans le but de
se donner un critère de séparation entre les phénomènes micro et macro, les relations de
dispersion des deux modèles sont étudiées ci-après dans un cas 1D.
Modèle particulaire
Soit une chaîne de N particules de masse m qui forment un réseau régulier de pas
r0. Les particules ne peuvent se déplacer que suivant la direction longitudinale ex et
ne génèrent que des ondes de compression. L’équation du mouvement (2.44) qui s’ap-
plique à chaque particule i permet de définir l’évolution du système. L’énergie intérieure
EQC ({xj}) est définie à partir de potentiels de paire quadratiques. L’énergie d’interaction
entre deux particules i et j s’écrit donc :
φeij(ri(j)) =
1
2
k (ri(j)−Ri(j))
2 ou φeij(ri(j)) =
1
2
k (uj − ui)
2 (3.1)
avec k la raideur du potentiel quadratique. Le modèle particulaire considéré est un modèle
local de telle sorte que le rayon d’interaction rc n’inclut que les premiers voisins de chaque
particule (r0 < rc < 2r0). L’équation (2.44) devient alors :
mu¨i = k (ui+1 + ui−1 − 2ui) (3.2)
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où ui est le déplacement associé à la particule i. En supposant une onde longitudinale
générant un déplacement pour toute particule i de la forme ui = Ae
−i 2piXi
λ eiωt, l’équation
(3.2) permet de faire apparaître la relation de dispersion associée au modèle discret :
ω2 =
4k
m
sin2
(πr0
λ
)
(3.3)
où ω et λ définissent respectivement la pulsation et la longueur d’onde de l’onde longitu-
dinale.
Modèle continu
Le modèle continu 1D est établi par homogénéisation (en énergie) du modèle discret
précédent. Il s’agit d’un modèle élastique isotrope dont le déplacement local u obéit à
l’équation du mouvement suivante :
ρu¨ = E
∂2u
∂X2
(3.4)
avec ρ la masse volumique et E le module d’Young. Il occupe un domaine de longueur
L = Nr0 et de section S. Les propriétés matériaux du modèle continu équivalent s’ob-
tiennent à partir de celles du modèle discret, telles que :
ρ =
m
Sr0
et E =
kr0
S
(3.5)
Pour un champ de déplacement de la forme u = Ae−i
2piX
λ eiωt, l’équation (3.4) permet de
trouver la relation de dispersion du modèle continu :
ω2 =
E
ρ
(
2π
λ
)2
(3.6)
Étude comparative de dispersion
Les deux relations de dispersion (3.3) et (3.6) peuvent être écrites en utilisant les
mêmes grandeurs de part les relations (3.5). On a alors pour le modèle particulaire :
ω =
√
4k
m
sin
(πr0
λ
)
↔ ω =
2
r0
√
E
ρ
sin
(πr0
λ
)
(3.7)
et le modèle continu :
ω =
√
E
ρ
(
2π
λ
)
↔ ω =
√
k
m
(
2πr0
λ
)
(3.8)
Les relations associées (3.7) et (3.8) sont représentées FIG.3.1. Il est possible
d’identifier deux pulsations particulières notées ωm et ωc. La pulsation ωm correspond à
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la plus grande pulsation représentable par le modèle particulaire. Cette limite correspond
au cas particulier où sin
(
pir0
λ
)
= 1, ce qui donne :
λm = 2r0 et ωm =
2
r0
√
E
ρ
(3.9)
Le modèle continu équivalent est capable d’aller au-delà de cette limite, mais aucune
réalité physique ne correspond à de tels phénomènes puisqu’ils sont inexistants dans le
modèle de référence i.e. le modèle particulaire. Il faut également remarquer que le modèle
continu doit lui aussi être discrétisé en espace afin de satisfaire aux exigences de la simu-
lation numérique. Cette discrétisation entraîne alors à son tour l’apparition d’une nouvelle
pulsation de coupure notée ωM [Bonnet et Frangi, 2007] tel que :
ωM =
√
12E
ρh2
(3.10)
avec h le pas du maillage.
0
ω
ωm
ωc
2pi/λm2pi/λc
2pi/λ
ω =
s
E
ρ
(
2pi
λ
)
ω =
2
r0
s
E
ρ
sin
(pir0
λ
)
FIGURE 3.1 – Relations de dispersion du modèle discret et du modèle continu équivalent
Pour ω < ωm, il est possible d’identifier deux zones délimitées par ωc. De 0 à ωc,
les courbes de dispersion des modèles particulaire et continu se superposent. En effet,
pir0
λ
<< 1 ce qui permet d’obtenir une relation approchée de (3.3) :
ω2 ≈
E
ρ
(
2π
λ
)2
(3.11)
La nouvelle relation (3.11) est équivalente à la relation de dispersion du modèle continu
(3.8). Néanmoins, le couple de paramètres (ωc, λc) ne peut être défini que qualitativement.
On se donne pi
10
comme valeur limite vérifiant pi
10
<< 1. Ainsi l’erreur d’approximation
sur le sinus est inférieure à 2%. On a alors :
πr0
λc
=
π
10
(3.12)
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On en déduit alors le couple limite (λc, ωc) s’écrit :
λc = 10r0 et ωc =
2π
10r0
√
E
ρ
(3.13)
En dessous de cette limite, il est donc légitime de permettre le passage des ondes
du domaine particulaire au domaine continu. Au-delà de cette limite, les relations de
dispersion se séparent traduisant alors des comportements différents dans chacun des
modèles. Dans ce cas de figure, il n’est pas souhaitable de permettre le passage de ces
ondes d’un domaine à l’autre.
Il est donc possible d’identifier les phénomènes macro représentables par les deux
modèles au travers des relations de dispersion. Les autres phénomènes sont alors consi-
dérés comme des phénomènes micro uniquement représentables dans le modèle micro. Il
est maintenant nécessaire d’introduire un effet dissipatif dans le modèle particulaire afin
d’éliminer ces phénomènes micro. Cependant il faut limiter cet effet aux zones proches
des interfaces micro/macro, de façon à perturber le moins possible le comportement du
modèle particulaire dans les zones d’intérêt.
Remarque : en pratique, la pulsation de coupure ωM =
√
12E
ρh2
associée à la discrétisation
d’un modèle continu est inférieure à ωc =
√
4E
ρr2
0
car h >> r0. Donc, en plus des phé-
nomènes micro de pulsation ω supérieure à ωc, il est également nécessaire de dissiper les
ondes dont la pulsation ω vérifie ωM < ω < ωc qui ne sont pas non plus représentables
par le modèle continu discrétisé.
1.2 Définition du problème
Dans cette section, on souhaite illustrer les phénomènes de réflexion dus au couplage
d’un modèle particulaire avec un modèle continu discrétisé. Pour cela, on considère un
matériau occupant un domaine Ω de dimension d (d = 1, 2 ou 3). Ce domaine est ensuite
séparé en deux sous-domaines Ω1 et Ω2 tels que Ω1 ∩Ω2 = ∅. L’objectif de cette division
est de réduire les coûts de calcul de la simulation tout en conservant une précision
raisonnable. L’usage du modèle fin et coûteux est alors réservé aux zones d’intérêt
proches de défauts (fissures, dislocations...) ou de sollicitations extrêmes (impacts,
coins...).
Le problème d’incompatibilité micro/macro n’est pas seulement lié à la nature des
modèles, mais dépend également de l’espace d’approximation utilisé pour discrétiser le
modèle continu. Afin de simplifier la démarche sans perte de généralité, un unique modèle
continu est employé. Soit u le déplacement local tel que :
u = x−X (3.14)
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où X et x définissent les champs de positions initiale et courante. La conservation de la
quantité de mouvement permet de lier le champ de déplacement au champ de contrainte
σ par la relation suivante :
ρ
∂2u
∂t2
=
∂
∂X
.σ dans Ω (3.15)
Le comportement est supposé élastique et linéaire, il permet de relier les quantités σ et u :
σ = K :
∂u
∂X
(3.16)
avec K un tenseur d’ordre 4 fonction des paramètres matériaux, E le module d’Young et
ν le coefficient de Poisson.
D’un point de vue théorique les modèles de chaque sous-domaine sont compatibles
puisqu’identiques. C’est par le choix des espaces d’approximation de chacun des
sous-domaines que nous introduisons une incompatibilité de type micro/macro (voir
FIG.3.2). Le sous-domaine maillé finement en N1 éléments de paramètre de maille h1
devient donc le domaine micro Ω1, il est associé à l’espace d’approximation Vh1(Ω1).
Le sous-domaine maillé grossièrement en N2 éléments de paramètre de maille h2 > h1
devient le domaine macro Ω2, il est associé à l’espace d’approximation Vh2(Ω2).
8 > > > > > > > > > > > > < > > > > > > > > > > > > : 8 > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > :
h1 h2
Ω1 Ω2
FIGURE 3.2 –Modèle 1D avec sous-domaines micro et macro
Le problème discrétisé se met sous la forme :


M1u¨1(t) +K1u1(t) = −C1
T
µ(t)
M2u¨2(t) +K2u2(t) = −C2
T
µ(t)
C1u˙1(t) +C2u˙2(t) = 0
(3.17)
où Mi et Ki sont respectivement les matrices de masse et de raideur. Les vecteurs
d’accélérations, de vitesses et de positions nodaux pour chaque sous-domaine Ωi sont
notés respectivement u¨i(t), u˙i(t) et ui(t). Un raccord en vitesse à l’interface permet de
lier les deux sous-domaines Ω1 et Ω2, il est réalisé au moyen des matrices de raccord
Ci et le vecteur multiplicateur de Lagrange µ(t) défini sur l’interface ∂Ω1 ∩ ∂Ω2. Les
matrices Ci sont signées et permettent d’extraire les quantités d’interface associés à
chaque sous-domaine Ωi dans le but d’imposer la continuité des vitesses.
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Il est possible de définir un problème aux valeurs propres généralisé pour chaque
sous-domaine Ωi :
Kiφ− ω2Miφ = 0, ∀i ∈ {1, 2} (3.18)
Les pulsations de coupure ωci associées à (3.18), se déduisent de :
ωci = sup
ω
(
arg
(
min
ω
∣∣det (Ki − ω2Mi)∣∣)) , ∀i ∈ {1, 2} (3.19)
Elles sont liées aux paramètres de discrétisation hi. Comme h1 < h2 alors ωc1 > ωc2 ,
l’espace d’approximation Vh1(Ω1) peut représenter une plus grande gamme de signaux
que Vh2(Ω2). Les ondes issues de Ω1 dont la pulsation est supérieure à ωc2 ne pourront
donc pas être représentées dans le domaine Ω2.
Pour illustrer ce phénomène, on définit un cas critique 1D d’une onde incidente issue
du domaine micro Ω1, mixant hautes et basses fréquences :
u(X) = A
(
cos
(
2πX
5h2
)
+ 1
)
cos
(
2πX
2h1
)
(3.20)
L’onde avant son passage par l’interface est représentée FIG.3.3a. L’onde après son pas-
sage par l’interface est ensuite représentée FIG.3.3b. Le rapport entre h1 et h2 est de 20,
on observe bien sur la FIG.3.3 comment la partie basse fréquence s’est correctement pro-
pagée dans le domaine macro Ω2 tandis que la partie haute fréquence a été entièrement
réfléchie à l’interface micro/macro.
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5 ·10−2
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t 1
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Ω1
Ω2
(a) Champ de déplacements à t1 = 100
0 100 200 300
0
5 ·10−2
0.1
X
u(
t 2
)
Ω1
Ω2
(b) Champ de déplacements à t2 = 400
FIGURE 3.3 – Illustration des phénomènes de réflexion d’ondes hautes fréquences à l’in-
terface micro/macro
Ces réflexions n’ont aucune réalité physique et ne sont qu’un artéfact dû à l’utili-
sation d’espaces d’approximation différents. Si la discrétisation avait été parfaitement
homogène, aucune réflexion ne se serait produite. Pourtant, ces réflexions ont un impact
très concret dans la simulation puisqu’une partie de l’énergie issue de Ω1 qui aurait due
être transmise à Ω2 se retrouve piégée dans Ω1. La simulation est alors polluée par ces
phénomènes d’autant plus gênants qu’ils touchent le sous-domaine utilisant le modèle fin
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à savoir la zone d’intérêt du problème.
Puisqu’il n’est pas souhaitable de modifier le paramètre de discrétisation du sous-
domaine Ω2, il est nécessaire d’utiliser une méthode permettant de dissiper l’énergie de
ces ondes hautes fréquences, sources de réflexions, et ainsi éviter de polluer la simulation.
1.3 Calculs de référence
Il y a donc deux objectifs à distinguer, il faut :
– minimiser les réflexions aux interfaces micro/macro dues aux ondes hautes fré-
quences (i.e. les ondes micro) de Ω1 et non représentables dans Ω2 ;
– maximiser la transmission des autres ondes (i.e. les ondes macro) de Ω1 vers Ω2 ou
de Ω2 vers Ω1.
Il est donc important de définir les références qui vont permettre d’évaluer le respect
de chaque objectif. Deux calculs de référence sont nécessaires :
– le premier calcul utilise un seul domaine Ω avec un paramètre de discrétisation
unique h1 (voir FIG.3.4a), il permet de définir la référence du sous-domaine Ω1 ;
– le second calcul utilise le modèle à deux sous-domaines précédent (voir FIG.3.4b),
il permet de définir la référence du sous-domaine Ω2 en déterminant la part de
l’énergie issue du domaine Ω1 qui doit se transmettre au domaine Ω2.
Ces calculs de référence sont valables tant que les ondes effectuent un unique passage
du sous-domaine macro au sous-domaine micro ou vice-versa. En effet ces calculs de
référence ne permettent pas d’évaluer le gain sur des simulations engageant de multiples
aller-retour de signaux entre les deux sous-domaines (sauf, éventuellement, s’il s’agit
d’ondes purement macro).
8 > > > > > > > > > > > > < > > > > > > > > > > > > : 8 > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > :
h1
Ω2Ω
ref
1
h2 = h1
(a) Définition de la référence 1
8 > > > > > > > > > > > > < > > > > > > > > > > > > : 8 > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > :
h1 h2
Ω1 Ω
ref
2
(b) Définition de la référence 2
FIGURE 3.4 – Définition des modèles permettant de définir les calculs de référence pour
les sous-domaines Ω1 et Ω2
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2 La Perfectly Matched Layer sélective
2.1 Objectif
Dans le Chapitre 1, plusieurs méthodes permettant de dissiper l’énergie dans le
cadre de problèmes élastodynamiques ont été décrites. La démarche développée dans ce
chapitre se propose de créer une zone filtrante et sélective en réadaptant les ingrédients
de la Perfectly Matched Layer (PML) [Berenger, 1994].
La PML définit habituellement une condition de frontière absorbante et permet de
simuler un milieu infini en dissipant toutes les ondes qui l’atteignent. Il convient donc de
définir une nouvelle forme de PML qui ne soit absorbante que pour la gamme d’ondes
susceptibles de se réfléchir à l’interface micro/macro et de permettre aux autres gammes
d’ondes de se propager du domaine micro vers le domaine macro et vice-versa. Cette
PML sélective est alors placée sur Ωfiltre, un sous-domaine de Ω1 en amont de l’interface
micro/macro comme illustré sur la FIG.3.5. De cette façon, seules les ondes micro se
dirigeant vers l’interface sont dissipées tandis que celles présentes dans Ω1\Ωfiltre ne
sont pas affectées. Ainsi la PML sélective n’affecte qu’une zone réduite du domaine
micro Ω1 et permet de conserver le comportement de référence dans le reste du modèle.
8 > > > > > > > > > > > > < > > > > > > > > > > > > : 8 > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > :
8>><>>:
Ω1 Ω2
Ωfiltre
FIGURE 3.5 – Définition de Ωfiltre dans le modèle 1D
2.2 Séparation des champs micro/macro
Le principal enjeu est donc de rendre la PML sélective de telle sorte qu’elle n’ab-
sorbe que les ondes micro dans Ωfiltre. Dans un premier temps, le sous-domaine Ωfiltre
est considéré de façon isolée en occultant la présence de Ω2 et Ω1\Ωfiltre. L’équation
du mouvement de Ωfiltre, une fois discrétisée en Nfiltre éléments de paramètre h1 (voir
FIG.3.6), s’écrit :
Mu¨(t) +Ku(t) = 0 (3.21)
avecM etK les matrices de masse et de raideur du sous-domaine Ωfiltre.
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Ωfiltre
8 > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > :
h1
FIGURE 3.6 – Discrétisation associée à Ωfiltre.
Définition : SoitPm un projecteur définissant une partition micro/macro d’un champ
u(t), on note alors :
u(t) = uM(t) + um(t) tel que
{
uM(t) = (1−Pm)u(t) = QMu(t)
um(t) = Pmu(t)
(3.22)
où uM(t) et um(t) sont respectivement les champs macro et micro.
Pour définir la partition des champs micro/macro (3.22), il est possible d’utiliser la
base modale de (3.21). Soit {φj}j=1,. . . ,Nfiltre+1 la base modale construite à partir des
vecteurs propres du problème aux valeurs propres généralisées. Les différentes propriétés
de cette base modale sont :
φTj Mφk =
{
1 si k = j
0 sinon
et φTj Kφk =
{
ω2j si k = j
0 sinon
(3.23)
avec φj ∈ R(Nfiltre+1). Les modes sont classés par ordre croissant, tels que :
k < j ⇒ ω2k 6 ω
2
j ∀(k, j) ∈ ([1;Nfiltre + 1])
2 (3.24)
Le champ de déplacement u(t) exprimé dans cette base s’écrit :
u(t) =
Nfiltre+1∑
j=1
αj(t)φj (3.25)
avec αj(t) la fonction du temps associée au mode φj . Une décomposition micro/macro
évidente s’impose :
uM(t) =
p∑
j=1
αj(t)φj et um(t) =
Nfiltre+1∑
j=p+1
αj(t)φj (3.26)
uM(t) est défini par les p premiers modes de (3.21) correspondant aux valeurs propres
ωj les plus basses (mouvements de corps rigide inclus), tandis que um(t) est défini par
les modes restants. Cette partition peut s’appliquer de la même façon sur les champs de
vitesse et d’accélération u˙(t) et u¨(t).
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Les projecteursQM et Pm associés à la décomposition (3.26) s’obtiennent à partir de
la matriceG = [φ1...φp], tels que :
QM = GM
−1
G G
TM (3.27)
et
Pm = 1−GM
−1
G G
TM (3.28)
avecMG = GTMG.
Remarque : étant donné les propriétés de la base modale (3.23),MG est la matrice identité
de dimension p×p.
Décomposition de l’énergie mécanique
L’énergie mécanique, notée Emec, associée au problème (3.21) s’écrit :
Emec (u˙,u) =
1
2
u˙TMu˙+
1
2
uTKu (3.29)
En considérant la partition (3.26), (3.29) devient :
Emec (u˙,u) =
1
2
(u˙M + u˙m)
T
M (u˙M + u˙m) +
1
2
(um + uM)
T
K (um + uM) (3.30)
puis en utilisant les propriétés de (3.23) :
Emec (u˙,u) =
1
2
u˙TMMu˙M +
1
2
uTMKuM +
1
2
u˙TmMu˙m +
1
2
uTmKum (3.31)
= Emec (u˙M ,uM) + E
mec (u˙m,um) (3.32)
La séparation des champs micro/macro avec la base modale permet également d’obtenir
une séparation de l’énergie mécanique en deux termes ; l’un associé aux quantités macro
Emec (u˙M ,uM) et l’autre associé aux quantités micro Emec (u˙m,um).
2.3 Dissipation des champs micro
Les équations (3.21) et (3.25) donnent :
M
Nfiltre+1∑
j=1
α¨j(t)φj +K
Nfiltre+1∑
j=1
αj(t)φj = 0 (3.33)
En projetant (3.33) sur la base modale {φj}j=1,...,n+1, Nfiltre + 1 équations différentielles
sur les fonctions du temps αj(t) apparaissent :
α¨j(t) + ω
2
jαj(t) = 0 ∀j ∈ [1;Nfiltre + 1] (3.34)
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Chaque équation génère une solution de la forme :
αj(t) = Aje
iωjt ∀j ∈ [1;Nfiltre + 1] (3.35)
avec Aj une constante complexe à fixer en fonction des conditions initiales. Le champ de
déplacement u(t) s’écrit :
u(t) =
Nfiltre+1∑
j=1
Aje
iωjtφj (3.36)
L’objectif est de modifier partiellement l’équation du mouvement (3.21) afin que la
solution u(t) vérifie la propriété :
lim
t→∞
um(t)→ 0 (3.37)
et ce, quelles que soient les conditions initiales.
Cependant, au vu de l’expression de u(t) (3.36) et de la définition (3.26), il est évident
que um(t) ne respecte pas la condition (3.37) car défini comme la somme de fonctions
périodiques du temps. On modifie alors l’équation (3.34) lorsque j > p de façon à générer
une décroissance dans le temps de la forme e−ft. Dans ce cas, um(t) s’écrit :
um(t) =
Nfiltre+1∑
j=p+1
Aje
iωjte−ftφj (3.38)
ce qui permet de vérifier la relation (3.37).
Proposition : La fonction αj(t) = Ajeiωjte−ft est solution de l’équation différen-
tielle :
α¨j(t) + 2fα˙j(t) + f
2αj(t) + ω
2
jαj(t) = 0 (3.39)
Démonstration : L’équation caractéristique associée à (3.39) s’écrit :
r2 + 2fr + f 2 + ω2j = 0 (3.40)
Soit le discriminant ∆ de (3.40), tel que ∆ = 4f 2 − 4(f 2 + ω2j ) = −4ω
2
j , ces racines
sont : r1,2 = −f ± iωj . La solution associée à l’équation différentielle (3.39) se met alors
sous la forme :
αj(t) = Aje
iωjte−ft (3.41)
ce qui conclut la démonstration. 
Contrairement à la PML classique qui est formulée sur les équations locales de la
conservation de la quantité de mouvement, la PML sélective est obtenue en raisonnant
sur les équations globales de la quantité de mouvement obtenues après avoir discrétiser
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spatialement le problème. Le nouveau système de (Nfiltre + 1) équations différentielles
qui régit l’évolution du modèle se met sous la forme :
α¨j(t) + ω
2
jαj(t) =
{
0 si j ∈ [1; p]
−2fα˙j(t)− f
2αj(t) sinon
(3.42)
ou sous forme matricielle :
Mα¨j(t)φj +Kαj(t)φj =
{
0 si j ∈ [1; p]
−2fMα˙j(t)φj − f
2Mαj(t)φj sinon
(3.43)
Par linéarité des équations qui le composent, (3.43) devient :
M
Nfiltre+1∑
j=1
α¨j(t)φj+K
Nfiltre+1∑
j=1
αj(t)φj (3.44)
= −2fM
Nfiltre+1∑
j=p+1
α˙j(t)φj − f
2M
Nfiltre+1∑
j=p+1
αj(t)φj (3.45)
soit :
Mu¨(t) +Ku(t) = −2fMu˙m(t)− f
2Mum(t) (3.46)
l’équation du mouvement devient alors :
Mu¨(t) +Ku(t) + 2fMPmu˙(t) + f
2MPmu(t) = 0 (3.47)
Finalement, l’équation (3.47) remplace (3.21), elle permet d’introduire un phénomène
dissipatif sélectif qui est absorbant pour le champ de déplacement micro um(t) sans
toutefois affecter le champ de déplacement macro uM(t).
Remarque : dans le cas particulier où QM = 0 et Pm = 1, l’équation (3.46) redevient
l’expression classique de la PML (1.92).
2.4 Analyse de stabilité
Dans cette section on analyse la stabilité de la PML sélective associée à un schéma
temporel de type Newmark (voir la section 2.1.1 du chapitre 1). Ces travaux reposent
essentiellement sur l’utilisation d’un schéma aux différences centrées qui permet de
conserver le caractère explicite de la résolution. Ce cas correspond aux valeurs β = 0 et
γ = 1
2
.
Proposition : le schéma temporel de Newmark (γ, β) = (1
2
, 0) associé à (3.47) est
stable si :
∆t 6
2√
ω2j + f
2
(3.48)
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Démonstration : voir annexe C. 
On constate donc que la PML sélective pénalise légèrement la stabilité du schéma en
imposant un pas de temps critique plus faible que pour la résolution du même problème
sans PML sélective.
2.5 Efficacité de l’effet dissipatif sur les phénomènes micro
Plusieurs paramètres ne sont pas encore définis, à savoir : Lfiltre, f et p. Ce dernier
paramètre influe uniquement sur la gamme d’ondes filtrées alors que Lfiltre et f
impactent directement l’efficacité de l’effet dissipatif. Plus la taille de Ωfiltre est grande
et plus les ondes qui traversent la PML sélective ont le temps d’être dissipées, de même
plus l’effet amortissant piloté par f est grand et plus la dissipation se fait rapidement
(décroissance en e−ft).
Cependant, la taille de Ωfiltre ne doit pas être trop importante afin de ne pas engendrer
de surcoûts de calcul. Ωfiltre est défini sur le domaine micro Ω1, et réduit de ce fait
la précision recherchée dans Ω1. De même, si le paramètre f est trop élevé, la PML
sélective se comportera comme si elle était encastrée dans Ωfiltre et les ondes micro se
réfléchiront directement vers le domaine micro lors des simulations numériques.
Il est possible de fixer les paramètres Ωfiltre et f à partir de la célérité des ondes
élastiques dans le modèle. Il existe deux types d’onde élastique dans les milieux infinis
homogènes isotropes, les ondes de compression et les ondes de cisaillement. La célé-
rité cL des ondes de compression, dites longitudinales, s’exprime à partir des propriétés
matériaux :
cL =
√
(1− ν)E
(1− 2ν) (1 + ν) ρ
(3.49)
Il en est de même pour l’expression de la célérité cT des ondes de cisaillement, dites
transversales :
cT =
√
E
2 (1 + ν) ρ
(3.50)
Comme cL > cT , ce sont donc les ondes longitudinales qui traversent les plus rapidement
le milieu et qui pourraient être insuffisamment dissipées par la PML sélective.
Proposition : La mise en place d’une PML sélective permet d’obtenir des taux de
réflexion inférieurs à 1% sous la condition :
Lfiltre
cL
> ln
(
1
0,01
)
1
f
(3.51)
Démonstration : Il a été établi que l’amortissement dans Ωfiltre était de la forme e−ft,
une onde qui entrerait à t = t1 pour en ressortir à t = t2 subirait donc une atténuation T
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de :
T = 1− e−f∆T (3.52)
avec∆T = t2− t1. Connaissant la célérité maximale des ondes élastiques, nous pouvons
établir la valeur ∆Tmin en fonction la taille Lfiltre de Ωfiltre :
∆Tmini =
2Lfiltre
cL
(3.53)
Le terme 2Lfiltre est introduit car l’onde parcourt un aller-retour dans la zone filtrante
Ωfiltre avant de revenir à son point de départ. Pour que le taux de réflexion soit globale-
ment inférieur à 1%, il suffit que le taux d’atténuation T d’une onde longitudinale micro
traversant Ωfiltre soit supérieur à 99% :
T > 99% (3.54)
En prenant en compte (3.53) et (3.54) , l’équation (3.52) devient :
1− e
−f Lfiltre
cL > 99% (3.55)
soit :
Lfiltre
cL
> ln
(
1
0,01
)
1
f
(3.56)
ce qui conclut la démonstration. 
Le premier critère défini par la relation (3.51) permet d’orienter le choix des
paramètres f et Lfiltre (voir le chapitre 4). Il existe également un lien entre les valeurs
propres (c.-à-d. les pulsations) du déplacement micro et le paramètre f traduisant
l’amortissement. Le taux de réflexion de la PML une fois discrétisée dépend en effet de
la pulsation ω de l’onde incidente [Collino et Monk, 1998]. Ainsi plus la pulsation est
faible et plus le taux de réflexion est élevé.
Dans le cas de la PML sélective, seules les ondes micro sont dissipées, or celles-ci
correspondent à la gamme d’ondes ayant les plus grandes pulsations. De ce fait, l’un des
inconvénients de la PML classique disparaît dès que f est choisi judicieusement. Il suffit
donc de s’assurer que les ondes micro, dont les pulsations sont les plus hautes, se dissipent
correctement sans générer de réflexions.
3 Discussion autour de la définition du projecteur Pm
Nous avons établi une formulation de type PML qui permet de n’absorber qu’une
gamme réduite d’ondes. L’équation du mouvement obtenue (3.46) fait apparaître deux
termes supplémentaires, le premier sur le vecteur des vitesses nodales et le second sur le
vecteur des déplacements nodaux. Ils font tous les deux intervenir la matrice de masseM
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qui est déjà connue, ainsi que le coefficient f qui paramètre l’amortissement. Finalement,
le seul opérateur qui n’est pas connu initialement est la matrice de projection Pm qui
dépend elle-même du paramètre p. Dans les sections suivantes, plusieurs constructions du
projecteur Pm à partir des opérateurs connus sont détaillées.
3.1 Projecteur issu de la base modale
Au lieu de raisonner sur le projecteur Pm et de chercher à identifier les modes non
représentables par Ω2, il est possible de travailler sur le projecteur QM en cherchant à
définir les modes représentables par Ω2. En effet, ceux-ci seront d’autant moins nombreux
que le ratio
h2
h1
est élevé. La relation (3.26) indique que QM est défini à partir des p
premiers modes propres du problème restreint àΩfiltre. Cela soulève plusieurs difficultés :
– le choix du paramètre p ;
– le calcul des p premiers modes propres.
Le choix de p est essentiel, celui-ci définit en effet la gamme d’ondes qui n’est
pas dissipée dans Ωfiltre. Ainsi, plus p diminue et plus la gamme d’ondes absorbées
est grande, diminuant ainsi le risque de réflexion d’ondes à l’interface micro/macro.
Cependant, si p est trop faible, les ondes macro représentables dans le sous-domaine Ω2
sont également dissipées par la PML sélective, ce qui affecte la simulation en empêchant
le passage des phénomènes macro.
Plusieurs paramètres vont intervenir dans ce choix : Lfiltre, la taille de Ωfiltre, ainsi
que les paramètres de discrétisation h1 et h2. En raisonnant dans un premier temps sur
un cas 1D où le sous-domaine Ωfiltre est supposé libre (la présence de Ω2 et Ω1\Ωfiltre
n’est pas prise en compte), ces premiers modes propres sont simples à calculer. Ceux-ci
correspondent aux valeurs propres les plus faibles et sont représentés sur la FIG.3.7.
Le mode φ1 est associé au mouvement de corps rigide, celui-ci ne pose pas de
problème puisqu’il est représentable, quel que soit l’espace d’approximation Vhj(Ωfiltre)
utilisé. Dans ce cas 1D linéaire et isotrope, φ2 et φ3 définissent des modes ayant une
forme sinusoïdale de périodicité spatiale notée respectivement λ2 et λ3. On constate que
λ2 = 2Lfiltre et λ3 = Lfiltre, de même pour le je mode :
λj =
2Lfiltre
j − 1
(3.57)
Il est nécessaire de déterminer un critère pour sélectionner les modes représentables
dans Vh2(Ωfiltre) afin de définir au mieuxQM . Plusieurs paramètres vont intervenir dans
l’établissement de ce critère : la longueur Lfiltre ainsi que le paramètre de discrétisation
h2. Une méthode empirique indique qu’il faut au moins 6 ou 7 éléments par longueur
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FIGURE 3.7 – Premiers modes de Ωfiltre en 1D
d’onde pour qu’un signal sinusoïdal soit correctement représentable, soit :
λj
h2
≥ 7 (3.58)
Or le mode p est le dernier mode, présentant la plus petite périodicité spatiale, sensé être
représentable par le domaine macro. À partir de (3.57) et (3.58), on obtient le critère
suivant dans le cas 1D :
2Lfiltre
7h2
+ 1 ≥ p (3.59)
Dans des cas 2D ou 3D, la géométrie de Ωfiltre devient beaucoup plus complexe, ce
qui augmente d’autant plus le coût de calcul des modes propres. De plus, le critère empi-
rique qui s’applique en 1D trouve difficilement son équivalent en 2D ou 3D car il est plus
difficile de connaître a priori la valeur de la périodicité spatiale λj . Une solution consiste
alors à développer une PML sélective de référence de taille réduite et de géométrie simple
Ωreffiltre. Puis un assemblage de cette PML sélective élémentaire permet d’établir la PML
sélective totale surΩfiltre (voir FIG.3.8). Tous les opérateurs étant alors calculés une seule
fois, le coût de mise en place de la PML sélective reste faible.
3.2 Projecteur issu de la discrétisation macro
L’utilisation de la base modale est contraignante en dehors des cas simples 1D. De
plus, elle ne permet pas de prendre en considération explicitement les informations
connues sur le domaine Ω2 tel que l’espace d’approximation Vh2(Ω2). Or c’est cet espace
qui définit, in fine, la gamme d’ondes macro représentables par le sous-domaine Ω2, et
donc la gamme d’ondes micro à dissiper.
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FIGURE 3.8 –Mise en place d’une PML sélective définie par assemblage de zones PML
sélectives élémentaires
Dans cette deuxième approche, le système d’équations différentielles traduisant
l’évolution du milieu (3.47) est inchangé, mais la définition du projecteur Pm utilisé est
modifiée. Au lieu de définir ce dernier à partir de la base modale, il peut être construit
directement à partir des fonctions de forme macro φM(X) associées aux nœuds macro
[To et Li, 2005]. Les nœuds macro de Ωfiltre sont obtenus par extension de l’espace
d’approximation de Ω2 à Ωfiltre (FIG.3.9).
Deux espaces d’approximation Vh1(Ωfiltre) et Vh2(Ωfiltre) cohabitent, le premier
contenant à la fois les grandeurs totales (micro et macro) par une discrétisation en
Nfiltre éléments tandis que le second définit uniquement les grandeurs macro par une
discrétisation en NMfiltre éléments.
Définition : Un champ macro uM de Ωfiltre est compatible au sens de l’espace d’ap-
proximation de Ω2 si :
∃dM ∈ R(
NM
filtre
+1)d tel que uM = NMdM (3.60)
où dM représente le vecteur des déplacements macro de la nouvelle discrétisation
associée à Vh2(Ωfiltre) etNM ∈ R(
Nfiltre+1)d×R(N
M
filtre
+1)d la matrice d’interpolation
des déplacements macro sur le maillage fin (voir FIG.3.10).
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Ωfiltre
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FIGURE 3.9 – Définition des deux espaces d’approximation Vh1(Ωfiltre) et Vh2(Ωfiltre)
du domaine Ωfiltre en 1D
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FIGURE 3.10 – Construction de la matriceNM à partir des fonctions de forme φMk (X)
En suivant la démarche décrite dans [Wagner et Liu, 2003] et [To et Li, 2005], une
façon de définir le projecteur Pm est de se donner un critère basé sur le minimum de
l’écart entre l’énergie cinétique totale et macro. Soit L la fonctionnelle qui définit cet
écart :
L(u˙, d˙M) =
1
2
u˙TMu˙−
1
2
(NM d˙M)
TM(NM d˙M) (3.61)
En tenant compte de (3.60) et (3.22), (3.61) devient en fonction de u˙m et d˙M :
L(u˙m, d˙M) =
1
2
(
u˙m +NM d˙M
)T
M
(
u˙m +NM d˙M
)
−
1
2
(
NM d˙M
)T
MNM d˙M
(3.62)
Le meilleur champ macro d˙optM au sens de l’énergie cinétique est obtenu en minimisant
(3.62) :
L(u˙m, d˙
opt
M ) = min
d˙M∈R(N
M
filtre
+1)d
L(u˙m, d˙M) ∀u˙m ∈ R
(Nfiltre+1)
⇐⇒
∂L(u˙m, d˙
opt
M )
∂d˙optM
= 0
⇐⇒ NTMM
(
u˙m +NM d˙
opt
M
)
−NTMMNM d˙
opt
M = 0
(3.63)
En réinjectant (3.22) et (3.60) dans (3.63), une relation liant u˙ et d˙optM apparait :
NTMMu˙ = MM d˙
opt
M (3.64)
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avec MM = NTMMNM . Finalement, en intégrant (3.64) et en multipliant par NMM
−1
M ,
on obtient :
NMM
−1
M N
T
MMu = NMd
opt
M (3.65)
ce qui en considérant (3.28) et (3.60), permet d’identifier un projecteurQM tel que :
QM = NMM
−1
M N
T
MM (3.66)
On définit finalement la nouvelle forme du projecteur Pm :
Pm = 1−NMM
−1
M N
T
MM (3.67)
L’intérêt de cette nouvelle approche est le caractère explicite du projecteur Pm. En
effet, il ne nécessite que de construire la matrice NM qui est obtenue par prolongement
de la discrétisation de Ω2 dans Ωfiltre, tous les autres opérateurs étant déjà définis.
Remarque : les deux définitions (3.28) et (3.67) du projecteur Pm sont similaires, seule
la matrice G change pour devenir NM . Ainsi la première définition (3.28) est obtenue
à partir des modes propres φj de Vh1(Ωfiltre) tandis que la seconde définition (3.67) est
construite à partir des fonctions de forme φMj de V
h2(Ωfiltre).
Décomposition de l’énergie mécanique
L’énergie mécanique, notée Emec, se met toujours sous la forme :
Emec (u˙,u) =
1
2
(u˙M + u˙m)
T
M (u˙M + u˙m) +
1
2
(um + uM)
T
K (um + uM) (3.68)
avec
u˙TmMu˙M = u˙
TPTmMQM u˙ = 0 (3.69)
Ceci implique :
Emec (u˙,u) =
1
2
u˙TMMu˙M +
1
2
uTMKuM +
1
2
u˙TmMu˙m +
1
2
uTmKum + u
T
mKuM (3.70)
= Emec (u˙M ,uM) + E
mec (u˙m,um) + u
T
mKuM (3.71)
La séparation des champs micro/macro définie par le nouveau projecteur Pm ne permet
donc pas d’obtenir une séparation de l’énergie mécanique en deux termes l’un micro et
l’autre macro. Ce qui est gagné en terme de construction des opérateurs est perdu sur les
propriétés d’orthogonalité des champs micro et macro. De ce fait la dissipation opérée
par la PML sélective affecte l’énergie micro et potentiellement l’énergie macro. En effet,
un terme croisé sur les quantités micro et macro uTmKuM demeure.
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3.3 Projecteur rigide : modes de corps rigide
Deux définitions de Pm, construites à partir d’hypothèses différentes, ont pu être éta-
blies. Une approche intermédiaire qui satisfait à la fois la propriété de séparation de l’éner-
gie (3.70) ainsi que la définition (3.60) est également envisageable, celle-ci implique la
relation suivante :
∃dM ∈ R(
NM
filtre
+1)d tel queG
(
GTMG
)−1
GTMu = NMdM ∀u ∈ R(
Nfiltre+1)d
(3.72)
Les seuls paramètres ajustables sont la taille de Ωfiltre ainsi que le nombre de modes p
utilisés pour définir l’opérateurG.
Proposition : La relation (3.72) est satisfaite si les modes propres φj permettant de
définirN vérifient :
∃dj ∈ R
(NM
filtre
+1) tel que φj = NMdj (3.73)
Démonstration : Les propriétés de la base modale impliquent que :
∀u, ∃{αj}j∈[1;Nfiltre+1] tel que u =
Nfiltre+1∑
j=1
αjφj (3.74)
soit :
G
(
GTMG
)−1
GTMu =
p∑
i=1
αjφj ∀u (3.75)
En supposant que la condition (3.73) est vérifiée, (3.75) devient :
G
(
GTMG
)−1
GTMu =
p∑
i=1
αjNMdj ∀u (3.76)
Il ne reste plus qu’à poser d =
p∑
i=1
αjdj pour conclure la démonstration. 
Pour satisfaire la proposition précédente, les modes propres de Ωfiltre définis à
partir de l’espace d’approximation Vh1(Ωfiltre) doivent être représentables dans l’espace
d’approximation Vh2(Ωfiltre). La vérification de (3.73) est simple en soi mais elle
nécessite de calculer préalablement les modes propres φj , ce qui présente un coût de
calcul non négligeable et inutile si le mode n’est pas sélectionné.
Même avec des discrétisations imbriquées telles que Vh1(Ωfiltre) soit un sous raffi-
nement de Vh2(Ωfiltre), il n’y a aucune propriété permettant de conclure sur l’existence
d’un mode commun à chacune des discrétisations. Il existe cependant une exception,
les modes propres définissant les mouvements de corps rigide. En effet, ces modes sont
représentables sous la même forme quel que soit l’espace d’approximation choisi.
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
Applications en dynamique transitoire 93
Les modes de corps rigides sont simples à calculer et peuvent être établis a priori sans
avoir à étudier un problème aux valeurs propres généralisées. Cependant, ils donnent une
information très minimaliste sur le champ de déplacement macro. La gamme d’ondes
dissipées risque d’être beaucoup trop importante en ne laissant passer qu’une petite partie
des ondes macro représentables par Ω2. Dans le but de minimiser ce risque, la PML
sélective est définie sur le plus petit domaine Ωfiltre compatible avec la définition (3.60),
à savoir la taille d’un élément macro de paramètre h2.
8 > > > > > > > > > > > > < > > > > > > > > > > > > : 8 > > > > > > > > > > > > > > > > > > > > < > > > > > > > > > > > > > > > > > > > > :
8>><>>:
Ω1 Ω2
8>><>>:Ωfiltre1 Ωfiltre2
FIGURE 3.11 – PML en série
Finalement, la taille de la zone PML sélective est imposée par le paramètre de discré-
tisation h2. Si jamais cette taille devait être insuffisante pour respecter la condition (3.51)
ou bien que la géométrie (notamment en 2D et 3D) ne permette pas d’utiliser qu’un seul
élément dans la PML sélective, il est alors possible de disposer plusieurs zones PML
sélectives successivement comme défini sur la FIG.3.11.
4 Applications en dynamique transitoire
Dans cette section, les analyses théoriques précédentes sont confrontées sur des ap-
plications numériques en dynamique transitoire 1D (les applications sur des cas 2D sont
réalisées dans le chapitre 4). Les différences dues au choix du projecteur Pm sont illus-
trées et la PML sélective est comparée à d’autres méthodes employées pour traiter les
incompatibilités micro/macro (voir [Krenk et Høgsberg, 2005]).
4.1 Mise en place de la démarche d’analyse
Dans le but d’étudier le comportement de la PML sélective, on considère un problème
1D composé de deux sous-domainesΩ1 etΩ2 ayant respectivementN1 = 160 éléments de
paramètre h1 etN2 = 8 éléments de paramètre h2, tel que h2 = 20h1. Après discrétisation
temporelle, un schéma d’intégration de Newmark explicite de pas de temps∆t (noté aussi
∆texplicite) est appliqué (β = 0 et γ = 0, 5). On obtient alors le schéma suivant :


M1u¨1n+1 + 2fM
1Pmu˙
1
n+1 + f
2M1Pmu
1
n+1 = −K
1u1n+1 −C
1Tµn+1
M2u¨2n+1 = −K
2u2n+1 −C
2Tµn+1
C1u˙1n+1 +C
2u˙2n+1 = 0
(3.77)
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avec 

uin+1 = u
i
n +∆tu˙
i
n +
∆t2
2
u¨in
u˙in+1 = u˙
i
n +
∆t
2
(
u¨in + u¨
i
n+1
) , ∀i ∈ {1, 2} (3.78)
Afin de définir l’efficacité de la PML sélective, des signaux de longueur d’onde va-
riable sont initiés en imposant u˙10 = 0, u
2
0 = 0 et u˙
2
0 = 0. Seul le déplacement initial dans
Ω1 est non nul et de la forme :
u10 =


uλ(X1)
...
uλ(Xj)
...
uλ(XN1+1)

 avec uλ(Xj) =

 k
(
cos
(
2π
Xj
λ
)
+ 1
)
siXj <
λ
2
0 sinon
(3.79)
où k paramètre l’amplitude du signal tandis que λ définit la longueur d’onde (voir la
FIG.3.12). Dans ce cas 1D, on rappelle la relation entre la longueur d’onde spatiale du
signal et sa pulsation :
ω =
√
E
ρ
2π
λ
(3.80)
avec
√
E
ρ
= cL. La longueur d’onde λ est choisie telle que :
λ = 10qh1 avec q ∈ N
∗ (3.81)
0
h2
k
u
XXj
uj
h1
λ/2
FIGURE 3.12 – Définition de la géométrie et du déplacement initial en 1D
Dans un premier temps le projecteur Pm est supposé nul (Pm = 0) et la longueur
d’onde λ est fixée à 10h1 (q = 1). Ces conditions permettent de définir un cas sans
dissipation identique au second calcul de référence de la FIG.3.4b. La FIG.3.13a met en
évidence que l’énergie se propage très peu dans le sous-domaine Ω2 et reste piégée dans
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le sous-domaine Ω1. Au contraire, en posant λ = 100h1 (q = 10), l’énergie se transmet
entièrement au sous-domaine Ω2 (voir FIG.3.13b) lorsque le signal atteint l’interface,
entre les pas de temps 250 et 400, traduisant bien l’absence de réflexion à l’interface
micro/macro.
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FIGURE 3.13 – Répartition de l’énergie dans le temps avec Pm = 0
Cette démarche est reproduite en faisant varier la valeur de q de (3.81) dans [1; 14].
Dans chaque cas, la part de l’énergie initiale qui est réfléchie dans Ω1 et la part qui est
transmise dans Ω2 sont calculées. Les résultats sont résumés sur la FIG.3.14. Il apparaît
que plus le paramètre q augmente, plus le taux d’énergie transmise est proche de 100%.
Au contraire si celui-ci diminue le taux d’énergie transmise tend vers 0 et c’est le taux
de réflexion qui tend vers 100%. Ces observations sont cohérentes puisque q caractérise
la longueur d’onde du signal incident or les signaux de grande longueur d’onde sont
parfaitement représentables par l’espace d’approximation Vh2(Ω2).
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FIGURE 3.14 – Parts de l’énergie réfléchie et transmise en fonction du paramètre q
Remarque : le premier calcul de référence correspondant à une discrétisation homogène
h1 dans tout le domaine Ω1 ∪ Ω2 n’est pas illustré. En effet il montre uniquement que,
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quelle que soit la valeur de q, les taux d’énergie réfléchie et transmise sont respectivement
de 0% et 100 %.
4.2 Étude comparative des projecteurs Pm
Le sous-domaine Ωfiltre est placé dans Ω1 en amont de l’interface. La zone Ωfiltre
recouvre 20 éléments de paramètre h1 de façon à pouvoir y superposer un élément de
paramètre h2 lors de l’utilisation du projecteur mixte. Les deux projecteurs suivants sont
comparés :
– Pmacro défini au sens de (3.67) tel que Pmacro = NMM
−1
M N
T
MM ;
– Prigide défini au sens de (3.28) et (3.72) tel que Pmacro = GM
−1
G G
TM oùG n’est
constitué que d’un seul mode φ1, le mode de corps rigide.
Le projecteur Pmacro est étudié dans un premier temps, la répartition de l’énergie
au cours du temps est tracée sur la FIG.3.15 pour les deux valeurs de q utilisées
précédemment. Dans le cas q = 1 ou λ = 10h1 (FIG.3.15a), correspondant à un signal
initial de très petite longueur d’onde, l’énergie quitte presque entièrement le domaine
Ω1 sans pour autant se retrouver dans le domaine Ω2, ce qui signifie que l’énergie
de l’onde a été dissipée par la PML sélective. Dans le cas q = 10 ou λ = 100h1
(FIG.3.15b), correspondant à un signal initial de grande longueur d’onde, l’énergie se
transmet correctement de Ω1 à Ω2 sans être réfléchie ni dissipée. On retrouve bien un
comportement similaire à celui illustré sur la FIG.3.13b.
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FIGURE 3.15 – Répartition de l’énergie dans le temps avec Pm = Pmacro
Le deuxième projecteur Prigide est maintenant employé dans Ωfiltre. Là encore, la
répartition de l’énergie au cours du temps est représentée sur la FIG.3.16. Dans le cas
q = 1 (FIG.3.16a), on observe un résultat similaire à celui du projecteur Pmacro, à savoir
une dissipation presque totale de l’énergie de l’onde et de ce fait un taux d’énergie
réfléchie très faible. Dans le cas q = 10 (FIG.3.16b), l’énergie se transmet de Ω1 à Ω2
sans générer de réflexion, mais une partie de l’énergie initiale est dissipée dans Ωfiltre.
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FIGURE 3.16 – Répartition de l’énergie dans le temps avec Pm = Prigide
Finalement, la FIG.3.17 résume l’évolution des taux d’énergie réfléchie et transmise
en fonction du paramètre q qui caractérise la longueur d’onde du signal initial. Les deux
projeteurs réduisent drastiquement les réflexions, le projecteur Prigide étant néanmoins
plus efficace que Pmacro. Cependant, c’est le projecteur Pmacro qui permet de conserver
la plus grande part d’énergie transmise. Le projecteur Prigide ne sélectionne qu’une infor-
mation macro très minimaliste ce qui explique que même lorsque le paramètre q est très
grand soit pour une grande longueur d’onde λ, une partie de l’énergie de l’onde élastique
est toujours dissipée.
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(a) Pm = Pmacro
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(b) Pm = Prigide
FIGURE 3.17 – Parts de l’énergie réfléchie et transmise en fonction du paramètre q
Remarque : le projecteur Pmacro, qui n’est qu’une approximation du projecteur Pm idéal
au sens de (3.28), peut dans certaines conditions contribuer à créer de l’énergie (Fi-
gure 3.17a pour q = 7).
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4.3 Confrontation à d’autres méthodes
Pour mettre en lumière l’intérêt de la PML sélective, d’autres méthodes ayant pour
vocation de limiter les réflexions aux interfaces micro/macro sont introduites. Les
comparaisons sont principalement faites à partir des méthodes décrites dans [Krenk et
Høgsberg, 2005] qui permettent de dissiper les signaux hautes fréquences à l’origine des
réflexions tout en conservant les signaux basses fréquences.
La première comparaison est effectuée sur un problème sans PML sélective :


M1u¨1n+1 +K
1u1n+1 = −C
1Tµn+1
M2u¨2n+1 +K
2u2n+1 = −C
2Tµn+1
C1u˙1n+1 +C
2u˙2n+1 = 0
(3.82)
qui correspond au problème initial (3.17). L’action dissipative [Krenk et Høgsberg, 2005]
est obtenue par l’utilisation d’un schéma de Newmark dissipatif respectant la condition
(1.60). Le schéma d’intégration associé s’écrit alors :


uin+1 = u
i
n +∆tu˙
i
n +
∆t2
2
(
(1− β) u¨in + βu¨
i
n+1
)
u˙in+1 = u˙
i
n +
∆t
2
(
(1− γ) u¨in + γu¨
i
n+1
) ∀i ∈ {1, 2} (3.83)
avec
γ =
1
2
+ α, β =
1
4
(1 + α)2 et α > 0 (3.84)
Par la suite on pose α = 0,1 ce qui représente un bon compromis entre dissipation des
hautes fréquences et conservation des basses fréquences (β = 0,6 et γ = 0,3025).
Le schéma étant inconditionnellement stable, il est possible d’utiliser un pas de temps
plus grand que celui nécessaire à la stabilité du schéma explicite utilisé. Il faut également
noter que l’action dissipative du schéma temporel dépend principalement de la valeur du
pas de temps ∆t ; si celui-ci est trop petit, l’action dissipative sera quasi nulle. On choisit
∆timplicite = 10∆texplicite.
La répartition de l’énergie dans le temps est tracée pour deux valeurs du paramètre
q sur la FIG.3.18. Dans le cas q = 1, l’énergie de l’onde est rapidement dissipée, et ce
dès les premiers pas de temps. Au final toute l’énergie a été dissipée et il n’y a donc pas
de réflexion. Dans le cas q = 10, il n’y a pas non plus de réflexion puisque l’énergie se
transmet correctement de Ω1 à Ω2, cependant cette énergie diminue au cours du temps
aussi bien dans Ω1 et Ω2 du fait de l’action dissipative du schéma d’intégration.
La même démarche est reproduite en appliquant un filtre linéaire du premier ordre
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FIGURE 3.18 – Répartition de l’énergie dans le temps avec utilisation d’un schéma de
Newmark dissipatif (Nwk α = 0,1)
[Krenk et Høgsberg, 2005] à (3.82), ce qui permet d’obtenir :


M1
((
1
2
+ ν
)
u¨1n+1 − νu¨
1
n
)
+K1
((
1
2
+ ν − α
)
u1n+1 + (−ν + α)u
1
n
)
= −C1
T
µn+1
M2
((
1
2
+ ν
)
u¨2n+1 − νu¨
2
n
)
+K2
((
1
2
+ ν − α
)
u2n+1 + (−ν + α)u
2
n
)
= −C2
T
µn+1
C1u˙1n+1 +C
2u˙2n+1 = 0
(3.85)
Le schéma d’intégration (3.83) ainsi que les conditions (3.84) restent identiques.
Cependant il est nécessaire de choisir un paramètre α plus grand pour minimiser les
réflexions, dans l’application suivante on prend α = 0,5.
Sur la FIG.3.19a qui correspond au cas q = 1, l’énergie commence à être dissipée dès
les premiers pas de temps aussi efficacement que dans le cas Nwk α = 0,1. Dans le cas
q = 10 FIG.3.19b, l’énergie se transmet presque parfaitement de Ω1 à Ω2, on remarque
néanmoins une légère perte d’énergie.
Finalement, la FIG.3.20 récapitule l’évolution des taux de réflexion et de transmission
en fonction du paramètre q. Dans le cas Nwk α = 0,1 le taux de réflexion est systémati-
quement nul mais le taux de transmission est sensiblement réduit même pour des valeurs
de q élevées. Dans le cas Krenk α = 0,5, le taux de transmission est plus proche de la
référence (voir FIG.3.14) mais cela s’obtient au détriment des réflexions qui augmentent
légèrement.
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FIGURE 3.19 – Répartition de l’énergie dans le temps avec un filtre du premier ordre
(Krenk α = 0,5)
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(a) Nwk α = 0,1
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(b) Krenk α = 0,5
FIGURE 3.20 – Parts de l’énergie réfléchie et transmise en fonction du paramètre q
Remarque : contrairement à la PML sélective, l’effet dissipatif des méthodes décrites ci-
dessus agit dans tout le domaine Ω1. Pour pouvoir comparer les méthodes sur les mêmes
bases, il convient de restreindre l’effet dissipatif au domaineΩfiltre mais cela passe néces-
sairement par l’utilisation d’un schéma d’intégration multi-pas de temps. Il est également
important de noter qu’avec ces méthodes alternatives, le caractère explicite de résolution
est perdu et devient nécessairement implicite.
5 Bilan du chapitre
Tous les résultats précédents sont regroupés sur la FIG.3.21, ce qui permet de compa-
rer plus précisément les taux de réflexion et de transmission entre eux. Les taux références
obtenus avec les deux calculs de référence y sont également représentés.
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FIGURE 3.21 – Évolutions de la part de l’énergie réfléchie et transmise en fonction de q
Il est possible de faire plusieurs observations :
– l’utilisation d’un schéma implicite fortement dissipatif Nwk α = 0,1 minimise les
réflexions ;
– la PML sélective associée au projecteur Pmacro est la seule à présenter un taux
de réflexion supérieure à 5% mais également la seule à atteindre 100 % d’énergie
transmise ;
– dans le cas Krenk α = 0,5 et pour la PML sélective associée à Prigide, même
lorsque q = 14, le taux de transmission ne dépasse pas 85− 95%.
Il n’y a donc pas de méthode parmi celles présentées ci-dessus qui permette de
satisfaire parfaitement le double objectif de réduire à la fois les réflexions des ondes
micro tout en conservant la transmission des ondes macro. Cependant plusieurs progrès
notables ont été observés. Il est possible de définir un effet dissipatif localisé sur un
sous-domaine de Ω1 grâce à la PML sélective avec un schéma explicite. Les méthodes
basées sur des schémas implicites (Nwk et Krenk) sont un peu plus efficaces, mais il est
important de noter que la résolution devient implicite contrairement à la PML sélective
qui reste entièrement explicite. Il est intéressant de noter que l’utilisation de la PML
sélective peut être combinée à une méthode de dissipation numérique telle que celles
décrites dans [Krenk et Høgsberg, 2005], ce qui peut permettre d’optimiser la dissipation.
Ces résultats sont très encourageants puisqu’il est encore possible d’ajuster la défini-
tion de la PML sélective en modifiant sa taille ou la définition du projecteur macro pour
en améliorer ses performances. Dans le chapitre suivant, on choisit donc d’utiliser la PML
sélective associée au projecteurPrigide sur des cas 2D pour limiter les réflexions parasites.
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Chapitre 4
Modélisation et simulation d’un béton
fibré en dynamique
Dans ce quatrième chapitre, les méthodes développées aux
Chapitres 2 et 3 sont appliquées sur un cas concret. Il s’agit
de simuler le comportement d’ondes de compression et de ci-
saillement dans un béton fibré modélisé par un modèle multi-
échelle en 2D.
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1 Introduction
Les modèles continus ou discrets locaux classiques ne suffisent pas pour prendre en
compte la présence des fibres au sein du béton fibré. Celles-ci, de par leur taille, leur
densité ou leur orientation, ont une influence significative sur les mécanismes de rupture
du matériau.
Dans [Pros et al., 2012], la présence des fibres est représentée en superposant un
modèle de béton classique avec un “nuage” de fibres. Les deux modèles sont alors
couplés au moyen d’un lagrangien. L’approche considérée ici vise, au contraire, à
introduire directement les fibres dans un modèle discret local [Wittel et al., 2006]. Leur
présence est représentée explicitement en ajoutant des interactions non-locales entre les
particules du modèle. Cependant cette approche a un coût et l’utiliser sur tout le problème
n’a que peu d’intérêt puisque les fissures restent principalement localisées autour des
zones sous chargements extrêmes. C’est pourquoi un second modèle continu local est
employé en dehors de ces zones pour réduire les coûts de calcul tout en conservant la
précision requise. Les deux modèles sont alors couplés au moyen d’un raccord surfacique
en vitesse, tandis que l’approximation NL2L-loc et la PML sélective sont mises en place
pour traiter les incompatibilités entre modèles. De cette façon, la simulation n’est pas
polluée par les réflexions d’onde qui apparaissent habituellement aux interfaces. Les
performances de ce nouveau modèle multi-échelle sont alors étudiées au moyen d’essais
numériques 2D.
Remarque : dans l’ensemble de ce chapitre, les modèles 2D sont construits en supposant
les forces/contraintes planes et déplacement/déformations planes.
2 Définition du modèle multi-échelle
2.1 Modèle micro
Le modèle micro permet de rendre compte explicitement des phénomènes à l’échelle
microscopique se produisant au sein du matériau, tels que la décohésion ou la propagation
de fissures. Les particules du modèle discret sont à l’échelle du grain du béton ; or à cette
échelle il n’est pas possible de considérer le matériau comme homogène. Une certaine
hétérogénéité doit être représentée aussi bien sur la forme et la répartition des grains que
sur la distribution des fibres dans le milieu. Dans les sections suivantes, les différentes
étapes permettant de définir le modèle micro sont décrites :
– création de la géométrie,
– mise en place des interactions modélisant la cohésion du béton,
– ajout des interactions modélisant la présence des fibres.
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2.1.1 Géométrie 2D
La position du centre de chaque particule est tirée de façon aléatoire dans le domaine
rectangulaire Ω. Par la suite, une décomposition par polygones de Voronoi permet de
découper l’espace et de créer la géométrie des grains.
Pour effectuer le tirage du centre des N grains, il est possible d’utiliser une méthode
de type Monte-Carlo sur l’ensemble du domaine Ω. Mais dans le but de maintenir une
certaine régularité dans la répartition et la taille des grains, une grille régulière est utilisée
pour partitionner le domaine en N cases (voir la FIG.4.1). La position du centre d’une
particule est affectée à chacune de ces cases. La densité de particules est alors directement
contrôlée par les pas lx et ly de la grille.
lx
ly
a.lx
a.ly
FIGURE 4.1 – Grille et zone de tirage
L’hétérogénéité est créée en tirant la position du centre de la particule sur chaque case
de la grille, un paramètre a permettant de modifier la fenêtre de tirage de dimension :
alx×aly (voir la FIG.4.1) [Delaplace, 2008]. En modifiant la valeur du paramètre a telle
que 0 6 a 6 1, il est possible d’obtenir des particules plus ou moins régulières ; dans
le cas a = 0, on retrouve un réseau régulier de particules rectangulaires. Une fois la
position du centre de chaque particule définie (FIG.4.2a), la décomposition par polygones
de Voronoi (FIG.4.2b) permet d’obtenir leur forme.
(a) Tirage de la position du centre des
particules (a = 0,6)
(b) Polygones de Voronoi associés au
tirage
FIGURE 4.2 – Construction de la géométrie des grains du modèle particulaire
En considérant une épaisseur de matériau H fixe du même ordre de grandeur que lx
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et ly et connaissant la masse volumique ρ du béton (ρ = 5000 kg.m-3), la masse mi et
l’inertie Ii associées à chaque particule i sont calculées. Ces grandeurs seront nécessaires
pour prendre en compte les effets d’inertie du matériau.
2.1.2 Modélisation de la cohésion béton/béton
La cohésion de type béton/béton est obtenue en créant des interactions (locales) entre
les grains en contact. Chacune de ces interactions est modélisée par une poutre élastique
de type Euler-Bernoulli [Delaplace, 2008].
La triangulation de Delaunay, forme duale des polygones de Voronoi, permet d’éta-
blir les couples de particules (i, j) présentant une arête commune. Les centres de chaque
couple de particule (i, j) sont alors reliés par une poutre comme illustré sur la FIG.4.3.
Plusieurs caractéristiques géométriques de la poutre dans sa configuration initiale se dé-
duisent de la géométrie des grains :
– la longueur de la poutre lij = |Xj −Xi| ;
– la section de la poutre Sij , obtenue en mesurant la longueur de l’arête commune
entre les particules i et j ;
– l’inertie de la section Iij , calculée en supposant la section rectangulaire et centrée
sur l’axe de la poutre.
Xj
Xi
lij
Sij
(a) Configuration initiale d’une inter-
action de type poutre
xi
xj
θi
θj
(b) Configuration déformée d’une in-
teraction de type poutre
FIGURE 4.3 – Modélisation de la cohésion entre deux particules i et j par un modèle
poutre
Les poutres sont supposées à l’équilibre (énergie nulle) dans leur configuration initiale
et localement l’hypothèse des petites déformations s’applique. L’énergie φij associée à
chaque poutre s’exprime à partir des déplacements et rotations de ses deux extrémités :
φij(xi,xj, θi, θj) =
1
2
EbSij
lij
(|xj − xi| − lij)
2 +
1
2
EbIij
lij
(θj − θi)
2 (4.1)
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avec Eb le module d’Young de la poutre. Dans le cas d’un béton standard, Eb est fixé à
40 GPa.
La force f ij→i et le moment m
i
j→i s’exerçant sur la particule i se dérivent de l’énergie
d’interaction φij :
f ij→i =
EbSij
lij
(|xj − xi| − lij)nij (4.2)
mij→i =
EbIij
lij
(θj − θi) (4.3)
où nij est le vecteur directeur unitaire de la poutre dans sa configuration courante.
On ajoute également dans le modèle la dégradation du matériau pour modéliser les
phénomènes de fissuration. Pour cela, il suffit d’ajouter un critère de rupture fragile en
déformation et/ou en rotation de la forme :
Cij = sup
(∣∣∣∣ εijεcrit
∣∣∣∣ ,
∣∣∣∣ θijθcrit
∣∣∣∣
)
avec

 εij =
∣∣∣∣ |xj − xi| − lijlij
∣∣∣∣
θij = |θi − θj|
(4.4)
où εcrit et θcrit sont respectivement la déformation longitudinale critique et la rotation
critique. Dans le cas de figure où Cij > 1, la poutre casse et ne contribue plus aux efforts
de cohésion.
Remarque : le contact entre les grains est initialement pris en compte par la présence des
poutres élastiques, cependant une fois la poutre rompue le contact disparaît même en cas
de refermeture de la fissure. Il est alors nécessaire d’ajouter une procédure permettant de
détecter et de modéliser ces contacts (par pénalisation par exemple).
2.1.3 Modélisation des fibres
Les poutres élastiques définies précédemment modélisent uniquement les interactions
de type béton/béton. De nombreuses fibres sont également réparties dans le matériau et
il convient de les modéliser dans le modèle micro. Elles permettent de reprendre une
partie des efforts et de l’énergie lorsqu’une fissure se crée, ce qui engendre des faciès
de rupture différents par rapport au même matériau sans fibre [Wittel et al., 2006].
Les fibres présentes au sein du béton ne sont pas modélisées explicitement, mais leur
présence est prise en compte par l’ajout d’interactions non-locales qui ne travaillent qu’en
traction/compression. Chaque fibre est ainsi représentée par une interaction liant les deux
grains de béton où sont présentes les extrémités de la fibre comme illustré sur la FIG.4.4.
On considère ici des fibres de type “anchor" qui sont recourbées à leurs extrémités.
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φ
fibre
ij
xi
xj
,
FIGURE 4.4 –Modélisation d’une fibre
Le comportement des fibres peut être décomposé en deux phases distinctes :
– une première phase élastique jusqu’à atteindre une contrainte limite élastique ;
– une seconde phase qui traduit le glissement de la fibre dans le béton jusqu’à rupture
du lien fibre/béton.
σe
Phase 1 Phase 2 Phase 3
σ
ε0
FIGURE 4.5 –Modèle de comportement des fibres
Globalement, la contrainte diminue légèrement durant la seconde phase jusqu’à ce
qu’une des deux extrémités de la fibre se désolidarise du grain de béton. À noté qu’il
est également possible de considérer une troisième phase similaire à la seconde pendant
laquelle la contrainte diminue plus rapidement [Wittel et al., 2006].
Dans un premier temps, chaque fibre est représentée par une interaction basée sur un
potentiel quadratique :
φfibreij (xi,xj) =
1
2
k (|xi − xj| − lij)2 (4.5)
avec lij = |Xi −Xj| la longueur initiale de la fibre et k la raideur de la fibre. Le paramètre
k peut être établi à partir des caractéristiques géométriques et mécaniques des fibres, tel
que :
k =
EfSf
lij
(4.6)
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où Ef est le module d’Young du matériau composant la fibre (210 GPa dans le cas
d’un acier), et Sf est la section de cette même fibre (1 mm2 pour le type de fibre considéré).
Ces interactions doivent maintenant être réparties dans le matériau de façon aléatoire.
Deux démarches complémentaires sont proposées :
– une démarche stochastique : la position de chaque fibre est obtenue à partir d’un
tirage aléatoire ;
– une démarche déterministe : toutes les possibilités de fibre sont représentées et leur
énergie est pondérée par leur probabilité d’existence.
Répartition aléatoire des fibres
Cette première démarche consiste à reproduire l’aspect aléatoire dans la distribution
des fibres. La grille générée pour définir la géométrie des particules sert également
de support à la création des interactions représentant les fibres. Pour chaque particule,
aucun, un ou plusieurs voisins à la distance adéquate sont sélectionnés afin de définir une
interaction de type fibre. Le tirage des fibres doit amener à retrouver le taux de fibre cor-
respondant à celui du matériau réel, il s’agit ici d’un taux de fibre moyen par grain noté τf .
C’est la longueur de la fibre qui définit les voisins pouvant potentiellement être
sélectionnés. Soit nf le nombre de ces possibilités par particule. Pour des fibres de
longueur lfibre ≈ 3l avec l = lx = ly, les nf possibilités sont représentées sur la FIG.4.6,
elles sont au nombre de 16. Pour éviter que des fibres ne se superposent, le tirage n’est
effectué que sur les huit premières possibilités définies pour chaque particule.
6 7 8
5 9
4 10
3 11
2 12
1 13
16 15 14
i
FIGURE 4.6 – Grille de tirage des fibres pour la particule i
Plusieurs exemples de répartition de fibres sur des cas 2D sont illustrés sur la FIG.4.7,
un premier tirage présentant un taux de fibres par particule τf de 0,5 et un second tirage
avec un taux de 0,9.
Remarque : plutôt que de taux de fibre τf il est plus courant de parler de fraction volu-
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(a) 0,5 fibre par particule (b) 0,9 fibre par particule
FIGURE 4.7 – Définition du modèle micro avec fibres (en bleu)
mique νf de fibre tel que :
νf ≈ τfSf ∗ lf
lxlyH
(4.7)
avec lf la longueur moyenne des fibres et H l’épaisseur du matériau.
Répartition déterministe des fibres
Cette seconde démarche consiste à ne plus répartir aléatoirement les fibres, mais à les
introduire de façon déterministe. Dans les zones proches des interfaces avec le modèle
macro, toutes les possibilités de fibre sont représentées d’où l’aspect déterministe. Le
but est d’obtenir une transition douce avec le modèle macro homogène isotrope pour
respecter les hypothèses de couplage du chapitre 2. Cependant pour ne pas raidir la
structure l’énergie affectée à chaque fibre est pondérée pour retrouver une énergie
moyenne équivalente aux zones où les fibres sont disposées aléatoirement.
Pour chaque particule, les huit interactions correspondant aux huit premières possibi-
lités de la FIG.4.6 sont définies. L’aspect stochastique de la répartition des particules est
directement pris en compte par la pondération e affectée à chaque énergie d’interaction
non-locale, telle que :
φfibreij (xi,xj) =
1
2
ek (|xi − xj| − lij)2 (4.8)
La pondération e, avec 0 6 e 6 1, est calculée à partir de τf et nf :
e =
τf
nf
(4.9)
Le modèle micro ainsi obtenu est représenté sur la FIG.4.8 avec un taux de fibre
par particule fixé à 0,5. Les première et dernière colonnes de particules utilisent une
description déterministe des fibres. Elles sont alors présentes dans toutes les directions et
apparaissent en rouge sur la FIG.4.8. Dans la zone centrale qui conserve son caractère
stochastique, les fibres tirées aléatoirement apparaissent en bleu.
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
Définition du modèle multi-échelle 111
FIGURE 4.8 – Définition du modèle micro avec fibres stochastiques représentées par des
traits épais bleus, et fibres déterministes représentées par des traits fins rouges
2.1.4 Modèle global
Finalement, l’équation du mouvement pour chaque particule i ∈ [1, N ] du modèle
micro s’écrit :
mi
d2xi(t)
dt2
+
∂Eint
∂xi
=f exti (t) (4.10)
Ii
d2θi(t)
dt2
+
∂Eint
∂θi
=0 (4.11)
avec Eint =
∑
i
∑
j>i
(φij + φ
fibre
ij ). Après discrétisation, cette équation se met également
sous forme globale matricielle :
Mx¨(t) + f int (x(t)) =f ext(t) (4.12)
Iθ¨(t) +Cint (θ(t)) =0 (4.13)
2.2 Modèle macro
En dehors des zones d’intérêt qui subissent les sollicitations extrêmes, le matériau à un
comportement globalement élastique. Il est donc peu pertinent d’utiliser le modèle micro
capable de représenter les phénomènes de décohésion. Dans ce cadre, un modèle continu
classique nettement moins coûteux est mis en place. L’objectif de cette section est de para-
métrer le modèle continu afin qu’il soit compatible avec le comportement macroscopique
du modèle micro.
2.2.1 Modèle continu local
Un modèle continu local semblable à ceux utilisés dans les chapitres précédents est
considéré. Le comportement associé est isotrope, élastique et linéaire. Une fois discrétisé
au moyen de l’espace d’approximation Vh(Ω), avec h le paramètre de discrétisation, le
problème se met sous la forme :
Mhu¨(t) +Khu(t) = fh
ext
(t) (4.14)
où la matrice de raideurKh est caractérisée par les paramètres matériau E et ν.
Couplage de modèles multi-échelles pour la représentation de phénomènes localisés en
dynamique transitoire explicite
112 Modélisation et simulation d’un béton fibré en dynamique
2.2.2 Choix des paramètres matériau
Le choix des paramètres matériau E, ν et ρ nécessaires à la mise en place du modèle
macro doivent permettre de traduire au mieux le comportement macroscopique du modèle
micro. En effet, si les deux modèles ne sont pas compatibles à cette échelle, il est alors
inutile de chercher à les coupler sans générer de phénomènes parasites. Dans un premier
temps on néglige la présence des fibres dans le domaine macro. Les propriétés mécaniques
de la matrice de béton seront alors utilisées :
– la masse volumique ρ = 5000 kg.m-3,
– le module d’Young E = 40 GPa,
– le coefficient de Poisson ν = 0,2.
Dans [Delaplace, 2008] on trouve une démarche pour identifier les paramètres maté-
riau E et ν du matériau équivalent à partir d’essais de calibration effectués sur un volume
élémentaire représentatif (VER) du modèle micro.
2.3 Interfaces
L’interface est la zone critique permettant de connecter le modèle micro au modèle
macro. Dans un premier temps, le raccord mis en place entre les deux modèles et les
précautions prises pour créer les différentes géométries sont détaillés. Par la suite les
incompatibilités micro/macro et locale/non-locale sont traitées au niveau de l’interface
grâce aux méthodes développées dans les Chapitres 2 et 3.
Définition du raccord
Un raccord en vitesse est appliqué entre les nœuds d’interface du modèle macro et le
centre des particules d’interface du modèle micro. Pour éviter les problèmes de confor-
mité entre l’interface régulière du modèle macro et la position irrégulière des particules
d’interface du modèle micro (voir la FIG.4.9), la fenêtre de tirage du centre des particules
d’interfaces est calibrée pour que leur position coïncide avec l’interface du modèle macro.
Le modèle macro chevauche légèrement le modèle micro sur la largeur d’une demi
particule. Le matériau est donc représenté deux fois dans cette zone, pour corriger cet
effet la masse mi et l’inertie Ii associées à chaque particule de l’interface sont divisées
par deux. Le problème couplé associé aux équations (4.12) et (4.14) s’écrit donc :
Mx¨(t) + f int (x(t)) = f ext(t)−CTµ(t) (4.15)
Iθ¨(t) +Cint (θ(t)) = 0 (4.16)
Mhu¨(t) +Khu(t) = fh
ext
(t)−ChTµ(t) (4.17)
Cx˙(t) +Chu˙(t) = 0 (4.18)
avec µ(t) le multiplicateur de Lagrange définit sur l’espace des particules de l’interface
du modèle micro.
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−
−
FIGURE 4.9 – Exemple de géométrie non conforme à l’interface
Traitement des incompatibilités
Les fibres qui sortent du domaine micro pour aller dans le domaine macro, comme
illustré FIG.4.10, ne peuvent pas être supprimées. En effet cela fragiliserait artificielle-
ment l’interface entre les deux modèles.
−
−
ri(j)
−
FIGURE 4.10 – Utilisation de l’approximation NL2L-loc à l’interface entre les deux mo-
dèles
Afin de prendre en compte ces fibres, sans générer d’incompatibilités de type
local/non-local, l’approximation NL2L-loc du chapitre 2 est utilisée pour reconstruire
l’énergie de l’interaction associée. Cette correction intervient directement dans la
définition de l’énergie intérieure Eint et donc dans la matrice de raideurK associée.
La seconde incompatibilité résulte de l’impossibilité du modèle macro à représenter
les phénomènes microscopiques. Une PML sélective est mise en place à proximité de
l’interface. C’est le projecteur rigide (voir le Chapitre 3 section 3.3) qui est utilisé afin de
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dissocier les quantités micro et macro. L’équation (4.15) devient :
Mx¨(t) + 2fMPmx˙(t) + f
2MPmx(t) + f
int (x(t)) = f ext(t)−CTµ(t) (4.19)
On rappelle que le projecteur Pm est défini par patch. Chaque patch correspond à un
ensemble de particules de béton de la taille d’un élément fini du modèle macro (voir les
FIG.3.8 et 3.11).
3 Applications
3.1 Résolution
L’initialisation permet de définir les conditions initiales au pas de temps n = 0 cor-
respondant à l’instant t = 0. Les déplacements et les vitesses initiales sont donnés par les
relations suivantes : {
u0 = u(t = 0)
u˙0 = u˙(t = 0)
et
{
x0 = x(t = 0)
x˙0 = x˙(t = 0)
(4.20)
Les accélérations sont obtenues par :
u¨0 = M
h−1
(
−Khu0 + fhext0
)
et x¨0 = M
−1 (−Kx0 + f ext0 ) (4.21)
Un algorithme itératif permet de définir l’évolution du problème sur les N pas de
temps, les différentes étapes le composant sont décrites dans le TAB.4.1. L’algorithme
est défini de façon à ce qu’il soit le plus explicite possible (pas d’inversion de matrice) et
qu’il permette de paralléliser les calculs sur chaque sous-domaine.
Dans un premier temps, de l’étape n.1 à n.4, les évolutions libres des vitesses et
des accélérations annotées d’un exposant ∗ sont calculées. Ces opérations peuvent
être réalisées en parallèle pour chaque modèle. De plus si la matrice de masse Mh du
modèle macro est diagonalisée, tous les calculs de cette première phase sont explicites.
L’utilisation d’une prédiction de vitesse à l’étape n.2 permet de conserver un calcul
explicite de l’accélération à l’étape n.3.
Le seul calcul non parallélisable et non explicite a lieu à l’étape n.5. Il est alors néces-
saire d’inverser l’opérateurH, du problème condensé à l’interface, il s’écrit :
H = ChMh
−1
Ch
T
+CM−1CT (4.22)
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Pour n=1 à N
étape n.1


un+1 = un +∆tu˙n +
∆t2
2
u¨n
xn+1 = xn +∆tx˙n +
∆t2
2
x¨n
étape n.2 x˙pn+1 = x˙n +
∆t
2
x¨n
étape n.3
{
u¨∗n+1 = M
h−1
(
−Khun+1 + fhextn+1
)
x¨∗n+1 = −2fPmx˙pn+1 − f 2Pmxn+1 +M−1f int (xn+1) +M−1f extn+1
étape n.4


u˙∗n+1 = u˙n +
∆t
2
(
u¨n + u¨
∗
n+1
)
x˙∗n+1 = x˙
p
n+1 +
∆t
2
x¨∗n+1
étape n.5 µn+1 =
2
∆t
H−1
(
Chu˙∗n+1 +Cx˙
∗
n+1
)
étape n.6
{
u¨n+1 = u¨
∗
n+1 −Mh
−1
Ch
T
µn+1
x¨n+1 = x¨
∗
n+1 −M−1CTµn+1
étape n.7


u˙n+1 = u˙n +
∆t
2
(u¨n + u¨n+1)
x˙n+1 = x˙
p
n+1 +
∆t
2
x¨n+1
Fin Pour
TABLE 4.1 – Algorithme de résolution
Finalement, les actualisations des vitesses et des accélérations à l’étape n.6 et n.7
peuvent également être menées en parallèle sur chaque sous-domaine et correspondent
uniquement à des calculs explicites.
Remarque : le schéma d’intégration de l’algorithme est un schéma de Newmark aux dif-
férences centrées : β = 0 et γ = 0,5.
3.2 Résultats
Le comportement du béton fibré est simulé dans un cas dynamique en 2D. Les pro-
priétés des différents matériaux le constituant, béton et fibres, sont les mêmes que celles
définies précédemment. On considère un domaine d’étude rectangulaire Ω de longueur
Lx, de largeur Ly et d’épaisseur H , tel que :
– Lx = 240.10−2m ;
– Ly = 30.10−2m ;
– H = 1.10−2m.
Trois sous-domaines partitionnent le domaine de définition Ω. Dans le sous-domaine
central (région d’intérêt) c’est le modèle micro qui modélise le matériau sur une longueur
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Lmicro =
Lx
4
. Le modèle macro est utilisé sur les deux sous-domaines latéraux de
longueur Lmacro =
3Lx
8
.
La grille partitionnant le domaine microscopique a pour pas lx selon ex et ly selon
ey, avec lx = ly = H . Le paramètre a qui caractérise la fenêtre de tirage du centre des
particules est fixé à 0,5. Le taux de fibre τf par grain de béton est fixé à 1 et utilise les
nf = 16 combinaisons définies précédemment.
Le paramètre de discrétisation h caractérisant l’espace d’approximation dans les sous-
domaines macroscopique est fixé à 10.10−2m. Ceci donne pour chaque sous-domaine
macroscopique 3 éléments dans la largeur et 9 éléments dans la longueur. La FIG.4.11
permet d’illustrer la géométrie du modèle obtenu.
−
Lmicro LmacroLmacro
FIGURE 4.11 –Modélisation multiéchelle d’un béton fibré en 2D
Afin de répondre au critère de stabilité du schéma d’intégration, il est nécessaire d’uti-
liser un pas de temps∆t inférieur au pas de temps critique∆tc. Ce dernier est caractérisé
par la plus grande pulsation propre ωc du modèle, tel que :
ω2c∆t
2
c = 4 (4.23)
Le pas de temps critique est logiquement imposé par le modèle micro. Il est possible
d’estimer ωc à l’aide de la relation suivante :
ωc ≈ max
(i,j)∈[1;N ]2
2
√
EbSij
lijmi
(4.24)
Pour ne pas avoir à itérer sur les N particules du modèle micro, on note que :
Sij ≈ H2, lij ≈ H et mi ≈ ρH3 (4.25)
À partir des équations (4.23), (4.24) et (4.25), on obtient un ordre de grandeur du pas de
temps critique ∆tc :
∆tc ∼
√
ρH2
Eb
(4.26)
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L’application numérique de (4.26) donne ∆tc ∼ 3,5355.10−6s. Étant donné la disparité
dans la taille des éléments et dans le but de conserver une marge suffisante, ∆t est fixé à
1.10−6s.
Les derniers paramètres à fixer sont la taille de la PML sélective ainsi que le coefficient
d’amortissement f associé. La PML sélective est définie sur la largeur de deux éléments
finis du modèle macro, la largeur Lfiltre vaut donc 2h. La valeur de f optimale peut être
définie à partir de la relation (3.51) :
f >
− ln (0,01)
2Lfiltre
√
Eb
ρ
(4.27)
L’application numérique de (4.27) donne f > 32500rad.s-1.
3.2.1 Ondes élastiques
Le modèle est testé pour évaluer le comportement de la PML sélective en 2D dans
le cas de propagation d’ondes élastiques. Différentes ondes de compression, c.-à-d. lon-
gitudinales, ainsi que des ondes de cisaillement, c.-à-d. transversales, sont initiées afin
d’étudier leur transfert d’un modèle à l’autre.
Ondes longitudinales
Les conditions initiales en déplacement sont imposées afin de générer une onde lon-
gitudinale en direction de chacune des interfaces. La position xi0 de chaque particule
i ∈ [1;N ] à t = 0 est donnée par :
xi0 =

 Ap
(
cos
(
π
2Xi.ex − Lx
λ
)
+ 1
)
ex si
∣∣∣∣Xi.ex − Lx2
∣∣∣∣ 6 λ2
0 sinon
(4.28)
avec Ap l’amplitude de l’onde et λ la longueur d’onde. En faisant varier la valeur de λ, il
est possible d’initier aussi bien des ondes micro que la PML sélective doit absorber que
des ondes macro transmissibles au modèle macro.
Plusieurs exemples de propagation d’onde avec ou sans PML sélective sont illustrés
sur les figures suivantes pour des ondes de longueur d’onde λ = 8H et λ = 48H .
Sur les FIG.4.12 et 4.13 sont représentées des snapshots aux pas de temps 50 et 200 de
la composante suivant ex du champ de déplacement avec λ = 8H . Ces pas de temps cor-
respondent respectivement à un instant où la double onde longitudinale n’a atteint aucune
des deux interfaces micro/macro et à un instant après que cette même onde ait franchi
chacune des deux interfaces. Il apparaît sur la FIG.4.12b que l’onde s’est fortement réflé-
chie, presque toute l’énergie initiale reste piégée dans le domaine micro sur la FIG.4.14.
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FIGURE 4.12 – Composante suivant ex du champ de déplacement sans PML sélective
pour une onde longitudinale de longueur d’onde λ = 8H
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4
0
0.2
0.4
X
Y
−1
0
1
·10−2
(a) Pas de temps 50
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4
0
0.2
0.4
X
Y
−1
0
1
·10−2
(b) Pas de temps 200
FIGURE 4.13 – Composante suivant ex du champ de déplacement avec PML sélective
pour une onde longitudinale de longueur d’onde λ = 8H
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(a) Sans PML sélective
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(b) Avec PML sélective
FIGURE 4.14 – Répartition de l’énergie dans le temps pour une onde longitudinale de
longueur d’onde λ = 8H
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FIGURE 4.15 – Composante suivant ex du champ de déplacement sans PML sélective
pour une onde longitudinale de longueur d’onde λ = 48H
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FIGURE 4.16 – Composante suivant ex du champ de déplacement avec PML sélective
pour une onde longitudinale de longueur d’onde λ = 48H
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(a) Sans PML sélective
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(b) Avec PML sélective
FIGURE 4.17 – Répartition de l’énergie dans le temps pour une onde longitudinale de
longueur d’onde λ = 48H
Au contraire sur la FIG.4.13a, il n’y a presque pas de réflexion lorsque la PML sélec-
tive est mise en place. Cette dernière a en effet dissipé l’énergie issue de la double onde
longitudinale (voir FIG.4.14).
La même démarche est reproduite avec un signal de longueur d’onde λ = 48H .
Les pas de temps 50 et 200 sont de nouveau représentés sur les FIG.4.15 et 4.16. Dans
les deux cas, avec ou sans PML, aucune réflexion n’apparaît comme l’indique la FIG.4.17.
Finalement les résultats observés en 1D se confirment en 2D dans le cas des ondes
longitudinales. La PML sélective est capable de dissiper efficacement les ondes longi-
tudinales micro et de transmettre les ondes longitudinales macro (cependant elles sont
partiellement dissipées à hauteur de 20% de l’énergie initiale).
Ondes transversales
Les conditions initiales en déplacement sont modifiées afin de générer une double
onde transversale en direction de chacune des interfaces. La position xi0 de chaque parti-
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cule i ∈ [1;N ] à t = 0 est donnée par :
xi0 =

 Ap
(
cos
(
π
2Xi.ex − Lx
λ
)
+ 1
)
ey si
∣∣∣∣Xi.ex − Lx2
∣∣∣∣ 6 λ2
0 sinon
(4.29)
avec Ap l’amplitude de l’onde et λ la longueur d’onde.
Comme précédemment, plusieurs exemples de propagation d’onde avec ou sans
PML sélective sont illustrés sur les figures suivantes pour des ondes de longueur d’onde
λ = 10H et λ = 48H .
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FIGURE 4.18 – Composante suivant ey du champ de déplacement sans PML sélective
pour une onde transversale de longueur d’onde λ = 10H
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FIGURE 4.19 – Composante suivant ey du champ de déplacement avec PML sélective
pour une onde transversale de longueur d’onde λ = 10H
Dans le premier cas de figure, il s’agit d’une onde transversale micro de longueur
d’onde λ = 10H . Le comportement avec et sans PML sélective est alors similaire à
celui observé pour une onde longitudinale micro. La PML sélective permet en effet de
réduire drastiquement les réflexions aux interfaces micro/macro. La principale différence
est la vitesse de propagation des ondes qui est beaucoup plus lente dans le cas de l’onde
transversale. De ce fait, les seconds snapshots des FIG.4.21 et 4.22 sont réalisés au pas
de temps 450 au lieu de 200.
La propagation d’une onde transversale macro de longueur d’onde λ = 48H qui
est représentée sur les FIG.4.21 et 4.22 est similaire à celle d’une onde longitudinale
macro. Il n’y a aucune réflexion que ce soit avec ou sans la PML sélective. Cependant
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(a) Sans PML sélective
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(b) Avec PML sélective
FIGURE 4.20 – Répartition de l’énergie dans le temps pour une onde transversale de
longueur d’onde λ = 10H
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FIGURE 4.21 – Composante suivant ey du champ de déplacement sans PML sélective
pour une onde transversale de longueur d’onde λ = 48H
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FIGURE 4.22 – Composante suivant ey du champ de déplacement avec PML sélective
pour une onde transversale de longueur d’onde λ = 48H
l’effet dissipatif résiduel qui agit sur les ondes macro a plus d’impact dans le cas d’une
onde transversale que longitudinale (FIG.4.23). La vitesse de propagation des ondes
transversales étant plus faible, l’onde passe plus de temps dans la PML et subit donc plus
longtemps l’effet dissipatif de la PML sélective.
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(a) Sans PML sélective
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(b) Avec PML sélective
FIGURE 4.23 – Répartition de l’énergie dans le temps pour une onde transversale de
longueur d’onde λ = 48H
4 Bilan du chapitre
Ce chapitre a permis de mettre en place une démarche de modélisation multi-échelle
d’un béton fibré. Après avoir défini chacune des deux échelles de modèles, la PML sé-
lective ainsi que l’approximation NL2L-loc ont été introduites pour traiter les différentes
incompatibilités de modèles. Les résultats sont concluants et montrent qu’il est possible
dans le cas d’onde élastique, de s’affranchir des réflexions parasites habituellement in-
hérentes à l’utilisation de modèles multi-échelles en dynamique. Il est donc possible de
l’employer pour des problèmes présentant des chargements plus complexes tels que des
cas d’impact.
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Les travaux réalisés dans le cadre de cette thèse, et résumés au sein de ce rapport,
ont eu pour but de simuler des phénomènes localisés en dynamique transitoire dans
des structures de grande dimension. Les modèles multi-échelles sont de plus en plus
employés dans ce type de contexte, mais peuvent présenter des phénomènes parasites
tels que des réflexions d’onde. Les travaux présentés ont permis de mettre en avant de
nouvelles approches permettant de s’affranchir de tels phénomènes.
Le premier des quatre chapitres de ce rapport a contribué à édifier un état des lieux des
méthodes multi-échelles en temps et en espace. Il a été mis en avant que la plupart de ces
modèles font apparaître des réflexions parasites au niveau des interfaces entre modèles.
Une deuxième revue sur les méthodes de dissipation y a été décrite afin de fournir des
outils permettant de résoudre ce problème de réflexions parasites. Le choix d’utiliser un
modèle intermédiaire entre les deux échelles s’est imposé afin de séparer les différentes
sources d’incompatibilités.
Le deuxième chapitre a traité de la première incompatibilité de type local/non-local
entre un modèle discret non-local et discret local équivalent. Les travaux ont été décrits
dans le formalisme de laQuasi-Continum method et ont conduit à définir le modèle discret
local c.-à-d. le modèle intermédiaire. Le principe d’approximation de l’énergie géométri-
quement consistante a alors été introduit pour obtenir un modèle couplé local/non-local
sans “ghost forces”. Plusieurs solutions ont été proposées ce qui a amené à la sélection du
schéma NL2L-loc, seul à même capable de montrer des résultats satisfaisants à la fois en
statique et en dynamique. Cependant des applications dynamiques ont mis en évidence
que ce principe n’était pas suffisant pour réduire les phénomènes de réflexions parasites.
La seconde incompatibilité de type micro/macro, traité dans le troisième chapitre, a
nécessité d’introduire une zone filtrante au sein du modèle micro. Il s’agissait de dissiper
les phénomènes de réflexion d’onde dus à l’incapacité du modèle macro à représenter
les phénomènes micro. Après avoir défini un critère pour séparer les évènements micro
et macro à l’aide de différents projeteurs, une nouvelle PML sélective a été développée
pour dissiper les phénomènes micro. Celle-ci s’est bien révélée absorbante pour les phé-
nomènes micro et perméable pour les phénomènes macro.
Le dernier chapitre a été l’occasion de mettre en œuvre les nouvelles approches de
ces travaux sur des cas plus complexes et plus proches des problématiques industrielles.
Le cas étudié est celui d’un béton fibré pour lequel un modèle discret non-local est
nécessaire afin de représenter les mécanismes de dégradation. La mise en œuvre de
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l’approximation NL2L-loc et la PML sélective ont montré qu’il était alors possible de
réduire les réflexions parasites à l’interface avec un modèle continu local.
Les perspectives de recherche induites par ces travaux sont nombreuses. Il existe en
effet d’autres approximations de l’énergie géométriquement consistantes, seulement deux
ont été étudiées ici et elles ont déjà pu mettre en évidence que leurs comportements étaient
sensiblement différents en dynamique. Il est donc possible qu’une autre approximation
puisse éventuellement donner de meilleurs résultats que l’approximation NL2L-loc. De
plus, il serait intéressant d’utiliser ces nouvelles approximations dans des codes dédiés
existants tel que le QC code (http ://qcmethod.org) de façon à traiter des problèmes plus
complexes en 2D et en 3D.
De même la formulation de la PML sélective proposée laisse beaucoup de possibilités
sur le choix du projecteur macro ainsi que sur la façon de la disposer dans le problème.
Un projecteur basé sur les ondelettes [Mehraeen et Chen, 2004] peut être une piste
prometteuse car il est défini à partir de fonctions plus locales que les modes propres
de la structure. Il serait également intéressant de mettre en place la PML sélective dans
d’autres contextes de changement d’échelle. Le passage d’un modèle hétérogène vers
un modèle homogène équivalent [Capdeville et al., 2010] définit ainsi un autre exemple
de changement d’échelle (échelle d’homogénéisation). Les applications sont donc
nombreuses par rapport aux quelques exemples qui ont pu être traités dans ce rapport.
Finalement, les travaux réalisés dans le cadre de cette thèse ont permis d’explorer un
certain nombre de difficultés inhérentes à l’utilisation de modèle multi-échelle en dyna-
mique transitoire. Plusieurs avancées importantes ont été effectuées dans le contrôle et la
réduction des phénomènes de réflexions d’onde. Même si les exemples traités sont encore
loin des cas industriels, ces premiers résultats montrent que les progrès attendus sont bien
présents. De plus la définition de ces nouvelles méthodes est suffisamment générale pour
s’adapter à une grande gamme de modèles continus, discrets... tout en permettant l’usage
de schéma d’intégration implicite ou explicite.
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Annexe A
Démonstrations
1 Démonstration de la Proposition (2.28) :
Les hypothèses déjà faites sur les énergies d’interaction permettent de satisfaire auto-
matiquement la condition (2.17) dans le cas des particules k ∈ Je ∪ Jl. Seuls les cas des
particules k ∈ Jq,nl ∪ Jq doivent être traités, soit :∑
(i,j)∈Dn,m
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= 0 ; Dn,m = {(i, j)\(|Rij| = Rn,Rij//τm)}
Dans le but de simplifier les notations, on omet par la suite de préciser que (i, j) ∈ Dn,m.
1) Dans un premier temps, k appartient à Jq,nl :∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
=
∑
j
sgn (Rkj · τm)
(
ωk(j)
∂rk(j)
∂xk
)
+
∑
i 6=k
∑
j
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
(A.1)
Si i 6= k, alors :
ωi(j)
∂ri(j)
∂xk
=


∂rei (j)
∂xk
si j = k et i ∈ J \Jl
0 sinon
(A.2)
Ainsi, cela induit :∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
=
∑
j∈J\Jl
sgn (Rkj · τm)
(
∂rek(j)
∂xk
)
+
∑
j∈Jl
sgn (Rkj · τm)
(
ωk(j)
∂rqk(j)
∂xk
)
+
∑
i∈J\Jl
sgn (Rik · τm)
(
∂rei (k)
∂xk
)
(A.3)
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En considérant le fait queRkj · τm = −Rjk · τm et ∂r
e
k(j)
∂xk
= −∂r
e
j(k)
∂xk
= −1, l’équation
(A.3) devient :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= −2
∑
j∈J\Jl
sgn (Rkj · τm)
+
∑
j∈Jl
sgn (Rkj · τm)
(
ωk(j)
∂rqk(j)
∂xk
) (A.4)
De par la géométrie du réseau, il n’y a que deux indices j tels que |Rkj| = Rn etRkj//τm.
Deux cas doivent être distingués, le premier cas correspond à celui où les deux particules
appartiennent à J \Jl formant des directions qui s’opposent, ce qui signifie que :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= 2− 2 = 0 (A.5)
Le second cas est celui où l’une des deux particules appartient à Jl et l’autre appartient à
J \Jl. Ici aussi, elles forment des directions qui s’opposent telles que :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= 2 + ωk(j)
∂rqk(j)
∂xk
(A.6)
ce qui conduit à la condition :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= 0⇔ ωk(j) = −2
(
∂rqk(j)
∂xk
)−1
(A.7)
et implique (2.28).
2) Maintenant k appartient à Jb. Pour simplifier la démonstration, seuls les cas 2D
sont considérés. Sans perte de généralité, la direction de l’interface est supposée définie
par e1 et les coordonnées de la particule k sont notées (k, 0) dans le repère (e1, e2) (voir
la FIG.A.1). Soient τ = ae1 + be2 avec (a, b) 6= (0, 0) ∈ Z×Z définissant Rn et τm. En
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suivant les mêmes arguments que dans le cas 1), on a :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
=
∑
j
sgn (Rkj · τm)
(
ωk(j)
∂rk(j)
∂xk
)
+
∑
i 6=k
∑
j 6=k
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
+
∑
i
sgn (Rik · τm)
(
ωi(k)
∂ri(k)
∂xk
)
= 2
∑
j∈Je∪Jq,nl
sgn (Rkj · τm)
(
∂rek(j)
∂xk
)
+
∑
j∈Jl∪Jq
sgn (Rkj · τm)
(
∂rLk (j)
∂xk
)
+
∑
i 6=k∈Jl∪Jq
∑
j
sgn (Rij · τm)
(
∂rLi (j)
∂xk
)
+
∑
i∈Jq,nl
∑
j∈Jl
sgn (Rij · τm)
(
−2
(
∂rqi (j)
∂xi
)−1
∂rqi (j)
∂xk
)
(A.8)
Les termes sans contributions ont été supprimés.
Si b > 0, le premier terme du second membre de (A.8) s’écrit :
2
∑
j∈Je∪Jq,nl
sgn (Rkj · τm)
(
∂rek(j)
∂xk
)
= −2sgn (R(k,0)(k−a,−b) · τm) = 2 (A.9)
et le deuxième terme s’écrit :
∑
j∈Jl∪Jq
sgn (Rkj · τm)
(
∂rLk (j)
∂xk
)
= −sgn (R(k,0)(k+a,b) · τm) (a+ b) (A.10)
avecR(k,0)(k+a,b) = ae1 + be2. Cela conduit à :
∑
j∈Jl∪Jb
sgn (Rkj · τm)
(
∂rCBk (j)
∂xk
)
= −(a+ b) (A.11)
Si a ≥ 0, le troisième terme du second membre de (A.8) s’écrit :
∑
i 6=k∈Jl∪Jq
∑
j
sgn (Rij · τm)
(
∂rLi (j)
∂xk
)
= sgn
(
R(k,1)(k−a,1−b) · τm
)
b+ sgn
(
R(k−1,0)(k−1+a,+b) · τm
)
a
= −b+ a
(A.12)
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e1
e2
τm (k + a, b)
(k, 0) (k + 1, 0)(k − 1, 0)
(k − 1, 1) (k, 1)
(k,−1)(k + 1,−1)
FIGURE A.1 – Système de coordonnées locales du réseau.
Le deuxième terme du second membre de (A.8) s’écrit :
∑
i∈Jq,nl
∑
j∈Jl
sgn (Rij · τm)
(
−2
(
∂rqi (j)
∂xi
)−1
∂rqi (j)
∂xk
)
= 2
−b+1∑
p=−1

∑
n
(
∂rq(k+n,p)(k + n+ a, p+ b)
∂x(k+n,p)
)−1
∂rq(k+n,p)(k + n+ a, p+ b)
∂x(k,0)


(A.13)
Soient deux propriétés des schémas de reconstruction :(
∂rq(k+n,p)(k + n+ a, p+ b)
∂x(k+n,p)
)−1
=
(
∂rq(k,p)(k + a, p+ b)
∂x(k,p)
)−1
∀n (A.14)
et ∑
n
∂rb(k+n,p)(k + n+ a, p+ b)
∂x(k,0)
=
∑
li∈Jq
αli(k,p)(k + a, p+ b)
=
∂rq(k,p)(k + a, p+ b)
∂x(k,p)
(A.15)
Ainsi, en combinant (A.13), (A.14) et (A.15), l’équation (A.15) devient :
∑
i∈Jq,nl
∑
j∈Jl
sgn (Rij · τm)
(
−2
(
∂rqi (j)
∂xi
)−1
∂rqi (j)
∂xk
)
= 2
−b+1∑
p=−1
1 = 2(b− 1) (A.16)
En sommant tous les termes précédents, on en déduit :∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= 2− (a+ b)− b+ a+ 2(b− 1) = 0 (A.17)
En conclusion, les particules de Jq ∪ Jq,nl satisfont (2.17) ce qui signifie que l’approxi-
mation est géométriquement consistante (la preuve a été établie avec (a, b) ∈ Z+×Z+∗,
les autres cas peuvent être déduits en suivant la même démarche).
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2 Démonstration du corollaire de conservation de l’éner-
gie :
Pour simplifier la démonstration, celle-ci est limitée à des cas 2D et les notations et
conventions de la démonstration précédente sont utilisées. Soit une particule de k ∈ Jb
et Jk le sous-ensemble de particules dont les coordonnées s’écrivent (k, p) dans le repère
(e1, e2), avec p ∈ Z.
Comme seule la pondération de l’énergie des particules i ∈ Jq,nl qui intéragissent avec
des particules j ∈ Jl est modifiée, la conservation de l’énergie doit être vérifiée unique-
ment pour les paires (i, j) ∈ Dkn,m = Dn,m ∩ [(Jq,nl ∩ Jk)×Jl], ce qui s’écrit :
∑
(i,j)∈Dkn,m
ωi(j) = card
(Dkn,m) (A.18)
Pour τ = ae1 + be2 donné, on obtient :
∑
(i,j)∈Dkn,m
ωi(j) =
−b+1∑
p=−1
ω(k,p)(k + a, p+ b) (A.19)
En utilisant (2.27) et (2.28), l’équation (A.19) devient :
∑
(i,j)∈Dkn,m
ωi(j) =
−b+1∑
p=−1
2∑
li∈Jq
αli(k,p)(k + a, p+ b)
(A.20)
Les coordonnées de l1 ∈ Jb et de l2 ∈ Jb sont nécessairement de la forme (l, 0) et
(l + 1, 0), avec l ∈ Z, ce qui implique :
a = αl1(k,p)(k + a, p+ b) (l − k) + αl2(k,p)(k + a, p+ b) (l + 1− k) (A.21)
b = αl1(k,p)(k + a, p+ b) (−p) + αl2(k,p)(k + a, p+ b) (−p) (A.22)
En combinant (A.20) et (A.22), on en déduit :
∑
(i,j)∈Dkn,m
ωi(j) =
−b+1∑
p=−1
2
−p
b
= b− 1 (A.23)
D’autre part, il est clair que card
(Dkn,m) = b− 1 ce qui conclut la démonstration.
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3 Démonstration du corollaire (2.32) :
En suivant la même démarche que précédemment pour les particules k ∈ Jb1 pour
une interface plane, l’expression de ωcorrk (j) est obtenue en résolvant l’équation suivante :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= 2
∑
j∈Je∪Jq,nl∪Jq2\Jq1
sgn (Rkj · τm)
(
∂rek(j)
∂xk
)
+
∑
j∈Jl1∪Jq1
sgn (Rkj · τm)
(
∂rLk (j)
∂xk
)
+
∑
j∈Jl\Jl1
sgn (Rkj · τm)
(
−2
(
∂rq2k (j)
∂xk
)−1
+ ωcorrk (j)
)(
∂rq2k (j)
∂xk
)
+
∑
i∈Jq,nl
∑
j∈Jl1
sgn (Rij · τm)
(
−2
(
∂rq1i (j)
∂xi
)−1)(
∂rq1i (j)
∂xk
)
+
∑
i 6=k∈Jl1∪Jq1
∑
j
sgn (Rij · τm)
(
∂rLi (j)
∂xk
)
+
∑
i∈Jq2\Jq1
∑
j∈Jl1
sgn (Rij · τm)
(
−2
(
∂rq1i (j)
∂xi
)−1
+ ωcorri (j)
)(
∂rq1i (j)
∂xk
)
(A.24)
Les termes sans contributions ont été supprimés.
Comme
(
∂rq2k (j)
∂xk
)−1(
∂rq2k (j)
∂xk
)
= −
(
∂rek(j)
∂xk
)
, on en déduit :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
= 2
∑
j∈J\(Jl1∪Jq1)
sgn (Rkj · τm)
(
∂rek(j)
∂xk
)
+
∑
j∈Jl1∪Jq1
sgn (Rkj · τm)
(
∂rLk (j)
∂xk
)
+
∑
i 6=k∈Jl1∪Jq1
∑
j
sgn (Rij · τm)
(
∂rLi (j)
∂xk
)
+
∑
j∈Jl2\Jl1
sgn (Rkj · τm)ωcorrk (j)
(
∂rq2k (j)
∂xk
)
+
∑
i∈Jq,nl∪Jq2\Jq1
∑
j∈Jl1
sgn (Rij · τm)
(
−2
(
∂rq1i (j)
∂xi
)−1)(
∂rq1i (j)
∂xk
)
+
∑
i∈Jq2\Jq1
∑
j∈Jl1
sgn (Rij · τm)ωcorri (j)
(
∂rq1i (j)
∂xk
)
(A.25)
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En soustrayant (A.8), où une seule interface b1 est considérée, il est possible d’écrire la
relation suivante :
∑
(i,j)
sgn (Rij · τm)
(
ωi(j)
∂ri(j)
∂xk
)
=
∑
j∈Jl\Jl1
sgn (Rkj · τm)ωcorrk (j)
(
∂rq2k (j)
∂xk
)
−

 ∑
i∈Jl\Jl1
∑
j∈Jl1
sgn (Rij · τm)
(
−2
(
∂rq1i (j)
∂xi
)−1)(
∂rq1i (j)
∂xk
)
(∗)
+
∑
i∈Jq2\Jq1
∑
j∈Jl1
sgn (Rij · τm)ωcorri (j)
(
∂rq1i (j)
∂xk
)
(A.26)
avec le terme (∗) qui correspond au cas où la seconde interface q2 n’existe pas. Finale-
ment, les conditions (2.17) et (A.26) concluent la démonstration.
À noter que la même vérification doit être effectuée pour les particules k ∈ Jq2 , ce qui
induit une condition similaire en intervertissant les indices 1 et 2.
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Annexe B
Estimation d’erreur de modèle locale
Résidu et quantité d’intérêt
Les notations suivantes sont définies :

a(x,v) =
N∑
i=1
vi
∂Ee
∂xi
(x)
a0(x,v) =
N∑
i=1
vi
∂EQC0
∂xi
(x)
et l(v) =
N∑
i=1
vif
ext
i (B.1)
Les problèmes (2.35) et (2.36) associés au modèle de référence et approché s’écrivent
alors :
Trouver x ∈ U tel que : a(X;V) = l(v) ∀v ∈ V (B.2)
et
Trouver x0 ∈ U tel que : a0(x0;v) = l(v) ∀v ∈ V (B.3)
Le résidu R est défini à partir de (B.2), tel que :
R(x,v) = l(v)− a(x;v) (B.4)
Soit I(x) une quantité d’intérêt locale linéaire telle que :
I(x) =
N∑
i=1
f
adj
i xi (B.5)
Elle est définie à partir d’un problème de minimisation trivial :
I(x) = min
w/a(w;v)=l(v)∀v
I(w) (B.6)
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Problème adjoint
Soit la fonctionnelle L, telle que :
L (w;p) = I(w)− [a(w,p)− l(p)] (B.7)
ce qui implique :
∂L
∂p
(w,p) = 0 =⇒ a(w;p) = l(p) ∀p (B.8)
∂L
∂w
(w,p) = 0 =⇒ a′(w; δw,p) = I ′(w; δw) ∀∂w (B.9)
où (B.9) est le problème adjoint associé au problème de référence et à la quantité d’intéret
I(w).
Estimateur d’erreur locale
L’écart sur la quantité d’intérêt entre la solution de référence I(x) et approchée I(x0)
doit être estimé. On a par un développement au 1er ordre :
I(x)− I(x0) ≈ I ′(x0,x− x0) (B.10)
avec l’équation (B.9), (B.10) devient :
I(x)− I(x0) ≈ a′(x0;x− x0,p) ≈ a(x;p)− a(x0;p) (B.11)
Nous en déduisons alors :
I(x)− I(x0) ≈ l(p)− (l(p)−R(x0,p)) (B.12)
soit :
I(x)− I(x0) ≈ R(x0,p) (B.13)
Comme il n’est pas envisageable d’utiliser le modèle de référence pour établir le calcul
du résidu, le deuxième modèle approché avec EQC00 est employé. Le calcul du champ ad-
joint p00 est également obtenu à partir du deuxième modèle approché. Finalement (B.13)
devient :
I(x)− I(x0) ≈ R00(x0,p00) (B.14)
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Analyse de stabilité de la PML sélective
Pour résoudre (3.47), on utilise un schéma temporel de type Newmark, soit :
un+1 = un +∆tu˙n +
∆t2
2
((1− 2β) u¨n + 2βu¨n+1)
u˙n+1 = u˙n +∆t ((1− γ) u¨n + γu¨n+1)
(C.1)
qui devient :
M
(
un+1 − β∆t2u¨n+1
)
= M
(
un +∆tu˙n +
∆t2
2
(1− 2β) u¨n
)
M (u˙n+1 − γ∆tu¨n+1) = M (u˙n +∆t (1− γ) u¨n)
(C.2)
En considérant (3.47) au pas de temps n et n+1 sur les relations précédentes, on obtient :
Mun+1 + β∆t
2
(
Kun+1 + 2fMPmu˙n+1 + f
2MPmun+1
)
= M (un +∆tu˙n) + ∆t
2
(
β − 1
2
)
(Kun + 2fMPmu˙n + f
2MPmun)
Mu˙n+1 + γ
(
Kun+1 + 2fMPmu˙n+1 + f
2MPmun+1
)
= Mu˙n +∆t (γ − 1) (Kun + 2fMPmu˙n + f 2MPmun)
(C.3)
Ce qui permet d’écrire le système suivant :
[
M+ β∆t2 (K+ f 2MPm) 2β∆t
2fMPm
γ∆t (K+ f 2MPm) M+ 2γ∆t
2fMPm
](
un+1
u˙n+1
)
=[
M+∆t2
(
β − 1
2
)
(K+ f 2MPm) ∆tM+ 2∆t
2
(
β − 1
2
)
fMPm
∆t (γ − 1) (K+ f 2MPm) M+ 2∆t (γ − 1) fMPm
](
un
u˙n
)
(C.4)
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En utilisant la décomposition modale (3.25), (3.26) et les propriétés (3.23), (C.4) devient :[
1 + β∆t2ω2j 0
γ∆tω2j 1
](
(αj)n+1
(α˙j)n+1
)
=
[
1 + ∆t2
(
β − 1
2
)
ω2j ∆t
∆t (γ − 1)ω2j 1
](
(αj)n
(α˙j)n
)
if j > p
[
1 + β∆t2
(
ω2j + f
2
)
2β∆t2f
γ∆t
(
ω2j + f
2
)
1 + 2γ∆t2f
](
(αj)n+1
(α˙j)n+1
)
=[
1 + ∆t2
(
β − 1
2
) (
ω2j + f
2
)
∆t+ 2∆t2
(
β − 1
2
)
f
∆t (γ − 1) (ω2j + f 2) 1 + 2∆t (γ − 1) f
](
(αj)n
(α˙j)n
)
if j 6 p+ 1
(C.5)
soit une relation de la forme :(
(αj)n+1
(α˙j)n+1
)
= Rj
(
(αj)n
(α˙j)n
)
(C.6)
CommeRj est non-symétrique, le schéma est stable si ses racines λ1j et λ
2
j vérifient :{ |λ1j | 6 1, |λ2j | 6 1 if λ1j 6= λ2j
|λ1j | = |λ2j | < 1 if λ1j = λ2j (C.7)
En écrivant l’équation caractéristique λ2−2Aλ+B = 0, les conditions (C.7) deviennent :

−1 6 A 6 1 et 1± 2A+B > 0 if A2 − B > 0 (deux racines réelles distinctes)
−1 < A < 1 if A2 − B = 0 (double racine réelle)
B 6 1 if A2 − B < 0 (deux racines complexes conjuguées)
(C.8)
Le domaine de stabilité est alors définit par :
B 6 1 ; 1− 2A+B > 0 ; 1 + 2A+B > 0 ; A 6= ±1 (C.9)
Cas j 6 p :
L’équation caractéristique s’écrit :
det
([
1 + ∆t2
(
β − 1
2
)
ω2j ∆t
∆t (γ − 1)ω2j 1
]
− λ
[
1 + β∆t2ω2j 0
γ∆tω2j 1
])
= 0 (C.10)
tel que :
2A = 2−
(
1
2
+ γ
)
ξ2 ; B = 1 +
(
1
2
− γ
)
ξ2 (C.11)
avec ξ2 =
ω2j∆t
2
1 + βω2j∆t
2
. Ainsi, les conditions de stabilité sont :
γ >
1
2
; 4 + 2(2β − γ)ω2j∆t2 > 0 (C.12)
Finalement :
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– si γ < 1
2
, le schéma est instable ;
– si 2β − γ > 0 et γ > 1
2
, le schéma est inconditionnellement stable ;
– si 2β − γ < 0 et γ > 1
2
, le schéma est conditionnellement stable. La condition de
stabilité est :
∆t 6
1
ωj
2√
2γ − 4β (C.13)
Dans le cas (β, γ) = (1
2
, 0), la condition de stabilité s’écrit ∆t 6
2
ωj
.
Cas j > p+ 1 :
L’équation caractéristique s’écrit :
det
([
1 + ∆t2
(
β − 1
2
) (
ω2j + f
2
)
∆t+ 2∆t2
(
β − 1
2
)
f
∆t (γ − 1) (ω2j + f 2) 1 + 2∆t (γ − 1) f
]
−λ
[
1 + β∆t2
(
ω2j + f
2
)
2β∆t2f
γ∆t
(
ω2j + f
2
)
1 + 2γ∆tf
])
= 0
(C.14)
tel que :
2A = 2− (γ +
1
2
)∆t2ω2j + 2∆tf
1 + 2γ∆tf + β∆t2ω2j
; B = 1 +
(1
2
− γ)∆t2ω2j − 2∆tf
1 + 2γ∆tf + β∆t2ω2j
(C.15)
avec ω2j = ω
2
j + f
2. En notant que :
B 6 1 =⇒ (
1
2
− γ)∆t2ω2j − 2∆tf
1 + 2γ∆tf + β∆t2ω2j
> 0
1− 2A+B > 0 =⇒ ∆t
2ω2j
1 + 2γ∆tf + β∆t2ω2j
> 0
1 + 2A+B > 0 =⇒ 4 + 2(2β − γ)∆t
2ω2j + 4(2γ − 1)∆tf
1 + 2γ∆tf + β∆t2ω2j
> 0
A 6= ±1 =⇒ (γ + 1
2
)
∆t2ω2j + 2∆tf > 0
(C.16)
les conditions de stabilité deviennent :(
γ − 1
2
)
∆t2ω2j + 2∆tf > 0 ; 4 + 2(2β − γ)∆t2ω2j + 4(2γ − 1)∆tf > 0 (C.17)
Finalement :
– si γ < 1
2
, le schéma est instable si ∆t > 2f
( 1
2
−γ)(ω2j+f2)
;
– si 2β − γ > 0 et γ > 1
2
, le schéma est inconditionnellement stable ;
– si 2β − γ > 0 et γ < 1
2
, le schéma est conditionnellement stable. La condition de
stabilité est (en plus de ∆t 6 2f
( 1
2
−γ)(ω2j+f2)
) :
∆t < min
j
(1− 2γ)f −
√
(2γ − 1)2f 2 − 2(2β − γ)(ω2j + f 2)
(2β − γ)(ω2j + f 2)
(C.18)
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– si 2β−γ < 0, le schéma est conditionnellement stable. La condition de stabilité est
(en plus de ∆t 6 2f
( 1
2
−γ)(ω2j+f2)
si γ < 1
2
) :
∆t < min
j
(2γ − 1)f +
√
(2γ − 1)2f 2 + 2(2β − γ)(ω2j + f 2)
(γ − 2β)(ω2j + f 2)
(C.19)
Dans le cas (β, γ) = (1
2
, 0), la condition de stabilité s’écrit ∆t 6
2√
ω2j + f
2
.
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