This study uses the challenging and publicly available SpaceNet dataset to establish a performance baseline for a state-of-the-art object detector in satellite imagery. Specifically, we examine how various features of the data affect building detection accuracy with respect to the Intersection over Union metric. We demonstrate that the performance of the R-FCN detection algorithm on imagery with a 1.5 meter ground sample distance and three spectral bands increases by over 32% by using 13-bit data, as opposed to 8-bit data at the same spatial and spectral resolution. We also establish accuracy trends with respect to building size and scene density. Finally, we propose and evaluate multiple methods for integrating additional spectral information into off-theshelf deep learning architectures. Interestingly, our methods are robust to the choice of spectral bands and we note no significant performance improvement when adding additional bands.
Introduction
As a result of recent investments by entities within the government and private sectors, an increased number of high resolution and multispectral satellites provide a massive amount of imagery for a wide range of applications, such as environmental monitoring, geographical hazard detection, land use and land cover mapping, urban planning, human rights related documentation, monitoring of conflict in inaccessible or prohibited areas and assessment of corporate growth. Identifying objects within these images is a natural way to quantitatively monitor events for each of these applications. With that said, object detection in satellite imagery presents challenges including large differences in visual appearances of objects caused by look-angle variation, few pixels on target, cluttered scenes, varying illumination and atmospheric conditions, and large object footprints (on the order of hundreds of square kilometers). In addition to exploring the impact of these challenges, our findings suggest that the unique features of overhead data, mainly the higher dynamic range, which can often be orders of magnitude higher than the range of typical consumer ground-level images, and additional spectral bands, eight bands versus the typical red, green, and blue channels, contribute to comparable object detection performance even when there is a three fold decrease in spatial resolution.
Inspired by the recent release of satellite image datasets like SpaceNet 1 , we establish a baseline in terms of object size and scene density for state-of-the-art detectors when higher spectral resolution and higher bit-depth is available. We devise an efficient way to augment the detection architecture to process multispectral data. Finally, we provide a trade space that describes detector performance related to spatial, spectral, and dynamic range resolution. This paper is organized as follows. In Section 2, we discuss historical methods of automated information extraction from overhead images, as well as modern, deep learningenabled object detection methods. We then compare and contrast these object detection algorithms in Section 3. Details of our baseline experiment, along with descriptions of our evaluation techniques and novel methods for expanding off-the-shelf architectures to accept data with additional spectral channels, are outlined in Section 4. Finally, we provide both a detailed results section, Section 5, and a brief conclusion, Section 6, that enumerate our findings and impacts on the larger research community.
Related work
Efforts to obtain effective automated object detection algorithms on overhead images have a long history that extends at least several decades [1, 21] . An early approach is to search for objects that best match a given template. For example, McKeown et. al [18] proposed a road tracking algorithm that measured how well a given object matches a target with respect to several parameters, such as width and contrast. Another common early technique is KnowledgeBased Object Detection, which relies on hand-crafted rules for detection [29] . One primary advantage of these models is that they require significantly less training data than mod- Figure 1 : The object detection architecture used in this study consists of two steps. First, weights pre-trained on a classification task are used to initialize a region proposal network that selects candidate regions from an image. Second, the proposed regions are classified during a separate classification step. All imagery in this figure is from DigitalGlobe. ern deep learning methods. On the other hand, they tend to have relatively poor performance in terms of accuracy.
As the spatial resolution of aerial imagery improved, neighborhoods of pixels could be analyzed for object detection. Object-Based Image Analysis does this, where the first step is to identify homogeneous groups of pixels from the image. Then scene specific features (e.g. texture, contextual semantic and geometric information) are extracted for classification by a support vector machine or some other classifier [2, 3] . This is in line with the general approach of modern methods, which is to identify object proposals from the image and extract features for the proposals, and lastly apply a machine learning classifier on those features. Modern machine learning techniques use convolutional neural networks (CNNs), where object proposals are learned from abstract features of the image that are also used for classification. The models that use CNNs require significantly more training data than traditional feature extractors. However, due to their impressive accuracy, and the recent availability of large-scale, annotated satellite imagery, we will focus on models with CNNs.
Analyses of these models in terms of various parameters (e.g. test-time speed, accuracy, and memory) on the ImageNet [25] and Microsoft Common Objects in Context (MS-COCO) [14] datasets have been investigated previously [4, 11] . However, performance studies are lacking when the objects of interest are obscured, due to shadows, atmospheric conditions, or poor spatial resolution, as is often the case with satellite imagery. Multiple studies demonstrate the ability to improve the image quality of digital cell phone pictures taken in low-light conditions by using a higher dynamic range [9, 16, 23] . Additionally, a multispectral approach to object detection was successfully used in [17] and [26] to detect fruits in an orchard, because a single sensor modality can rarely provide enough information to differentiate objects given varying illumination conditions, appearances and partial occlusions. Therefore, the natural question is whether a higher dynamic range, innately present in overhead sensors, and the additional spectral information will also yield better detection results for satellite imagery.
Detector architectures
Current state-of-the-art object detection systems fall into two categories: two-stage architectures that consist of region proposal generation followed by a separate, per-region classification (as done by the Faster Region-based CNN (Faster R-CNN) [24] and Region-based Fully Convolutional Network (R-FCN) [5] algorithms); and one-step systems that generate detections directly from image features (such as the Single Shot MultiBox Detector (SSD) [15] and the You Only Look Once (YOLO) approach [22] ). Both categories of detectors are built from a foundation of common network architectures such as (VGG [28] or ResNet [10] ) trained on ImageNet with detection mechanisms added to the network which produce bounding boxes and confidence scores.
A comprehensive comparison of Faster R-CNN, R-FCN, and SSD in terms of both speed and accuracy for the MS-COCO dataset was released in 2017 [11] . The study showed that the two-stage architectures, Faster R-CNN and R-FCN, provided higher accuracy, while SSD, being only one step, required less time to complete its detection tasks. Because our study aims to create an environment in which to compare accuracies across detection tasks on varying bit-depths, and spatial and spectral resolutions, we elected to use a two-stage object detection scheme for its higher accuracy results.
To select between the Faster R-CNN algorithm and R-FCN algorithms, we compared their architectures and recent performance on non-overhead tasks. Both algorithms eliminate the need for external object proposals by introducing a Region Proposal Network (RPN) that learns anticipated regions, known as regions of interest (ROIs), from CNN features, as shown in Figure 1 . In the Faster R-CNN framework, these features are pushed upstream to an object detection network [30] . In contrast, R-FCN classifies the ROIs generated by its RPN as either desired objects or background by using position sensitive score maps generated by fully convolutional networks. R-FCN addresses location variance by proposing different object regions and location invariances by having each region proposal refer back to the same score map. Being fully convolutional makes R-FCN much faster than Faster R-CNN with comparable performance to the leading detector architectures [5, 8] . Additionally, Dai et al. [5] observed a boost in R-FCN performance by incorporating online hard example mining (OHEM) during the forward pass at training by evaluating the loss of all proposed ROIs, selecting the ones with the highest loss, and performing backpropagation on the selected set. Given the computational efficiency and performance edge, we use R-FCN with OHEM throughout our baseline analysis of overhead data.
Experimental setup 4.1. Data
SpaceNet includes WorldView-2 imagery data of two types: 3-band images, at approximately 0.5 meter ground sample distance (GSD) at 8-bits; and 8-band multispectral images, at approximately 1.5 meter GSD at 13-bits, as well as corresponding building footprint labels. The WorldView-2 sensor collects 11-bit imagery, but due to post-processing, the publicly available SpaceNet imagery has pixels as deep as 13 bits. From here on, we refer to the 0.5 m GSD images as "high resolution" (HR) and the 1.5 m GSD images as "low resolution" (LR). The 3-band images are standard color images where the three channels reflect light around the 659, 546, and 478 nanometer (nm) wavelengths, corresponding to red, green, and blue channels. The 8-band imagery includes additional spectral bands for the coastal blue, yellow, red edge, near infrared 1 (NIR1) and near infrared 2 (NIR2) channels, which correspond to the center wavelengths of 427, 608, 724, 883, and 949 nm, respectively. Our results are based on Area of Interest 1, covering scenes with buildings across Rio de Janeiro, Brazil. The complete scenes of each data type are broken down into over 7,000 individual scenes, each approximately 45, 000m 2 . Figures 2 (A) and (B) indicate the distribution of buildings per scene (scene density) and building sizes across the dataset, respectively, along with categorical data bins. These categories were established for analysis as well as to put into perspective the wide variation across the scenes and within the building object class itself. We randomly assigned 80% of the scenes to a training set and reserved the remaining 20% of the images for testing.
The building footprint labels amount to about 300,000 bounding boxes. Of these boxes, those with an area less than 25m 2 were discarded, which amounted to approximately 5% of the total annotations. Qualitative inspection revealed that many of these eliminated annotations were created when buildings were split across scene divides. Some discarded examples are indicated in Figure 3 by bold, dark blue boxes.
As mentioned above, the SpaceNet dataset's annotations were originally in the form of per-pixel building footprints, as opposed to bounding boxes. Therefore, the bounding boxes generated from the footprint annotations were precisely fit around the top-, bottom-, left-, and right-most pixels of the buildings themselves. We noticed that this created an inherent difference in the content captured by bounding boxes depending upon the orientation of the spanned building itself. Specifically, if a building was oriented such that its edges were parallel to the edges of the scene on which it appeared, it contained virtually no background content, as opposed to buildings at an angle within their scene whose boxes contained increasing amounts of background as their alignment deviated from the edges of the scene. In order to alleviate this discrepancy, and inspired by [30] and [19] , who each noted an accuracy improvement when contextual background was increased, we included 6m padding around all bounding boxes. The amount of padding was chosen empirically not only to ensure that the aforementioned motivations where addressed, but also so that the increased bounding box area would not artificially inflate the Intersection over Union (IoU) score during analysis (especially for small bounding boxes whose overall area is increased by a higher percentage when padding is added).
Evaluation metrics
We use an F 1 Score, the harmonic mean of precision and recall, to evaluate and compare detector performance. As the F 1 Score requires a count of true detections, each proposed bounding box is evaluated to determine whether it could be counted as such using an algorithm detailed by Russakovsky et al. [25] . For each candidate box that was assigned a confidence score over a predetermined threshold, if that candidate is the closest of any of the proposed bounding boxes to a ground truth box as measured by an IoU score, and that IoU score is greater than a specified threshold, then the candidate is counted as a true positive, and the corresponding ground truth box is no longer considered as a possible match for any other candidate. Proposed boxes that do not meet the aforementioned criteria were considered to be false positive detections. For the purposes of counting false positives when analyzing the effect of object size on performance, we computed the area of each errant detection box and assigned it a size category based on the original annotation size categories.
Approach
Although ResNet-101 is the top performer described in [10] and [8] on PASCAL VOC [7] and MS-COCO datasets, an initial investigation with overhead data showed that ResNet-50 provides a 15% increase in recall over its 101-layer counterpart. As a result, we utilize the ResNet-50
Approved for Public Release: 18-075 model as a feature extractor, pre-trained on the PASCAL VOC 2012 dataset in our study. The detector uses Argmax matching between anchors and ground truth locations, typical box encoding and a smooth L 1 loss function. The detector is trained with stochastic gradient descent with momentum of 0.9. The R-FCN minibatch size for RPN training is set to 256, while the minibatch size for the box classifier training is 64. The learning rate is set to 0.001 and we train end-to-end on the SpaceNet data for up to 60,000 iterations.
All experiments were performed in Caffe [12] on K80 GPUs using the open source implementations of R-FCN 2 . It is important to note that we changed Caffe methods that performed an "image read" to call libtiff 3 , a library equipped to handle images with higher bit-depths.
Network expansion for multispectral data
The architecture describing most, if not all, state-of-theart detectors supports mainly RGB datasets; to detect objects in multispectral images, we have to modify said architecture. A careful look at the network architecture shows that we only have to change the parameters in the first convolutional layer to accept image data with more channels. For example, for the ResNet-50 architecture, the shape of the data, 1 × 3 × 224 × 224, becomes 1 × 8 × 224 × 224 and the weight parameters in "conv1" become 64 × 8 × 7 × 7 in the 8-band instance as opposed to 64 × 3 × 7 × 7 in the 3-band, RGB, case.
Once the network architecture can accommodate multispectral datasets, the question of how best to initialize the weights becomes apparent. Mainly, we aim to initialize the weights for the additional five bands while keeping the three RGB weights intact. We consider three ways to initialize the network: random initialization, initialization by replication, and initialization with multispectral classification.
We consider random weight initialization to be the simplest option (see Figure 4) . However, knowing that performance improves when a network is fine-tuned on a larger and similar dataset [20, 13] , we speculated that a superior option would be to replicate the learned weights from the data specific RGB network to the remaining bands in the multispectral dataset. Considering that the multispectral bands are somewhat correlated in visual structure, allocating the 3-band weights to the remaining five bands, as shown in Figure 4 , should, intuitively, improve performance. To test this hypothesis and select which of these two initialization methods should be used for further experiments, we performed a preliminary experiment to compare their respective training progress, the results of which are shown in Figure 5 . Based on this result, we proceed with the method of replicating the 3-band weights across the uninitialized bands for training, as this method outperformed random initialization, per our expectation. The third option for weight initialization explores the same concept of allocating existing weights to initialize all spectral bands to the pre-training phase of the detection pipeline. In contrast to the aforementioned method of initalization by replication, we were interested in obtaining unique weights for each of the eight bands by training the ResNet-50 classifier with 8-band imagery as a precursor to training the R-FCN end-to-end detection process with the 8-band data, hypothesizing that this additional training step would help capture visual features of the five non-RGB bands. Ideally, the classification task would be completely trained on 8-band data, but since such a volume of annotated multispectral data was not readily available, we relied on fine-tuning. To do this, we expanded the ResNet-50 weights trained on ILSVRC [25] by following the initialization by replication procedure shown in Figure 4 . Then, we trained this classifier using small patches extracted from our SpaceNet training scenes. The patches contained single buildings, as defined by the provided ground-truth bounding boxes with padding, as described in section 4.1. We also created an equal number of patches that did not contain any part of a building to create a negative class, and finetuned the aforementioned ResNet architecture to do binary classification (i.e. "building" or "not building"). Lastly, we trained R-FCN end-to-end on top of the weights from the fine-tuned ResNet-50 classifier to detect buildings from the 8-band dataset. During the training process, we ensured that all of the patches used to train the classifier were from the same scenes that were in the R-FCN training set, so that none of the objects that were used for evaluation in the testing process had been seen before by the classifier or detector.
(5)
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Results

Overall detector performance
The precision, recall, and F 1 Scores for data with different combinations of bit-depth, and spatial and spectral resolutions are enumerated in Table 1 . As expected, performance drops when spatial resolution decreases. Motivated by improvements seen in [15] and [6] we also note that a simple spatial rescale of the low resolution imagery provides an order of magnitude increase in performance (see rows 2 and 3 of Table 1 ). Furthermore, taking advantage of the entire bit-depth level available in the native LR imagery can improve performance to levels comparable to that of the HR, 8-bit data. This increase in performance for the rescaled, LR, 13-bit data, seems fairly robust to the choice of spectral bands. This observation was upheld by an additional experiment in which we tested a different combination of bands to create a false-color RGB image, namely the 427, 608, and 724 nm bands (see Table 1 , row 5). Furthermore, the additional spectral bands do not seem to contribute much to the overall performance. This was true irrespective of the initialization choice, initialization by replication or initialization with multispectral classification, where the difference between the scores was minimal. Based on this observation, we can hypothesize that the spatial features are much more dominant than the spectral features.
To explore whether some of the observed differences in performance were statistically significant when the input data includes the higher dynamic range as well as additional spectral bands, we performed a five-fold cross-validation experiment. Five unique sets of training and testing images, each with an 80/20 ratio between the two sets, were evaluated under the exact same conditions using R-FCN with OHEM. Figure 6 describes the cross-validation findings, where, as already seen, the 13-bit resized LR images exhibit the same performance or better than their HR counterparts. We quantified this observation using an unpaired t-test for a two-tailed hypothesis, resulting in a p-value between the two datasets of 0.155, which indicates the difference is not statistically significant. In contrast, comparing the F 1 Scores of both the HR 8-bit and LR 13-bit to the LR 8-bit data yield values of p-value < 0.00001 and p-value = 0.000096, respectively, both of which indicate statistically significant differences.
Performance by scene density and object size
Due to the large variation in scene density and intraclass object size inherent in SpaceNet, it is informative to evaluate performance as a function of these parameters. Subplot (A) in Figure 7 highlights detector performance broken down by density level within the test scenes. As enumerated in Figure 2 (A), scenes with low density include fewer than 40 buildings, while high density scenes are categorized as scenes with more than 90 buildings which is on par with residential and suburban neighborhoods. Scenes that include between 40 and 90 buildings fall in the moderate density category. As expected, performance drops for low density scenes. We attribute this to the fact that when a scene includes a small number of buildings, if even one or two of the targets are missed by the detector, then recall takes a large hit, resulting in a lower F 1 Score. The slight drop in performance from moderate to high density scenes is likely due to documented intrinsic weaknesses in state-of-the-artdetectors in highly cluttered scenes where objects tend to be small [15, 27, 8] . Some qualitative examples are presented in Figure 8 . Figure 7 , subplot (B) describes detector performance for very small, small, medium, large, and very large building categories (as defined in Figure 2 (B) ) at 0.5 IoU and 0.5 detector confidence threshold. These buildings can cover the entire footprint of an annotated scene (over 40, 000m
2 ) or can be as small as 4 × 4 pixels in the LR case. As was the case in the overall performance and density study, here, too, we note similar behaviors amongst the relationship of resolution, dynamic range and spectral information. Also, as expected, we note a steady performance improvement as the buildings become larger. Interestingly, F 1 Scores for the very small and very large building categories extracted from the high bit-depth, LR, resized images are statistically significant when compared to the lower bit-depth, HR counterparts. Table 2 provides more insight into the relationship between performance and IoU thresholds. In particular, when considering small buildings, one may want to relax the IoU threshold, considering often times there are only a few pixels on target in these instances. This boost in performance when relaxing the IoU threshold to 0.2 from 0.5 is most significant for very small buildings and seems to taper off in the case of the other categories.
Discussion
This paper presents a baseline study for one of the most efficient and accurate object detectors when applied to satellite images. We provided insight on how additional information, such as higher dynamic range or more spectral bands, affects performance for variable object size and scene density. We showed that comparable performance between data of different GSDs is attainable if additional bit-depth is exploited in lower resolution images. We also note that R-FCN performs poorly in scenes with a high object density, which corroborated observations by the authors of the SSD and YOLO detectors on ground-based images. Considering the use of out-of-the-box parameters, it is not surprising that very small buildings present a challenge for these detectors. Tuning the hyperparameters, adjusting the RPN anchors and scales, or using earlier activation layers (as suggested by [19] ) could yield better optimized results (6) Approved for Public Release: 18-075 for this category.
Despite these challenges, our analysis demonstrates the importance of leveraging all available data. Such observations could provide researchers an edge in the SpaceNet challenge, where the goal is to find automated methods for extracting map-ready building footprints. As we have shown, this challenging dataset, with its widely varying building footprints, may require different detectors for different scenarios. For example, specialized residential or commercial building detectors may outperform a single allencompassing model. Our task in this study focused on bounding boxes instead of footprints with the goal of harnessing the additional information from the dynamic range and spectral bands to aid in detection tasks and improve performance that is on par with the winners of the initial SpaceNet challenge.
Future studies could incorporate more scene geographic diversity, object classes, and detector architectures. These studies will assess the generalizability of detectors on satellite imagery, an important next step for this community. 
