This paper is concerned with the application of computerized quantifier elimination (QE) methods for robust multiobjective feedback design (RMOD), when design objectives are specified in the frequency domain. The class of design problems considered here has no analytical solutions, so that computerized solutions are of interest, even for relatively simple problems. However because of the computational complexity of pure QE algorithms, a combined Q E discretization approach is proposed and illustrated with a single example.
Introduction
In this paper, we are going to deal with the RMOD problems in the frequency-domain. The problem can be stated as follows: given a plant with uncertain parameters each of which lies in a given range (P), find a family of compensators which satisfy multiobjectives, such as stability, tracking error, and control effort, etc.. For simplicity, here we consider the linear, time-invariant, single-input single-output system and assume that the compensator structure is given. In this case, it has been shown (Fiorio, Malan, and Milanese, 1993; Dorato, Yang, and Abdallah, 1996) that many interesting RMOD problems can be stated mathematically as follows: find the range of q such that the set of inequalities, Fi(w,p,q)>O,wEfl, P E P , i=1,2, ..., m (1) hold, where w is the frequency variable within the given range fl, p is the vector of uncertain parameters in the given plant within the given range P, q is the vector of design parameters in compensation, and Fi are the multivariable polynomial functions. For quantifier elimination algorithms, the further assumption that the coefficients in F; must be integers is required. Since real numbers can always be closely approximated by rational numbers, this is not a serious constraint. Currently there are four ways of dealing with this problem. They are:
(1) pure-discretization approach, discretize each component of uncertain plant parameter vector p and design parameter vector q (w if necessary) and check if all F, are satisfied for the discretized variables.
(2) stochastic approach, e.g. Monte-Carlo and genetic algorithms. The idea is the same as pure-discretization approach. But here the discretized points are picked in terms of some kind of probability.
(3) overestimating approach, overestimate the maximum value (9) and minimum value (F;) of polynomials over given intervals (Fiorio, This paper is organized below. Section 2 reviews some QE theory and software. Section 3 presents the reduction of feedback design problems to QE problems. Section 4 introduces the algorithms of directly using QEPCAD software package to solve the control problems. Section 5 proposes the QE-discretiaation algorithm, while section 6 gives two examples. The first example is very simple control problem, which explains the algorithms in section 4. The second example is a little more complicated, in which we show the difficulties of directly using QEPCAD. But it turns out that the QE-discretization approach proposed here can solve this problem.
QE Algorithms and Software
In this section, we review the general QE problem and introduce the software package QEPCAD which we use to solve our control problems. A more detailed treatment may be found in (Tarski, 1951; Basu, Pollack, and Roy, 1994).
Given the set of polynomials with integer coefficients ). An excellent introduction to quantifier elimination theory and its applications to control system design may be found in the monograph of (Jirstrand, 1996) .
Reduction to a Quantifier Elimination Problem
From the discussions above it follows that frequencydomain robust multiobjective feedback design problem can be reduced to the satisfaction of inequality constraints of the form given in (1) with logic quantifiers of the form 'for all w" and "for all p" over given ranges of w and p. Typically the variables in the polynomials are real and are related to plant (controlled system) and compensator (controller) parameters. The final design objective is to obtain quantifierfree formulas for the compensator parameters or, for the existence problem, to obtain a "true" or "false" output. For example, given a plant transfer function G(s, p), and a controller with transfer function C(s, q), the requirement that the transfer function between reference input and control input be constrained to have a magnitude less than a given value, QU, may be written 
Algorithms for solving RMOD problems via QE theory
In this section, we discuss the ways of directly using QEPCAD to solve RMOD problems. Particularly, two algorithms are given here, which are based on the observations: (i) p and w are quantified variables; (ii) q are free (unquantified) variables. The task of the algorithms for RMOD is to eliminate p and w to obtain the solutions on q, i.e. quantifier-free formula on q.
Algorithm 1
step 1: Use QE formula, (%)(VP E P)(VW E n)[Fi > 0, Vi], (4) to determine if a solution exists.
step 2: If "yes", uee the QE formula,
to obtain a quantifier-free formula B(q) which is then used to determine a set of admissible vector values.
Comments:
If there are more than one design parameter, the given quantifier-free formula is rather complicated such that one cannot figure out the solution regions (see example 1). So, the following algorithm is proposed, by which the solutions can cleanly be displayed in figures.
Algorithm 2
step 1: The same as that in algorithm 1; step 2: If "yes", use the QE formula, (6) for all k, except k = j, to obtain a quantifierfree formula in the single unquantified variable pj . This formula in q j involves only polynomials in one variable, for which inequality can easily be checked by finding the roots of the respective polynomials. In this way one can compute the intervals that include admissible values of q j , This can be repeated for other components of q to obtain intervals for each component of the design vector q, defining boxes in which admissible variables may lie. step 3: Within the boxes obtained above, use QE formula,
to check if some interesting point or subbox, denoted &, is a solution.
QE-discreti~ation Approach
Although the QE theory discussed above appears very attractive for robust multiobjective design, it breaks down computationally even for very simple control problem (see example 2 in next section). Since the complexity of QE algorithm is double exponential in the number of variables and expressions, the successful application of the QE algorithm requires one to reduce the number of variables and number of expressions as much as possibly. QE discretization is one way to reduce the number of variables, and is described next.
step 1: Pick a particular value of p, which is generally
The QE formula, Example 1: (Dorato, Yang, and Abdallah, 1996) . 
is used to determine if some discretized point qo we can find a solution region in the q space.
is a solution point. After we search the Rq PO ,
Comments:
0 Note that this approach is different from the pure discretization approach mentioned in the introduction. In particular, in this approach, only the design parameters q are discretized and QE takes care of the plant parameters p and w, while, in the pure discretization approach, w , q, and p must 4 be discretized.
0 In the step 2 for determining REo, the idea of algorithm 2 (step 2) should be used if the number of design parameters is more than one.
0 In the step 3, some stochastic idea (e.g. MonteCarlo) can be used to choose the discretized points instead of fixed-discretization.
0 For the step 3 of the QE-discretization approach given above, one may suggest that subdivision strategy be used, i.e. check if each subbox Q subdivided within REo is a solution region by using QE formula,
(10) It should be noticed that doing so is generally inappropriate since the number of variables is increased.
Examples
In this section, two examples are given to illustrate the application of QE theory, algorithm 1 & 2 (example 1) and mixed QE-discretization approach (example 2). Solutions: First we formulate the problem into a system of Boolean formulas, which are Fl (W,Pl,ql,%?l), F 2 ( w , p l , q l , q 2 ) , and F3(W,plrqlrq2) (omitted here due to limited space). Then algorithm 2 is used, which produces the step-by-step results shown below: step 1: The answer to the existence question is "yes" with "minimum" control effort n*/d* = 41/10 in the sense that the answer is "no" for nld = 40110; 
We can see that this quantifier-free formula is rather Two algorithms for RMOD are given in this paper based on the QE theory. Because of high comput* tional cost of QE algorithm, which greatly limits its application, a new method, called QEdiscretization approach, is proposed. It turns out that this new approach for RMOD can solve some interesting problems, e.g. example 2 in this paper, for which QEP-CAD alone breaks down.
