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The objective of this work was the support of eﬃcient and eﬀective transportation
of minimally delayed digital data, primarily via geostationary satellite, between two
users. The applicable communication constraints are primarily the media eﬀects
related to the orbital distance of approximately 40000 kilometres, to and from the
satellite. The media eﬀects are largely related to the free space path loss of approxi-
mately 200dB and the satellite link time delay of approximately 0.27 seconds which
is barely acceptable for speech.
To achieve this objective a short, eﬃcient, error correction system has been
designed. The eﬀort was approached using QPSK modulation as a BPSK modu-
lation sequence code similar, in principle, to Ungerboeck allowing optimization of
the signal’s Euclidean distance. Due to transmission delay constraints, no iterative
techniques were considered. Instead a logically based short phase sequence was gen-
erated which, on reception, was operated on by multiple integrated decoders rather
than the usual one shot correction techniques of most non iterative systems. The
decoder/decodulator consists of an integrated serial/parallel concatenated Viterbi
with a new phase sequence decoder (PSD) designed to recover the transmission to
a state. This output is further concatenated with a newly developed Metric Anal-
ysis Optimise & Control Unit (MAOC) designed to recover to a bit. Separating
the multiple integrated decoders to state from the bit correction unit simpliﬁes the
integration of the integrated decoder pair. This system is further concatenated with
a short Reed Solomon coder. The results achieved are impressive and improvements
are considered to be possible with further development.
Index terms: BPSK, QPSK, CPM, TFM, trellis code, tree code, convolutional
code, Fano algorithm, coding, Ungerboeck code, Karnaugh map, Gaussian noise,
Viterbi decoder, frame, window, trace-back, metric, Euclidian distance, Reed Solomon
code, modulation, quantisation, codulation, decodulator, low density parity check




El objetivo general de esta Tesis es el de proporcionar los elementos que permitan un
transporte eﬁciente, efectivo y con un mı´nimo retardo en comunicaciones digitales
por sate´lite, y ma´s espec´ıﬁcamente, sate´lites en o´rbita geoestacionaria. Las limita-
ciones ma´s importantes impuestas en las comunicaciones con estos sistemas se deben
a la distancia orbital de 40.000 Km., aproximadamente, hacia y desde el sate´lite. Los
efectos ma´s importantes producidos por el medio esta´n relacionados con la atenua-
cio´n de espacio libre y el retardo en el enlace de 0,27 segundos, aproximadamente,
que esta´ en el l´ımite de lo que es aceptable para voz.
Para conseguir este objetivo se ha disen˜ado un sistema de correccio´n de errores
ligero y eﬁciente. Se ha utilizado una aproximacio´n al problema similar, en principio,
al modelo de Ungerboeck, haciendo uso de secuencias co´digo basadas en modula-
ciones h´ıbridas QPSK/BPSK que permiten optimizar la distancia mı´nima eucl´ıdea.
No se han considerado te´cnicas iterativas al objeto de satisfacer las restricciones im-
puestas por el retardo. Por el contrario, se ha disen˜ado un sistema basado en lo´gica
con el que se generan secuencias cortas de fases de la portadora. En recepcio´n se
emplean mu´ltiples decodiﬁcadores integrados en vez del u´nico detector generalmente
usado en la mayor parte de los sistemas no iterativos. El demodulador/decodulador
consiste en un nuevo decodiﬁcador de secuencias de fase disen˜ado para recuperar el
estado de transmisio´n y concatenado con un procesador de Viterbi. La operacio´n de
ambos es integrada e intercambian informacio´n en paralelo y serie simulta´neamente.
La salida del conjunto se trata en la unidad MAOC, que se presenta y analiza en
esta Tesis, para recuperar la informacio´n a nivel de bit. El separar el par de de-
codiﬁcadores de estado integrados de la unidad de correccio´n de bit simpliﬁca su
integracio´n.
El sistema que aqu´ı se presenta se ha concatenado con un co´digo Reed-Solomon
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Forney made the following points in his book concatenated codes (where concate-
nation refers to the operation of joining, serially and/or in parallel, two or more
systems as an integrated functioning unit);
Within the framework of concatenation it is natural to consider these devices (Chan-
nel, Modulator, Demodulator Detector) as additional stages of concatenation and to
draw the moral, which should have been plain all along, that coding and modulation
ought to be designed together to maximise performance while minimising complexity.
In this document we extend this principle by integrating both coding and mod-
ulation into a single entity using an approach similar, though diﬀerent, to Unger-
boeck[67]. It is demonstrated that it is possible to combine error correction coding
within a bandwidth eﬃcient modulation. This bandwidth (or spectral) eﬃciency of







R is the bit rate (bit/s),
B the bandwidth (Hz),
M the number of phase points within the unit circle.
This work was initiated to consider problems associated with the transmission
of time critical data between users via a geostationary satellite at a distance of over
40000 kilometres from both transmitter and receiver. At this distance the free space
1





d is the distance in meters between stations,
λ the wavelength in meters.
This represents a loss of > 200dB at Ku band (14/12GHz) requiring considerable
technical support.





tud is the combined delay to and from the satellite,
c is the velocity of light 3× 108 meters per second [11].
It is a basic assumption, in this thesis, that the transmission is digital i.e.
the input signal appears in discrete steps rather than the continuous variability
characterising analogue signals [33]. It is also assumed that the channel is memory-
less and the probability of any symbol error, caused by the transmission medium, is
unrelated to any other symbol. The elements considered to require support in this
work are the inherent delay and BER (Bit Error Rate).
A relevant restriction is imposed by ampliﬁers in satellite communications
operating in the non linear, near saturation region for greater eﬃciency. Operating
in this region, unless the signal amplitude remains constant, results in transmissions
broadening and distortion of the signal spectrum [63]. Because of this present day
designers of satellite communication systems are constrained to constant, or near
constant, envelope modulation [18, 11]. This work is, therefore, constrained to those
elements of a sinusoidal transmission that will pass a non linear device without
distortion, i.e. phase and frequency.
The overall service requirement is that required by the end user. Their infor-
mation quality requirement is normally given in terms of the probability of bit error.










is the energy per uncoded symbol to the power spectral density of noise to achieve
the required BER; dB,
Eb
N0
is the energy per uncoded bit to the noise power spectral density ratio; dB,
2
Gc the coding gain being dependant on the code type and rate; dB,
Rd is the log code rate; dB,
Mo represents the system margins (rain fade etc); dB.
The achievable data rate is dependant on the bandwidth and modulation
type. For digital satellite communications modulation is usually a form of digi-
tal FSK(Frequency Shift Keying), or MPSK (Mary Phase Shift Keying) outlined in
Chapter 2.
In sequence coding, the basis of this thesis, the exact characterization of an
errored phase is problematical, however, it is assumed that an error is the result of
a separation from a predicted transmitted phase or a possibly previous erroneous
recovered state that results in an incorrect solution within the recovered data se-
quence [72]. Unless otherwise stated, the term sequence shall be assumed to be a
chronological sequence as deﬁned in Collins Concise English Dictionary. This deﬁ-
nition is quoted as; “The successive order of two or more things”. In addition the
last received or transmitted bit is considered the least signiﬁcant bit. This applies
to all diagrams and tables.
1.1 The problem
In data transfers the transmission medium plays a signiﬁcant role. All practical
transmissions are aﬀected, to some degree, by numerous forms of corruption. In
satellite systems, however, it is usually possible to assume an AWGN (Additive
White Gaussian Noise) channel and this work models the communication medium
as such [11]. Diﬀerent modulation types are adversely aﬀected, to diﬀering degrees,
by diﬀerent characteristics introduced by the medium. The modulation system is,
therefore, an important system design element of error control.
Where data transmission speeds and/or spectral eﬃciency are required multi-
level signals are often used [11, 4]. These transmissions, introduced due to bandwidth
limitations, tend to reduce the physical distance of signal elements increasing end
user errors often requiring bit error correction.
Bit error correction requires some form of redundancy [58]. If the number of
transmitted information bits is k and the number of information plus redundancy
bits is n, where n ≥ k, then n − k is the number of redundant bits. If n > k
and the information rate and bits per symbol remains unchanged, the bandwidth
B is necessarily expanded by the factor n
k
. Assuming the same transmit power the
increased number of symbols, due to error control redundancy, reduces Es/No by
n
k
and the error correction system, to be beneﬁcial, must achieve a greater gain to
oﬀset this reduction. The eﬃcient use of redundancy in error correction systems
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becomes an important design criterion for parameter limited digital transmissions.
1.2 Proposed Solution
The current work was initiated to study the problem of error control in an envi-
ronment where delay and bandwidth are critical elements. During initial studies
maximising Euclidean distance was established as a further critical objective and
optimization of this parameter became an objective.
Cheap processing power has allowed a new look at coding. Early single shot
mathematical techniques have, with Viterbi decoder [69, 23] including trace-back [2,
70], Turbo [75, 9, 14] and LDPC [38, 24, 26] codes, partially given way to analytical
solutions. The iterative Turbo [59] and LDPC [66] codes are capable of approaching
the Shannon limit but to achieve this they incur considerable decoding delays.
“Sequence codes” use short phase sequences designed for delay critical, near
real time systems. Though similar to Ungerboeck [67] codes, sequence codes have
signiﬁcantly diﬀerences. Ungerboeck codes are linear codes constructed by set parti-
tioning, logically connecting a bit sequence to a transmitted phase. Sequence codes
are non-linear codes constructed by the logically irreducible allocation of phases to
states within a sequence currently using Karnaugh mapping. In sequence coding
Karnaugh mapping is used to ensure the maximum bit sequence separation of same
phase transmissions. This use of Karnaugh mapping in this manner is considered
unique.
The coder (codulator) converts a random binary bit sequence, via a state
sequence, into a structured sequence of coded modulation symbols. Redundancy
is introduced via an expanded phase constellation supported by a state dependant
sequential methodology. The result is a coded QPSK sequence transmitting a single
bit per symbol having an optimum Euclidean distance at each state transition in
each bit period; coding with no bandwidth expansion.
Phases are allocated to overlapping three bit subsets of an input random bit
sequence to distinguish sequences of sets S = (s0, s1, . . . , sn−1) via a logic controlled
Quadriphase Shift Keying (QPSK) modulator, Figure 4.2, where si ∈ {0, 1} is a
member of the random bit sequence. Each of the eight states of the set St =
{0, 1, 2, 3, 4, 5, 6, 7} are derived from three bit subsets of S as shown in Figure 4.3.
St is separated into 4 two state subsets; St1 = {0, 6}, St2 = {1, 7}, St3 = {2, 4},
St4 = {3, 5}. Each subset is allocated a phase introducing a dependency into φi
(phase) and Stj, sequences.
A multi-tiered concatenated approach to decoding was developed. First an
inner serial/parallel, concatenated unit currently consisting of two integrated phase
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decoders both using the same received phase data. This unit allocates, using data
obtained from a 16 level phase quantising receiver, to each element of a recovered
state sequence a reliability metric µ. This unit is concatenated with an outer Metric
Analysis Optimise and Control (MAOC) decoder. This decoder uses the recovered
states and associated reliability metrics to correct to bit level. This can result in
short bit error bursts, Figure 5.5, and the sequence decoder is further concatenated




The metrics are derived empirically based on the translation, due to medium
noise, of the received quantised phase vectors from values transmitted. Metric values
are obtained using the simulator to minimise errors by iterating the metric values.
The empirically derived metric values are obtained at low Signal to Noise Ratio,
SNR, in order to reduce the number of samples required to obtain suﬃcient er-
rors. Testing at higher SNR suggested the results, though not optimum, would be
acceptable throughout the SNR range.
1.3 Thesis structure
Chapter 2 presents a project related review of information theory considering a
deﬁnition of the quantity of information, channel capacity and coding. It considers
modulation techniques where these relate to the current work. Chapter 3 presents
the related background to the problem of coding and optimization of the modulation
with a brief analysis of why a new coding technique is required. The early work into
spectrally eﬃcient modulation and coding which has developed into the sequence
code is introduced. Chapter 4 describes the development, structure and elements
of the sequence code. This includes the ﬁnal logic allocation of phase to state and
the open window technique. Chapter 5 introduces the simulator and the results
achieved in both tabular and graphical form. Chapter 6 oﬀers what is believed
to be new and beneﬁcial about this work. Chapter 7 communicates some ideas of
further work which it is believed would extend the initial work. Chapter 8 presents




Background and Related Work
Figure 2.1: A basic radio transmission system
In digital communication systems the problem is to transmit digital data, in
a usable form, from a source to a user where the source and user are physically
separated [29]. This requires the transmitter to act as a data transformer and
link interface known as a modulator and the receiver to act as an inverse data
transformer and link interface known as a de-modulator. For each link type the
form of modulation is likely to be diﬀerent to meet the requirements of the medium
[10]. Figure 2.1 shows a basic radio transmission system used to present the elements
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of this review where:
w = Source information,
v = Coded information,
x = Signal,
n = Noise,
vˆ = Recovered estimate of coded data,
wˆ = Recovered estimate of source data.
2.1 Related Information Theory
Here is considered, in a semi-axiomatic manner, a deﬁnition of quantity of transmit-
ted probabilistic information. If a source produces elements of a set of N symbols
where the probabilities of occurrence of each element is p1, p2, . . . , pn The measure





If the probability of each source symbol is the same the entropy (the amount of infor-
mation) provided by each symbol is maximised [11]. To achieve this ideal sometimes
requires a source encoder to minimise (optimise) the original data redundancy within
the transmission. A simple example of such an encoder is Run Length Encoding
(RLE). If we take a black and white television and consider a single line on a screen
where we can expect long runs of white pixels and black pixels letting B represent
a black pixesl and W represent a white:
WWWWWWWWWWWWBBBBBBBBBBWWWWWWWWWBBBBBBBBBBB
Applying the RLE data compression algorithm to the above we get:
12W10B9W11B
A considerable saving
Consider the number of bits that can be transmitted over the channel (Figure
2.1). Being a satellite channel it can be considered Gaussian and use made of the
Shannon Hartley theorem to establish the Shannon capacity [11]:






C is the channel capacity in bits per second,
B is the bandwidth of the channel in hertz,
S is the signal power measured in watts,
N is the noise power over the signal bandwidth measured in watts,
S
N
is the signal to noise as a power ratio.
The proof of this theorem demonstrates that for any transmission rate R ≤ C
there is a coding scheme that will give an arbitrarily low error probability. For any
R > C there is no coding scheme that will achieve reliable transfer of information
[16]. Shannon also showed that averaging all possible length n codes the channel
error rate is characterized by the probability of, me, message error [58].
Pme ≤ e−nE(RI)
where:
E is a function of the information rate known as the random coding error exponent.
This coding error exponent, or reliability function, exists for all codes and, within
achievable limits, the higher the value the better the code.
RI is the information transmission rate and providing this does not exceed the
channel capacity a positive error exponent is achievable.
Bit error rates for both coded and un-coded communications reduces exponen-
tially with increased Eb
N0
(Eb being the energy per bit and N0 the single sided power
spectral density of the noise) being proportional to the error exponent. Provided a
positive error exponent is obtainable increasing the code length decreases the error
probability.
2.2 Forward Error Correction (FEC)
Forward error correction operates on a received signal g(t), 0 ≤ t ≤ τ , to produce an
estimate wˆ1, wˆ2, . . . wˆM of a transmitted sequence w1, w2, . . . , wM . g(t) is corrupted
by additive noise hence it is not possible to guarantee to reproduce the originally
transmitted sequence. The best that can be achieved is to minimise the probability
of errors by using the best FEC coding scheme available [30].
All FEC systems add redundancy, to the originators information, designed to
allow a remote decoder to correct errors introduced by corrupting elements within
the channel medium. This redundancy results in more data being included in the
transmitted message than existed in the originators information. “Redundancy”;
in this case means that for the original purpose of the originators information the
additional data performs no function. One eﬀect of this redundancy is that if a
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random data sequence is block coded the code-word address space has 2k elements
(where k is the number of uncoded bits in the block) and not 2n as the number of
bits in the n code block would suggest.
There are two basic classes of FEC Codes, block and trellis codes, Figure 2.2
Figure 2.2: Code classes
Most of these error correction coding systems expand, by an encoding algo-
rithm, the incoming k bits of random data, generated by an independent stochastic
process, to form a pseudo random n bit data pattern where n ≥ k. The ratio k
n
is
referred to as the code rate and n − k is the amount of redundancy. When coding
is applied k
n
is a fraction but exceptionally, for example when the data is uncoded,
n = k and the code rate is unity.
The coded information is modulated onto a carrier and transmitted through
a channel medium. After demodulation an inverse transformer, decoder, analyses
the non-randomness of the received coded sequence. Due to a priori knowledge of
the original encoding technique the original random information may be recovered
at the receiver using the recovered syndrome [57, 75]. The syndrome is a unique
series of bit values within the recovered data, within the known zero redundant bits,
that gives an indication of the actual error. The recovery of the original data has
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the proviso that the corruption of the bits, or symbols, caused by the transmission
medium does not exceed the capability of the code.
At the receiver the reception of a non code-word indicates an error. The
decoder can then either correct or detect errors (or both) to a limit dependant on






where the function · is the largest integer less or equal to its argument.
The number of errors detectable is det = d
H
min − 1.
In error correction codes the redundancy is derived using the originators in-
formation in such a way that errors introduced during the course of the data trans-
mission may, within the limit of the code, be detected and/or corrected. Errors, in
this context, refers to the eﬀect, on the transmitted data, of corruption introduced
by the channel medium resulting in the demodulator and decoder introducing errors
into the originators information.
The ineﬃciencies of such bounded distance techniques are self evident. The
more bits transmitted the more likely an error. The lower eﬀective Eb
N0
, consequential
on the eﬀect of redundancy, results in higher link error rates. The quality of a digital
transmission is normally measured by this link BER.
2.2.1 Block Codes
A binary block code is a set:
C ⊂ V n
where V n is the set of n-tuples V n = {0, 1}n
Classical block codes associate a message i ∈ I from a set of messages I to
a ﬁxed length codeword c ∈ C of code C. The elements of the codeword can be
taken from an arbitrary alphabet. If the code is binary the codeword is a vector of n
bits. For some codes the message can be expressed as a pattern of k symbols. This
is the most frequent case. The n bits/symbols of the codeword are modulated for
the transmission medium and transmitted. The transmitted modulated symbols are
corrupted by the transfer function of the transmission medium and the noise. On
receipt, by the receiver, and demodulation each code-word is decoded independently
of other code-words and, within the code block, is capable of correcting or detecting
a speciﬁc number of errors.
Linear Block Codes may be deﬁned as a linear mapping over a suitable alge-
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braic system, for example a Galois ﬁeld, from an input message space to an output
data space. An example of a linear block codes is the Reed Solomon (RS) Code
being a non-binary subset of BCH codes. The RS code can be speciﬁed as RS(n, k)
symbols in an extension ﬁeld GF(2m) having parameters;
Symbol Length: m bits
Block Length: n = (2m − 1) symbols = m(2m − 1)bits
No of parity symbols: n− k = 2t symbols
Minimum Distance: dmin = 2t+ 1
Since dmin = n−k+1 the RS code has the greatest minimum distance possible
for any given rate [11].
Cyclic Codes are an important subclass of linear block codes. Most linear block
codes in practical telecommunication applications are of this class. If C is a linear
code over a ﬁnite ﬁeld A having a coded block length n then if (sn, sn−1, . . . , s1) ∈ C
is a codeword a cyclic shift of this codeword, (s1, sn, . . . , sn−1) ∈ C is also a codeword.
The cyclic nature of this code gives a solid structure and the codes can be encoded
and decoded using simple shift registers with combinational logic elements [49].
2.2.2 Trellis Codes
Trellis codes operate over the entire sequence of a transmission continuously pro-
cessing the information according to a rule that outputs a coded sequence having
more elements than the original information. The encoder breaks up the input in-
formation into a usually small number, k0, of symbol blocks. Using the current and
several proceeding symbol blocks the encoder produces an n0 symbol of a code se-
quence. The term trellis code, of Figure 2.2, comes from the fact that the encoding
rule for this type of code can best be described by a trellis graph. The principle
is the basis of the sequence code except that in this case the information operates
directly on the modulated signal.
Linear Trellis Codes, better known as convolutional codes, can be viewed as
a discrete time convolution of the message sequence with the impulse response of
the encoder. With these codes each k0 information symbol is transformed into a n0
data symbols where k0
n0
is the code rate and n0 ≥ k0. If v is the number of shift
register stages in the encoder and K, referred to as the input constraint length, the
total number of bits involved in the coding process, where K = v + k0. The output
constraint length, n, is the number of output bits for which the eﬀect of any input
bit persists, n = (m + 1)n0 where m is the memory order this being the maximum
number of shift registers in the path of any output bit [57]. The encoder of Figure
2.3 is considered the best 1
2
rate, K = 3 coder.
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Convolutional code can be envisaged as a very (inﬁnitely?) long linear block
code where the entire input sequence is encoded into one continuous code word.
The encoder, Figure 2.3, is a K = 3 (7, 5) convolutional code. In this descriptive
form the 7 and 5 are octal numbers related to the polynomials. The upper shift-
register connections of Figure 2.3 are 1112 or g
(1) = x2 + x + 1 and the lower 1012




Using Figure 2.3 the incoming data stream is clocked through the shift registers
one bit at a time. At each clock pulse two code bits are cycled out. As the original
data bits are not in the output data this convolutional coder is non-systematic. The
convolutional code can be seen as ﬁnite state machine where the state corresponds
to the value of bits in the encoder. An input bit can take the state to one of two
possible other states. These state transitions then form a trellis where each path
through the trellis represents a valid state sequence within the encoder output. The
trellis of Figure 2.3 is shown in Figure 2.4.
Several decoding algorithms exist for convolutional codes. Probably the best
known being the Viterbi algorithm providing maximum likelihood performance.
This algorithm is one of the decoders used in sequence coding. The Viterbi de-
coding algorithm is limited, in practice, to relatively small values of K (normally a
maximum of K = 9 [15]. For longer constraint lengths there are several sequential
decoding algorithms the best known being the Fano [53] algorithm, Figure 4.13,
which also operates on a frame by frame basis [57]. Sequential algorithms are not
maximum likelihood but beneﬁt from a complexity that increases only slightly with
constraint length.
2.2.3 Viterbi Algorithm
In this description we refer to a trellis though the decoding algorithm is a tree that
usually decays to a trellis with each transition being known as a frame. The number
of frames involved in a decoded sequence is called the Viterbi decoder window.
Individual routes through the trellis are called paths. This algorithm has two coding
entities; hard decision and soft decision. Hard decision decoder use only the coded
data. Soft decision decoders receive data from a channel in such a form that a
reliability estimate of a received symbol can be made.
In principle the best way of decoding random errors is to compare a received
sequence against all possible code sequences and chose as a solution that which has
the minimum number of diﬀerences. The Viterbi algorithm [30, 69] attempts to
achieve this objective using a trellis representation of a convolutional encoder data
(Figure 2.4). From this trellis analysis is derived an accumulated metric (either hard
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Figure 2.3: Non systematic, half rate convolutional encoder
or soft decision) based on some diﬀerence between every path through the trellis, on
a frame by frame basis, from the received sequence. Each frame transition is given a
metric value dependant on its distance from the received sequence and this metric is
summed for every path. This operation usually results in a best summation metric
related to an end state which is then considered the solution. The Viterbi decoder,
therefore, recovers a maximum likelihood path from all possible paths through the
trellis.
This decoding procedure can be considered as updating a table after each
frame transition having the following parameters; Figure 2.3.
The number of states, i.e., the number of nodes of a particular frame, is 2mT , where
mT , is the total number of memory cells of the coder.
The branch metric (Related to the distance between the nearest predicted state/phase
transition of the frame and related received state/phase transition of the frame pro-
vided in the form of a metric.)
The initial path metrics are the accumulated branch metrics to the current state
transition.
The ﬁnal path metric (called the summation metric) is the accumulated path metric
at the end of the Viterbi decoder window) [57]
Decoding begins by initiating a summation metric based on transitions from an orig-
inal state to a current state. This is continued over a number of received channel
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Figure 2.4: Trellis of convolutional coder: Figure 2.3
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symbols with the accumulation of state histories preceding the current states at each
time instant t. With this information the Viterbi decoder is ready to recreate a max-
imum likehood estimate of the original bit sequence . This is achieved by selecting
the state with the best (smallest or largest depending on the design) accumulated
summation metric and saving that state with its related metric. Then iterate the
following step until the beginning of the trellis:
Working backward through the state history table, for the selected state, select a
new state which is listed in the state history table as being the predecessor to that
state and save the state number of each selected state.
Work forward through the list of selected states saved in the previous steps. Look
up what input bit corresponds to a transition from each predecessor state to its
successor state. This is the bit that is assumed to have been encoded by the convo-
lutional encoder.
This step is called trace-back. The length of any trace-back is the number of trellis
frames processed before the decoder outputs a bit. By storing a frame history of all
paths corrections can be made by choosing a best ﬁt path from a greater path-length
at the cost of output delay and complexity. Trace-back methods are constantly being
upgraded and are the subject of several papers and patents [36, 2].
The complexity of the Viterby decoder is linear in the frame window and expo-
nential in the total number of memory cells. This fact puts a limit to the complexity
of the convolutional code. The trace-back needs memory for its implementation. For
each state and frame an index must be stored. The total amount of needed memory
is again exponential in the number of memory cells and linear in the number of
frames.
The Viterbi decoder works on data blocks. It takes in and processes N (the
number of encoded symbols) symbols.
A further discussion of the implemented Viterbi algorithm, used for this work,
that makes use of a novel trace back technique rather than that described here is
presented in section 4.6.2.
2.2.4 Modulation Codes
Though Forney introduced the principle of integrating modulation and coding in
his book Concatenated Codes [23] it was Massey in 1974 who introduced the idea
of treating coding and modulation as a single integrated entity [44]. Two problems
were associated with this idea.
1. The construct of the bit-to-symbol mapping
2. The assignment of the coded bit sequence to the coded symbol sequence
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Figure 2.5: Grey versus natural coding
In the 1970-s two basic approaches were proposed to support the design of
coded modulation systems;
1. Trellis Coded Modulation (TCM) applies a natural mapping of bits to signals
using a technique called set partitioning. (Ungerboeck codes).
2. Multilevel modulation applies a mapping of code-words to bit position through
binary partition.
A simple example of item 2 is Gray coding, Figure 2.5, where the QPSK constel-
lation is arranged that only one bit changes per single errored phase shift. Imai
and Hirakawa codes [31] expand the constellation to eﬀectively increase Euclidean
distance.
Trellis codes
Trellis-codes are multilevel modulation codes with expanded channel-signal sets.
First introduced in 1976 [12, 67] they make use of redundant non-binary modulation
using a ﬁnite-state encoder. The encoder controls the selection of the modulation
signal using the incoming data symbol sequence. It is usually convolutional and
generates a coded signal sequence by mapping the incoming bit stream onto the
modulation sequence. At the receiver the corrupted signals are normally corrected
using a soft decision, maximum likelihood, sequence decoding algorithm such as
Viterbi.
These were the ﬁrst to integrate coding and modulation into a single entity.
This integration, and the realization of the dominance of Euclidean distance over
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Hamming distance, gave a new direction for error correction coding. Before Unger-








Figure 2.6: 4 state 8-PSK Ungerboeck coder
The presentation of Trellis Coded Modulation (TCM) revolutionised the art
of coding. In his 1982 paper Ungerboeck constructed trellis codes for Phase Shift
Keying (PSK) and Quadrature Amplitude Modulation (QAM) now normally called
lattice codes. The work was shown to be extendable to block codes by Soheil I.
Sayegh in 1986 [62].
The coding is performed by mapping by set partitioning. An important re-
quirement of this technique is insuring that the parallel transitions of the trellis are
mapped into signals separated by a maximum distance in signal space. For the 8-
PSK system of Figure 2.6 d2free = 4, whereas for uncoded QPSK d
2
free = 2 assuming
unit energy in both cases. Hence this simple TCM scheme has a 3dB gain, at high
SNR, over uncoded QPSK.
A simple four-state, 8-PSK code is shown in Figures 2.6 and 2.7 as an example.
This version of an encoder [16] operates on two input bits, one diﬀerentially encoded
to produce a single encoded bit. Diﬀerential encoding is required because of the
“rotational invariance” of the code so that the correct information sequence may
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0 & π0 & π
π/2 & 3π/2 π/2 & 3π/2
π/4 & 5π/4 π/4 & 5π/4
3π/4 & 7π/4 3π/4 & 7π/4
Figure 2.7: 4 state 8-PSK Ungerboeck trellis
be recovered after decoding in the event that the receivers demodulator locks to
the wrong phase. The other input bit is encoded using a systematic convolutional
encoder producing two output bits.
Decoding is normally performed using a soft-decision Viterbi decoder operating
directly on the received noisy 8-PSK signals. In Figure 2.7 the decoding trellis has
four states. Because the code has a single uncoded information bit, the trellis is
made up of “parallel transitions,” i.e., parallel paths of length one branch each
connecting pairs of states at diﬀerent time periods. Parallel transitions in the trellis
diagram are a characteristic of all TCM schemes containing uncoded information
bits. Ungerboeck had realized that for non binary signal constellations, used in
TCM, minimum free squared distance in Euclidean space, rather than minimum
free Hamming distance d2free, was the primary parameter for this type of codes
performance.
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c1 0 0 0 0
c2 0 0 1 1
c3 0 1 0 1
Phase 3π/4 π/4 π/2 0
c1 1 1 1 1
c2 0 0 1 1
c3 0 1 0 1
Phase 7π/4 5π/4 3π/2 π
Table 2.1: Example related phase to element outputs of Figure 2.6
2.2.5 Concatenated Codes
Limitation, introduced by the error exponent, can be partly overcome using multi-
stage, or concatenated codes [23]. Even with concatenated codes the error exponents
obtainable are less than theoretically attainable values. Concatenation is, however, a
practical method of approaching the predictions of information theory and sequence
coding makes use of the concept.
Forney [23] showed that the beneﬁts of long codes could be obtained by serially
concatenating shorter more practical codes. Later work, for example Turbo codes,
showed how parallel concatenation could be used. These codes create the eﬀect of
long codes using a combination of shorter codes. Figure 2.8 shows the basic principle
where errors introduced by failures of the inner code are corrected by the outer code.
It is usual with this technique to have an inner trellis code with a RS, burst error
correcting, outer code.
2.2.6 Good Codes
Good codes are deﬁned as those recently developed families of codes that can claim,
in practical terms, to approximate Shannon capacity. Shannon used random codes
in his original proof [64]. It has since been demonstrated, non-constructively, by
many researchers that good codes of many classes do exist. Unfortunately [39] there
exists, for these codes, no practical decoding algorithms.
It has recently been shown that convolution codes, when combined with in-
terleaving in a concatenated scheme, are capable of approaching the Shannon limit
[75]. Unfortunately the complexity of the decoding algorithm increases exponentially
with constraint length. It is, therefore, currently impractical to build a convolutional
decoder capable of approximating Shannon. Block codes can also theoretically ap-
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Figure 2.8: Serial concatenated coding
proach Shannon [25, 59] but only at inﬁnite length.
Currently only three iterative families of code (4 if including Irregular Repeat
Accumulate [IRA] codes which are examples of LDPC codes) have achieved the
distinction of approximating the prediction of Shannon. The ﬁrst are the parallel-
concatenated recursive systematic convolutional codes [14, 9] better known as turbo
codes. The second are the Sparse Graph Codes or Low Density Parity Check (LDPC)
codes based on Gallager [24] codes. The last family is formed by the polar codes [5],
that are currently the only practical codes able to reach capacity.
Turbo Codes
Developed by Berrou, Glavieux and Thitimajshima, [9] were presented in 1992 and
eventually recognized as potentially approaching the Shannon limit within practi-
cal technology. These systematic codes are basically simple using known coding
principles and based on a form of dual use of data.
Two (obviously non systematic) unity rate convolutional coders similar to that
shown in Figure 2.9 are used in the encoder Figure 2.10. This encoding rate is
normally of limited, if any, practical use but the data provided to one of the coders






Figure 2.9: Unity rate convolutional coder
the task of manipulating the data into a pseudo random sequence such that the
output parity streams of the two coders are diﬀerent. As the two coders use the




Figure 2.10: Turbo coder
The two parity streams are combined with the original information for trans-
mission via a multiplexer. At the receiver the data is de-multiplexed separating the
two parity streams and the data to form the original three information streams.
A simple Turbo decoder is shown as Figure 2.12. The data is passed to one
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Figure 2.11: Interleaver
decoder via an interleaver acting as an inverse to the transmitter interleaver. To this
decoder is passed the interleaved parity sequence (second decoder in Figure 2.12).
The data is passed un-de-interleaved to the ﬁrst decoder using the un-interleaved
parity.
The parity from both decoders is held in a buﬀer and operated upon using
the sum product algorithm, also used in LDPC codes, for several iterations. The
technique is eﬃcient and can achieve an error correction capability close to the
Shannon limit but latency is inevitable due to interleaving and iteration delays. The
coder described above would have to function several times faster than line speed to
allow iterative decoding during the period of the single de-multiplexer buﬀer ﬁlling.
This problem can be nulliﬁed by using a series of double decoders each having their
own buﬀer.
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Figure 2.12: Turbo decoder
Low Density Parity Check (LDPC) codes
First presented by Robert Gallager in his 1962 [24] and 1963 MIT research paper
[26]. They were forgotten for some time due to their computational requirements
and the belief that concatenated RS/convolutional codes were suﬃcient. They were
rediscovered in published work by two groups Richardson [60, 61] and Urbanke,
MacKay and Neal in 1998 [38] though there is considerable evidence that Dr Mackay
had been working on developing these codes considerably before the publication of
this work. These codes are linear block codes having a sparse parity check matrix
H, table 2.2.
The Tanner graph, a bipartite factor graph, of this matrix for a non systematic
code is shown as Figure 2.13. The graph consist of two elements: circles that
represent the variables, and factors than represent the functions: the constraints
indicated by the equation: HvT = 0. Each row of H imposes a constraint to a
set of variables, according to that equation and these variables are linked by this
functional relation. Therefore in the Tanner graph these variables are connected to
the same factor. If these codes are subject to a regularity constraint they have ﬁxed
weights for all rows Wr and columns Wc. The allocation of such parity bits can be
set at random subject to these constraints. Though this presentation only describes






1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Table 2.2: Simple regular sparse parity check matrix
We deﬁne ρ a fraction having a small value, as the fraction of bits within the
parity check matrix having a unity value, in the example, given in table 2.2 and
ﬁgure 2.13, this is 1
4
. Wc and Wr are the weights of the columns (3) and rows (4).
Given that each column of the parity check matrix has n− k bits [58]:
Wc = ρ(n− k)
Given that each row of the parity check matrix has n bits it follows that:
Wr = ρn
As (n− k) < n and Wc < Wr then WcWr = (1−R)
where R is the code rate.
From this we get: R = 1− Wc
Wr
These codes are often designated (n,Wc,Wr) and when these parameters are
known it is possible to deduce the number of parity check bits. These codes, de-
spite their simple construction, have a good distance and are good codes given an
optimal decoder [24]. When decoded iteratively using message passing sum product
algorithms they have the capability of approaching the Shannon limit [66].
LDPC code derivatives
Fountain codes, also known as Luby transform or rateless codes, are a class of
erasure code derived from LDPC codes [51]. The principle of these codes is that
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Figure 2.13: Tanner graph of table 2.2
the transmitter is analogous to a fountain of water that continuously produces a
stream of water. It is from this analogy that the term Fountain Codes is derived.
This coding system produces, for a set of k input symbols (x1, . . . , xk) a potentially
limitless stream of output symbols (z1, z2 . . . ,∞); The input and output vectors can
be binary vectors of arbitrary length. Each output symbol is the arbitrary modulo
x sum of an arbitrary subset of the input symbols. The information regarding the
structure of the arbitrary subset is made available to the receiver. Work by Palanki
and Yedidia showed, however, that although these codes had fairly good performance
in the waterfall (initial rolloﬀ) regime they suﬀer from ”error ﬂoors” [51] where the
waterfall region levels out to a limit.
A combination of a high rate LDPC code and an inner Fountain code is known
as a raptor code. These require only a small number of ”Exclusive OR” (XOR)
gate operations per generated symbol for both encoding and decoding and do not
suﬀer from the error ﬂoors initially found in Fountain codes [51]. The encoder
operates with the k input bits being encoded into n bits which forms the outer
LDPC codeword. This LDPC codeword is then encoded into a potentially inﬁnite
number of bits of a rateless fountain code. The decoder obtains a suﬃcient number
of received symbols to construct a Tanner graph made up of the inner fountain
code and the outer LDPC code. These codes have proven to be a considerable
improvement on fountain codes and to operate successfully in a variety of channels
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having demonstrated a waterfall region near the Shannon capacity.
IRA (Irregular Repeat Accumulate) codes introduced in 2000 by Khandekar
and McEliece [34]. These codes can be represented by Tanner graphs having ar-
bitrary connections between nodes of diﬀerent degree being deﬁned by the degree
distribution of the nodes. They are decoded by a combination of the sum product
and maximum a-posterior algorithms.
2.3 Potential Modulation Techniques
In digital satellite systems the modulator acts as a link interface and transforms an
input alphabet W = {w1, w2, . . . , wm} to an output alphabet X = {x1, x2, . . . , xn}.
Each member of the transmitted alphabet contains information in the form of an
analogue symbol.
All radio modulation systems transpose a base-band signal (analogue or digi-
tal) to some higher part of the frequency spectrum [11]. The transmitted sine-wave
carrier is represented by;
y(t) = A sin(2πfct+ θc)
where:
y(t) = is the instantaneous value of the carrier voltage at time t
A = is the maximum amplitude of the carrier voltage
fc = the carrier frequency
θc = the carrier phase
The modulation process involves a change, related to the characteristics of an




In satellite systems using non-linear HPAs the transmission is limited to the mod-
ulation of those constant amplitude elements of a transmission i.e. phase and/or
frequency.
Frequency Modulation (FM)
FM represents information as variations of the instantaneous frequency of a carrier.
In analogue systems the carrier frequency fc is varied in direct relationship to the
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amplitude changes of an input signal. Digital systems (described later under FSK)
represent the data by shifting the carrier frequency among a set of discrete values.
The instantaneous frequency f(t) of the frequency modulated wave is given
by;
f(t) = fc(1 + kVm cosωmt)
where:
fc = Unmodulated carrier frequency
k = Proportional constant
kVm cosωmt =The instantaneous modulating voltage
This can be rewritten as;
f(t) = fc(1 + ∆f cosωmt)
where the quantity ∆f is the frequency deviation being the maximum deviation of
the instantaneous frequency from the carrier frequency [29, 33] being proportional
to the amplitude of the modulating signal and independent of its frequency.
A characteristic of FM modulation is that the phase of the carrier is changed by
the information induced changes in frequency. Frequency modulation can therefore
be used to smooth phase transitions over time reducing the instantaneous rate of
change of the phase transitions.
Frequency Shift Keying (FSK) [3]
It is a digital form of FM which is most eﬀective when designed as a special case
of orthogonal signalling. In this approach only orthogonal groups of frequencies are
used, usually individually, to represent a symbol. A binary symbol could be trans-
mitted using two frequencies forming a set F = {f1, f2}. For a duo-binary symbol 4
frequencies are required making a set F = {f1, f2, f3, f4}. The number of frequen-
cies required to transmit a symbol is 2m where m is the number of binary bits per
symbol i.e. a 5 bit symbol requires 32 frequencies. The Bandwidth expansion factor
for a digital modulation schemes is given by Be =
W
Rb
where W is the overall band-
width of a set of modulation waveforms denoted in Hertz and Rb is the information
rate of the modulation in Bits/Second (BPS). For M-ary FSK with tones spaced at
1/2T Hz, the bandwidth is approximately M
2T




where 2m = M .
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For M-ary FSK signalling Be =
M
2 log2M
. As M → ∞ B → ∞. Although
fast Fourier transforms and specialist high performance processors are making these
techniques viable an additional disadvantage of large M-ary FSK is that the recep-
tion of large numbers of orthogonal signals still requires a great deal of complex
circuitry [46]. Rectangular shaping can be described [29]:-
f1c(t) = A cosω1t − T
2
≤ t ≤ T
2
f2c(t) = A cosω2t − T
2







Es is the energy per symbol.
If a 1 corresponds to frequency f1 then a 0 corresponds to f2.Alternatively
it can be described by representing the FSK frequencies as f1 = fc + ∆f and
f2 = fc −∆f . Then:-
fc(t) = A cos(ω ±∆ω) − T
2
≤ t ≤ T
2
The frequency deviates ±∆f [47, 29] about fc.
Because coherent detection of FSK requires the recovery of reference carriers
for each respective frequency the technique is complex and coherent detection of
FSK is inherently inferior to PSK [48].
FSK is usually demodulated non-coherently. In non-coherent detection the
detector operates without knowledge of the received carrier phase [46]. The fre-
quencies must then be separated by integer multiples of the data-rate. If the two
frequencies are multiples of the reciprocal of the data-rate T and synchronized in
phase the FSK wave becomes continuous. This technique called Continuous Phase
FSK (CPFSK). A version of CPFSK, MSK, can be seen as the superposition of
two periodic On-Oﬀ Keyed (OOK) signals each delayed by T seconds relative to
the other. This is advantageous as phase continuity results in a frequency spectrum
that rolls oﬀ more rapidly than the spectra of other forms of modulation [46].
2.3.1 Phase Modulation (PM)
In PM the information is transmitted in variations of the carrier phase.
29
S(t) = A sin(2πfct+m(t) + ϕc)
where:
ϕc the phase of the carrier
Phase modulation is commonly used in satellite digital communications be-
cause of its constant amplitude and robust and simple circuitry. The modulation of
phase has given rise to a family of techniques used in modern digital communica-
tions.
Binary Phase Shift Keying (BPSK)
This is a coherently demodulated technique where the carrier phase is stepped π
radians. The signal is given by:
fc(t) = ±A cos 2πfct − T
2
≤ t ≤ T
2
If rectangular shaping is used the phase, controlled by the input information, is
stepped with the polarity of the rectangular input pulse controlled by the input
information. The PSK signal is essentially a polar Non Return to Zero (NRZ)
binary stream translated up in frequency.
The average probability of error for BPSK is given by:














Since there is only one bit per symbol Pe is also the symbol error probability. As the
channel may introduce an arbitrary phase shift the transmission is often diﬀerentially
encoded.
Figure 2.14 shows a BPSK waveform, assuming a square wave transition wave-
form. The discontinuous phase transitions that cause out of band noise are clearly
shown. There are several variants of BPSK/QPSK to overcome the problems where
the phase transitions are smoothed using waveform shaping [29].
Quadriphase PSK (QPSK)
With this modulation it is possible to transmit two binary bits per symbol having an
address space of four binary pairs (00, 01, 10 ,11) used to switch a carrier between
four phases. This signal, an obvious extension of BPSK, can be given by:-
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Figure 2.14: BPSK waveform
si(t) = A cos(2πfct+ θi) i = 1, 2, 3, 4 − T2 ≤ t ≤ T2
Rectangular shaping is assumed.
The phases are evenly spaced. In the case of conventional PSK systems both
BPSK and QPSK exhibit the same error rate performance for the same Eb/N0.
However, for the same data-rate QPSK requires only half the bandwidth.
Conventional QPSK requires a header to recover from the potential phase
ambiguity of demodulation. By Diﬀerentially encoding QPSK (DQPSK), the phase
can be resolved without this syndrome pattern [48].
Consider the QPSK signal constellation of Figure 2.15. The Euclidean distance
of unit energy symbols allocated between 01 and 11 is 2. The distance 01 to 10 is
√
2.
The bit error probability of QPSK modulation can be improved with Gray coding,
named after Frank Grey of Bell Labs, (coloured red in Figure 2.5) the adjacent phase
elements represent a single bit diﬀerence hence a single bit error on a symbol error
transition. For this reason the bit error probability Pb ≈ Ps/k , with Ps the symbol
error probability and k the number of bits per symbol. The technique is also known
as reﬂected binary code as the ﬁrst half is the inversion of the second half; i.e. for
2 bits 00, 01, and 11, 10 shown graphically in Figure 2.5. This technique provides
support for standard algebraic bit coding but not modulation codes.
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Figure 2.15: PSK distance of a unit energy signal
Continuous Phase Modulation (CPM)
With its constant envelope, continuous phase and compact spectrum is an attractive
modulation technique for both satellite and mobile radio applications [13]. The CPM
signal is described by:
s(t) = cos(2πfct+ φ(t))
where:
φ(t)=phase variation
The phase is related to the information input to the modulator which can be con-
sidered as a sequence, ak of K-ary digital symbols [6].






q(t) is a phase smoothing pulse of length Ts.
This pulse can take many forms such as half sine wave, raised cosine etc. [6, 7].
CPM schemes achieve lower transmission bandwidths than ordinary PSK or FSK
formats. The reduced transmission bandwidth is achieved by the improved spectral
roll-oﬀ associated with continuous phase formats so that moderate band-limiting
causes less distortion than more traditional schemes [54].
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Minimum Shift Keying (MSK)
This is also known as Fast Frequency Shift Keying, (FFSK) where fast refers to
the fact that more bits are transmitted in a channel bandwidth than with BPSK.
Minimum refers to the minimum modulation index (h=0.5) for orthogonal signalling
[11]. MSK is a special case of CPFSK with an ideal bit error rate performance
equivalent to PSK [45, 48]. This coherently demodulated modulation technique can







Tb being the bit duration. This illustrates the correlation between transmitted fre-
quencies and bit rate that is required for the phase trajectories to be related.
Without sinusoidal smoothing the data changes linearly over the signalling
interval and the phase changes are non-linear to the same point reducing frequency
transitions. Either technique result in a signal that corresponds to the data streams
diﬀering in at least the ﬁrst bit being separated in phase over at least two intervals.
MSK receivers achieve BER performances comparable to QPSK schemes within an
equivalent bandwidths [54].
An FSK signal is produced by the transmission of a sinusoid the frequency
being shifted between two frequencies:-
f1 = fc −∆f = fc − 1
4Tb
f2 = fc +∆f = fc +
1
4Tb
Optimal performance for MSK is achieved by exploiting the fact that it can be
constructed as two binary phase modulated pulse streams in phase quadrature. Each
of the channels transporting shaped pulses of duration 2T with the two channels
being oﬀset by T seconds. The modulator output has either a positive or negative
linear phase change relative to the carrier [19]. The signal is optimally demodulated
using coherent quadrature channel methods (as O-QPSK) rather than FSK.
2.3.2 Tamed FM (TFM)
Developed by Frank de Jager and Cornelius B. Dekker [4, 32] provided improved
spectral eﬃciency using coded partial response, has one of the narrowest bandwidths
of the true constant envelope class and tolerates additive noise well [4, 8]. Corre-
lation creates the desired variation of phase shift where the phase transitions are
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Figure 2.16: TFM encoder
both smoothed and correlated which results in the improved spectrum and power
eﬃciency whilst maintaining a constant transmission envelope. This type of modu-
lation is known as Correlative Phase Modulation (CORPSK).
The encoder shown in Figure 2.16, though not a classical convolutional en-
coder, has a similar structure to a non-systematic, unity rate, output constraint
length 3, convolution encoder with a phase constellation of 8 points and 5 possible




radians. The natural symbol error struc-
ture is correlated couplets due to the continuous phase demodulator considering
symbol phase diﬀerence.
2.4 Full/Partial Response
If the transition period is the same as the symbol period T the system is said to be
full response. A further development which extends the period of the input waveform
over more than T is called partial response. A receiver that makes a decision based
on two or more symbol intervals makes a stronger decision than one that makes
symbol by symbol decisions. The advantage of the partial response technique is
that by rounding and extending the input waveform p(t) whilst maintaining its
area there is a reduction in the bandwidth of the modulating waveform and the
modulated carrier. There is, in addition, an increase in the correlation between
neighbouring signal element waveforms. When maximum-likelihood detection is
used this dependence can lead to an improved tolerance to noise.
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2.5 Recovery of Digital Signals
Although FSK systems perform well in noisy environments PSK (ignoring inter-
symbol interference and other distortions) is considered the optimal system for
digital signalling in the presence of additive noise. There are two normally used
demodulation techniques:-
2.5.1 Envelope detection
This avoids the synchronization problem. The high frequency signal is passed
through a non linear device and a low pass ﬁlter. The detector recovers the en-
velope of the incoming high frequency wave.
2.5.2 Coherent (Synchronous) detection
Optimum detection of binary PSK signals is performed with a matched ﬁlter followed
by a sampler. The ﬁlter is matched to either of the antipodal signals s0(t) and s1(t).
being sinusoids of the same frequency having a phase separation of π. Using this
technique assuming perfect phase coherence the probability of error is:-















In this chapter is presented the systems, both modulation and coding, that were
considered in the development of the sequence code. The TFM encoder was useful in
the development of the simple sequence code encoder. Though similar to a standard
convolutional encoder it uses no feedback loop instead, via a few simple logic gates,
it has direct access to the modulator.
The Ungerboeck code was useful as it provided the original ideas for coding the
modulation [73]. Ungerboeck uses a system of set partitioning which in short codes
appears somewhat complex. The use of logic optimisation appeared to simplify the
allocation of the phase to data and to optimise the Euclidean distance over the short
code.
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The Viterbi algorithm appeared to be the best solution for correcting the
derived coding sequence. It was found that this algorithm had some problems related
to error bursts starting prior to errors. This resulting error bursts are caused by the
Viterbi window summation metric and it was considered that if some support could




The most recognised techniques for decoding convolutional (sequence) codes are the
iterative Fano algorithm [53] or the Viterbi algorithm. The Fano algorithm is a
frame by frame tree searching algorithm. In ﬁgure 4.13 (Fano algorithm) x is the
branch currently being decoded, T is a metric threshold and t(x) is the current
summation metric over a sequence length up to n. If t(x) exceeds T then x is
reduced and the threshold increased until a solution is found. The principle of the
Fano algorithm is considered excessively complicated and being iterative -increasing
delay- is unsuitable for use in current sequence coding.
PSK is the preferred modulation for digital data in low carrier to noise (C/N)
environments having the lowest Bit Error Rate (BER), for the same C/N in a Gaus-
sian environment, of any modulation scheme [48]. Early work on spectral opti-
misation examined the smoothing eﬀect of FM generation of a phase shift using
non rectangular pulses in both full and partial response modes. The pulse shaping
was designed to reduce and smooth the rate of change of phase improving spec-
tral eﬃciency. It was considered that improving PSK spectral presentation using
FM generated changes of phase would oﬀer practical advantages. In addition the
development an eﬃcient modulation coding scheme, including spectral eﬃciency,
should provide additional gains. This work resulted in the development of an inte-
grated modulation and coding technique (codulation) which then became the prime
development of the project.
3.1 Principles
Early studies indicated that meeting the above requirements necessitated a simple
coding technique based on partial response, the minimising of the phase constellation
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to maximise Euclidian distance and the shaping of the data pulse into the modulator
to improve spectral eﬃciency. The shaping of the phase generating pulse proved an
early distraction, however, the use of demodulator information, using soft decision,
[57, 70] would assist error correction. The technique makes use of the analogue
information normally ignored in signal reception. This recovered information can
be used by the decoder to assist the recovery of data by up to 2dB Signal to Noise
Ratio (SNR) [57, 68] though Zaragoza [75] gives a maximum value of 3dB.
3.1.1 The Error Correction Problem Revisited
A binary transmission system is shown in Figure 3.1. The information source outputs
a block of message symbols taken from the alphabet W that are the input to the
coder
w = (w0, w1, · · · , wk−1), wi ∈ W
The encoder forms the binary codeword
v = (v0, v1, · · · , vn−1), vi ∈ {1,−1}
that is the input to the modulator. Based on the input codeword the modulator
chooses the appropiate signals from a ﬁnite set and forms the modulated transmitted
signal g(t). The input to the demodulator is the transmitted signal plus noise. The
attenuation of the channel, though not speciﬁcally stated in Figure 3.1, is implicitly
accounted for in the energy of r(t). The demodulator ﬁlters the received signal r(t)
with ﬁlters adapted to the transmitted signals. The sampled output of the ﬁlters
forms the sequence of samples
v¯i = u˜i + ni, i = 0, · · · , n− 1,
where:
ni ∼ N (0, N0/2).
The ML detector ﬁnds in the code C the codeword uˆ that makes the received pattern















Figure 3.1: Binary transmission in Gaussian noise
















|v¯i − ui|2 (3.2)
The ML detector is a minimum distance detector.
The demodulator supplies information, related to the reliability of the received
analogue symbols, to the decoder. This information provides an indication of the
relative strength or weakness of the received analogue symbols giving an indication
of a potential error and its position.
3.1.2 A Potential Solution
Trellis Coded Modulation (TCM) techniques have been examined by Ungerboeck
[67, 68] and others [44, 52, 65]. Such techniques usually involve expanded signal sets
in excess of four phases considerably reducing the Euclidean distance.
A study of potential short delay error correction coding techniques suitable for
satellite communications resulted in the development of a new TCM based analogue-
symbol restructuring and error correction coding technique. Coding the analogue
signal rather than the data has several advantages including enhanced modulation
information recovery. Additionally, in the case of sequence coding, it proved possi-
ble to design an integrated decodulator incorporating concatenated decoders using
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Figure 3.2: Spectrum of modulation techniques
the same quantized received phase symbol information in diﬀerent ways in mutual
support [73, 74].
To meet the requirement for short coding delays the sequence code uses no
iteration. The technique introduces a decoding delay of less than ten symbols (plus
any satellite delay) implying the potential for use in near real time applications.
Sequence codes, due to the possibility of short error bursts, might require a sup-
porting short burst error correcting outer code. For this a (63, 43) RS code was
chosen resulting in an additional delay of several hundred symbols.
3.2 Developing Sequence Coding
To develop the sequence code required various studies. During the course of these
studies considerable work was performed in the study of the modulation and coding
techniques available [72]. An initial study, using the Elanix [17] simulation software,
of pulsed FSK modulation demonstrated the bandwidth spreading factors due to
the rapid transitions associated with rectangular pulses.
Shaping the pulse, reducing the transition rate, shown in Figures 3.3 and 3.4,
reduced spectral spreading. In these ﬁgures the integral over the frequency band
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presented in the lower graph indicates, by the transition slope, the amount of energy
over the frequency band. FSK was considered and provided an improved bandwidth
and spectral structure. This was further improved by shaping the information pulse
into the FSK modem. Shaping the pulse reduced the out of band energy and became
an aspect for consideration. The shaped information pulse should be smooth as the
resulting energy spectrum will consist of lower frequency components. The spectrum
of some constant envelope modulation techniques is shown in Figure 3.2.
3.2.1 General
The original objective of producing a bandwidth and spectrally eﬃcient satellite
communications technique was considered achievable if the coding and modulation
could be integrated into a single entity. This proved possible as the natural memory,
inherent in some modulation techniques, could be used to develop a coding structure.
Bandwidth expansion could be reduced by the introduction of pulse shaping and such
a system should be more eﬃcient than data redundant coding schemes.
Use was made of those parameters that could be transmitted via a non-linear
device, i.e. phase and frequency, to create a multi-dimensional modulation scheme
with a structured multi-level data (partial response) scheme (based on the principle
of TFM) using FM to generate a continuous phase QPSK or a Diﬀerentially encoded
QPSK (DQPSK) signal. The rational for FM-PM over direct PM was that FM phase
transitions could be made continuous rather than stepped. These advantages could
be brought at the expense of tight phase synchronization. Some simulation studies,
using the Elanix software, of these phase transitional eﬀects were performed using
random data into a two frequency FSK modulator. With discontinuous phase the
roll-of is relatively poor, Figure 3.3. The slope of the integral of the upper waveform
indicates the proportion of the energy is within the useful zone.
Next was simulated the base-band spectral shaping (Raised Cosine) of the
continuous phase of Figure 3.3. The result, Figure 3.4, demonstrated a signiﬁcant
improvement in roll-oﬀ and a corresponding reduction in out of band spectral con-
tent, shown in the integral curve. Almost all the transmitted energy is within the
useful zone. This demonstrates that the transitions, phase or frequency, can be
suppressed by control of the base-band phase itself or further improved when used
in conjunction with pulse shaping. Filtering could perform the same function. Un-
fortunately, a ﬁltered waveform passed through a non-linear device has a tendency
to reinstate those spectral elements ﬁltered out [18, 29].
The use of partial response techniques results in data decisions being less
positive during a single element period. Such an approach requires an extended
decision methodology, i.e. a maximum likelihood or trellis type technique.
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Figure 3.3: Continuous phase
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Figure 3.4: Shaped continuous phase
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3.2.2 Pulse Shaping
In order to increase the data transmission rate through a bandwidth allocation
without aﬀecting BER there is the option of considering pulses requiring less overall
bandwidth (including guard-band) than the rectangular pulse. Ideally the pulse
shape should be smooth and introduce no Inter-Symbol Interference (ISI). Correctly
shaping the MPSK data pulses reduces the rate of phase transitions reducing the
out of band spectral components.
Any equal area pulse into an FMmodulator will result in an equal phase change
[4]. From this the optimum shape for minimum bandwidth having the greatest area
over a ﬁxed time period and amplitude would appear to be rectangular having no
ISI and all information within the pulse period. Rectangular shaping, however,
produces the maximum instantaneous frequency transitions. With CPM FM these
transitions can be limited, at worst, to the instantaneous diﬀerence between the
maximum and minimum frequencies of the modulation.
In the early work the problem was to ﬁnd a spectrally optimum shape, i.e. to
minimize the rate of phase transitions whilst improving bandwidth eﬃciency. This
could be achieved in many ways, for example, by predeﬁning a known area waveform
or pre-ﬁltering the rectangular shaped elements with a low pass ﬁlter [32].
It was necessary, therefore, to ﬁnd the increased level of signal allowing the
same change of phase when converting from rectangular to, for example, a sinc
pulse. A sinc pulse in the time domain becomes a rectangular pulse in the frequency
domain. This has the advantage of low bandwidth and no ISI though is subject to
timing jitter. The raised cosine requires more bandwidth than the sinc having no
ISI and is almost free of jitter at the receiver [4].
For comparison purposes simulations were performed to compare diﬀerent
shaping with both phase and frequency modulations with respect to their spec-
tral eﬀects. These simulations showed that given the criteria of limited bandwidth
utilization with low out of band noise the best waveform was a Root Cosine 0.4 with
frequency modulation. Figure 3.5 shows the result of comparing the spectral re-
sults of the best frequency modulated system (Root Cosine 0.4) with the best phase
modulated shape (Raised Cosine). The Root Cosine resulted in the best spectral
results.
3.2.3 Early Error Coding
The ﬁrst attempts at a coding and integrated decoding scheme were developed
using the Entegra simulator. The decoding schemes had a trellis structure using
a Maximum Likelihood Sequence Estimation (MLSE) route trajectory technique
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Figure 3.5: Root/raised cosine comparison
so called as it views the entire sequence of channel signals and makes a maximum
likelihood estimate of the transmitted signal [4]. The signal available for observation
was:
f(t) = g(t, β) + n(t) −∞ < t < ∞
where n(t) represents a Gaussian random process having zero mean and a one sided
power spectral density N0
2
, β is the transmitted sequence and g(t, β) is the modulated
signal. A detector, which minimizes the probability of error, must observe the
received signal over the complete time axis and, in practice, choose a long sequence
β that minimizes the error probability [12].
The original simulations were performed to examine possibilities based on ex-
isting techniques. The ﬁrst sequence code simulation was a partial response sequence
technique based on TFM. From now on it be will be called expanded TFM even
though it is not a true TFM modulation. This technique, the encoder and state
structure being shown in Figure 3.6, was potentially spectrally eﬃcient.
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A shift register structures the data into 8 potential states having 4 phase
levels, Table 3.1, utilising π and π
2
phase elements. The modulation decoder has
a trellis structure but was found to be too short for the double symbol error of
diﬀerentially encoded modulation. Fortunately using structured modulation within
a sequence rather than structured data provided some additional information within
the modulation, in the form of the relative quality of the phase vector, to assist error
correction. In addition, as the structure is part of a spectrally eﬃcient modulation































Figure 3.6: 4 phase encoder and state sequence (Based on TFM principles)
The input to the encoder, Figure 3.6, consists of 3 bits sm, sm−1, sm−2 where
sm is the last received bit and each output signal element can be valued within the
set;
A = {−2,−1, 0, 1, 2}.
Each value can be derived from;
i = 0.5sm + sm−1 + 0.5sm−2
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sm+1 sm sm−1 Relative Carrier Phase State (St)
-1 -1 -1 −π 0
1 -1 -1 −π
2
1
-1 1 -1 0 2
1 1 -1 π
2
3
-1 -1 1 −π
2
4
1 -1 1 0 5
-1 1 1 π
2
6
1 1 1 π 7
Table 3.1: Bit sequence to relative phase
where: si ∈ {+1,−1}.
The coding rule for this modulation can be written [32];








The binary to phase representations of the ﬁve values of A are;
A vaule Bit Sequence Relative Phase
2 ↔ (111) ↔ π
1 ↔ (11-1),(-111) ↔ π
2
0 ↔ (-11-1),(1-11) ↔ 0
-1 ↔ (1-1-1),(-1-11) ↔ −π
2
-2 ↔ (-1-1-1) ↔ −π
Table 3.2: Input sequences and states
The relative phase changes are double those of regular TFM. The modulation
being DQPSK; the digital information is coded by the phase changes ∆φn.
The relative phases to states and those states are shown in Figure 3.6 and
Table 3.2. The diagram corresponds with a Moore state machine diagram. In this
ﬁgure the states are shown as states 0 to 7. The output relative phase and the
binary input (-1 and 1) are also indicated.
The symbol sequence at each successive sampling moment is dependant on the
previous state and the phases changes are restricted by that dependence. Hence
although ±π are, as far as a phase detector is concerned, the same point the two
possibilities are separated by three states within the sequence hence the direction of
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Digital data in 1 -1 -1 -1 -1 1 -1 1 -1 1
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0 0 0 0
Error indication 1 2 2 2 2 1 0 0 0 0
State out 3 6 4 3 4 1 2 5 2 5
Sent state 3 6 4 0 0 1 2 5 2 5
Table 3.3: Error correction example
phase rotation can be resolved. A small amount of intelligence, related to the phase
sequence, in the detector can diﬀerentiate between direction of arriving to phase
value π within the sequence. Certain received errors were found able to overcome
the decoder intelligence, however, if the error can be correctly placed within the
sequence then correction would not be diﬃcult. An error correction example is
shown in Table 3.3. The start state is 3.
The error indication is derived from the Viterbi metric. This error indication
is obtained from a step through a simpliﬁed Viterbi decoder. An error was noted
when the received relative phase was unexpected. In the above a relative phase shift
of π
2
instead of the two true continuums −π
2
or −π. The Viterbi decoder in this
environment was unable to correct errors but assisted in detecting and positioning
them using the error indication (metric). This, by itself, is a weak test as the Viterbi
decoder is liable, as shown in table 3.3 and later in section 5.3, to indicate an error
in advance of the true erroneous symbol position and without application of further
support, such as trace-back, this can be critical.
The correction was made from the ﬁrst appearance of an error indication and
an unexpected phase. In the example the error is obvious given that state 4 has no
direct connection to state 3. The invalid state continuum is another indication of
error.
The start of error can be confused. Also important is the direction of rotation
which is indicated by a ”−” for the reverse direction in Figure 3.6. In the detector
some errors appear due to ambiguities that could be resolved with a longer code but
together with other complications, due to the receiver intelligence, causing problems
a new technique based on the sequence principle was sought.
3.3 New Codulation System
Due to the problems in the previous section the technique was modiﬁed. The new
technique, we have called DQPSK after the modulation technique employed, main-
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tains the encoding principle of a derived state sequence, the standard three bit state
sequence (sm, sm−1, sm−2) where si ∈ {1, 0}. The new phase rotation at any state is
shown in Figure 3.7 and Table 3.4. The states in Table 3.4 are obtained as
St = sm2
0 + sm−121 + sm−222
where s1 ∈ {0, 1}.
This table is arranged in a diagram that is similar to a Karnaugh mapping and
it is shown in Table 3.5. It ensures a non-ambiguous length three symbol sequence
for single couplet error correction. This also ensures a Hamming distance of at least
2 in each three bit sequence element allocated to the same phase. This proved,
empirically, to be a requirement during a study of error structure. An ambiguous
arrangement, such as table 3.5, led to potentially ambiguous results for the sequence
search leading to duplicate sequence metrics and higher BERs.
In Table 3.5 the allocation of the phase element, π, is seen as dependant solely
upon the sm = 1 and sm−2 = 0. Due to this ambiguity the recovered bit sequence
could either 100 or 110. A similar problem applies to the other sequences associated
with phase 0 (010 or 011) and 3π
2
(101 or 001) both having a Hamming distance of
one. The allocation of phase, therefore, became an element in the future sequence
code. Because of the mentioned reasons the assignment of phases to the 3 bit
sequence (sm, sm−1, sm−2) was changed to the values gathered in Table 3.6.
sm sm−1 sm−2 Relative Carrier Phase State (St)
0 0 0 0 0
1 0 0 π 1
0 1 0 π
2
2
1 1 0 3π
2
3
0 0 1 3π
2
4
1 0 1 π
2
5
0 1 1 0 6
1 1 1 π 7
Table 3.4: Bit sequence to relative phase
The new system is four phase, removing the diﬃculty of the ﬁve levels of the
previous system, but retained the DQPSK transmission. Each state transition now
had a separation of π. In this case an error is recognized by a transition of greater
than π
2
radians from that expected. Using a previously recovered state as a precursor
an error is noted when the phase is greater than ±π
4
from that expected within the
sequence. This erroneous phase symbol is then modiﬁed by ±−π
4
in the appropriate

































Figure 3.7: DQPSK data modulator and 8 state sequence. The modulator output
g(t) has phase shown in the diagram.
resulting in four state sequences that can then be tested against possible valid state
routings within the sequence. The original state routing can then be chosen from
the limited number of unambiguous choices. The results of this simple operation
were moderately successful, Figure 3.8.
3.3.1 Comments on new codulation
The early system had 5 level steps with 4 phases and hence the decoder was more
complex and less eﬃcient than the DQPSK system. The redundancy is in the
modulation instead of the data and each symbol is within a continuing sequence of
8 states. Due to the state sequence, an error could be detected and easily corrected.
The principle of the new software was simple being based on a continuous sequence.
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sm = 1 sm = 0 sm/sm−1
π π/2 0 0 sm−1 = 1
π 3π/2 3π/2 π/2 sm−1 = 0
sm−2 = 0 sm−2 = 1 sm−2 = 0 sm−1/sm−2





An“-” indicates an indeterminate decision
Table 3.5: Non optimised phase allocation with sequence eﬀects
sm = 1 sm = 0 sm/sm−1
3π/2 π 0 π/2 sm−1 = 1
π π/2 3π/2 0 sm−1 = 0
sm−2 = 0 sm−2 = 1 sm−2 = 0 sm−1/sm−2





Table 3.6: Irreducible phase allocation logic for early sequence code
Once an error was found in the received version of the transmitted phase φm−1
being φ¯m−1 by analysing the possibility that the sequence φ¯m−1 → φ¯m−1 is valid.
In the event of an error this analysis would provide two possible corrections. The
nearest correction value is assumed and the initial correction performed by addition
and subtraction of the discovered error from the φ¯m−1 and addition of this error to
φ¯m and the result tested against φ¯m+1 providing protected bit correction. In the
event that this correction does not meet the adjusted φ¯m−1 → φ¯m+1 sequence the
alternative correction is tried. If this fails an error in φ¯m−1 is assumed and the
sequence correction continues at φ¯m−1 → φ¯m+1.
It appeared that this simple short codulation technique, in the environment in
which it was tested, was potentially competitive with equivalent in data soft decision
Viterbi decoding. The Viterbi decoder used was disappointing in this environment;
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Figure 3.8: Expanded TFM and DQPSK results
probably due to its short length within an error environment which in FM derived
(DPSK) phase modulation schemes appears bursty. Symbol errors are constrained
to occur in couplets or longer sequences. At high BER the chances of a second error
couplet occurring adjacent to another error couplet, thus overcoming the code, is
relatively high.
The modulation code was designed to correct any separated couplet errors
and actually corrected many of the connected couplet errors. When bursts occur
the technique corrects many of the errors at the bit relationship. The technique, on
double errors, goes round the states the alternative way producing, normally, 2 bit
errors when correction fails. The technique has problems with connected couplets
where the centre of the three symbol errors is, by the addition of errors, corrected
making it appear as a couplet error with a central correct symbol. This error process
produces 2 bit errors. This problem occurs because the technique has been designed
for couplet errors. It was believed that by studying the error structure further
improvements might have been possible but it was considered that the time would




The previous chapter presented early work on a short, phase modulated, symbol
sequence, error correction code within a DQPSK environment. During this work
problems, related primarily to the use of short modulation codes in a duplex error
environments were apparent. The early versions of sequence code oﬀered a sim-
ple to implement, short delay, multiple, integrated decoder, approach to the error
correction problem. The original work continues in this chapter using the original
encoding principles within a QPSK environment; Figure 4.1.
The necessary improvements required only a few simple modiﬁcations to the
principle, however, the changes necessitated the creation of a dedicated simulator,
Chapter 5, as the upgraded decoder system could not be simulated within the avail-
able Elanix or Matlab environments. The upgraded code uses redundancy within an
encoded QPSK constellation allowing a new concatenated decoder system to use an
open window technique. The open window is a symbol predictive technique based
on a continuing encoded phase sequence, Section 4.3, allowing the reception window,
of the phase decoders, to be signiﬁcantly increased. [71, 73, 74]
Two received phase representative descriptions are used here; φ˜m and
¯˜φm. The
element φ˜m is a quantized representation of the transmitted φm and
¯˜φm indicates
that φ˜m has passed through the enhancer though if the enhancement conditions are
not met the phase representation ¯˜φm will not have been enhanced.
The encoder bit, sm, to state, Stm, to phase, φm, transitions are shown in
Figure 4.3 and Table 4.1. Each state transition Stx−1 → Stx is allocated a phase
based on the irreducible logic shown in Table 4.2. The phases are taken from a















; each subset element having a separation of π.




























Figure 4.1: Sequence error correction schematic
state version, Figure 4.3. The simulation (Chapter 5) uses the 8 state version with
multiple concatenated inner decoders and an outer (63, 43), over GF(64) systematic
RS code having a dmin of 20 symbols and capable of correcting 10 erroneous 6 bit
symbols.
Phase to state recovery is performed by two integrated decoders consisting of
a phase sequence decoder concatenated with a specialised Viterbi decoder. Both
decoder use the same received QPSK sequence to recover an estimate of the orig-
inal state sequence. Each state recovery decision giving a metric indication of the
reliability of a state recovery decision. The outer decoder, the MAOC, uses these
metrics with associated states to recover an estimate of the original bit sequence.
Any remaining bit errors appearing as short error bursts, Figure 5.5.
It would be possible to pass state and metric information to the, currently, RS
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sm sm−1 sm−2 Carrier Phase State
0 0 0 0 0
1 0 0 π 1
0 1 0 3π/2 2
1 1 0 π/2 3
0 0 1 3π/2 4
1 0 1 π/2 5
0 1 1 0 6
1 1 1 π 7
Table 4.1: Bit sequence to phase
Figure 4.2: 4 States, 8 branches to 4 phases
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sm = 1 sm = 0 sm/sm−1
π/2 π 0 3π/2 sm−1 = 1
π π/2 3π/2 0 sm−1 = 0
sm−2 = 0 sm−2 = 1 sm−2 = 0 sm−1/sm−2
Table 4.2: Phase allocation logic for sequence code
Bit Sequence Resulting Phase
sm−3, sm−4, sm−5 φm−3
sm−2, sm−3, sm−4 φm−2
sm−1, sm−2, sm−3 φm−1
sm, sm−1, sm−2 φm
Table 4.3: Bit sequence to phase sequence
outer code. This is not currently performed as there is a diﬃculty translating a bit
metric to a RS symbol metric. For this reason it has been left to future work.
The concatenated decoder group performs well with marginally increased com-
plexity relative to a similar half-rate Viterbi decoder.The increased complexity being
the phase sequence decoder and the transfer of the error correction capability, of both
decoders, to a separate MAOC. These increases in complexity are largely oﬀset by
the sequence code inner integrated decoding pair not correcting bit errors or using
standard trace-back techniques.
4.1 The Encoder
The simple encoder is designed to optimize the Euclidian distance within a bit
to state to QPSK symbol sequence. The resulting technique, Figure 4.3, uses a
sequence of states, formed from the incoming random data bits, to which a logical
mapping, Table 4.1, allocates a phase sequence. The unit is simple and has high
speed operational potential.









































Figure 4.3: Coder and related 8 state sequence allocation. The modulator output









1 0 ≤ t ≤ 1
0 otherwise




























where j indicates imaginary unit.
The binary logic tools have been valuable for allocating the phase values. The
individual phase element, φm, is allocated, based on the Karnaugh mapping of Table
4.2, via a state formed, from the values of three bits within the encoder register, as;
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Logic Combined Logic f dh
s¯m · sm−1 · sm−2 + s¯m · s¯m−1 · s¯m−2 s¯m(sm−1 · sm−2 + s¯m−1 · s¯m−2) 0 2
sm · sm−1 · s¯m−2 + sm · s¯m−1 · sm−2 sm(sm−1 · s¯m−2 + s¯m−1 · sm−2) π2 2
sm · sm−1 · sm−2 + sm · s¯m−1 · s¯m−2 sm(sm−1 · sm−2 + s¯m−1 · s¯m−2) π 2
s¯m · sm−1 · s¯m−2 + s¯m · s¯m−1 · sm−2 s¯m(sm−1 · s¯m−2 + s¯m−1 · sm−2) 3π2 2
Table 4.4: Irreducible logic of Table 4.2
φm ≡ f(sm, sm−1, sm−2).
At each bit period, m+ x, the value of x is decremented by 1 and a new phase
element transmitted based on the new bits within the encoder register. This results
in a binary phase switch at each state transition, Table 4.1. The mapping rule
f(· · · ) is derived from the Karnaugh map, Table 4.2. si ∈ {0, 1} is an element of
the incoming bit sequence S = (s0, s1 . . ., sn−1). The Karnaugh mapping technique
was chosen for its simplicity over Boolean algebra for data elements exceeding 2 bits
and its potential future extendibility to 8 bits or possibly more.
In this encoder the resulting phase sequence within the signal g(t), Figure 4.3,
is made up of the phase elements φm derived from a continuum of overlapping three
bit sequences, Tables 4.3 & 4.2. Here the time reference, Table 4.3, is related to
the last received bit into the coder hence φm−3 is encoded at the time of sm−3. The
received bits have been described as data as the sequence code, being the project,
is an inner code of a systematic RS code.
4.1.1 Phase Allocation
The bit sequence S = (s0, s1, . . . , sn−1) contains the continuous random binary bit
sm ∈ S — P (sm = 0) = P (sm = 1) = 12 , — that is the input to the coder. Three
continuous bit subsets of S, Figure 4.3, form the code states. The state values
change as binary steps related to the contents of the register. The coder converts
this sequence into a pseudo random phase sequence (Table 4.3). The mapping of
the three bit subset, (sm, sm−1, sm−2) to phase elements φm is designed to optimise
Euclidian distance, within the phase sequences, and to maximise the Hamming
distance (shown as column dh in Table 4.4), related to the 3 bits representing the
states associated with each same phase element. The Hamming distance is used by
the MAOC. In Figure 4.4 is shown the phase trellis of the code starting and ending
at 0 state 0 being a minimum distance.
The allocation of phases to bit subsets and state transitions is shown in Tables






























Figure 4.4: 8 State trellis (broken line is the minimum distance state 0 to state 0
for the 8 state system of Figure 4.3
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Logic f dh
sm · s¯m−1 · s¯m−2 + s¯m · sm−1 · sm−2 0 3
sm · sm−1 · s¯m−2 + s¯m · s¯m−1 · sm−2 π2 3
sm · sm−1 · sm−2 + s¯m · s¯m−1 · s¯m−2 π 3
sm · s¯m−1 · sm−2 + s¯m · sm−1 · s¯m−2 3π2 3
Table 4.5: Alternate irreducible logic
sm = 1 sm = 0 sm/sm−1
π/2 π 0 3π/2 sm−1 = 1
0 3π/2 π/2 π sm−1 = 0
sm−2 = 0 sm−2 = 1 sm−2 = 0 sm−1/sm−2
Table 4.6: Alternate irreducible logic of Table 4.5
function can be decomposed into the functions: f0(), fπ
2
(), fπ(), f 3π
2
() corresponding
to their phase values. Each function value is binary having, at each test, two possible
results: a value or its complement. As shown in Tables 4.1 and 4.4 with Figure 4.3
the bit allocation of each of the states mapped to the same phase value cannot be
within the same state sequence continuums.[71, 73, 74]
4.1.2 Implementation of the coder
The coder, Figure 4.3, referred to as the codulator (coder/modulator), consists of
a two element shift register with the current input a single bit: k = 1. The fan
in (number of inputs to a logic element) and fan out (number of outputs from
a logic element) of each transition is 2. At each clock pulse the state transition
Stm−1 → Stm results in the transmission of a phase element φm, representing that
transition. A single transmitted phase is sent from one of the subsets of Y . With
k = 1 and n = 1 (though dimensionally diﬀerent) no apparent redundancy exists.
From each state there are 2 possible π sepated phases, from a constellation of 4, to
transmit a single bit hence a half rate redundancy exists within the modulation.

















































Figure 4.5: Receiver system
4.2 The Receiver System
By itself a receiver decision based on a single phase element is weak; being limited
for a QPSK system to the decision region included in a single π
2
window. This can be
improved, in sequence coding, as the transmitted phase and state sequences, based
on the bit sequence S, introduce a sequential dependency. This allows a prediction
of the Y subset from a previously proven state. This, potentially, opens the receiver
phase acceptance window to π. The current bit sequence to phase assignment logic,
Table 4.2, is only one of several possible irreducible options: e.g. Table 4.5. This
table, however, with a Hamming distance, related to individual phases, of 3 (column
dh), proved diﬃcult to implement with advantage.
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Figure 4.6: Received signal structure
The modulator output g(t), Figure 4.1, contains the φm representation of the
original three-bit subset; sm, sm−1, sm−2. If the channel is assumed Gaussian with a
real constant attenuation α, then the modulated signal at the receiver is k(t) = αg(t).
This is combined, during transmission, with a complex n(t) representing the channel
and front end receiver noise. The received noise corrupted signal becomes;
z(t) = k(t) + n(t) (4.2)
where n(t) is a zero mean Gaussian random process having a power spectral density
σ2. z(t), Figure 4.5, is passed through a matched ﬁlter p∗(−t) and sampled with a
period T producing;
zm = km + nm (4.3)
with nm = nIm + jnQm
The current φm is the prote´ge´ of an earlier phase sequence. This dependency,
based on the metric defence of Stm−3 → Stm−2 → Stm−1 allows, by prediction of the
next Y phase subset φm, the opening of the phase reception window. At the open
window limit of π only the negative values of nIm, Figure 4.6, of the noise move the
received signal out of the ±π
2













Figure 4.7: The 16 Phase quantizer (Each phase window is π
8
)
Assuming a decision region contained in phase window of π centred in the
transmitted phase, φm = 0 in this case, then to produce a symbol error by transition
of the ±π
2
boundary of an individual phase symbol it is necessary that;
km + nIm ≤ 0
A positive nIm component, of the noise vector, increases the modulus of the received
signal |zm| reducing the eﬀect of the nQm component potentially improving the state
metrics. An increased nQm, Figure 4.6, will never exceed the ±π2 transition from
the transmitted phase boundary. This boundary transition is important in sequence
codes having the potential to initiate an erroneous state sequence. Such errors are
normally correctable as the state metric tends to be poor.
4.2.1 16 level Phase Quantiser
The output of the sampler is followed by phase quantiser with 16 phase levels, 16
phase receiver in Figure 4.5, that quantizes the phase of the sampled signal. Two














n ∈ 0 . . . 15
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Figure 4.8: 16 Phase quantisation constellation based on quantizer C
The 16 phase quantiser takes the corrupted signal zm and outputs φ˜m: a quan-
tised representation of the noise corrupted transmitted φm. If the signal corruption
translates φ˜m across a quantised boundary, Figures 4.7 and 4.8, an inferior metric
results.
The phase quantiser provides two items of information to the integrated de-
coders;
1. One of sixteen φ˜m, Figure 4.8.
2. The modulus |zm|, Figure 4.6, of the sampled signal.
4.3 Open Window
This, Figure 4.9, is an important extension of the sequence coding technique [71].






QPSK Window D2 = 2
Open Window D2 = 3.414
Extreme Window D2 = 4
Figure 4.9: Open window distance & reception
Sˆtm−1. Figure 4.10 shows the phase analysis of both the phase sequence and Viterbi
decoders. With an estimate of the state Sˆtm−1 the phase sequence decoder can
predict, due to the phase and state sequences, with a reliabilty metric obtained in
the unit PSD unit, that will be explained later, and allocated to Sˆtm−1, the following
phase subset Ym associated with the state transition Sˆtm−1 → Stm.


































Dividing P4 by P2 gives;








Figure 4.10: Phase decoder elements for phase sequence and Viterbi decoders
Using this result, Figure 4.11, demonstrates that the relative bit error proba-
bility QPSK - BPSK using the same Signal to Noise ( S
N
) ratio, is asymptotic on two
with BPSK achieving superior gains over QPSK at low S
N
. By developing a half rate
coded QPSK transmission that allows the opening of the phase acceptance interval
- Open Window - towards that of BPSK, reducing the apparent phase redundancy
providing a performance enhancement, Figure 4.9.
4.4 The Decodulator
The decodulator consists of four functional units, Figures 4.1 and 4.5;
• The quantizing phase receiver.
• The phase sequence decoder including enhancer.
• The Viterbi decoder.
• The MAOC
These units are considered here as to their functionality.
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Figure 4.11: Relative bit error QPSK, BPSK
4.4.1 Integrated phase decoders (phase sequence & Viterbi)
Some of the best known trellis decoders are based on optimizing a metric dependent
on the perceived link noise. In the current work this metric value is obtained empir-
ically for both integrated decoders. Assuming a real symbol has been transmitted,
the received information km (4.3) is also real. In this case only the real component
of the noise, nIm, can transit the received signal out the acceptance region. If the ac-
ceptance window has a width of π, centred on the x-axis, the imaginary component
of the noise nQm has no aﬀect on such transitions. The phase ϕm of the received













The smaller the error angle from the nearest φm of the predicted subset of Ym the
better the metric. This is dependant on the quality of the prediction of the current
phase subset Ym related to the Sˆtm−1 → Stm transition.
The link being Gaussian the attenuation α is a constant resulting in a constant
|km|. |zm| can, therefore, be considered an indication of the reliability of the received
data and is used as a metric multiplier supporting the data reliability analysis. This
is valid even if nQm is extreme; in which case the metric will tend to be poor as
the phase approaches, without crossing, the ±π
2
phase transition boundary and the
multiplication eﬀect largely neutralised.
The Viterbi decoder is concatenated with a specially developed inner phase
sequence decoder (PSD). The two decoders operate as an integrated pair. The PSD
was developed to provide phase sequence information, as a single state and metric,
to the Viterbi decoder and to a simple, non iterative, bit recovery facility - the
MAOC.
Within the integrated decoder pair the system is based on a Viterbi decoder
frame by frame transition assessment approach based on an enhanced phase sequence
that will be explained later;
¯˜φm,
¯˜φm+1, . . .,
¯˜φm+w−1
where w is the Viterbi decoder window length, Figure 4.10. The Viterbi decoder is




The individual elements of the recovered, quantised phase data, though the
same, are extracted and used diﬀerently by each of the two decoders increasing
the apparent length of the code without increasing delay. The resulting states and
metrics are passed to an MAOC which uses the state and metric information to
correct to bit level.
4.4.2 Phase Sequence Decoder (PSD)
This decoder, shown in Figure 4.12 uses a simple continuous sequential algorithm
being less complex than the iterative Fano algorithm, Figure 4.13, as it is required
only to analyze, according to simple comparison rules, the possibility that a sequence
of received phases, ¯˜φi, represents the transmitted φi sequence and provide’s a metric
value for a single ¯˜Stm based on the possibility that
¯˜φm represents a valid transition
























One oﬀ ﬁve metrics
Figure 4.12: Phase sequence decoder
The unit consists of 2 elements; an enhancer and decoder. In a practical
system the enhancer would form a integral part of the PSD.This separation of the
two elements facilitates the removal of the phase symbol enhancer allowing a simple
test for beneﬁt within the simulation; results provided in Figure 5.1. The enhancer
upgrades the received quantised representation of φ˜i according to a simple set of
rule.





: phase interval of length θ centred on the estimated phase value ¯˜φm






m (φ˜m) : union of two intervals each of length
π
2
, whose centres are sepa-
rated by π with one constituent centred on φ˜m.
Hereafter, in order to alleviate notation the center of the above deﬁned windows is
omitted when it can be deduced from the context.
The operation of the enhancer is the following,



































t(x) > T t(x) > T
t(x) > T t(x) <= T
t(x− 1) <= T
YesYes
No No









m−1, φ˜m ∈ W
3π
4






the element φ˜m is shifted π/4 towards the expected phase. The shifted value
is called ¯˜φm.
The algorithm 4.1 gives a step by step logical sequence of the PSD. The PSD
corrects no bit errors but provides the ﬁrst frame of the Viterbi decoder window
and the MAOC with a single state and associated metric for each received quantised
phase. The metric allocation is described in Section 4.4.5. In addition it associates
the following decoder phase element with a state.
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Algorithm 4.1 Recovery of the state Stm with the associated metric
Obtain Sˆtm−1








if ¯˜φm ∈ W
3π
4
m of one of the elements of the predicted subset of Y then





m+1 (A predicted extension of Stm) then
Allocate Stm an optimum metric.
end if





m+1 is not within a predicted extension of Stm then




if ¯˜φm ∈ W
π
2
m is an element of the predicted subset of Y then
Allocate Stm with a metric 3
end if
if ¯˜φm ∈ W
3π
4
m is an element of the predicted subset of Y then
Allocate Stm with a metric 4
end if
if ¯˜φm ∈ W πm is a predicted subset extension from φˆm−1 then





m+1 is a predicted subset of Y being an extension from φm then
Allocate Stm a metric 5
end if
end if
if ¯˜φm ∈ W πm is an element of the predicted subset of Y then
Allocate Stm with no metric
end if

















Figure 4.14: Phase trellis of 4 states with translation to 8 states
The structure of error output is important as the RS decoder functions most
eﬃciently when used with deﬁned length and positioned burst errors. The sequence
code cannot arrange the position of error bursts though the average length of burst
is reduced by this system to the advantage of the RS decoder.
4.4.3 Viterbi decoder
This decoder functions co-operatively with the PSD to produce an overall summation
metric. The decoder diﬀers from the classical Viterbi being a very short windowed,
soft output system. The primary diﬀerences relate to the phase to state translation
and the reception of metric reliability data associated with single state from the
PSD allowing this decoder, with no trace-back facility, to usefully extend from 4
to 8 states; Figure 4.14. In additional the decoder does not correct bit errors but
passes correction data to the MAOC. The data passed to the MAOC by the Viterbi
decoder are the overall Viterbi frame summation metrics, and the corresponding
states at the beginning of the frame. It is the function of the MAOC to correct to
bit level.



















Figure 4.15: Viterbi decoder; Sˆtm is the initial proven state from the PSD; µseq is the
associated PSD metric for the state Sˆtm ; Sˆtmv is the potentially double proven state
output of the Viterbi decoder; Fi is the frame number within the Viterbi decoder
window with the associated state Stj sequence within that window
4.15. In the ﬁrst frame of the window, the algorithm receives, from the PSD, the
estimated state Sˆtm with associated metric µseq. The algorithm starts to form the
base of the tree in the ﬁrst frame with all 8 initial states. One important diﬀerent
between the algorithm presented in this Thesis and in the classical Viterbi is that
one initial state does not have the initial metric attached to it. In the sequence
code Viterbi one state in the base of the tree receives a PSD derived metric. This
inter-decoder collaboration allows the short windowed Viterbi to operate as an 8
state system.
The reliability indication of individual transitions is provided by a metric re-
lated to the possibility that the ¯˜φn value could be associated with individual transi-
tions Sˆtj → Sti within the current frame, Figure 4.16, where i relates to the current
state and j its predecessor.
The number of paths (tree branches) increases exponentially (doubling in the
case of the half rate decoder) with the number of frames in the decoder window. In
this decoder a path from an original node to all state numbered nodes will occur,
Figure 4.17. Thus each original state will be associated with all states in frame m+3
and above. In random error channels non-optimal paths can never become optimal





















Figure 4.16: Viterbi decoder basic window structure.
maintained. The Viterbi decoder maintains a maximum of n2 (n= no of states = 8
in current sequence code) paths i.e., the tree decays to a trellis at m+ 4 and above
allowing the support of a single path to each of the 8 states from each original state.
At the end of each frame, m+4 and above, within the Viterbi decoder window,
the decision on which of the two paths (original state node to one of the two same
numbered state current nodes), Figure 4.17, to keep is based on minimum summation
path metric values to that point. This ﬁgure shows that at frame m + 4 a single
original node (in this case state 0) has expanded to 16 paths (nodes). This results
in 2 same state nodes for all 8 possible states. A decision, based on the comparison
of summation metrics to that point, regarding which of the two current same state
nodes to original state to retain is made at this and each succeeding frame of the
Viterbi decoder window.
The sequence code Viterbi decoder does not use standard route trace-back
techniques. For transfers between frames only the original state, for that path,
and the associated summation metric, Figure 4.17, to that point are saved. A very
simple alternative facility, checking the state sequence continuity and using the phase
sequence decoder results, is provided by the MAOC; Section 4.7.
The Viterbi decoder uses a tree decaying to trellis coding algorithm based
on the state sequence to derive an original state associated accumulated metric for
every state transition within the Viterbi window. The metrics are related to the
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Figure 4.17: Viterbi decoding sequence tree from a single original state with received
phase sequence 0, 0, 0, 0, phase sequence code metric = 0 and linear metric 0 for
true phase, 1 adjacent to true phase and 2 opposite
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¯˜φn+1 elements of the next predicted subset of Y . This is performed for each path
through the Viterbi window Table 4.7. The Viterbi decoder ﬁnds an optimum path
through a Markov graph being a sequence of states governed by a Markov chain
[30].
Studies of the Viterbi algorithm showed that the Viterbi decoder outputs a
minimum summation metric attached to incorrect states in short bursts. These
erroneous state sequences usually starts at a Viterbi decoder window termination
prior to the position of the actual corrupted phase element or elements that resulted
in the poor metrics. The Viterbi decoder metrics are based on frame transitions
within a Viterbi decoder window and the overall summation metric is obtained
from the sum of the metrics of individual Sˆtm+x → Sˆtm+x+1 transitions within
frames. Each individual metric relates to the tested reliability of a single received
¯˜φm for a state transition. Assuming that a corrupted phase is suﬃcient to reduce a
metric element for a single Viterbi decoder frame; this single poor metric will aﬀect
all summation metric values in all Viterbi decoder windows including that frames
metric.
The reception of several poor metric values within a Viterbi decoder window
could result in a recovered minimum summation metric, µsumm , attached to an in-
correct state. It was also found that slightly corrupted, phase sequences producing
fair metric values in incorrect routings were sometimes suﬃcient to produce an erro-
neous minimum summation metrics in several Viterbi decoder windows potentially
creating an erroneous sequence. The phase sequence decoder, however, using a-priori
(to the point of error) sequence information would often be unaﬀected at this point.
It is shown in, Section 5.4, that the phase sequence decoder metric in the MAOC
can sometimes correct such an error.
4.4.4 The MAOC
The MAOC receives a single phase sequence decoder state and metric at each phase
transition and a state and summation metric for every possible transition from every
initial state to every possible end state at the end of the Viterbi decoder window.
The MAOC uses simple machine intelligence rules on the received metric and state
information, from the inner decoders, to transform the recovered state sequence to
a corrected bit sequence.
The MAOC, shown as an element in Figure 4.5 and logically in Figure 5.4,
is the state sequence to bit recovery unit. It uses as criterion for its decisions the
discovered minimum summation metric, µsumm , and associated Sˆtmv (the original
Viterbi state) from the Viterbi decoder and associated metric and state from the
PSD to perform error correction to bit level. The potentially bursty bit erroneous
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output of the MAOC is passed to an outer RS decoder for further correction.
The unit operates by ﬁnding one or more minimum summation metrics, µsumm ,
from the 64 summation metric values available at the end of the Viterbi decoder
window. Each summation metric is associated with an original state being one of
the eight states of Figure 4.3. The MAOC replaces the route trace-back function of
standard Viterbi decoders by ensuring, as far as possible, that the recovered state
sequence is within the continuum of states to the Sˆtmv point. In the event that the
recovered state does not ﬁt the sequence then the MAOC uses alternative algorithms
to provide a best ﬁt solution.
4.4.5 Metric Allocation
A metric system for testing the reliability of decoding results is a powerful tool
providing, when properly implemented, considerable gains for trellis based systems
[71, 73, 74]. Table 4.7 gives the Viterbi decoder metrics order (0=optimum, 1 sub-
optimum etc) for quantiser C, Figure 4.7. Table 4.8 gives the quantiser C metric
allocation for the PSD.
For the Viterbi decoder windows the ¯˜φ column, of Table 4.7, contains the type
C quantiser values, Figure 4.7. The column Metric → StateSequence lists the
order of metric for each state to state transition for each received quantised phase
interval. For example receiving a quantised value 7π
16
for a St0 → St0 transition
results in a level 3 metric whereas the St1 → St3 transition provides an optimum
metric. The quantised value 9π
16
for St1 → St3 the table indicates an optimum
metric. The numbers in the tables representing the related metrics is not the actual
metric value but the order of the metric minimum number representing the better
metric.
The optimum and suboptimum metric values for the PSD are obtained based
on the criterion of an acceptable phase sequence. The set inclusion in phase windows
deﬁned in sub-section 4.4.2 is the criterion adopted for calculating the metrics.
The PSD metrics are deﬁned as follow:
• An optimum metric, metric 0 (µ0), for the PSD is obtained if the sequence of





















¯˜φ Metrics → State Sequence
0 0 1 1 2 2 3 3 4 4 5 5 6 6 7 7
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
π
16
0 4 4 3 4 3 0 4 0 4 4 3 4 3 0 4
3π
16
1 4 4 2 4 2 1 4 1 4 4 2 4 2 1 4
5π
16
2 4 4 1 4 1 2 4 2 4 4 1 4 1 2 4
7π
16
3 4 4 0 4 0 3 4 3 4 4 0 4 0 3 4
9π
16
4 3 4 0 4 0 4 3 4 3 4 0 4 0 4 3
11π
16
4 2 4 1 4 1 4 2 4 2 4 1 4 1 4 2
13π
16
4 1 4 2 4 2 4 1 4 1 4 2 4 2 4 1
15π
16
4 0 4 3 4 3 4 0 4 0 4 3 4 3 4 0
17π
16
4 0 3 4 3 4 4 0 4 0 3 4 3 4 4 0
19π
16
4 1 2 4 2 4 4 1 4 1 2 4 2 4 4 1
21π
16
4 2 1 4 1 4 4 2 4 2 1 4 1 4 4 2
23π
16
4 3 0 4 0 4 4 3 4 3 0 4 0 4 4 3
25π
16
3 4 0 4 0 4 3 4 3 4 0 4 0 4 3 4
27π
16
2 4 1 4 1 4 2 4 2 4 1 4 1 4 2 4
29π
16
1 4 2 4 2 4 1 4 1 4 2 4 2 4 1 4
31π
16
0 4 3 4 3 4 0 4 0 4 3 4 3 4 0 4
Table 4.7: Viterbi decoder frame metric allocation
is a PSD phase sequence.
• A sub optimum metric, metric 1 (µ1), is obtained if the sequence of recovered,












• Metric 2 (µ2) and metric 3 (µ3) are based on the value of the current phase.
– If ¯˜φm ∈ W
π
2
m metric 2 (µ2) results.
– If ¯˜φm ∈ W
3π
4
m metric 3 (µ3) results.
The value of ¯˜φm being taken from the subset of Y predicted as an extension
from the earlier conﬁrmed Sˆtm−1.
• Metric 4 (µ4) results if;
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Table 4.8: Phase sequence decoder metric Allocation.







¯˜φm ∈ W πm are valid for the conﬁrmed Sˆtm−1.
• On failure of these related to the closest Yx subset element;
¯˜φm ∈ W πm
is used and the state recovered, based on this window, with no or zero metric
being provided to the MAOC
Table 4.8 summarises the metric assignment adopted in the PSD. The windows
are indicated by their associated width and the double windows are indicated by
two values. Each row of the table contains the phase reception window range with
its associated metric.
In all cases, except recovery mode, the previously obtained PSD Sˆtm−1 is
required for Stm recovery. As Sˆtm−1 is assumed known (with a reliability indicated
by its associated PSD metric) the following expected phase subset, Yx, of the QPSK
transmission is identiﬁable.
An example of the PSD metric calculation with a brief description of the
enhancer operation is shown in Figure 4.18. In the example it is assumed that the
recovered Sˆtm−1 is 7 and the phases to state transitions are:
Sˆt1 → Sˆt3, ¯˜φm−2 = π2
Sˆt3 → Sˆt7, ¯˜φm−1 = π
Sˆt7 → St6, ¯˜φm = 0
St6 → St5, ¯˜φm+1 = 5π8
In Figure 4.18 the states are represented by circles and the state transitions
are represented by arrows. At the bottom of the ﬁgure the windows centred in the
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Figure 4.18: Metric allocation (optimum and sub-optimum - headings are related
time references and columns are the states of a PSD sequence. The windows shown
are the inter time reference phase windows)
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expected phase are shown. The phase ¯˜φm+1 has been indicated by a · in the phase






















as it is shown at the botton of Figure 4.18 . Therefore the optimum, µ0, metric is
allocated indicating that the sequence is recognised as
Sˆtm−2 = 3, Sˆtm−1 = 7, and Stm = 6.
If φ˜m+1 is outside the acceptance window then a sub optimum, µ1, metric is allocated
for St6.
Additionally ¯˜φm−1 has been enhanced;
¯˜φm−3,
¯˜φm−2,
¯˜φm−1 being within the 3π4
phase acceptance windows these being those predicted, at each stage, by the previ-
ous phase and state sequences. ¯˜φm was enhanced as
¯˜φm−2,
¯˜φm−1,
¯˜φm are within the
3π
4
phase acceptance windows. The amount enhanced is then dependant on φ˜m+1 .
There are two possible results shown;





m+1 , represented by the · inside the window in Figure 4.18. In this
case ¯˜φm would have been advanced
π
4
towards an optimum value or until ¯˜φm
was optimum.





m+1 . In this case




optimum value unless ¯˜φm was already optimum.
These enhancements result in potentially improved transfer metrics for the
MAOC and Viterbi decoders.
A further PSD example is presented in Figure 4.19 that considers some varia-








been indicated with a ’x’ in the transition between time m − 2 and m − 1. A con-
sequence of this is that the metric of the PSD can not be optimum or suboptimum.
Algorithm 4.2 shows the possible states and metric values associated with diﬀerent
values of ¯˜φm, as indicated in Figure 4.19.
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Figure 4.19: Metric allocation (non-optimum - headings are related time references
and columns are the states of a PSD sequence. The windows shown are the inter
time reference phase windows)
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Algorithm 4.2 Metric values and states of the example of Figure 4.19




¯˜φm will be allocated St6 with a µ2 metric.
end if
if ¯˜φm is outside the
π
2
window but inside the 3π
4
window then
St6 is allocated a µ3 metric.
end if
if ¯˜φm is outside the
3π
4
phase window but within the π window then




Allocate St6 with a µ4 metric.
end if
end if
Allocate St6 with no metric based on the closest
¯˜φm value to an element of Yx,





Neither of the available Matlab or Entegra simulators provided the ﬂexibility re-
quired for the upgraded sequence code simulation. It was, therefore, necessary to
develop a technique speciﬁc simulator. This involved some implementation risk
which was controlled, to the extent possible, by using, where available, standard
routines. Additionally the developed simulator demonstrated that the BPSK sym-
bol error rate closely match theoretical values. The simulators decoders operate over
random error sequences within the BPSK/QPSK environment giving some justiﬁ-
cation to the simulation results.
To produce the random transmitter information required an acceptable random
number generator. The simulation of Gaussian noise for the communication link
required a Gaussian noise generator. A requirement of this Gaussian noise generator
was that it could make unmodiﬁed use, as an input, of the same random number
generator used for the generation of the information sequence.
A good random number generator should have a long period and the sub-
sequences of pseudo random numbers should be uniform and uncorrelated [55]. An-
other important consideration, in view of the number of times this random number
generator is used in the simulator on a P4 computer, is that the generator should
be economic with the available resources. There were several options that met these
requirements and a random number algorithm from [55] was chosen. This provided
an acceptable, standard, random number generator in relatively few lines of eﬃcient
code. For an acceptable Gaussian random number generator, with the same limi-
tations, the polar form of the Box Muller algorithm from the same source [55] was
chosen. Both algorithms being mathematically robust and operationally eﬃcient.
The integrated decoder pair, PSD and Viterbi, function as probabilistic or
inference decoders based on the empirically derived metrics. These metrics allow
some matching of the channel to the decoders and once optimized, to the link,
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PSD Metrics Viterbi Metrics BER No of Samples
µ0 µ1 µ2 µ0 µ1 µ2 µ3 µ4
-9 -1 -1 -11 -9 -4 -2 0 5.40 ∗ 10−5 2 ∗ 106
-9 -2 -1 -11 -8 -4 -2 0 4.85 ∗ 10−5 2 ∗ 106
-9 -3 -1 -11 -8 -4 -2 0 5.50 ∗ 10−5 2 ∗ 106
-2 -2 -1 -11 -8 -4 -2 0 5.05 ∗ 10−5 2 ∗ 106
-2 -1 -1 -11 -8 -4 -2 0 6.25 ∗ 10−5 2 ∗ 106
-11 -2 -1 -11 -8 -4 -2 0 4.85 ∗ 10−5 2 ∗ 106
-9 -2 0 -11 -8 -4 -2 0 4.10 ∗ 10−5 2 ∗ 106
-9 -2 0 -11 -8 -4 -1 0 4.15 ∗ 10−5 2 ∗ 106
-9 -2 0 -11 -8 -3 -2 0 4.10 ∗ 10−5 2 ∗ 106
-9 -2 0 -11 -8 -4 -3 0 3.99 ∗ 10−5 2 ∗ 106
Table 5.1: Early PSD and Viterbi metrics allocation.
were found to be almost invariant to SNR. In addition optimisation of all items,
including C or D receiver choices Figure 4.7, Viterbi decoder windows, the PSD,
the enhancement routine and the metrics were performed with the simulator.
5.1 Metric Derivation and Unit Optimisation
The metric values for sequence codes are derived empirically based on the angular
separation of ¯˜φm from the closest predicted Ym phase subset element. Relatively
small changes of metrics can have substantial eﬀects on the results. This is demon-
strated in some early coder metric tests (3 metrics phase sequence 5 metrics Viterbi
decoders) in Table 5.1.
The metric values are obtained iteratively using repeated runs of the simulator
to obtain the best obtainable BER results by upgrading preset metric values being
usually initialised at −2. The metrics are obtained at low SNR to reduce the number
of samples required to provide suﬃcient errors. Testing the resultant metric at
higher SNR suggested these BER results, though not the best obtainable, would be
acceptably throughout the SNR range.
The enhancement routine, within the phase sequence decoder, was examined
being the ﬁrst action taken by the sequence decoder simulator on the received quan-
tised data. The system was tested with and without the enhancement routine and
the Sequence code and RS errors noted in Table 5.2.
Based on these results the enhancement routine was included.
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Tested Unit Sequence Code Errors Bit Errors After RS
With Enhancement 2205 195
Without Enhancement 2505 330
Table 5.2: Enhancement test results
Tested Unit Sequence Code Errors Bit Errors After RS
Receiver C 1800 165
Receiver D 2205 195
Table 5.3: quantiser test results
The choice of phase quantiser, Figure 4.7, was examined . Based on the results
shown for sequence code errors and RS bit errors in table 5.3 the C version of the
receiver was included. This surprised as the D receiver, with its potential for a wider
overall interval, would have been expected to provide better results. It is intended
that work be continued on this element as future work.
In Table 5.4 the phrases SDecode and Enhance represent the two phase win-
dow sets used in the PSD. In table 5.5 SDecode represents the PSD and Window
the Viterbi window.
The resulting best phase window sets were obtained by simulation. For the








where the length of the phase windows;
(ϕm−2, ϕm−1, ϕm)
are varied through the potential quantisation range to obtain the best available error
ﬁgure. The same optimisation tests are performed with the three phase window set
of the enhancer. The results of the window simulations and the resultant error
ﬁgures are shown in Table 5.4. In this table the ﬁrst column gives the interval of
phase windows for the decoder and next column the intervals of the phase windows
for the enhancer. The columns represent the metric values (µx) for the PSD and
Viterbi decoders where x indicates the metric type with 0 representing the optimum
metric, 1 the sub-optimum metric etc..
The RS, and Code columns indicate the errors of the RS code and the received
symbol errors respectively and the best initial results are provided in Table 5.4. To
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SDecode Enhance PSD Metric Viterbi Metric Code RS














































































-5 -5 2 2 -3 -6 -4 -3 -3 -1 9565 457
Table 5.4: Initial metric test results.
SDecode Window PSD Metric Viterbi Metric Code RS





















6 -5 -5 2 2 -3 -6 -4 -3 -3 -1 9565 457
Table 5.5: Final test results Viterbi window lengths 5 and 6.
obtain these metrics the data sequence used was the same in each case - the same
initial seed being provided to the random number generators at each iteration. The
length of the Viterbi window was 6.
The metrics obtained providing the best RS results, though not optimum over
the whole SNR range, were used. More work is needed on this topic. The PSD
metrics µ2 and µ3 appear to be out of order with µ4 suggesting that the PSD metrics
have not been properly ordered. This was studied and the order giving the best result
is that provided. The tests were performed with Viterbi decoder window lengths













) enhancement lengths with a Viterbi
decoder window length of 6.
5.2 Implementation of Phase Sequence Decoder
As part of the PSD design and implementation a study was conducted in order know
the inﬂuence of its elements on the error probability [71].
The enhancement procedure, described in Section 4.4.2 , potentially improves
φ˜m resulting in improved PSD and Viterbi decoder metrics.
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Figure 5.1: Results without individual sequence coder elements
These metric improvements reduce the eﬀect of poor phase symbols within the
decoders by biasing the decoders with improved metrics prior to any poorer quality
phase symbols. Figure 5.1 shows the eﬀect of removing individual elements from
the sequence decoder and the beneﬁt of including the enhancement element.
The PSD state, Stm, solution with its related metric are allocated to the ﬁrst
frame of the Viterbi decoder window as ¯˜φm passes into the Viterbi decoder, Figure
4.15. The same PSD information is passed to the MAOC and stored in a buﬀer
until the end of the Viterbi decoder window. It can then be used as a solution in
the event that the Viterbi decoders solution proves not to ﬁt the sequence; Section
5.4.
5.3 Implementation of the Viterbi Decoder.
The implementation of the Viterbi decoder is similar to the implementation of a
classical Viterbi decoder. There are, however, some diﬀerences introduced due to
the lack of traceback requirement. The main diﬀerences are the receipt of the PSD
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Figure 5.2: Viterbi ﬁrst frame with expansion to second frame. The received quan-
tised phase is 7π
16
and the amplitude of the corresponding signal |zm| = 1
metric in a single state into the ﬁrst frame of the Viterbi decoder window and the
algorithm itself is implemented with the minimum of data transfer between frames.
At each frame of the Viterbi decoder window the algorithm allocates one of,
currently, up to 5 (tested to 6) metrics each related to the probability that the
received quantised enhanced phase ¯˜φm can be correctly assigned to a transition from
Sˆtm−1 → Stm, Fig 5.2. This probability relates to the separation of the quantised
enhanced phase ¯˜φm from that predicted by a continuum from the previously accepted
¯˜φm−1 and state Sˆtm−1.
For each maintained route through the Viterbi decoder window the integrated
decoders provide, via the Viterbi decoder, an overall summation metric, µsum, made





v0 |zm|+ µ(m+1)v1 |zm+1|+ . . .+ µ(m+w−1)vw−1 |zm+w−1|, (5.1)
where µ
(m)
s0 is the PSD metric multiplied by the related magnitude of |zm|, Figure




vi , i ∈ {0, w − 1}, are the individual frame Viterbi decoder metrics, w is the
Viterbi decoder window length and µ
(m)
sum is the metric summation over the Viterbi
decoder window. A minimum value represents the highest probability that a state
(the original state of the Viterbi window) is valid. Hereafter the time superscript
indices of eq. (5.1) are dropped in order to clarify the presentation.
The Viterbi decoding procedure updates a table, at each frame m + 3 and
above, Figure 4.17, containing the following parameters:
• Current state (64 values, 8 for each of 8 original states).
• Start state (64 same values attached, 8 for each of 8 original states).
• Current µsum (64 Values 8 associated with each 8 original states)
This information is passed, at the end of each Viterbi window, to the MAOC
which performs the correction of the received data to bit level.
Figure 5.3: Example of the Viterbi dual routing problem
Figure 5.3 shows the Viterbi decoder routing from Sˆt4 and Sˆt0. The two
continuums illustrate the equivalence of the sequences from the two state groups
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shown in Table 5.6. The metric allocation to these two state continuums would, in
the Viterbi decoder, be the same resulting in a dual routing shown in Tables 5.6 &
5.7. The PSD provides a single metric and associated state to the ﬁrst frame of the
Viterbi decoder allowing the MAOC to diﬀerentiate between the dual start states
by biasing the summation metric, at each Viterbi decoder window initialisation,
towards the PSD solution.
Pair 1
From St3 → 0 radians to St6 or π radians to St7
From St7 → 0 radians to St6 or π radians to St7
Pair 2
From St1 → 3π
2
radians to St2 or π
2
radians to St3
From St5 → 3π
2




From St2 → 3π
2
radians to St4 or π
2
radians to St5
From St6 → 3π
2




From St4 → 0 radians to St0 or π radians to St1
From St0 → 0 radians to St0 or π radians to St1
Table 5.6: Viterbi decoder dual routing problem presentation
State 3 ↔ State 7
State 1 ↔ State 5
State 2 ↔ State 6
State 4 ↔ State 0
Table 5.7: Viterbi dual routing states
5.4 MAOC.
On initialization the MAOC enters a series of steps to recover one or more minimum
summation metrics, µsumm , each with an associated original state Stmor. At the
initiation of a transmission the MAOC knows the non-tested, previously recovered
state is zero; the registers being initially preset to zero. In this case the ﬁrst recovered
state is either 0 or 1 dependant on the initial data bit into the phase sequence
encoder.
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On initiation of a transmission, the Viterbi decoder window length-1 recovered
states and metrics are ignored. When the ﬁrst Viterbi decoder window of a trans-
mission is completed all the summation metrics, with associated original states for
that window, are transferred to the MAOC.
The MAOC examines all 64 Viterbi decoder window summation metrics for
a, or more than one, minimum summation metric, µsumm . This examination is
performed at each Viterbi window termination. The recovered minimum summation
metric, or metrics, are then stored, with associated state or states, for the second
stage of correction.
Figure 5.4 presents the MAOC logic; Assume the MAOC ﬁnds a single mini-
mum summation metric, µsumm , associated with a state Sˆtm. The related bit value
for sm can then be derived directly from this state Sˆtm. The probability of this bit
value being correct is indicated by the associated summation metric.
Poor enhanced quantised phases, ¯˜φi, either singly or in groups, can produce
errors in all Viterbi decoding windows that include this corrupted phase element
or elements within their window. The resultant of individual phase to state tran-
sitions within the Viterbi decoder window can result in erroneous minimum metric
summation values.
The MAOC checks the sequence continuity of the Viterbi decoders state out-
put. If the recovered state, associated with the minimum metric summation, does
not ﬁt the existing state sequence the MAOC enters a test routine. The single
state, Sˆtm, derived by the PSD is tried. If this state is a continuation of the state
(. . . , Sˆtm−2, Sˆtm−1, Sˆtm) sequence this value becomes the solution. This state, de-
rived from the PSD solution, is entered into the continuous state sequence, poten-
tially correcting or, at least, reducing the length of an erroneous state sequence.
If these options, Viterbi and PSD, fail to produce an acceptable state contin-
uum within the sequence the Viterbi decoders dual phase routing error possibility
is considered. This can occur when the corrupted ¯˜φm is at the start of the Viterbi
decoders sequence aﬀecting both the PSD and Viterbi decoder results. The Viterbi
decoder might also be aﬀected by further corrupted quantized phase symbols within
the window. In this case the Viterbi decoders dual state routing, Tables 5.6 and 5.7,
alternative to the received state will be considered. For example, if the minimum
metric analysis gives a St3 then St7 could be the solution. If this also fails the
previous state is repeated and the PSD attempts a rapid recovery. This results in
short error bursts, Figure 5.5, but provides an indication of error which could be
forwarded to the outer RS decoder. This possibility has been left to future work.
If there is more than a single minimum metric summation the initial tests
remain the same. All Sˆtm values associated with the multiple minimum metric
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Input metric and states from Viterbi and phase sequence decoders












































Figure 5.4: MAOC logic
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Figure 5.5: Average sequence code error burst per RS symbol (Linear Eb
N0
Scaling)
summations are tested for a possible ﬁt within the current state sequence. Only two
state values will ﬁt the sequence continuum. These two state values, being separated
by π radians, cannot have the same metric. If none of the states associated with a
minimum metric summation are valid the PSD solution is then tried. If this single
state value ﬁts the state sequence it is used and entered into the continuing state
sequence of the MAOC . The extension to Viterbi decoders dual state routing has
not been used as this proved, on the rare times it was used, liable to extend the
error bursts.
In the event of coding loss, recovery is achieved by prioritising the PSD results
noting the received phase symbol sequence until the Viterbi decoder results are con-
ﬁrmed. In this case, for example, receiving a phase within the π
2
radian acceptance
interval would suggest a state. Receiving a decoded quantised phase sequence of
¯˜φm = π,
¯˜φm−1 = 0,
¯˜φm−2 = π2 in Figure 4.3 would indicate a high probability of
St5 which is sent to the now reinstated Viterbi decoder. The extension of Viterbi
decoders dual state routing to multiple µsumm is left to future work. The Figures
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used for analysing this data are 4.2 and 4.7.
5.5 Worked Example
The following worked example is structured from the output of a 3.5 dB Eb
N0
program
run from the beginning of a data sequence. In Table 5.8 are shown the results
obtained by this decoder using the ﬁrst seven received symbols.
Table 5.8: PSD decoder results
Symb1 Symb2 Symb3 Symb4 Symb5 Symb6 Symb7
Original bit 0 1 0 0 1 1 1






































16|zi| 1.3629 1.1587 1.2855 0.6281 1.1668 0.9014 1.0675
µn PSD -11.93 -10.14 -11.25 -5.496 -10.21 -7.887 -9.341
Sequence 400 001 013 136 365 653 537
Derived St 0 1 3 6 5 3 7
The variables presented in Table 5.8 for each symbol are;
Original bit: The random data bit into the encoder. This element is not recovered
by the sequence decoder. Bit recovery is accomplished by the MAOC.
Original St: The element recovered by the phase sequence and Viterbi decoders
φm: The transmitted representation of the State (St).
φ˜m: The original recovered quantised phase element.
¯˜φm: The enhanced quantised phase value.
|zi|: The modulus of the received sample (ﬁgure 4.6).
µn PSD: Metric values of PSD.
Sequence: Some test information being the last two recovered states with the cur-
rent recovered state.
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Derived St: The state value recovered by the PSD. The related metric value with
this state is sent to the relevant ﬁrst frame of the Viterbi decoder window
and the MAOC. This metric value is added to the related state within this
Viterbi decoding window to indicate the probable correct state of the dual
phase routings recovered by the Viterbi decoder.
The PSD results presented in Table 5.8 shows the steps related to the recovery
of individual metric values related to individual states on an individual phase symbol
basis. To the transmitted φm, the medium through which the signal passes, adds
noise resulting in a received φ˜m which is improved by the enhancer routine to
¯˜φm.
Using ¯˜φm and the previously recovered state Stm−1 the values of |zi| and the µn for
the PSD are recovered. The sequence row shows the value of the recovered state
sequence and then the derived state being the last row of the table. The state value
and the µn for the PSD are sent to the ﬁrst frame of the Viterbi decoders window
and the MAOC.
The data structure from the Viterbi decoder windows is the µsum - summation
metric and associated state St - the recovered Viterbi state. At the end of each
Viterbi decoder window the Viterbi decoder transfers all 64 states (8 associated
with each of the 8 original states) with their associated metrics to the MAOC. The
state sequence recovered using the metrics provided by the Viterbi and PSD is used
by the MAOC to recover the bit sequence. The minimum summation metric, µsumm ,
is then discovered by the MAOC and is presented in enhanced text in each of the
provided Viterbi output windows.
Considering the Viterbi dual phase routing problem of Table 5.6 the minimum
metric related to state 1 (-59.804131) in window 2, diﬀers from the alternative
phase routing metric related to state 5 (-49.665497) by the PSD metric (shown in
approximation as µn in Table 5.8) that was applied to frame 0 of Viterbi window 2.
The bit sequence recovered by the MAOC is shown in ”Recovered bit” at each of
the Viterbi decoder windows of tables 5.9 to 5.15
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Table 5.9: Viterbi decoder window 1
Metric Values µsum and associated initial states Stm
µsum Stm µsum Stm µsum Stm µsum Stm
-31.251997 7 -31.241997 7 -27.901739 7 -33.986382 7
-26.758766 7 -32.843407 7 -29.102596 7 -20.764383 7
-22.975163 6 -37.374054 6 -29.035839 6 -16.890520 6
-17.199406 6 -23.284046 6 -34.765862 6 -26.427649 6
-32.761345 5 -24.423134 5 -20.328341 5 -26.412983 5
-29.235603 5 -35.320244 5 -28.682682 5 -20.344469 5
-52.036240 4 -43.698029 4 -31.552711 4 -37.637352 4
-27.942390 4 -34.027031 4 -41.558632 4 -33.220421 4
-39.580208 3 -31.241997 3 -27.901739 3 -33.986382 3
-26.758766 3 -32.843407 3 -29.102596 3 -20.764383 3
-37.374054 2 -29.035839 2 -16.89052 2 -22.975163 2
-17.199406 2 -23.284046 2 -34.765862 2 -26.427649 2
-32.761345 1 -24.423134 1 -20.328341 1 -26.412983 1
-29.235603 1 -35.320244 1 -28.682682 1 20.344469 1
-63.970581 0 -55.632370 0 -43.487053 0 -49.571693 0
-39.876732 0 -45.961372 0 -53.492973 0 -45.154762 0
Derived Results
Minimum summation metric µsumm -63.970581




Table 5.10: Viterbi decoder window 2
Metric Values µsum and associated initial states Stm
µsum Stm µsum Stm µsum Stm µsum Stm
-29.512600 7 -27.334333 7 -18.996159 7 -26.202332 7
-15.255349 7 -22.461525 7 -31.615633 7 -21.740505 7
-35.846298 6 -25.971170 6 -26.928696 6 -34.134869 6
-20.291134 6 -27.497307 6 -29.497934 6 -19.622807 6
-49.665497 5 -39.790371 5 -29.850784 5 -37.056957 5
-27.711384 5 -34.917557 5 -35.266609 5 -25.391479 5
-38.278191 4 -28.403063 4 -18.463478 4 -25.669651 4
-26.374313 4 -33.580486 4 -29.512600 4 -19.637472 4
-37.209461 3 -27.334333 3 -18.996159 3 -26.202332 3
-15.255349 3 -22.461525 3 -31.615633 3 -21.740505 3
-35.846298 2 -25.971170 2 -26.928696 2 -34.134869 2
-20.291134 2 -27.497307 2 -29.497934 2 -19.622807 2
-59.804131 1 -49.929005 1 -39.989418 1 -47.195591 1
-37.850018 1 -45.056190 1 -45.405243 1 -35.530113 1
-38.278191 0 -28.403063 0 -18.463478 0 -25.669651 0
-26.374313 0 -33.580486 0 -29.512600 0 -19.637472 0
Derived Results
Minimum summation metric µsumm -59.804131




Table 5.11: Viterbi decoder window 3
Metric Values µsum and associated initial states Stm
µsum Stm µsum Stm µsum Stm µsum Stm
-32.626149 7 -47.098202 7 -33.871918 7 -28.216843 7
-29.348156 7 -23.693081 7 -26.740114 7 -34.489662 7
-21.663206 6 -29.412752 6 -19.977016 6 -14.321940 6
-30.331985 6 -24.676910 6 -20.520292 6 -28.269838 6
-25.529455 5 -33.27900 5 -21.028959 5 -15.373883 5
-23.579483 5 -17.924408 5 -23.818026 5 -31.567572 5
-32.596149 4 -40.345699 4 -32.296841 4 -26.641768 4
-28.228954 4 -22.573879 4 -19.987612 4 -27.737158 4
-50.596836 3 -58.346386 3 -45.120102 3 -39.465027 3
-40.596340 3 -34.941265 3 -37.988297 3 -45.737846 3
-21.663206 2 -29.412752 2 -19.977016 2 -14.321940 2
-30.331985 2 -24.676910 2 -20.520292 2 -28.269838 2
-25.529455 1 -33.279003 1 -21.028959 1 -15.373883 1
-23.579483 1 -17.924408 1 -23.818026 1 -31.567572 1
-32.596149 0 -40.345699 0 -32.296841 0 -26.641768 0
-28.228954 0 -22.573879 0 -19.987612 0 -27.737158 0
Derived Results
Minimum summation metric µsumm -58.346386




Table 5.12: Viterbi decoder window 4
Metric Values µsum and associated initial states Stm
µsum Stm µsum Stm µsum Stm µsum Stm
-32.322547 7 -24.478367 7 -36.693050 7 -22.723446 7
-30.757820 7 -16.788216 7 -22.272421 7 -32.466457 7
-30.407692 6 -40.601727 6 -54.392189 6 -40.422585 6
-41.165905 6 -27.196299 6 -25.548700 6 -35.742737 6
-21.036833 5 -31.230869 5 -36.352547 5 -22.382940 5
-27.460087 5 -13.490482 5 -18.974688 5 -29.168724 5
-18.158972 4 -28.353008 4 -42.143463 4 -28.173859 4
-34.094608 4 -20.125002 4 -13.299978 4 -23.494015 4
-14.284330 3 -24.478367 3 -36.693050 3 -22.723446 3
-30.757820 3 -16.788216 3 -22.272421 3 -32.466457 3
-24.911472 2 -35.105507 2 -48.895966 2 -34.926361 2
-35.669682 2 -21.700077 2 -20.052481 2 -30.246517 2
-21.036833 1 -31.230869 1 -36.352547 1 -22.382940 1
-27.460087 1 -13.490482 1 -18.97468 1 -29.168724 1
-18.158972 0 -28.353008 0 -42.143463 0 -28.173859 0
-34.094608 0 -20.125002 0 -13.299978 0 -23.494015 0
Derived Results
Minimum summation metric µsumm -54.392189




Table 5.13: Viterbi decoder window 5
Metric Values µsum and associated initial states Stm
µsum Stm µsum Stm µsum Stm µsum Stm
-32.372181 7 -22.959070 7 -25.872196 7 -28.340504 7
-30.993872 7 -33.462181 7 -18.947956 7 -20.749155 7
-27.511440 6 -29.312639 6 -20.056479 6 -22.524786 6
-33.846939 6 -36.315247 6 -29.220078 6 -31.021276 6
-40.120502 5 -41.921700 5 -39.956596 5 -42.424904 5
-53.747059 5 -56.215366 5 -39.377186 5 -41.178383 5
-30.848225 4 -32.649422 4 21.139694 4 23.608002 4
-27.393473 4 -29.861780 4 -19.152239 4 -20.953438 4
-21.157871 3 -22.959070 3 -25.872196 3 -28.340504 3
-30.993872 3 -33.462181 3 -18.947956 3 -20.749155 3
-27.51144 2 -29.312639 2 -20.056479 2 -22.524786 2
-33.846939 2 -36.315247 2 -29.220078 2 -31.021276 2
-29.910744 1 -31.711943 1 -29.746838 1 -32.215145 1
-43.537296 1 -46.005604 1 -29.167421 1 -30.968620 1
-30.848225 0 -32.649422 0 -21.139694 0 -23.608002 0
-27.393473 0 -29.861780 0 -19.152239 0 -20.953438 0
Derived Results
Minimum summation metric µsumm -56.215366




Table 5.14: Viterbi decoder window 6
Metric Values µsum and associated initial states Stm
µsum Stm µsum Stm µsum Stm µsum Stm
-26.461873 7 -39.877892 7 -34.897453 7 -48.021431 7
-18.638687 7 -31.762665 7 -18.978781 7 -28.555738 7
-17.688988 6 -27.265945 6 -22.285509 6 -35.409485 6
-19.431366 6 -32.555344 6 -19.771460 6 -29.348417 6
-20.610577 5 -30.187534 5 -25.207098 5 -38.331078 5
-18.111929 5 -31.235907 5 -17.784914 5 -27.361872 5
-22.279184 4 -31.856142 4 -26.208597 4 -39.332573 4
-14.698865 4 -27.822844 4 -15.038960 4 -24.615917 4
-38.188435 3 -47.765388 3 -42.784954 3 -55.908932 3
-26.526188 3 -39.650166 3 -26.866282 3 -36.443237 3
-17.688988 2 -27.265945 2 -22.285509 2 -35.409485 2
-19.431366 2 -32.555344 2 -19.771460 2 -29.348417 2
-20.610577 1 -30.187534 1 -25.207098 1 -38.331078 1
-18.111929 1 -31.235907 1 -17.784914 1 -27.361872 1
-22.279184 0 -31.856142 0 -26.208597 0 -39.332573 0
-14.698865 0 -27.822844 0 -15.038960 0 -24.615917 0
Derived Results
Minimum summation metric µsumm -55.908932




Table 5.15: Viterbi decoder window 7
Metric Values µsum and associated initial states Stm
µsum Stm µsum Stm µsum Stm µsum Stm
-53.019005 7 -44.639843 7 -48.112297 7 -37.810955 7
-43.131863 7 -32.830521 7 -48.243683 7 -62.360340 7
-12.598558 6 -26.715214 6 -33.734695 6 -23.433350 6
-20.703274 6 -10.401932 6 -25.815098 6 -39.931755 6
-13.160099 5 27.276756 5 -30.749212 5 -20.447868 5
-25.101667 5 -14.800323 5 -30.213491 5 -44.330147 5
-13.917994 4 -28.034649 4 -24.752785 4 -35.054131 4
-24.784294 4 -14.482950 4 -29.896116 4 -44.012772 4
-21.181849 3 -35.298504 3 -38.770962 3 -28.469618 3
-33.790527 3 -23.489182 3 -38.902348 3 -53.019005 3
-12.598558 2 -26.715214 2 -33.734695 2 -23.433350 2
-20.703274 2 -10.401932 2 -25.815098 2 -39.931755 2
-13.160099 1 -27.276756 1 -30.749212 1 -20.447868 1
-25.101667 1 -14.800323 1 -30.213491 1 -44.330147 1
-13.917994 0 -28.034649 0 -35.054131 0 -24.752785 0
-24.784294 0 -14.482950 0 -29.896116 0 -44.012772 0
Derived Results
Minimum summation metric µsumm -62.360340




5.6 Error Probability Bound
Obtaining a closed form of the bit error probability is problematical. Instead a
bound of the error probability, based on the work of Giuseppe Caire et al. [27], has
been obtained.
A vector representation has been adopted for the signals and noise in the mod-
ulation and demodulation making things easier. Vector c represents the modulated
signal g(t) in Figure 4.1, y represents z(t) in the same ﬁgure and n is the noise
having a circular Gaussian distribution. The sequence of bits to be transmitted is
stacked in a vector b, hence c = f(b).
The error probability bound is usually obtained through the union bound
[56] involving binary decisions. Assuming that the information b was input to the
modulator, the resultant modulated signal is c and another possible modulated
signal is d′. Considering only the signal vectors c and d′ the error region with ML
detection, Γcd′ , is the set of received points y closer to d
′ than to c, as shown in
Figure 5.6. This ﬁgure is a multi-dimensional representation of transmitted vectors
in a signal space. In this representation c is the transmitted vector sequence whose
elements are ci and y is the received vector, y = c+n, where n is the complex zero
mean Gaussian noise.
The error probability can be obtained by considering the error event as formed
by the union of the error events corresponding to all possible modulated vectors, i.e.










P{y ∈ Γcd} (5.2)
The probability P{y ∈ Γcd} is obtained in the same way as in a binary decision
problem. The bound in equation (5.2) can be loose as some terms are redundant.
To demonstrate this the summation of equation (5.2) is expanded as
P (e) ≤ P{y ∈ Γcd}+ P{y ∈ Γcd′}+ P{y ∈ Γcd′′}+ · · · (5.3)
Proposition: For a transmitted c the term P{y ∈ Γcd} can be removed from the
summation (5.3) if the following conditions are met:
• There are points d′ and d′′ in the constellation of modulated vectors such that









Figure 5.6: Signal space
• The following equations are true
Re{(d′ − c)· (d′′ − c)} ≥ 0
d = d′ + d′′ − c, (5.4)
where · is the inner product operator in the Hilbert space of complex vectors.
Proof: In order to simplify the notation the following variables are introduced:
y′ = y − c;  = d− c; ′ = d′ − c; ′′ = d′′ − c.
The condition of equation (5.4) becomes
Re{′ · ′′} ≥ 0
 = ′ + ′′
(5.5)
If
y ∈ Γcd′ ⇒ ‖y − c‖2 > ‖y − c− (d′ − c)‖2
⇒ ‖y′‖2 > ‖y′ − ′‖2
⇒ 0 > ‖′‖2 − (y′ · ′∗)− (y′∗ · ′)
(5.6)
Similarly
y ∈ Γcd′′ ⇒ 0 > ‖′′‖2 − (y′ · ′′∗)− (y′∗ · ′′) (5.7)
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Again
y ∈ Γcd ⇒ 0 > ‖‖2 − (y′ · ∗)− (y′∗ · ) (5.8)
Using the second equality in (5.5):
0 > ‖′‖2 + ‖′′‖2 + ′ · ′′∗ + ′∗ · ′′ − (y′ · (′ + ′′)∗)− (y′∗ · (′ + ′′)) (5.9)
or
0 > (‖′‖2 − y′ · ′∗ − y′∗ · ′) + (‖′′‖2 − y′ · ′′∗ − y′∗ · ′′) + (′ · ′′∗ + ′∗ · ′′) (5.10)
We distinguish 3 terms in (5.10). The ﬁrst term is less than 0 if y′ ∈ Γcd′ , see
(5.6). Similarly the second term is negative if y′′ ∈ Γcd′′ , see (5.7). If y ∈ Γcd then
the inequality (5.10) is satisﬁed. When the third term in (5.10) is greater than 0,
as the second condition of (5.4) is satisﬁed, the ﬁrst, second or both terms must be
less than zero showing that whenever y ∈ Γcd, then y ∈ Γcd′ , or y ∈ Γcd′′ , or both,
i.e. Γcd ⊂ Γcd′ ∪ Γcd′′ and the term P{y ∈ Γcd} is accounted for in P{y ∈ Γcd′}
and P{y ∈ Γcd′′} . The probability of a wrong decision when transmitting c and
deciding d is given by;








where d2(c,d) is the distance between vectors c and d.
5.6.1 Simulation of Bound
Bits into the sequence encoder result in a code in the form of a continuing sequence.
A phase sequence is derived from this block code sequence by further logic coding.
This bit sequence to phase sequence has been included in the Matlab generation of
the bound as all possible bit sequences can be easily generated. The phase sequences
generated from these bit sequences are a true representation of reality.
The receiver includes two metric based mutually supporting phase decoders
(Viterbi and PSD) working in a parallel concatenation structure concatenated se-
rially into a MAOC. This decoding element uses data derived from a quantising
sixteen phase receiver to recover a coded QPSK transmission allowing the regenera-
tion of a bit sequence. Such information is not, however, required when generating
the bound. In addition the code is non linear hence no single path can be assumed
without loss of generality.
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The generation of the bound is based on the above propositions using 12 bit
b vectors and considering all possible initial sequences for the union bound. The
relatively short sequence was necessary as any longer sequence would have required
excessive time with the facilities available.
Although a QPSK transmission the sequence generated by the coder is derived
from two binary phase subsets Y1 and Y2 of the 4 phase address space of Y . Each ele-
ment of each subset of the phase sequence having a phase separation of radians. The
sixteen level quantised receiver, together with the introduced sequence of the code,
allows, using the open window procedure, a minimum acceptance squared Euclidian
distance, for each element of the phase sequence decoder, of (3π
4
). The samples are
independent Gaussian random variables having a mean of 0 and a variance of N0
2
.
The bound can be considered as a valid estimate based on the phase sequence
to state sequence transition and does not include the bit sequence derived from the
state sequence within the MAOC decoder. This has resulted in a bound based on
the standard 3π
4
window that follows reasonably closely the results achieved by the
current sequence code which, it is believed, can be improved upon using sequence
techniques. In Figure 5.7 the technique has been compared with a K=4 soft decision
Viterbi with traceback and not a similar length Ungerboeck code as this would be
limited, at best, to a 3dB gain [58].
5.7 Results
An attempt is made to validate the basic simulation by providing the BPSK results
in Figure 5.7. These correspond closely with theoretical values. Using the derived
metric values as a basis the system was tested against the various possibilities within
the software. For all the following tests Eb
N0
is the same as Es
N0
; a single bit being
transmitted per symbol.
Figure 5.5 considers the average number of bits per burst error into the RS
decoder with symbols between length 10 to 4. This was performed to analyse the
resulting bit error bursts out of the MAOC. The result of this analysis shows that
the average number of bit errors per erroneous RS symbol is asymptotic on ap-
proximately two. The restructuring of the Gaussian random errors to burst errors
after error correction, though possibly controversial, is considered one of the gains
of sequence coding.
Figure 5.1 compares the results of removing diﬀerent elements (Viterbi decoder,
Phase sequence decoder and enhancement routine) of the sequence code decodula-
tor. It is demonstrated that each element of the decodulator beneﬁts, to varying
degrees, the overall result. As expected the Viterbi decoder has the biggest impact
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Figure 5.7: Sequence code comparison with rate, K=4 soft decision Viterbi with
short trace-back [46] including bound.
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for the overall system though the support of the phase sequence decoder was signiﬁ-
cant. The enhancer provided less improvement but being part of the phase sequence
decoder adds little complexity to the system.
The results, Figure 5.7, shows that the short K = 3 sequence code compares
favourable against the longer, soft decision K = 4 Viterbi including a complex
trace-back system. Direct comparison with Ungerboeck codes in the literature is
more problematical due to the very short nature of the codes used but sequence
codes compares favourable, especially at lower Eb
N0
, with a three level coded 8 phase
Ungerboeck coded modulation [12, 49]. This comparison is enhanced when taking
into consideration the potential beneﬁts of the possibility for metric transfers to a
future outer decoder.
These results demonstrate that sequence coding the modulation has some
merit. The current technique can be improved in many ways especially the enhance-
ment and restructuring elements of the sequence code. In addition it is reasonable to
believe that considerable gains can be achieved by including the RS, or alternative




This short and simple to implement codulation technique using analysis techniques
for decoding has demonstrated beneﬁts in a Gaussian environment. It has been
shown that it is possible to produce a coding technique, using logic techniques, to
optimise and simplify the encoder, and integrate both code and Euclidian distance.
The use of metrics values, obtained empirically, allows the two integrated decoders,
of the decodulator to act in combination against the Gaussian environment.
In sequence coding the modulation is coded. The integrated decoders use the
same quantised representation of the analogue phase data in two, potentially more,
decoders to increase capability. An extension to the phase sequence decoder, called
enhancement, acts to improve the received quantised analogue symbol data prior to
decoding; at no increased delay and only slightly increased complexity.
The decoders pass only messages related to states and their metrics (reliabil-
ity). This metric data, together with associated original state values, allows the
sequence code’s outer MAOC decoder to convert a recovered state sequence to cor-
rected bits. The outer RS code attempts to correct any resulting short bit error
bursts.
The simulation results demonstrate that it is possible to have encoding sim-
plicity, improved error performance and near real time operation without sacriﬁcing
data rate or bandwidth. Figure 5.1 shows the eﬀect of removing some elements
from the decodulator demonstrating that each elements plays a functional part in
the overall unit. The results, Figure 5.7, demonstrate that the technique is poten-
tially useful comparing favourably with a rate 1
2
, K=4 soft decision Viterbi with
short trace-back [46] and short Ungerboeck codes [49]. The system requires further
work to complete especially in the regions of extending the number of decoder con-
catenations,possibly with a reverse Viterbi and integrating a new outer code into
the metric system. This is required as it proved diﬃcult to transfer a bit metric
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to a RS symbol metric. The use of a rated non-iterated LDPC type code is being
studied which, it is believed, will provide considerable improvement over the current
performance; potentially up to 2dB based on soft decision results.
The results demonstrate that, within the current work, an easy to implement
coding technique has been produced. The system requires further work to complete
especially in the region of integrating an outer code into the metric system as it has
proved diﬃcult to transfer a sequence code bit metric to a RS symbol metric.
Although the modulation technique described here is based on QPSK a se-
quence code could be designed for other multi-level modulation schemes. The tech-
nique uses principles of partial response [20] and Tamed FM [32, 4] provided ideas
which, though not directly related to spectral eﬃciency, were used in the develop-




A new, simple in design and implementation, currently very short, concatenated
modulation error correction coding scheme, based on phase, state and bit sequences
has been presented. This system uses analysis techniques supported by machine
intelligence based on a study of error structure.
The encoder is designed to set up a state sequence generated by an overlapping
three bit subset of a bit sequence to produce a logically derived modulated phase
symbol sequence designed to maximise the Euclidean distance over a sequence. Both
the encoder and decodulator are simple in design and eﬃcient in operation requiring
little more than a shift register, a few simple gates and a modulator for the encoder
and a 16 phase receiver and some comparators and software for the decodulator.
The detection and decoding procedures are new. The present decodulator
uses a sixteen phase quantiser on a received QPSK transmission. The encoder de-
sign allows the modulation data to be decoded by a specially designed integrated,
concatenated (both serially and in parallel), phase decodulator. This simple deco-
dulator consists of a newly designed PSD and a modiﬁed Viterbi algorithm serially
concatenated with a MAOC unit.
The PSD provides a unique state solution, with its associated metric, to both
the ﬁrst frame of the Viterbi decoder window and the MAOC. This metric allows
the normally 4 state Viterbi decoder to operate as an eight state system potentially
improving the overall system gain. The integrated decoders (Viterbi and phase se-
quence) do not correct to bit level but translate a received quantised phase sequence
to a recovered state sequence supported by reliability metrics.
The concatenation of the two integrated decoders, of the decodulator, is unique
in using, without modiﬁcation, the same quantized phase symbol data in mutual sup-
port. The original, received Gaussian distribution of potential transmission errors,
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where they are not corrected, are restructured via the MAOC into short bursts of
bit errors having an average length of approximately 2 bits, Figure 5.5, allowing the
potential for improved gains to be achieved by a short outer RS decoder. This short
length RS decoder introduces a delay of only 384 bits.
A common problem with concatenated codes is that of balancing the inner
and outer elements of the codes. This is facilitated in sequence coding using metric
passing techniques. The empirical development of the metrics eﬀectively creates a
balance between the elements of the integrated decoder.
By using simple empirical techniques the integrated decoder attempts to bal-
ance the two sets of metric values (phase sequence and Viterbi decoders) both to
the link and the interaction of the decoders. To achieve this balance, in practice,
would require only a few thousand data bits from a pre-deﬁned bit source known to
each end. Each end of the link would have such information probably in the form of
the internal software. Such information would be transmitted at a low energy level,
possibly during polling, to allow the required metric optimization. This metric op-
timisation would be unique to the link hence that obtained would be link balancing
(equalisation) metrics.
The sequence code itself is more eﬃcient than standard Viterbi as no traceback
is required such that the additional simple PSD and enhancement routine with the
MAOC are still less complex than the traceback element of standard Viterbi. The
lack of traceback reduces the memory requirements as the data required in each
Viterbi window is the initial state, the current state, the current Viterbi metric sum
during each frame and the PSD metric and state. The information passed to the
MAOC allows this element to perform the basic functions of traceback.
The technique is believed to be the ﬁrst to use the magnitude |zi| of the received
signal as an element in an error correction system. This value provides additional
reliability information regarding the phase symbol.
The integrated decoder is believed to be the ﬁrst to take into consideration
a peculiarity of the Viterbi decoders output error structure whereby the Viterbi
decoder outputs errors in positions prior to the true error position. This peculiarity
of the Viterbi decoder means that the phase sequence decoder, using the same phase
information, can provide state correction information in those state positions where
the Viterbi decoder has been demonstrated, within the MAOC, using the sequence
continuum, to have failed.
The following papers related to sequence coding have been published by learned
bodies as suitable for publication and presentation.
The following two papers were presented in IEE Journals:
L. Woodhead, Angel M Bravo Santos, “Tunable error correction and link restruc-
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turing,” IEE Communications Engineer, pp. 32-35, Oct./Nov. 2003
Angel Bravo Santos, L. Woodhead & V. K. Bhargava, “Spherical sequences with
low aperiodic cross-correlation,” IEE Proceedings on Communications vol. 151, No.
6, pp. 601-604, (2004).
The following two papers were presented at international conferences:
L. Woodhead, Angel Bravo Santos, “Inference and Ungerboeck coded modulation,”
“TELEC04 International Conference, Telecommunication, Electronics and Commu-
nications,” at Santiago de Cuba, (Cuba), Jul. 2004.
L. Woodhead & Angel Bravo Santos, “ Sequence coded modulation,” Fifth IEE
International Conference on 3G Mobile Communication Technology, (IEE, Savoy





This work attempts to demonstrate the beneﬁts of encoding the modulation with
designed logic based phase sequences within a state structure using basic machine
intelligence to recover the original data by analysis of the phase and state sequences.
The current work leaves much to be completed.
Although several alternative options for the quantiser were considered, which
might improve results, these would require considerable development. One example,
that was simulated, was a 32 phase quantiser using a simulated pair of parallel
operating 16 phase quantisers in diﬀerent modes. The study of the quantiser modes
requires further study.
Within any sequence reducing the quantised interval might improve the results
and it is considered that the oﬀset quantiser “D” should provide a possibility of
achieving this. As the simulations are working within a sequence the possibility of
opening the operational window to exceed the π threshold using additional Viterbi
decoder metrics should be considered.
The current logic arrangement of the sequence code associates the phase ele-
ments to bits. This simpliﬁed the recovery software and helped the code loss recovery
but it is possible that an improvement could be achieved by removing such an as-
sociation. An example of a non-associated logic system is provided as Table 4.5
though this version is non viable within the current decoding arrangement.
In the current sequence code the sequence length of the encoder has been lim-
ited to three bits and the RS symbol length was, by the minimum delay speciﬁcation
of the project limited to six bits. Increasing the sequence code to four bits or more
would be possible. An example of an unoptimised four bit coder logic scheme is
shown in Table 8.1. Longer sequences with more data bits per phase symbol, i.e.
8PSK with 4 ∗ π
2
phase separated pairs, and diﬀerent codes are possible and would
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sm/sm−3 sm = 1 sm = 0 sm/sm−1
sm−3 = 0 π/2 π 0 3π/2
sm−3 = 1 π π/2 3π/2 0 sm−1 = 1
0 3π/2 π/2 π
sm−3 = 0 3π/2 0 π π/2 sm−1 = 0
sm−3/sm−2 sm−2 = 0 sm−2 = 1 sm−2 = 0 sm−1/sm−2
Table 8.1: Potential 4 bit logic
possibly be beneﬁcial in some environments. It is intended that such techniques be
developed.
An extension of the number of phase conﬁrmation sequence checks, to φ˜m+2
will be performed. These conﬁrmation checks are performed on the future dual π
2













Though some beneﬁt is to be expected previous work suggests that the gain
would not be signiﬁcant.
The extension of Viterbi decoder dual phase routing to the multiple state
problem requires study. The eﬀect, however, of not using this possibility does not
appear to be signiﬁcant as the facility tends not to be regularly accessed.
A look at the possibility of using a reverse Viterbi decoder might be beneﬁcial.
In this case the Viterbi would operate on the received phases;
¯˜φm−(w+1) +
¯˜φm−(w+2), . . . ,
¯˜φm
where w is the Viterbi window length. This would be an additional decoder allowing
an extension of the eﬀective length of the Viterbi decode window without increasing
code delay; though problematic within the current simulation it would be a fairly
simple matter within a new simulation requiring only minor software extensions.
It is intend that the current system be develop by changing the current outer
RS decoder with the objective of developing an erasure decoder being a version of
a ﬁxed rate LDPC type code. It is believed that using these codes could provide
considerable gains in this environment. The development of a decoder would be a
prime objective as it would have to be designed to ﬁt into the sequence decodulators
metric structure and be of minimum length. As a further development of this
technique it is intend to develop a simple means to use the metric values to ﬂag
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erasures in the outer decoder using error forecasting techniques [16, 50]. The possible
transfer of a related metric, via a sequence, to a bit to a (decoder) symbol requires
further study.
The metric system appears not to be fully optimized and although many op-
tions have been tested many other possibilities have not been fully examined. The
empirically derived metric values have been shown to be non-continuous in value
through the metric sequence indicating that further optimization of the phase se-
quence code structure is possible.
Work is required to reduce the current complexity of a system being, at present,
at a design stage. The software has been written with the idea of converting to
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