In this paper, we consider a delayed network of two neurons with self-feedback and interaction described by an all-or-none threshold function. The discontinuity of signal function makes it di cult to apply directly dynamical system. We show that the dynamics of the network can be understood in terms of the iterations of a one-dimensional map, and we obtain the existence and attractivity of periodic solutions. Moreover, because the network is a limiting case of the corresponding smooth system as the parameter tends to inÿnity, the above results can act as the guide to the rich dynamics of the smooth system. Therefore, our results have important signiÿcance in both theory and applications.
Introduction
We consider the following model for an artiÿcial network of two neurons: x = − x + a 11 f(x(t − )) + a 12 f(y(t − )); y = − y + a 21 f(x(t − )) + a 22 f(y(t − ));
(1) whereẋ = dx=dt,ẏ = dy=dt, x(t) and y(t) denote the activation of corresponding neurons, ¿ 0 is the interact decay rate, ¿ 0 is the synaptic transmission delay, a 11 ; a 12 ; a 21 and a 22 are the synaptic weights, and f : R → R is the activation function. Such a model describes the evolution of the so-called Hopÿeld net (see [8] ) where each neuron is represented by a linear circuit consisting of a resistor and a capacitor, and where each neuron is connected to another via the nonlinear activation function f multiplied by the synaptic weights a ij (i = j). We also assume each neuron has self-feedback and signal transmission is delayed due to the ÿnite switching speed of neurons. We focus here on the computational performance of the network described by the asymptotical behaviors of model (1) , where the activation function is given by the piece-wise constant McCullochPitts nonlinearity
where = 0 is a given constant. Clearly, the connection weights have a fundamental e ect on the dynamics of the networks. In this paper, we consider the following connection topology:
(H1) a 11 ¿ 0; −a 11 ¡ a 12 6 a 11 and a 21 = a 22 ¿ 0.
In other words, we assume that the self-feedback to neuron 1 is inhibitory and the interaction weight is dominated by the self-feedback. We also assume that the interaction from neurons 1 to 2 is inhibitory and this self-feedback and interaction have equal weights.
To simplify the presentation, we ÿrst rescale the variables by t * = t; * = ; u(t * ) = (a 11 + a 12 ) x(t); v(t * ) = 2 a 21 y(t); f * ( ) = 1 f ; A = a 11 − a 12 a 11 + a 12 (3) and then drop the * to get its equivalent form:
with
It is natural to have the phase space X = C([ − ; 0]; R 2 ) as the Banach space of continuous mappings from [ − ; 0] to R 2 equipped with the sup-norm, see [6] . Note that for each given initial value = ('; ) T ∈ X , one can solve system (4) on intervals [0; ], [ ; 2 ], etc. successively to obtain a unique mapping (x ; y )
T is continuous for all t ¿ 0, almost di erentiable and satisÿes (4) for t ¿ 0. This gives a unique solution of (4) deÿned for all t ¿ − . In applications, a network usually starts from a constant (or nearly constant) state. Therefore, we shall concentrate on the case where each component of has no sign change on [ − ; 0]. More precisely, we consider ∈ X +; + X +; − X −; + X −; − = X 0 , where 
Clearly, all constantly initial values (except for 0) are contained in X 0 . Networks of two neurons have been used as prototypes for us to understand the dynamics of large networks with delayed activation functions. Much has been done when the function f is smooth, see, for example [1] [2] [3] 10, 12, 15] . In the case where f is piecewise linear, i.e., f( ) = 1 2 (| + 1| − | − 1|) for ∈ R, (1) is the simplest form of the cellular neural networks introduced by Chua and Yang (See [2] ) which have found interesting applications in, for example, image processing of moving objects and which can be implemented by a delayed cloning-template (see [13] ). The dynamics of the model equation (1) has been extensively studied in the literature. But, to the best of our knowledge, all of the existing work are either the piecewise linear signal function or a smooth sigmoid. See, for example, [1, 4, 6, 7] . When f is discontinuous, however, results in the aforementioned work cannot be veriÿed as the dynamical systems theory which usually requires continuity and smoothness cannot be applied. In [5, 9, 11] , model equation (1) is satisÿed, and we will show that the dynamics of model equation (1) is quite regular, and is fully determined by the size of delay and the ratio '(0)= (0) of the initial value, via the connection with the interaction of a one-dimensional map.
Preliminaries
In this section, we establish several technical lemmas which will be used for the description of the dynamics of (4).
As such, the simple form (5) will enable us to carry out a direct elementary analysis of the dynamics of the network due to its obvious connection with the following systems of linear nonhomogeneous ordinary di erential equations:
For the sake of simplicity, in the remaining part of this paper, for a given s ∈ [0; ∞) and a continuous function z :
Let (u(t); v(t)) T be a solution of (4) with some initial value in X 0 . Then, we have the following simple observations:
T is the solution of system (4) with initial value = ('; ) T ∈ X 0 , then the solution of (4) with initial value = (−'; − )
T ∈ X 0 is (−u(t); −v(t)) T .
Lemma 2. If there exists some t 0 ¿ 0 such that (u t0 ; v t0 ) T ∈ X +; + and
We will also need some properties of the following function:
;
where
and
Elementary calculations lead to the following.
Lemma 3. F is continuous and monotonically increasing on [0; ∞). Moreover,
(i) When A ¿ e + 1, F has exactly one unstable 2-periodic point 0 and one stable 2-periodic point x * , where x * is the positive point of the following equation:
(ii) When 2 ¡ A 6 e +1, F has exactly one unstable 2-periodic points 0 and one stable 2-periodic point A − 2. (iii) When e − ¡ A 6 2, F has exactly one 2-periodic point 0 which is stable.
The proof is trivial, and is omitted.
Main results and proofs
We start with the following:
T is a solution of system (4) with its initial value ∈ X 0 . If =('; )
T ∈ X +; + X −; − and '(0)= (0). Then u (t)=v (t) for all t ¿ 0, and u (t)=v (t)=q(t) for all t ¿ + ln[1 + '(0)] (respectively, for t ¿ + ln[1 − '(0)]) where q(t) is a periodic function with the minimal period ! = 2 ln(2e − 1).
Proof. We only consider the case where = ('; )
T ∈ X +; + . The case where = ('; ) T ∈ X −; − can be dealt with analogously.
Using Eq. (4), we can easily obtain that u(t) = v(t) for all t ¿ t 0 . Therefore, it su ces to show that the solution u(t) of the equatioṅ
with the initial condition ' ∈ C + is eventually periodic with the minimal period 2 ln(2e − 1). Let t 1 be the ÿrst nonnegative zero of u(t) on [0; ∞). Then for t ∈ (0; t 1 + ) except at most ÿnitely many t, we havė
from which and the continuity of the solution it follows that
for t ∈ [0; t 1 + ], and in particular,
This implies
To construct a solution of (15) beyond [0; t 1 + ], we consider the solution of (15) with the new initial value is deÿned by ' * = u t1+ . Let t 2 be the ÿrst zero after t 1 of u. Then t 2 ¿ t 1 + and on (t 1 + ; t 2 + ), we havė
and hence
for t ∈ [t 1 + ; t 2 + ]. In particular, u(t 2 ) = (e − − 2)e t1−t2+ + 1 = 0 which implies
Also,
. Therefore, u t2+ ∈ C + . Repeating the above arguments and letting t 3 be the ÿrst zero after t 2 of u, we have t 3 ¿ t 2 + , and we know (16) holds on (t 2 + ; t 3 + ), and consequently
In particular, u(t 3 ) = (2 − e − )e t2−t3+ − 1 = 0 which implies
This also shows that u t3+ (Â)=u t1+ (Â) for Â ∈ (− ; 0]. Due to the uniqueness of the Cauchy initial value problem (see [6] ), we have u(t + t 3 + ) = u(t + t 1 + ) for t ¿ 0. Namely, for t ¿ t 1 + , u(t) is periodic with the minimal period ! = t 3 − t 1 = 2 ln(2e − 1). This completes the proof.
We remark that the aforementioned result was obtained also in [14] . We included a detailed proof for the sake of completeness. From the above Theorem, if = ('; ) T ∈ X is synchronized (i.e., '= ) then the solution (u ; v ) T : [− ; ∞) → R 2 is synchronized, that is, u (t)=v (t) for all t ¿ 0, due to the uniqueness of the Cauchy initial value problem of (4) (see [6] ). The above result shows that the solution (u ; v ) T of (4) is synchronized even if the initial value is asynchronous but '(0) = (0) and ('; )
T ∈ X +; + X −; − . Moreover, a synchronized solution of (4) is characterized by the scalar equation (15) and Theorem 1 shows that a solution of (15) We will show that the behavior of (u(t); v(t))
T as t → +∞ is completely determined by the value u. Recall that if u = 0, then by Theorem 1, (u(t); v(t))
T is eventually periodic and coincides with (q(t); q(t))
T . Our analysis below shows that the behavior of (u(t); v(t)) T as t → +∞ can be understood in terms of the iterations of a one-dimensional map in case u ¿ 0. We start with Case 1: u ¿ e −1 and A ¿ e . In view of (4) and =('; ) T ∈ X +; + and '(0) ¿ (0), (u(t); v(t))
T satisÿes system (6) . By the continuity of the solution, for t ∈ [0; ], we have
It follows that u( ) = (1 + u)e − − 1 ¿ 0 and v( ) = e − − 1 ¡ 0. Moreover, (u ; v ) T ∈ X +; − . This, together with (5), implies that (u(t); v(t))
T satisÿes system (9) for t ∈ ( ; 2 ). Namely, for t ∈ [ ; 2 ], we have
Let t 2 be the second zero of u(t) · v(t) on [0; ∞), then it follows from (19) that t 2 ¿ t 1 + and
Moreover, (u(t); v(t)) T satisÿes system (9) for t ∈ ( ; t 2 + ). Namely, (19) holds for t ∈ [ ; t 2 + ], which implies that
Moreover, from (19), we see that (u t2+ ; v t2+ ) T ∈ X −; − and u(t 2 + ) ¡ v(t 2 + ). Let t 3 be the ÿrst zero after t 2 of u(t)·v(t), then by Lemmas 1 and 3, t 3 ¿ t 2 + and t 3 =T 1 (u); u(t 3 )=−f 1 (u) ¡ 0; v(t 3 )=0, where the function f 1 is deÿned as (13) . If f 1 (u) ∈ [e −1; ∞), then we can repeat the same analysis and construction. In fact, by Lemma 1, (u(t); v(t))
T will arrive at (f 2 1 (u); 0) T when t = t 5 = t 3 + T 1 (f 1 (u)) = T 1 (u) + T 1 (f 1 (u)), where f Moreover, from (18), it follows that u(t − ) ¡ 0 and v(t − ) ¡ 0 for t ∈ ( ; t 2 + ). Thus, (u(t); v(t)) T satisÿes (9) for t ∈ ( ; t 2 + ). Namely, for t ∈ [ ; t 2 + ], (19) holds. It follows that
Moreover, from (19), we see that (u t2+ ; v t2+ ) T ∈ X −; − and u(t 2 + ) ¡ v(t 2 + ). Let t 3 be the ÿrst zero after t 2 
of u(t)·v(t), then (u(t); v(t))
T satisÿes (8) for t ∈ (t 2 + ; t 3 + ). Namely, for t ∈ [ ; t 2 + ], we have
Thus, t 3 = T 2 (u); u(t 3 ) = −f 2 (u) ¡ 0; v(t 3 ) = 0, where the function f 2 is deÿned as (14) . If f 2 (u) ∈ (0; e − 1), then we can repeat the same analysis and construction. In fact, by Lemma 1, (u(t); v(t)) T will arrive at (f 
(u)).
As discussed above for Cases 1 and 2, using F and its iterates we can characterize the behavior of the solution (u(t); v(t))
T of system (4) with initial value = ('; ) T ∈ X +; + and '(0) ¿ (0). More precisely, if there exists some u * ∈ [0; ∞) such that F 2 (u * ) = u * (i.e., u * is a 2-periodic point), then the solution (u * (t); v * (t)) T corresponding to u * must be eventually periodic. Moreover, if lim n→∞ F 2n (u) = u * = F 2 (u * )(i.e., u * is stable), then the solution (u(t); v(t)) T corresponding to u must approach the periodic solution (u * (t); v * (t)) T . Therefore, using the properties of F(x) discussed in Section 2, we can now describe the following theorem.
Theorem 2. The behaviors of the solution (u(t); v(t))
T of system (4) with initial value =('; ) T ∈ X +; + and '(0) ¿ (0) are as follows:
Then there must exist T 1 ¿ 0 and 1 =(' 1 ; 1 ) T ∈ X +; + with ' 1 (0) ¿ 1 (0) such that for t ¿ T 1 , the solution (u 1 (t); v 1 (t)) T of (4) with initial value 1 is periodic and the minimal period is either ! = 2T 1 (x * ) (provided that A ¿ e + 1) or ! = 2T 1 (A − 2) (provided that 2 ¡ A 6 e + 1). Moreover, as t → ∞, every other solution (u(t); v(t))
T of system (4) with initial value = ('; ) T ∈ X +; + and '(0) ¿ (0) approaches the periodic solution (u 1 (t); v 1 (t)) T . (ii) Suppose that e − ¡ A 6 2. Then (u(t); v(t))
T approaches the synchronous periodic solution (q(t); q(t))
T as t → ∞.
We now discuss the case where 0 ¡ A ¡ e − and the initial value = ('; ) T ∈ X +; + and '(0) ¿ (0). We similarly distinguish several cases.
Case 3: u ¿ e (1 − A) and 0 ¡ A 6 e − . Using a similar argument as that in Case 1, we have u(t 2 + ) ¡ 0 and v(t 2 + ) ¡ 0. Moreover, it is easy to see that (u t2+ ; v t2+ ) T ∈ X −; − and u(t 2 + ) ¡ v(t 2 + ). We can similarly obtain
where t 3 represents the next zero of u(t) · v(t), i.e., the third zero in [0; ∞). Noticing that f 1 (x) is monotonically increasing on (e (1 − A) ; ∞) and lim x→∞ f 1 (x) = A(1 − e − ), we have f 1 (u) ¡ A(1 − e − ) 6 e − (1 − e − ) ¡ e − 1 6 e (1 − A). Therefore, it is su cient to discuss the case where u 6 e (1 − A).
Case 4: u = e (1 − A) and 0 ¡ A 6 e − . Using the similar arguments as that in Case 1, we have (u t2+ ; v t2+ ) T ∈ X −; − and u(t 2 + )=v(t 2 + ). By Theorem 1, the solution (u(t); v(t)) T is synchronized, i.e., it is eventually periodic to coincide with the periodic solution (q(t); q(t))
T . Case 5: e − 1 6 u ¡ e (1 − A) and 0 ¡ A 6 e − . Using the similar arguments as that in Case 1, we have (u t2+ ; v t2+ ) T ∈ X −; − and u(t 2 + ) ¿ v(t 2 + ). Let t 3 be the third zero of u(t)·v(t) in [0; ∞). Then for t ∈ (t 2 + ; t 3 + ), (u t ; v t ) T ∈ X −; − . Thus, (u(t); v(t)) T must satisfy (8) for t ∈ (t 2 + ; t 3 + ). By the continuity of solution, we have
which implies that
In view of u(t 2 + ) ¡ 0 and v(t 2 + ) ¡ 0, there exists t 4 ∈ (t 2 + ; t 3 + ) such that v(t 4 ) = 0. This, together with (21), implies that
Moreover, from (21), we see that (u(t); v(t)) T satisÿes (9) for t ∈ (t 3 + ; t 4 + ). Namely, for t ∈ [t 3 + ; t 4 + ], we have
It follows that
By (21) and (22), we have (u t4+ ; v t4+ ) T ∈ X +; + and u(t 4 + ) ¿ v(t 4 + ). This, together with Lemma 2, implies that the next zero of u(t) · v(t), i.e., its ÿfth zero in [0; ∞), is t 5 = t 4 + + ln[1 + v(t 4 + )] and satisÿes that v(t 5 ) = 0 and
Deÿne function f 3 : [e − 1; e (1 − A)) → R as follows:
Then we have u(t 5 ) = f 3 (u) and v(t 5 ) = 0. It is easy to see that f 3 is monotonically decreasing on [e − 1; e (1 − A)). Thus, f 3 (x) ¡ f 3 (e − 1) ¡ e − 1 for all t ∈ [e − 1; e (1 − A)). Therefore, f 3 (u) ¡ e − 1 and it is su ces to discuss the case where u ¡ e − 1.
Case 6: 0 ¡ u ¡ e − 1 and 0 ¡ A 6 e − . Using the similar arguments as that in Case 2, we have (u t2+ ; v t2+ ) T ∈ X −; − and u(t 2 + ) ¿ v(t 2 + ). Let t 3 be the third zero of u(t) · v(t) in [0; ∞). Then for t ∈ (t 2 + ; t 3 + ), (u t ; v t ) T ∈ X −; − . Thus, (u(t); v(t)) T must satisfy (8) for t ∈ (t 2 + ; t 3 + ). By the continuity of solution, we have (20) holds for t ∈ [t 2 + ; t 3 + ]. Therefore,
In view of u(t 2 + ) ¡ 0 and v(t 2 + ) ¡ 0, there exists t 4 ∈ (t 3 ; t 3 + ) such that v(t 4 ) = 0. This, together with (20), implies that
Moreover, from (20), we see that (u(t); v(t)) T satisÿes (9) for t ∈ (t 3 + ; t 4 + ). Namely, for t ∈ [t 3 + ; t 4 + ], we have
By (20) and (23), we have (u t4+ ; v t4+ ) T ∈ X +; + and u(t 4 + ) ¿ v(t 4 + ). This, together with Lemma 2, implies that the next zero of u(t) · v(t), i.e., its ÿfth zero in [0; ∞), is t 5 = t 4 + + ln[1 + v(t 4 + )] and satisÿes that v(t 5 ) = 0 and
Deÿne function f 4 : (0; e − 1) → R as follows:
Then we have u(t 5 ) = f 4 (u) and v(t 5 ) = 0. If f 4 (u) ∈ (0; e − 1), then we can repeat the same analysis and construction to get f T corresponding to u must approach the periodic solution (q(t); q(t)) T as t → ∞. As discussed above for Cases 3-6, we can now describe the following main theorem.
Theorem 3. The solution (u(t); v(t))
T of system (4) with initial value = ('; ) T ∈ X +; + and '(0) ¿ (0) are either eventually periodic to coincide with the periodic solution (u(t); v(t))
T or approaches the periodic solution (q(t); q(t)) T as t → ∞.
We remark that by Lemma 1 and Theorems 2 and 3, it is easy to obtain the properties of solution (u(t); v(t))
T of system (4) with initial value =('; ) T ∈ X −; − and '(0) ¡ (0). Moreover, the properties of solution (u(t); v(t))
T of system (4) with initial value = ('; ) T ∈ X +; + and '(0) ¡ (0) or = ('; )
T ∈ X −; − and '(0) ¿ (0) can be dealt with similarly.
Conclusion
Model equation (1) with the McCulloch-Pitts nonlinearity (2) describes a combination of analog and digital signal processing in a network of two neurons with delayed feedback. For the sake of convenience, we can transform system (1)-(2) to form (4)- (5) by the appropriate change of variables (3) . Observe that the dynamics of the network completely depends on the connection weights, we distinguish several cases and discuss the behaviors of solutions of (4) . We show that the dynamics of the model (4) can be understood in terms of the iterations of a one-dimensional map. As a result, we obtain the convergence of solutions as well as the existence, multiplicity and attractivity of periodic solutions. Throughout the paper, we only consider the case where the initial value = ('; )
T ∈ X does not change sign at the initial time interval. Moreover, the digital nature of the sigmoid function allows us to relate Eq. (4) to four systems of simple linear nonhomogeneous ordinary di erential equations. In future work, we shall describe the dynamics of solutions of (1)-(2) with initial data in X \ X 0 .
On the other hand, all the analysis and results presented were carried out for a steplike inputoutput function f. This assumption allowed us to carry a detailed analytical description of the system dynamics. System (1) is a limiting case of the following smooth system as → +∞: x = −x + a 11 f (x(t − )) + a 12 f (y(t − )); y = −y + a 21 f (x(t − )) + a 22 f (y(t − ));
where f (x) = tanh( x). Thus, the above results can act as the guide to the rich dynamics of system (24) and can be used to design network models and have important signiÿcance in both theory and applications.
