Stéphane Descombes, Mechthild Thalhammer. An exact local error representation of exponential operator splitting methods for evolutionary problems and applications to linear Schrödinger equations in the semi-classical regime.. BIT Numerical Mathematics, Springer Verlag, 2010, 50 (4) Abstract In this paper, we are concerned with the derivation of a local error representation for exponential operator splitting methods when applied to evolutionary problems that involve critical parameters. Employing an abstract formulation of differential equations on function spaces, our framework includes Schrödinger equations in the semi-classical regime as well as parabolic initial-boundary value problems with high spatial gradients. We illustrate the general mechanism on the basis of the first-order Lie splitting and the second-order Strang splitting method. Further, we specify the local error representation for a fourth-order splitting scheme by Yoshida. From the given error estimate it is concluded that higher-order exponential operator splitting methods are favourable for the time-integration of linear Schrödinger equations in the semi-classical regime with critical parameter 0 < ε << 1, provided that the time stepsize h is sufficiently smaller than p √ ε, where p denotes the order of the splitting method.
Introduction
In this paper, we are concerned with exponential operator splitting methods [2, 5-7, 9, 14, 18, 19, 21, 24, 26] for the time-integration of abstract evolutionary problems [11, 16, 17, 20, 23] . Our objective is the specification and inspection of an alternative local error representation; such a representation provides the basis for a convergence analysis of splitting methods when applied to (stiff) differential equations. Compared to Stéphane Descombes, Laboratoire J. A. Dieudonné, Université de Nice -Sophia Antipolis, Parc Valrose, 06108 Nice Cedex 02, France. Mechthild Thalhammer, Institut für Mathematik, Leopold-Franzens Universität Innsbruck, 6020 Innsbruck, Austria. E-mail: sdescomb@unice.fr, mechthild.thalhammer@uibk.ac.at other representations of the local error that rely on the well-known Baker-CampbellHausdorff formula or on techniques exploited in [13, 18, 19, 22, 26] , respectively, the presently considered representation along the lines of [9, 10] is particularly suitable for the investigation of evolutionary problems that involve critical parameters.
The incentive for the present work originates from the question whether exponential operator splitting methods of higher order are favourable for evolutionary Schrödinger equations in the semi-classical regime; our interest in this theme is motivated by theoretical and numerical investigations for the first-order Lie-Trotter splitting and the second-order Strang splitting provided by [3, 4, 12] , see also the references given therein. In the present paper, we follow an approach which yields optimal global error bounds with respect to critical parameters. Further, it facilitates a specification of the involved quantities and therefore might allow to prescribe values of the time stepsizes for given tolerances. It is notable that our abstract framework includes evolutionary Schrödinger equations in the semi-classical regime as well as parabolic initial-boundary value problems involving high spatial gradients.
As a model problem, we consider the following linear Schrödinger equation for a function ψ : R d × R ≥0 → C i ε ∂ t ψ(x,t) = − ε 2 ∆ ψ(x,t) +U(x) ψ(x,t) ,
Employing an abstract formulation, problem (1.1) takes the form u (t) = A u(t) + B u(t) , t ≥ 0 , u(0) given , (
with unbounded linear operator A comprising the Laplacian, i.e., A = i ε∆ , and multiplication operator B defined by the potential, i.e. B = − iU/ε. Any exponential operator splitting method for (1.2) can be cast into the form
e h n b j B e h n a j A u n , n ≥ 0 , u 0 given , yielding numerical approximations u n+1 ≈ u(t n+1 ) = u(t n + h n ) at certain time grid points.
For nonlinear Schrödinger equations such as the Gross-Pitaevskii equation describing the order parameter of a Bose-Einstein condensate (with ε = 1 in (1.1) and additional nonlinearity ϑ |ψ(x,t)| 2 ψ(x,t) for some ϑ ∈ R), numerical comparisons given in [2, 5, 7, 24] , e.g., show that higher-order splitting schemes are superior to standard integrators when low tolerances are required or a long-term integration is carried out. These numerical observations are also confirmed by theoretical investigations.
For instance, for an exponential operator splitting method of (classical) order p, applied to a linear evolutionary Schrödinger equation involving a sufficiently regular bounded potential, the local error expansion exploited in [18, 26] leads to a global error estimate of the form
It is also considered possible to extend the techniques used in [13, 18, 19, 22, 26] to establish estimates for splitting methods of arbitrarily high order applied to nonlinear problems.
Unfortunately, for small parameter values 0 < ε << 1, the above mentioned approach is not appropriate to provide optimal bounds with respect to ε . For instance, for the second-order Strang splitting, the local error u 1 − u(h 0 ) (assuming u 0 = u(0)) comprises terms such as
Contrary to this relation, numerical simulations given in [3] indicate a less restrictive dependence of the local error on the critical parameter 0 < ε << 1, namely u 1 − u(h 0 ) = O h 3 0 /ε . Thus, the techniques exploited in the present work are needed for a better theoretical understanding of the convergence behaviour of higher-order splitting methods and the dependence of the admissible temporal stepsize on ε .
The structure of this work is as follows. In Section 2, we state the abstract evolutionary problem and specify the considered exponential operator splitting methods. Section 3 is devoted to the derivation of an appropriate local error representation involving multiple integrals of functions that comprise iterated commutators. From this representation and further Taylor series expansions of the integrands, as a secondary result, the (classical) order conditions are retained in Section 4. In our presentation, to illustrate the general mechanism, we focus on three example methods, namely, the first-order Lie-Trotter splitting, the second-order symmetric Lie-Trotter splitting, often refered to as Strang splitting, and a fourth-order splitting scheme involving four compositions which was proposed by Yoshida, see also [14, 21, 25, 27] . Theoretical and numerical illustrations of linear Schrödinger equations in the semiclassical regime, under periodic boundary conditions and involving a sufficiently regular bounded potential, are finally given in Section 5.
The investigation of our local error representation for nonlinear problems within a particular scope of applications is the subject of future studies.
Splitting methods for evolutionary problems
In view of a local error analysis of high-order exponential operator splitting methods for Schrödinger equations such as (1.1), it is convenient to employ an abstract formulation of the partial differential equation as an ordinary differential equation on a function space; we refer to [13, 18, 22, 26] and the references given therein for details on evolutionary Schrödinger equations.
We remark that our abstract setting also permits to incorporate initial-boundary value problems of parabolic type by utilising the framework of sectorial operators and analytic semigroups [16, 20, 23] , see also [9] . However, carefulness is demanded with high-order schemes comprising negative method coefficients. Instead, higher-order methods involving complex coefficients can be used, see the recent works [8, 15] ; we note that splitting methods with complex times are also included in our approach.
In the following, we tacitly require the arising unbounded operators and compositions thereof to be defined on suitably chosen subsets of the underlying Banach space so that all expressions remain well-defined on these domains.
Evolutionary problems
Henceforth, we consider linear initial value problems of the form (1.2) with (unbounded) linear operators A : D(A) ⊂ X → X and B : D(B) ⊂ X → X defined on suitable chosen subspaces of the underlying Banach space X. We tacitly suppose D(A) ∩ D(B) to be a non-empty set. The exact solution of the evolutionary problem (1.2) is (formally) given by
In regard to the time-dependent Schrödinger equation (1.1), we are primarily interested in the case where
Laplacian and B acts as a (bounded) multiplication operator on L 2 (Ω ) for a domain Ω ⊂ R d , see also [18, 22, 26] .
High-order splitting methods
For the time-integration of (1.2), we apply an exponential operator splitting method of (classical) order p ≥ 1; henceforth, we employ the following general form that includes various methods proposed in literature, see also [14, 21] . For a sequence of time grid points 0 = t 0 < t 1 < · · · < t N , the associated time stepsizes are given by h n = t n+1 − t n for 0 ≤ n ≤ N − 1. Starting from an initial value u 0 ≈ u(0), numerical approximations u n+1 to the exact solution values u(t n+1 ) are determined through the recurrence relation
involving (real or complex) method coefficients (a j , b j ) s j=1 ; we tacitly assume the above procedure to be well-defined on a certain domain. Employing the abbreviations
the exponential operator splitting method rewrites as
here, the product is defined downwards, see also (2.7). Details on the numerical realisation of splitting methods for Schrödinger equations by using pseudo-spectral space discretisations are given in [7, 13, 18] , see also the references given therein.
Low-order example methods that can be cast in the form (2.2) are the first-order Lie-Trotter splitting, where p = 1 and
respectively, and the widely used second-order Strang splitting, where p = 2 and
respectively. Throughout, we focus on the Lie-Trotter splitting method (2.3a); the corresponding results for (2.3b) are obtained by exchanging the roles of A and B.
Higher-order example methods proposed in literature are reviewed in [14, 21] , see also [8, 15] . As an illustration, we consider a fourth-order method by Yoshida [14, p. 40, Formula (4.4)] with real coefficients
Compared to other fourth-order schemes with improved accuracy and efficiency, see [6] , e.g., the above scheme comprises four compositions only; thus, for (2.5) it is less involved to carry out the local error expansion of Theorem 1 by hand, obtaining expressions of a reasonable length, see also Section 4.
Auxiliary results
For the subsequent sections, it it convenient to employ the following auxiliary notations and results. Let I denote the identity operator and (L j ) j a family of (linear) operators. Important tools in our local error representation are iterated commutators, defined by recurrence through
that is, the product of operators is defined downwards.
For an initial value problem of the form
involving a linear operator L and a time-dependent function f , the exact solution can (formally) be represented by the variation-of-constants formula
Here, we employ the abbreviation E L (t) = e tL , t ≥ 0. Making use of the fact that the
where
an application of the relations in (2.9a) further gives
We note that the operator I ± (L 1 , L 2 ) is linear with respect to the second argument L 2 .
Let g denote a function that depends on the variable τ = (τ 1 , τ 2 , . . . , τ m ) ∈ R m . A Taylor series expansion about τ = 0 yields
here, ∂ j τ g denotes the j-th derivative of g acting as a multi-linear form on elements in R j×m .
Throughout, we tacitly suppose that the considered splitting scheme (2.2) fulfills the first-order conditions
For 1 ≤ j ≤ s we write A j = a j A and B j = b j B for short and denote
The Sobolev space H m (Ω ) comprises all functions with partial derivatives up to or-
Detailed information on Sobolev spaces is found in the monograph [1] .
We denote by C a generic constant, possibly taking different values at different occurrences.
Local error representation
In this section, we are concerned with deriving a suitable representation for the local error of an exponential splitting method of the general form (2.2). For this purpose, we interpret the splitting operator S as exact solution of an initial value problem; rewriting the right-hand side of the differential equation as (A + B) S + R and employing the variation-of-constants formula to represent S yields a relation for the defect operator
that involves the exact solution operator E of the evolution equation (1.2) and the remainder R. In a recursive procedure, the operator R is then manipulated further. For a single term S j in the splitting operator it holds S j = S j A j + B j S j , see (2.2); consequently, the time derivative of S equals
We rewrite S as (A + B) S + R and make use of the fact that S (0) = I ; this yields the following initial value problem for the splitting operator
where the operator R is given through
An application of the variation-of-constants formula (2.8) implies
we therefore obtain the following relation for the defect operator
see (2.1) and (3.1). Next, we rewrite the operator R given by (3.2) as R = S s σ +1 T S σ 1 , where σ = s/2 if s is even and σ = (s + 1)/2 otherwise; this is done in in such a way that the (classical) order conditions of the splitting method (2.2) can be obtained by a straightforward expansion of T . We recall the validity of the first-order conditions (2.11) and that by definition B 0 = 0 ; a simple calculation yields the relation
, see (2.6) for the definition of the first commutator. Applying the telescopic identity
, interchanging the order of summation, and using that
see also (2.12). We first consider R k for indices 1 ≤ k ≤ σ ; applying the relations in (2.9) that involve I + , we obtain
For indices k = σ and k = σ + 1, the term R k already has the desired form; otherwise, for 1 ≤ k ≤ σ − 1 and σ + 2 ≤ k ≤ s, respectively, we repeatedly apply the identities
that follow from (2.9) for arbitrary operators C and D. Altogether, we finally obtain the following representation of the defect operator. We recall the tacit requirement that the arising unbounded operators are well-defined on suitably chosen domains.
Theorem 1 (Local error representation)
The defect operator L = S − E of the exponential operator splitting method (2.2) possesses the integral representation
Here, the quantities C σ − j, j and D σ +1+ j, j are given by recurrence through
see (2.9) for the definition of I ± .
For the Lie-Trotter splitting (2.3a) the above result yields
On the other hand, for the Strang splitting method (2.4), we obtain
recall that c 2 = a 1 + a 2 = 1. For a higher-order scheme, the local error representation of Theorem 1 is investigated in Section 4; applications to linear Schrödinger equations in the semi-classical regime are the contents of Section 5.
Local error expansion and order conditions
Henceforth, we restrict ourselves to the consideration of an exponential operator splitting method (2.2) of order four involving four compositions, that is, we set p = s = 4; furthermore, the first-order Lie-Trotter splitting and the second-order Strang splitting are retained as special cases.
Expansion of the defect operator
In the present situation, the afore deduced representation of the defect operator yields R = S 4 S 3 T S 2 S 1 ; recalling that I ± is linear with respect to the second argument and that the first order condition (2.11) implies c 4 = 1, a brief calculation shows that T = T 1 + T 2 + T 3 + T 4 comprises the following terms
see also Theorem 1 and (2.12).
We next expand T with respect to t by means of the auxiliary result (2.10); the (classical) order conditions are then retained from the requirement that all terms in T involving t q , 1 ≤ q ≤ p − 1, should vanish.
At first, we consider multiple compositions of I ± . For a family of linear operators (L j ) j , we henceforth let
moreover, we employ the standard vector notation τ = (τ 1 , τ 2 , . . . , τ m ) ∈ R m and dτ = dτ 1 
and J = p − 2 = 2 in (2.10), and integrating with respect to τ = τ 1 ∈ [0,t] implies
Inserting (2.9) into a term of the form
a Taylor series expansions of the integrand further yields
In a similar manner, by integrating relation (2.10) we obtain
here, δ i j denotes the Kronecker delta. A straightforward application of the defining integral relation for I ± gives 
Order conditions
We next insert the above expansions (4.2) into (4.1). For 1 ≤ q ≤ p − 1 = 3, we then collect all expressions involving t q which corresponds to the term of order q + 1 in the defect operator, see Theorem 1; thereby, we make use of the fact that the iterated commutators ad j A (B), ad j B (A), 1 ≤ j ≤ 3, and ad A ad B ad A (B) are independent. We first determine all terms in T 1 that involve t, see (4.1) and (4.2a); this yields the second-order condition
Collecting the terms in T 1 and T 2 that comprise t 2 , the third-order conditions It is notable that the order conditions (2.11) and (4.3) form a system of 8 nonlinear algebraic equations in 8 unknowns, whereas the approach used in [26] yields a system of 16 (redundant) polynomial equations. Resolving the above order conditions under the additional symmetry requirements a 1 = 0, a 4 = a 2 , b 3 = b 2 , b 4 = b 1 , we retain the fourth-order splitting scheme (2.5). The Lie-Trotter splitting method (2.3a) follows at once from the first-order condition (2.11) with s = 1; the Strang splitting scheme (2.4) is obtained from (2.11) and (4.3a) by setting s = 2, a j = b j = 0, j = 3, 4, and furthermore a 1 = 0 or b 2 = 0, respectively.
Linear Schrödinger equations in the semi-classical regime
In this section, we demonstrate the ability of our approach to provide optimal error estimates for time-splitting methods when applied to linear Schrödinger equations in the semi-classical regime; for simplicity, we restrict ourselves to a single space dimension and give the theoretical details for the first-order Lie-Trotter splitting method and the second-order Strang splitting method only.
Error estimates
In the following, we consider the time-dependent Schrödinger equation (1.1), subject to periodic boundary conditions on a bounded interval Ω ⊂ R, with U : Ω → R a sufficiently smooth periodic function. To cast (1.1) into the abstract form (1.2) and to capture the dependence on the critical parameter, we let
By Stone's Theorem, see ENGEL AND NAGEL [11] , e.g., for any parameter value ε > 0, the (unbounded) differential operator A and the multiplication operator B generate unitary evolution operators on
are valid; moreover, the exact solution operator e t(A+B) is unitary on L 2 (Ω ).
Lie-Trotter splitting. Applying the Lie-Trotter splitting method (2.3a), which is of (classical) order one, yields approximations to the exact solution through
see also (2.2). In the present situation, our local error representation results in
see Theorem 1 and (3.5a); that is, the local error is of order two with respect to the time stepsize h n , provided that the involved evolution operators and the exact solution remain bounded in suitably chosen function spaces. More precisely, due to the fact that for (5.1)
i.e., [A, B] is a first-order differential operator with coefficients involving the first and second spatial derivatives of U, it follows
13). Employing the stability bounds (5.2), we obtain the estimate
We note that the first spatial derivative χ = ∂ x ψ of the exact solution to (1.1) fulfills the differential equation
that is, in abstract form, with v(t) = χ(·,t) we have
Consequently, by means of the variation-of-constants formula (2.8) it follows
A standard Lady Windermere's Fan argument
together with the stability bounds in (5.2) thus yields
Altogether, we obtain the following convergence result.
Theorem 2 (Global error estimate, Lie-Trotter splitting) Suppose that the potential U : Ω → R is twice differentiable with bounded derivatives and that the initial value u(0) remains bounded in H 1 (Ω ). Then, the Lie-Trotter splitting method (2.3a) applied to the time-dependent linear Schrödinger equation (1.1) fulfills the global error estimate
Especially, for classical Wentzel-Kramers-Brillouin (WKB) initial values where the quantity ε j u(0) H j remains bounded for j = 1, that is, it holds
for a constant M j > 0, see [2] , e.g., the bound
follows with maximum time step h = max{h n : 0 ≤ n ≤ N − 1} and constant C depending on M j , j = 0, 1, ∂ j x U L ∞ , j = 1, 2, and t N .
Strang splitting. For the second-order Strang splitting method (2.4), relation (3.5b) and an expansion in the lines of Section 4.1 yields
see Theorem 1; we note that in T the first order term (a 2 − a 1 ) b 1 − b 2 ad A (B) vanishes due to the validity of the order conditions (2.11) and (4.3a). In particular, we have L (h n ) u(t n ) = O h 3 n , whenever the involved quantities are bounded in suitably chosen function spaces. Extending the previous considerations for the Lie-splitting method, we obtain
see also (5.4); we indicate the dependence of the constants on the highest space derivative of U. With the help of the variation-of-constants formula (2.8) and (5.5) the estimate 10) follows; the constant C arises in the estimation by the H 2 -Sobolev norm. Consequently, by means of a Lady Windermere's Fan (5.6) argument and the stability bounds (5.2), we obtain the following result; in the present situation, a simple (but more tedious) calculation in the lines of the Lie-splitting method would yield the precise form of the involved constant.
Theorem 3 (Global error estimate, Strang splitting) Suppose that U : Ω → R is four times differentiable with bounded derivatives and that the initial value u(0) remains bounded in H 2 (Ω ). Then, the Strang splitting method (2.4) applied to the time-dependent linear Schrödinger equation (1.1) fulfills the global error estimate
, and t N .
For classical WKB initial values satisfying (5.7) for j = 1, 2, it follows
with h = max{h n : 0 ≤ n ≤ N − 1} and constant C depending on
, and t N . For small parameter values 0 < ε << 1, the above estimates (5.8) and (5.11) show that for the Strang-splitting method the stepsize restriction h sufficiently smaller than √ ε is weaker than for the first-order Lie-Trotter splitting, where time steps sufficiently smaller than ε have to be required.
Higher-order splitting. Extending the above considerations to a splitting method of (classical) order p yields the following convergence result.
Theorem 4 (Global error estimate) Assume that the exponential operator splitting method (2.2) satisfies the (classical) pth-order conditions for p ≥ 1. Suppose further that the potential U : Ω → R is 2p times differentiable with bounded derivatives and that the initial value u(0) remains bounded in H p (Ω ). Then, the splitting method applied to the time-dependent linear Schrödinger equation (1.1) fulfills the global error estimate
here, the constant C > 0 depends on ∂ j x U L ∞ , 0 ≤ j ≤ 2p, and the end time t N .
Proof As a detailed proof of Theorem 4 would involve several technicalities, we only indicate the main ingredients. From the local error representation given in Theorem 1 and a further expansion of the defect in the lines of Section 4.1, we conclude that for a splitting method of order p the local error L (h n ) u(t n ) comprises the p-th iterated commutator of (certain combinations of) A and B as well as exponentials of A and B. Note that in the present situation, the iterated commutator ad p A (B) is a differential operator of order p involving ε p−1 and as highest derivative ∂ 2p x U; on the other hand, the iterated commutator ad j B (A) vanishes for j ≥ 3. Disregarding for simplicity the precise form of the arising constants, it suffices to estimate the principal error terms. For this purpose, it is essential to extend the auxiliary bounds (5.9) and (5.10), proceeding by induction. As a consequence, for WKB initial values satisfying (5.7) for 1 ≤ j ≤ p, we obtain
, and t N . From this error estimate we conclude that higher-order exponential operator splitting methods are favourable for the time-integration of linear Schrödinger equations in the semi-classical regime, provided that the time stepsize fulfills the requirement h sufficiently smaller than p √ ε.
Numerical example
Following the numerical observations of [3, Example 3] for the Strang splitting, we next illustrate the optimality of the error estimate (5.12) with respect to the critical parameter 0 < ε << 1 for the first-order Lie-splitting method (2.3a), the second-order Strang splitting method (2.4), and the fourth-order splitting method (2.5) by Yoshida, when applied to the time-dependent linear Schrödinger equation 13) subject to periodic boundary conditions. The values of the critical parameter ε are chosen in the range 6.25 · 10 −4 to 4 · 10 −2 . The problem in discretised in space by the Fourier-spectral method with M basis functions. In order to determine the global error in the time integration, for stepsizes h ranging from 1.5625 · 10 −4 to 4 · 10 −2 , a reference solution is computed by the fourth-order Runge-Kutta-Nyström splitting method proposed in [6] with time stepsize h · 10 −1 . In Figure 5 .1, the shape of the numerical solution at the final time is illustrated for two different values of the critical parameter. In Figure 5 .2, the global temporal Table 5 .1 Dependence on the critical parameter. Global error and ratio for the Lie-splitting method (top, p = 1), the Strang-splitting method (middle, p = 2), and the splitting method by Yoshida (bottom, p = 4).
In Table 5 .1, the global temporal errors and the corresponding ratios are displayed; that is, for a fixed time stepsize h and different parameter values ε we determine the global temporal error err(ε) and the corresponding ratios ratio(ε) = log err(ε) err(ε/2) / log(2).
From the convergence bound given in Theorem 4 and the resulting global error estimate (5.12) we expect the ratios to approach the value −1. For the Strang splitting method and the splitting method by Yoshida, we set h = 4 · 10 −2 and M = 4096, whereas for the Lie-splitting method a reduced time step h/4 is required for smaller values of ε. The results in Table 5 .1 confirm the expected dependence O(1/ε) of the temporal global error on the critical parameter.
Conclusions
In this paper, we were concerned with deducing a local error representation for exponential operator splitting methods applied to evolutionary problems that involve critical parameters. To illustrate the general mechanism, we focused on the first-order Lie splitting method, the second-order Strang splitting method, and a fourth-order splitting method by Yoshida.
In particular, our analytical framework applies to Schrödinger equations in the semi-classical regime with critical parameter 0 < ε << 1. For WKB initial values it is concluded that higher-order exponential operator splitting methods are favourable under the time stepsize restriction h sufficiently smaller than p √ ε; the dependence of the global temporal error on the time stepsize and the critical parameter is confirmed in a numerical example.
