processes. This paper addresses the process improvement issues by investigating the job sequencing and buffer size optimization problems simultaneously.
Design/methodology/approach -This paper proposes a continuous process improvement implementation framework using a modified genetic algorithm and discrete event simulation to achieve multi-objective optimization. The proposed combinatorial optimization module combines the problem of job sequencing and buffer size optimization under a generic process improvement framework, where lead time and total inventory holding cost are used as two combinatorial optimization objectives. The proposed approach uses the discrete event simulation
to mimic the manufacturing environment, the constraints imposed by the real environment and the different levels of variability associated with the resources.
Findings -Compared to existing evolutionary algorithm based methods, proposed framework considers the inter-relationship between succeeding and preceding processes and the variability induced by both job sequence and buffer size problems on each other. A computational analysis shows significant improvement by applying proposed framework.
Originality/Value -Significant body of work exists in the area of continuous process improvement, discrete event simulation and genetic algorithms, a little work has been found where genetic algorithms and discrete event simulation are used together to implement continuous process improvement as an iterative approach. Also, a modified genetic algorithm addresses the job sequencing and buffer size optimization problems simultaneously by considering the interrelationships and the effect of variability due to both on each other. B u s i n e s s P r o c e s s M a n a g e m e n t J o u r n a l
Introduction
Operational problems have been augmented due to increased global competition, scarcity of resources, higher customer expectations (in terms of higher quality, low cost, reduced lead times) and pressure from the government or other regulatory bodies to reduce carbon emissions and to be more efficient in the energy usage. This has kept manufacturing organizations in the quest for continuous process improvement to reduce the waste by optimizing processes at different levels. This becomes even more important in the current high variety/low volume (HV/LV) manufacturing landscape, where customer demands are extremely volatile both in terms of quantity and variety.
There are numerous examples of process improvement approaches those have been applied to various manufacturing/service processes and product types, ranging from small parts/components (engines, tires, fabricated components, etc.) to the whole product (aircraft, coach/bus, automotive sector, service processes -hospitals, banking, educational sector and so on). (Alrashed and Kang 2017; Bastian et al. 2016; HM Government 2013; Lage and Godinho Filho, 2016; Yu and Lee, 2018) . According to Kang et al. (2013) , providing a high variety and customer focused products/services may allow organizations to stay ahead of their competitors. Traditional manufacturing approaches emphasize high production of a single commodity, which is no longer applicable since without having the sufficient variation it does not attract enough customers to increase profitability. On the other hand, HV/LV products escalate manufacturing problems at a higher rate and often problems are more complex in terms of number of variables involved and their interdependencies. Because of this, manufacturing organizations in a wide range of industries face the challenge of providing a high product variety at a very low cost. In fact, a multitude of customizable product options force the manufacturers of these products to deal with a (theoretical) product variety which exceeds several billions of models. For instance, a base model of a car can be modified according to customer requirements such as the addition of a manual or electric sunroof, air conditioning, power windows etc. (Nazarian et al. 2010 ).
Therefore, existing methods and tools are becoming obsolete due to the increased complexity of modern manufacturing systems, where most of the existing tools are not powerful enough to solve modern manufacturing problems effectively and efficiently especially in HV/LV environments. This has amplified the need for new, efficient and effective tools and techniques to cope with these problems. The objective function is derived from two key organizational objectives; lead time (LT) and total inventory holding cost (TIHC). The concept of Pareto optimality is then used to generate a final set of solutions based on the two objectives. This paper is organized as follows. Firstly, it highlights the process improvement issues, where job sequencing and buffer size optimization problems are exemplified and GA based multiobjective optimization is introduced. Secondly, problem formulation is performed, which includes the simulation model representation, job sequencing and buffer size chromosome representation, system constraints and the proposed approach. Finally, the results discussion illustrates the effectiveness of the proposed approach.
Continuous Process Improvement (CPI) Issues
CPI is one of the absolute requirements for organizations to survive in modern competitive and fast-paced business environments. These conditions require tools and techniques that can provide proactive solutions quickly in highly complex and variable environments (Taha et al. 2011; Tasan et al. 2007; Varela et al. 2003; Velumani and Tang 2017) . CPI problems are a well-known subclass of combinatorial optimization problems that exist in all areas, such as in the manufacturing, management and service industries. Researchers have addressed process improvement issues by focusing on the different attributes at the operational level, such as scheduling, sequencing, machine layout, grouping, batch size and buffer size (Kaylani and Atieh 2015; Li et al. 2016 ).
Most of the associated problems are NP-hard and are combinatorial in nature, where more than one organizational objective is associated. The only practical approaches are heuristic strategies some of the most commonly used approaches are; State Space Search, Branch and Bound, Tabu Search, Simulated Annealing and GA. There are numerous entities involved in the manufacturing environment and most of these exhibits dynamic, unpredictable and complicated relationships among them. This makes the CPI process more vulnerable to failures as the effect of improving one performance measure (PM) needs to be considered on other PMs before deciding over the solution.
In fact, high levels of variability and the interrelationship between process entities increases complexity, which makes it almost impossible to solve these problems using the traditional tools and techniques. (Xia et al. 2005) . Bertrand and Sridharan (2001) and Burdett and Kozan (2000) regard job sequencing as one of the most difficult combinatorial optimization problems since many sequences may exist in a vast search space where objective values may exist near to each other. In addition, an optimal sequence may not provide noticeable improvements because of organizational constraints. However, the optimal job sequence may help decision-makers to determine the due date assignments more accurately by obtaining the optimal lead time, which defines the total manufacturing LT to complete a customer order. According to Veral (2001) , one of the main advantages of having an optimal sequence is that knowing manufacturing LT, due dates can be set internally by scheduling software. Internally set due date reflect the constraints imposed due to the variable setup times and processing times, product mix, routings and machine failures.
From the current research perspective, the focus of job sequencing remains to decrease the effect of variability due to the variable setup time induced by the product mix, which can further assist in due date assignment and scheduling. 
Buffer Size Optimization
The buffer size optimization problem is addressed here to determine the optimal buffer locations and required buffer size to deal with high levels of variability, also known as buffer management. For instance, the buffer management mechanism was originally used in the Drum-Buffer-Rope (DBR) to improve material flow by reducing the effect of variability. In fact, the primary concern remains to guard the system against expected disruptions (i.e. Variability induced due to customer demand, product mix, processing times, setup times etc.) or/and unexpected (i.e. machine failure) disruptions (Umble and Umble 2006) . According to (Umble and Umble 2006; Riezebos et al. 2003) , buffer size optimization may assist organizations as:
(1) Decreased material flow complexity by providing the optimal buffer size at optimal locations in order to reduce the effect of variability.
(2) Provides control over LT by maintaining the appropriate buffer sizes in front of the constrained resources. This may assist in achieving maximum utilization of the constrained resource in a highly variable manufacturing environment.
(3) Improved mechanism over the Kanban system as a fixed level of inventory is maintained throughout the system, and the material is pulled by processes as required.
In HV/LV manufacturing environments buffer sizes may be used as one of the solutions to protect constrained resources against variability due to machine failure, setup, customer demand and product routing, which forms one of the objectives of the proposed approach. Also, this can be seen as a part of the process improvement methodology, as it guards the system against potential disruption by providing synchronous flow, which may have a direct impact on the manufacturing LT and TIHC.
Optimal buffer sizes need to be determined in order to control the inventory holding cost, as inventory holding cost is derived from the buffer size.
Problem Description
One of the main aspects of this paper is to highlight the use of combinatorial optimization and simulation modeling as a tool for process improvement. This may help organizations to reduce/manage the effect of variability, as the proposed approach takes 
Problem Representation Using Simulation Modeling
The method developed within this research has used Discrete Event Simulation (DES), Simul8, as a tool to represent the investigated working areas. Simul8 acts as an iterative tool with the combinatorial optimization module to find the optimum job sequence and buffer sizes by maintaining the given system constraints based on organizational objectives. Simulation modeling also enables the optimization module to quantify and validate the job sequence and buffer size population during the evolution process. There are numerous examples of DES being used to analyze and solve real-world problems.
The advantages of using simulation modeling in the process of problem-solving being exemplified in the literature and illustrating DES advantages are beyond the scope of this paper. Readers can refer to (Banks et al. 1996; Banks 1999; Kang et al. 2013; Sandanayake et al. 2008; Taha et al. 2011; Velumani and Tang 2017) for detailed information.
In this research, the simulation model represents a flow line, which consists of "Five
WorkCentre". The working area has different system constraints, such as routing, processing time, setup time, machine failure, buffer quantities and inventory holding cost associated with each buffer. Triangular distribution is used to represent different levels of variability in the simulation model. Triangular distribution allows simulation models to be represented close to the real manufacturing environment (Khalil et al. 2008) . It is important to note that some of the variables are subjected to change as the population evolves, such as buffer quantities and job sequences, due to the fact that both buffer size and job sequence form the chromosome and will evolve as the GA progresses through the different generations. On the other hand, processing time, setup time and machine failures are, according to the limits, defined by the triangular distribution within the simulation model, while inventory holding cost remains the same with respect to each buffer location throughout the evolution process. Associated simulation and modeling element attribute can be given as in Table I represents an area from engine manufacturing line for one of the collaborators and generic names are used to maintain information confidentiality. Table I . Simulation Modeling Elements Attributes
Work Type and Associated Quantities
Since job sequence is one of the problems addressed in this research paper, the simulation model includes 10 different work types having different quantities to be produced for each work type. This data will be used to represent the chromosome for the job sequencing. Table II illustrates the work types and their associated quantities with respect to (w.r.t.) the different set of experiments. 
Routings
Each work type in the simulation model follows specific routes. A route defines the machines to be visited in the given order. Along with this, the simulation model maintains the data for the cycle time and setup time for each work type on a given machine. Table III illustrates the associated routings, cycle time and setup time w.r.t. each work type. It is important to note the working of Simul8 and how to model the environment using the simulation tool is out of the scope of this paper.
Variable Definition
The notations used to describe the problem are; N The total number of generations; G The total number of Chromosomes in a generation; M The total number of WorkCentre. All jobs might not go on all machines.
There are five machines used to represent the selected working area; The i th Work Type in a given chromosome. q ୧
The quantity of i th part needs to be produced. It is important to note that q ୧ is related to the w ୧ and it must hold this relation while different chromosomes are created; ܵ ,
The k th sequence chromosome in l th generation: ܵ , ∈ ܵ; ݇ ≤ ‫ܩ‬ ܽ݊݀ ݈ ≤ ܰ;
The k 
Chromosome Representation
A universal U represents the solution space for the current problem, which consists of all the set of chromosomes representing job sequences (S) and buffer sizes (B). There is no relation between both sets (S and B) in terms of the elements they contain. However, both sets exhibit an interrelationship between them based on variability induced by customer demand and product attributes.
ሺS ∪ Bሻ ⊆ U ሺ1ሻ
Therefore, set of possible job sequences, S;
and S ୩,୪ = ራ w ୧ q ୧
୧ୀଵ ሺ2ሻ
Where, P represents the total number of work types involved. Each work type has associated quantity according to the experimental set (Table II) .
Each ܵ , should satisfy the two constraints in order to qualify as a valid job sequence;
Constraint 1: for every ܵ , , the sum of the quantities w.r.t. each part must be equal to the total number of parts to be produced (say Q) (Reference Table II :60, 2:50, 3:30, 4:40, 5:60, 6:50, 7:80, 8:50, 9 :60, 10:20}; sum of all the quantities (q ୧ ሻ should add to 500 (total quantify "Q"). Throughout the evolution process, the total number of units to be produced for the chosen scenario (Q) should remain same.
Constraint 2: When a new S ୩,୪ is created, the quantity for each work type must be the same regardless of position in the chromosome (Reference Table II ). Each work type has a one to one relation with the quantity needed. Work type and associated quantity relationship must be held in every valid chromosome regardless of their gene position within the chromosome. Some work types, however, may have the same quantity;
where,
Equations 2.2 and 2.3 must hold true in terms of the relation between work type and associated quantity and position of elements within the set of a job sequence respectively. Based on equations 2.1, 2.2 and 2.3 therefore, a valid chromosome must satisfy the following condition:
Where, Q represents the total number of parts to be produced.
Consider two job sequence chromosomes S1 and S2 for a given generation based on Experiments Set 1 (Table II) . Based on 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 B u s i n e s s P r o c e s s M a n a g e m e n t J o u r n a l S1: S ୩,୪ = ሼ1: 60, 2: 50, 3: 30, 4: 40, 5: 60, 6: 50, 7: 80, 8: 50, 9: 60, 10: 20ሽ S2: S ୩ା୧,୪ା୧ = ሼ6: 50, 3: 30, 8: 50, 5: 60, 2: 50, 1: 60, 7: 80, 4: 40, 9: 60, 10: 20ሽ (1) Equation 2.2; total number of genes in both chromosomes S1 and S2 are same i.e. 10 and work type and quantity relationship is maintained for each gene. For example, S1-Gene1 (1:60) is S2-Gene6 (1:60), etc.
(2) Equation 2.3; S1 and S2 differ based on the gene positioning within the chromosome. For instance, S1-Gene1 (1:60) and S2-Gene1 (6:50). ‫ܤܶ‬ represents total number of buffers in the simulation model (problem) It is important to note that buffer size for each buffer in a given chromosome for the current generation should be greater than zero and less than or equal to the b ୫ୟ୶ . Equation 3 can be exemplified based on Table I ; there are five buffers in the system ( Table I There are other constraints needed to be obeyed for a proposed approach to work in an effective manner, which are validated through the simulation model. For instance;
(1) Only one job can be processed at a time on one machine. For the next job to be processed on the same machine, it needs to wait for the current operation to be finished. For instance, for the (i+1) th gene in the k th chromosome in l th generation to be processed at the m th machine, the process start time should be greater than the process finish time for the i th gene for the any chromosome in the l th generation.
(2) Operation sequence needs to be followed according to the defined sequence. In the proposed approach, operation sequence is validated through the simulation entity called jobs matrix (Reference Table III ).
(3) Routing constraints should be followed i.e. some jobs can be processed on alternative machines, while the other needs to be processed on a specific machine. Each job should follow a specific route (Reference Table III ).
Combinatorial Optimization Objectives and Fitness Function
In the current research two objectives are considered i.e. LT and TIHC. From Table I, cost is calculated based on the associated holding costs with respect to each buffer.
Therefore, LT and TIHC w.r.t. each generation can be represented as follows; ‫ܶܮ‬ represents the lead time, which is equal to the simulation run time and also defines the criteria to terminate each simulation run.
‫ܥܪܫܶ‬ represents the sum of all the costs associated with the queues over the period.
If the cost associated with a queue per minute is, say, ܿ and there are ‫‬ parts in the queue at given instance, therefore, for M buffers [one buffer space per work center i.e.
M WorkCentre implies that there are M buffers]; the inventory holding cost at a given instance (CPM ୲ ሻ for all the buffers can be given as;
It is important to track the per unit inventory holding for each buffer w.r.t. time due to fact that inventory will vary for each chromosome due to different job sequence Table I. To calculate the total inventory holding cost for simulation run, inventory holding cost per instance must be added. This is achieved by adding for all instances throughout the simulation period. 
Proposed Approach
The application of GAs to real-world problems has interested many researchers (Costa et al. 2013 and 2014; Dorndorf and Pesch 1995; Guo et al. 2009; Kang et al. 2015; Khouja et al. 1998; Li et al. 2015; Niu et al. 2008; Rossi and Dinni 2007; Varela et al. 2003; Yao et al., 2012) since they seem to offer the ability to cope with the huge search spaces involved in combinatorial optimization problems. The proposed CPI approach combines the GA based combinatorial optimization and simulation modeling by addressing the job sequence and the buffer size optimization problem. As discussed earlier, the given problem is NP-complete i.e. There is no algorithm that can possibly Wang et al. (2007) and Jozefowska and Zimniak (2008) complex modified GAs are more successful and competent than the simple GAs, as modified GAs are more flexible in problem representation, genetic operators and evolution process.
GA Functionality
The optimization module utilizes crossover, mutation and inversion operators in the evolution process. The selection probability of each operator is as described in Table V. GA functionality can be summarized as;
(1) Chromosome; The GA optimization process starts with an initial population of (2) Initialization; population in GA terminology represents the collection of chromosomes and set of solutions. Before starting with the optimization process a set of initial population is needed. Generating this initial set is known as the initialization process, which is created randomly in most cases (Konak et al. 2006 ). Therefore, a random population set (job sequence and buffer size) is created (i.e. G = 20).
(3) Parent Selection; selection process defines how to choose the individuals in a population to create offspring for the next generation. The selection process can affect the evolution process because (Song and Hughes 1999); a. Selection of stronger individuals reduces the diversity, which can halt the evolution process. In order to overcome these issues, current research has adopted for fitnessproportionate selection scheme by using the concept of roulette wheel.
(4) Crossovers; after selection process parents are paired for mating. This mating process is known as crossover (Konak et al. 2006) . In this research, uniform crossover is used, where multiple crossover points are defined based on a random variable "r" for each individual pair. The main reason to adopt random uniform crossover is to increase the efficiency and solution effectiveness. At the start crossover probability is used as 70%. During the evolution process, crossover probability is obtained dynamically in the following manner; a. If population is stagnant for 3 consecutive generations, then decrease the crossover probability (by 5%) until solution quality is either improved or reduced.
b. Once diversity is again introduced (solution quality changed) then use the crossover probability as 70%.
(5) Mutation; mutation is an effective and powerful process that entails random alternation of gene/genes in selected chromosomes, typically with very low probability. The main motive behind mutation is to maintain the diversity within the population for the prevention of premature convergence of an algorithm to false peak and stagnation of evolution process (Hu and Paolo 2007; Kang et al. 2015 ).
(6) Inversion; a simple inversion method is used (only one chromosome from the population), where the whole chromosome is inverted. For example, gene "n" becomes gene "1", gene "n-1" becomes gene "2", etc. The main idea behind using inversion operation is to maintain the population diversity.
(7) Replacement Strategy; once the new population has generated, old population needs to be replaced by new generations. Current research has adopted generational replacement with elite strategy. Elitism forces GA to retain some number of individuals, which are copied as such to the next generation without any changes (Tang et al. 2002) .
(8) Evaluation; once the population has been copied to the new generation, it needs to be evaluated again to check the fitness of new solutions, i.e. calculate the 
Pareto Optimality
The proposed approach used the concept of Pareto optimality to generate the final set of solutions based on two objectives, which are same as the organizational performance measures i.e. LT and TIHC. In fact, the main aim was to find all the possible trade-off among given objectives, represented by the Pareto optimal set. Researchers have defined that the Pareto optimal solution is generated on the basis of domination rule and Pareto optimality, which can be described as ( A solution S1 is said to dominate the solution S2 if and only if;
(1) The solution S1 is no worse than S2 in all objectives and, (2) The solution S1 is strictly better than the solution S2 in at least one of the objectives.
The main motive behind saving optimal solutions from each generation is to provide better decision making. The output of the simulation model and optimization module generates the Pareto front, which consists of a set of optimal job sequences and buffer sizes based on the LT and TIHC (Equation 5).
GA Implementation
The proposed combinatorial optimization approach used a GA to develop the optimization engine, which is developed in C++ and is integrated with Simul8 ( Figure   1 ). The simulation tool here represents the manufacturing environment and the different levels of variability, such as routing, setup time, product mix, processing time and machine failures. Table IV illustrates the steps undertaken while implementing the proposed process improvement framework. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Similarly, the optimization module allows the user to control the optimal parameters, such as population size, number of generations, genetic operator control parameters and selection of optimization objectives.
Results and Discussion

Optimization Module Parameters
Table V, illustrates the parameters used to set the limit for the combinatorial optimization algorithm, which includes the GA and Simulation Model limits. Dynamic crossover and mutation rate are adapted to make sure that the population is not stagnant. This is very important as crossover allows more controlled and justified (best fit) evolution of population from a given point in the solution space. In this research, the mutation rate is dynamically increased once the population becomes stagnant to explore i.e. 4
Experimental Results
Table VI exemplifies the results collected based on the different set of experiments.
This includes the experimental results before optimization, using OptQuest and after combinatorial optimization (proposed approach). Along with this, the full factorial approach is used to compare the results of experiment 1.1, 1.2, 1.3 and 1.4.
Alongside the process variability presented in the simulation model the following parameters are used to create a different set of experiments;
(1) Total Quantity; three quantities are considered 500, 1000 and 2000 parts in total (Table II) , this will allow the effect of variability on a system to be observed based on quantity with respect to the number of part types.
(2) Batch size; three process batch sizes are used with respect to each quantity. Based on the given variability (as described above) 36 sets of experiments are generated by combining the total quantity, batch size and machine failure. This allowed testing the GA performance with respect to different levels of variability. Table VI illustrates the set of experiments and shows a significant improvement for both LT and TIHC for all the experiments against the existing system and OptQuest. OptQuest (off-the-shelf tool) provides advanced analysis capabilities by allowing simulation user to search for optimal solutions within your system. OptQuest version 7.0 was used. It doesn't support multi-objective optimization capabilities and combining two problems together.
However, it has provided a means to compare the performance of the proposed approach against one of the existing tools.
Discussion
Using the Table VI , results can be illustrated as;
(1) Experiments with machine failure have a higher impact on TIHC than LT compared with experiments without machine failure, which highlights the need for considering machine failure as one of the constraints within the proposed optimization module. As in current experiments, machine failure is used as one of the variables to generate a different set of experiments.
(2) As product quantity increases the effect of variability decreases on the LT as the proportion between the number of work types and associated quantity decreases, which can be observed by comparing LT values before and after optimization with respect to different total quantities. However, this still signifies the opportunity for process improvement as there is a noticeable difference in total product quantity of 2000 parts. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 B u s i n e s s P r o c e s s M a n a g e m e n t J o u r n a l minimize the variability induced due to setups and processing times, as well as optimal buffer sizes, allowing fewer inventories to accumulate respectively.
(4) Experiments were further extended to compare the results with the existing tools (i.e. OptQuest -off-the-shelf optimization tool for Simul8) and full factorial approach. One of the key limitations of OptQuest is the inability to provide the multi-objective optimization. This can be addressed by translating the multiple objectives to one. However, the solution might be biased towards one objective, if fixed weights are used. From Table VI , GA results are closer to OptQuest in most of the cases and in some cases, it has performed better than the OptQuest. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 B u s i n e s s P r o c e s s M a n a g e m e n t J o u r n a l (6) The time taken by the full factorial is significantly higher than the GA (80 -92 minutes per experiment), which won't be acceptable in real life scenario. On the other hand, OptQuest is much quicker than GA solution (17 -43 minutes per experiment). This is due to the close integration between the OptQuest and Simul8 as OptQuest. 
Discussion and Conclusion
Current research is based on the Lean philosophy derived from the Toyota production system, which defines the scope of this paper by taking forward the concept of CPI. The GA based integrated approach exemplified in this paper is a part of the Lean problemsolving tool developed during the project. One of the aims of the Lean philosophy remains in targeting manufacturing system problems to reduce waste throughout the system. Therefore, the proposed approach combines the job sequence and buffer size problem in order to cope with high levels of internal and external environmental variability as a part of continuous process improvement. In fact, the process improvement can also be related to the improved decision-making process by finding (1) System acts as a pull system since a job is only released into the system based on the available capacity. This allows taking control over the variable interarrival times.
(2) Optimal buffer sizes limit the number of jobs available any time in the system at any instance of time, as a higher number of jobs can lead towards a higher inventory holding cost and a lower number can leave the system without any job for a given instance i.e. Increased lead times. This becomes even more important having a constrained resource in the system, since having an inadequate number of jobs can lead to wasting the capacity at the constrained resource. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Otherwise, the solution developed using above approach may not be valid in real-world. implementation exemplifies the applicability of the proposed methodology directly for both manufacturing and service industry subjected to the constraints identified in section 3.1. The main applications of the proposed approach are; LT and TIHC cost reduction in highly variable environments (Section 3), internal due date assignment based on optimal LT, improved material flow based on optimal buffer size, reaction to a shifting bottleneck due to changes in process parameters and synchronous flow based on reducing changeovers and optimal buffer sizes, for both the manufacturing and service industries. To take steps forward, the proposed approach will be extended to take into consideration other objectives as required according to organizational requirements and validate it with larger systems as current experiments are based on the five workstations and ten different products. Along with this, further enhancements need to be made by comparing the computational time with other meta-heuristic methods to improve the performance of the algorithm. Most significantly, it is important to note that current optimal values are subject to change, as the level of variability changes, which takes this research further by bringing in the aspect of autonomous decision making along with the optimization process to allow the system to adjust according to changes. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1. Create an initial set of the population; i.e. ܵ , and ‫ܤ‬ , ‫,݁ݎ݁‪ℎ‬ݓ‬ 0 ≤ ݇ < ‫.ܩ‬ An initial population of job sequences ܵ , and buffer sizes ‫ܤ‬ , should obey the constraints identified in equation 2.2 and 2.3 and 3 respectively.
2. Initiate the genetic parameters i.e. number of elite solutions, crossover rate, mutation rate and inversion rate as given in Table V. 3. Initiate the Pareto Optimal set (say PO). 4. Start the simulation model (Simulation model has the parameters as defined in the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
