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In this paper, we deal with an optimal control problem with infinite transfer time. 
Using methods which involve local conditional stability, we obtain necessary con- 
ditions for optimality under the assumption that the right-hand side of the state 
equation is Frechet-differentiable at every point of the optimal solution, and under 
some weak assumptions about the asymptottcal behaviour of the set of pertur- 
bations of the solution. The results are illustrated in a specific case considered by 
Pontryagain et al. ’ IYX7 Academx Pres. Inc 
The aim of this paper is to solve some mathematical difficulties which 
arise when we are concerned with optimal control problems with infinite 
horizon. This topic has also been considered by Pontryagin, et al. [ 131, 
and by Halkin [9], who studied situations without given end conditions. 
Here, the reader will find necessary conditions for optimality which apply 
when the state is prescribed to approach the origin after an infinitely long 
evolution. They are based on results applying in the finite horizon case, 
previously published by Gani in [S], where he also stated conditions for 
optimality in infinite horizon problems. These are recalled and then 
improved in the present paper. 
Our methods differ from those employed by the other authors in that we 
transform optimal control problems into problems of mathematical 
programming. This will be illustrated in Section 6 by the use of Pon- 
tryagin’s example. 
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1. PROBLEM STATEMENT 
Let J= [0, CC [ c R, E be the d-dimensional real Euclidean space, B a 
normed space and let there be given a set U together with two functions 
and 
f:JxExBxU+E 
H:B-+R. 
We wish to minimize the quantity H(p) assuming that the absolutely 
continuous function x: J-, E, the function U: J + U and the parameter 
p E B verify the following conditions: 
(i) a(t) =.f(t, 4th P, u(t)) a.e. on J, 
(ii) x(0) = 0, 
(iii) lim x(t) =0 and 
1-X 
(iv) u is an admissible control, i.e., for every (x, p) E E x B the 
function f,,: J-+ E defined by 
fu(c x,P)=f(t, X,P, u(t)) 
is locally integrable on J. 
Accordingly, we shall say that the ordered triple (AT,,, u,,, pO) is an optimal 
solution if it satisfies conditions i-iv, and if the minimum of H is attained 
at pO. 
In this paper we shall state two sets of necessary conditions for 
optimality which are gathered in theorems 1 and 2, respectively. The first 
one has already been published in reference [S]. The second one looks 
very similar to it, but it introduces two important improvements: 
(i) the assumptions made about the state equation are weaker, and 
(ii) the transversality conditions obtained are more convenient. 
2. ASSUMPTIONS 
We shall make five assumptions about the functionsfand H. 
(a) For every (x, p, U) E E x B x U the functionf is locally integrable 
on J. 
(b) There exist functions 0 E Lt,,( J) and k E L’(J) satisfying 
llf(t,x,p,u)-f(t,~,q,~)ll~~(~)ll~-~ll+~~~~ll~-~ll 
for all (t, x, y, p, q, u) E J x E2 x B* x U. 
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(c) For every f E J we have 
(i) the function ,fi,, is Frechet-differentiable at (x0(t), pO), and 
(ii) the function A: J-+ Y(E, E) defined by 
A(t) = ~..f‘(4 xo(~)~LJo> uo(t)) 
satisfies 
for all (x, y, p) E E2 x B. 
(d) Let r: J2 -+ LZ(E, E) be the absolutely continuous function 
defined by 
r(t, t) = I (the identity) for all t E J, and 
$t,s)=A(r)r(l,s) a.e. on J, s E J. 
We assume that there exist c > 0 and two supplementary subspaces V and 
W of E such that we have 
(i) lim r(t,s)x=O 
i + cc 
for all x E V and s E J, 
(ii) IId& .Y) 41 d 44 for all x E V and t 3 s, and 
(iii) Ilr(f, s) xi/ 6 cllx~l forallxE Wandsat. 
We shall denote by P, and P,, the canonical projection of E on V and W, 
respectively. 
Remark. We can choose V to be of maximal dimension. 
(e) The function H satiesfies the following condition: there exists a 
sublinear function @: B + 178 such that for every d-simplex rc contained in 
B there exists a positive h, such that 
lim Hh=JjO uniformly on n, 
h1’J 
where 
Hh(p) = (WW(PO + hp) - H(po)), 
and Hh is continuous when restricted to rc, h E 10, h,]. 
Remark. Assumption (e) is a hypothesis on the Ghteau-derivative of H. 
For instance, if H is convex or if H has a Frechet-derivative, then this 
assumption is verified. 
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3. A FIRST MAXIMUM PRINCIPLE 
Let 9’ be the space of distributions over R. Furthermore, let N be the 
subset of J where 
ao(t)=f(t, x,(t),po, uo(t)). 
(Clearly, J’QV and hence N are measurable). Finally, let 0 c Nx u be 
defined by 
Q= (t,u);f.(r,~,(t),~~,~)=lim~j 
i 
rth 
hIOh I 
f(r, x,(t), po, u) dT 
Then we have the following theorem. 
THEOREM 1. If (x0, u,,p,) is an optimal solution satisfying assumptions 
(a)-(e), then there exist TE J, a E [w and a,function t,!t: [w + E, (a, $) # (0, 0), 
such that we have: 
(1) a>O, 
(2) II/ is absolutely continuous and the support of I+& is in J, 
(3) in 9’ we have 
I+&= -A*#/$ 
where the function A: R + Z(E, E) is defined by 
a,f(c x,(t), PO? u,(t)) 
A(t)= o 
i 
a.e. on J 
on]-m,O[’ 
(4) the function &?: J x U + [w defined by1 
Jffff(t, u)= ti(t).f(L xo(t),p,, u) 
satisfies 
Jf(t, u) 2 Jdf(t, uo(t)) forall(t,u)EQ, 
(5) $(T). V=O. 
(6) The function K: B -+ [w defined by 
R(P) = aH(p) + lo’ Ii/(s) .f (s, x0(s), P, uo(s)) ds 
+ s ; $(S).P,c{f( s, X,(S), P, ~ob))-fb, xo(s)>po, u,,(.~))) ds 
is Griteau-differentiable at p. and we have 
~&(Po)~P>,O for all p E B. 
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4. THE IMPROVED CASE 
ln the following, we shall state necessary conditions under somewhat 
weaker assumptions. We shall not require that the derivative 8,f has the 
restrictive properties (c) and (d), but only that there exists a function with 
these properties. More precisely, instead of (c) and (d), we make the 
following assumptions (c’) and (d’). 
(c’) For every t E J we have 
(i) the function &, is F-differentiable at (x0(f), pO) and 
(ii) there exists a function d: J-t Y(E, E) verifying 
llf’(r, .c P> U,(f)) -.f(f, 4’, P, u,(t))- .d(t)(-y -Y)ll 
6 4r)ll.y -)‘I/ for all (x, I’, p) E E’ x B. 
(d’) Let Y: J2 + 2’(E, E) be the absolutely continuous function 
defined by 
r(t, f) = I for all t E J 
and g (t, s)=d(t) r(t, s) a.e. on J, s E J. 
We assume that there exist c > 0 and two supplementary subspaces V and 
W of E such that we have 
(i) lim r(t,s)x=O forallxe VandsEJ 
I - cc 
(ii) IId4 s) x/I G cl/4 forallxE Vandt>saand 
(iii) Ilr(C ~1 XII < cll-dl forallxE Wandsat. 
The main advantage of this new version is, that d admits Yr- 
perturbations, whereas, in the old version, A was a fixed functional. 
THEOREM 2. Let (x,, uO, p,,) he an optimal solution satisfying conditions 
(a), (b), (c’), (d’) and (e). Then there exist aE R, a function $: R -E, 
(a, $) # (0, 0), and two linear functions A, E 8( V, E) and F0 E P’(B) E) such 
that we have: 
(1) a 3 0, 
(2) II/ is absolutely continuous and the support of t+b is in J, 
(3) in 9’ we have 
$= -A*$ 
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where A: R + .Y(E, E) is defined by 
A(t)= o 
i 
a,f(t, x0(t), PO, u,(t)) a.e. on J 
on]-co,O[. 
(4) The function &!: J x U + R defined by 
satisfies 
Act, u) = $(t) .f(t, x,(t), POT u) 
*qt, u) = Act, u,(t)) for all (t, 24) E Q. 
(5) A, V and V have the same dimension and we have 
IfqO) . A, v= 0. 
(6) The function K: B + R defined by 
K(p)=a~,Wpo).~-W)G(~) 
verifies 
K(p)>0 for all p E B. 
(7) For every (a, p) E V x B and ,for large T there exists a unique 
bounded and continuous solution 
of the following integral equation: 
z(t) =r(t, T) c( +s’ r(t, s) P,{(A(s)-d(s)) z(s)+ b(s).p} ds 
T  
-SW r(t,s)P,{(A(s)-~(S))z(S)+b(s).p) 4 
I 
where the function b: J+ 2’(B, E) is defined by 
b(t) = a,f(t, so(t), po, u,(t)), t E J, 
and 
(8) the operators A, and go satisfy 
nO(a) = ‘ta,O,Tt”) for all x E V 
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and 
&b(P) = i;O,,.T(O) for all p E B, 
respectively. 
5. PROOF OF THEOREM 2 
To prove the theorem we shall proceed in four steps. We first show the 
existence of fixed points for a compact operator working on the unit sphere 
of the space of continuous functions satisfying the terminal condition. This 
permits us to construct a family of absolutely continuous solutions of the 
differential equation in step two. Next, we establish some regularity con- 
ditions of this family which enable us to transform the initial problem into 
one with finite horizon. Finally, we obtain the stated necessary conditions 
for optimality by applying a previously established maximum principle to 
the modified problem. 
5.1. Fixed Points 
Let r: 5’ + Y(E, E) be the absolutely continuous function defined by 
r(t, t)=Z for all t E J 
and 
$ (t, s) = d(t) r(t, s) a.e. on J, s E J. 
In view of assumption (d’) there exist two complementary subspaces V 
and W of E and two constants c > 0 and cr 2 0 such that we have 
lIr(t, s) XII d ~llxll for all x E V and all t > s, 
lIr(4 ~)xIl 6 44 for all x E Wand all s 3 t, 
Ilr(t, s) P,lI d cl for all t 3 s 
and 
IId4 s) p, II 6 Cl for all s 2 t. 
From now on we shall assume that TE J is large enough, i.e., that we 
have 
Cl s 
1o k(s)ds+. 
T  
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Next, let 0 be the unit sphere of the normed space B, S c E the sphere 
defined by 
and %$ the space of all continuous functions z: J+ E satisfying 
lim, _ cI, z(t) = 0, normed by 
11~11 = ;ty IlZ(f)ll. 
Finally, let us define functions Kz,p,T: %$, -+ G&;,, c( E S, p E (T, T> 0 by: 
K~.p,T(-?)~,l = r(t, 7’) CI + 1: r(t, s) g,(.c z(s), PI d.y - l,’ 46 3) g,(s, =(.Y), P) ds 
for taTand 
5 
m  
=a- r(t, $1 gwb, z(s), P) ds 
T  
for t < T, where 
g,(t, z, P)’ Pt,{f(4,~“(f)+z, po+p, u,(t)) 
-f(t,xo(t),po,u,(t))-d(t,z} 
and 
gdt, z, PI = p,,. {f(c x,(t) + z, PO + P> u,(f)) 
-f(t, x,(t), POT uo(t)) -cd(t) z>, 
respectively. Then we have 
lIK,,&)ll 6 clld + ~1 (llzll + lIpI/ 1 jT-- 4.~1 ds 0nSxa 
and, in view of Lebesgue’s theorem, 
,“:“, IlK,,,,Az)~,~ II =O uniformly on every sphere of Wo. 
Moreover, the following lemma is true. 
LEMMA. For every CI E S and p E a the function Kcr,p,T is compact, trans- 
forms the unit sphere of go into itself and hence, has a fixed point z,,~,~ E go. 
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Proqj: Indeed we have 
(i) K, p T is clearly absolutely continuous on J, > 
(ii) f &,p.A=),rj = col’(f) K ?,,‘.r(-),,) +f’(r. -y,(t)+=(t), PO +p> h(f)) 
-.f’(~,.~,(t),po,uo(t))-.d(f)z(t) a.e. on [T, CG[ 
=0 a.e. on CO, T[, 
(iii) 
I; 
f K,,p,,(z~,,,~~ G Il.d(t)ll -I- 24f). 
Then, the compactness of Kl,p,T is a consequence of Ascoli’s theorem. 
5.2. A family of Solutions 
In the following we shall construct a family {x~,~,~; c1 E S,pe rcr} of 
solutions satisfying 
and 
a(t) =f(c x(tXPo +A u,(t)) a.e. on J 
lim x(t) = 0. 
,-r*r 
In view of the preceding lemma we have for all a E S and p E CJ: z,,~,~ is 
absolutely continuous on J and 
Gp,T=f(t x,(t) + z,,p.i- (th PO +P> uo(t)) -At, x,(t), PO? u,(t)) 
a.e. on [r, co[ 
=o a.e. on [0, 7J. 
Therefore, the absolutely continuous function x,,~,~: J-t E, defined by 
X l,p,T(T)=XO(T)+Z,,p,T(T) 
and 
.i .,,,r(t) =f(4 x,,,,T(t)TPo+P? u,(t)) a.e. on J 
is equal to 
X z&T(t) =x,(t) + z,,p,T(t) on [T, co[. 
Hence, we have 
lim x .,,,r(t) = 0, r-m 
which completes the construction of (x~,,,~}. 
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5.3. Regularity Conditions 
By definition of Kz,p,T and the properties of r and (c’) there exists A4 > 0 
such that 
lb 1.P. T  -x/d GMlla-PII + IIP-411) for all (x, fl, p, q) E S2 x 0’ 
Hence, for every a ES and p E cs the solution x,,~,~ is unique and satisfies 
obviously the following condition: 
So we have: 
IIX a,p,T-XOiI d”(liall + lid). 
lb ol,p,TIl d kf. (Il4l + IIPII ). 
In the following we shall linearize the problem in order to compute the 
derivative of x%,~,~ at the origin of S x (T. Let us therefore define the 
function 5&,T: go -+ VZo by 
~$&z)(~,=r(t, T) a+irr(t, s) P,.{(A(s)-.d(s)) =(.y)+h(s).p) ds 
-I’ r(T,s) P,,.{(A(s)-,d(s))z(s)+h(s).p) ds 
I 
forallaES,pE(Tandr3T 
=a- 
5 
x r( T, s) P,,.{ (A(s) - sZ(s)) Z(S) + h(s) .p> ds 
7 
for all a E S, p E D and t < T. 
For every fixed a 6 S and p E r~ this function transforms the sphere 
( llzll d 1) of V. into itself and is compact. Hence, PM,,,r has a fixed point 
i z,p,T. i.e., 
Lp,TW = -%,,TL.p,T)(t) for all t E [0, 00 [. 
so LT is absolutely continuous on [0, KI[ and we have: 
-$ i,p,r(t) = A(t) ir,p,T(t) + b(t) .p a.e. on [IT, CO[ 
=o on [0, T[. 
From the existence of M’ > 0, satisfying the following inequality 
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we deduce the uniqueness of the solution 12,,,.,, r E S, PE cr. So we have 
obviously 
Iliz.,,., II c M’j II’d + IIPII )> 
and i,,,l, I is linear and continuous in [ct,pj on Sxo. Now, let 
tx,p,, : [O, x [ + E, 2 E S, p E 0 be defined by 
(i) tx,,,,7. is absolutely continuous on [0, co[, 
(ii) l x./Lr(T) = izJJ,T(T), 
(iii) a.e. on [0, co [ 
and 
(iv) CrspT is linear in {a, p } on I/x B. 1 I 
Then. we have 
irz.,,Ar) = ix,,,r(~) for all t E [T, x [, c( E S and p E 0, 
and, hence: 
lim < ,.,.rw = 0 for all c( E V and p E B. ,--tr* 
We deduce the uniqueness of the solution <a,p,T, CI E V, p E B. 
Moreover, L.p,T is obviously the unique bounded and continuous 
solution for the following integral equation 
z(t) = r(t, T) c( + J; r(t, s) P,. {(A(s) -t&(s)) z(s) + b(s) .p)} ds 
-jX~ t-(&s) P,{(A(s)-d(s))z(s)+b(s).p} dson [0, a[ 
f 
CIE V, PE B. 
We have by Lebesgue’s theorem 
x z,p.T(f) =x.0(t) + L,,At) + o(ll4 + llpli) on [0, co[ xSxa 
and uniformly in t. 
Consequently, the following three functions 
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are well defined by 
and 
respectively. They satisfy the identity 
on [0, CC [ x S x (T and uniformly in t, where 
R: J2 + c!Z(E, E) 
is the absolutely continuous function defined by 
R(t, t)=Z 
and 
$ R(t, s) = A(t) R(t, s). 
We have obviously 
II/l,(@) - alI+ ll&A~)ll 6 3c 1; k(s) ds 0nSxcr 
and, hence, 
(i) lim A.P,=P, 
T-m 
and 
(ii) lim ~27~ = 0. 
T-s 
Therefore, for T large enough the function AT conserves the dimension 
of v. 
5.4. The tnod~fierl Prohlenl 
In view of the preceding paragraphs we now fix 5 3 T and, restricting our 
attention to the interval J, = [0, T] ,  consider the following modified 
problem of optimization: minimize the quantity H(p,+p) assuming that 
the absolutely continuous function .Y: J, + E, the function II: J, + 0’ and 
the parameters r E S, p E ~7 verify the following conditions 
(i) -t(f) =.f‘(4 x(t), p. +P, 4f)), 
(ii) x(O) = 0 
(iii) .X(T) = ET(z, tx, p) 
and 
(iv) for every (x, p) E E x r7 the function ,fU : J, x E x c defined by 
.f;(c XT PI =f(c 4 PO +p, u(t)) 
is integrable on J,. 
From the optimality of (x0, uo, po) we conclude that the minimum is 
attained when 
(i) x=.x~/~ T 
(ii) u=uOIJ, 
111) cx = 0 
and (‘” 
(iv) p=O. 
Thus (x0, ug) when restricted to J,, is an optimal solution for the 
modified problem and hence satisfies all necessary conditions, especially 
those of [S, Theorem 21 namely: 
There exist a real a, and an absolutely continuous function tir: R’ -+ E, 
(a,, $,) # (0, O), such that 
(1’) a,bO, 
(2’) the support of II/, is in J,, 
(3’) I,&, = -A*IC/, in .GZ’, where A,: [w + Y(E, E) is defined by 
A,(f) = &f(ft xo(f), PO, uo(t)) a.e. on J, 
=o on R\J,, 
(4’) the function X~:J,xE2xBxUxIW-+L% defined by 
X’“, (t, x, $, p, U, a) = aH(p, + p) + ti .,f’( t, X, p. + p, U) and the function 
A%‘~: J, x U-t R defined by ~&(t, ~)=%(t, x0(t), rl/,(t), 0, U, a,) satisfies 
X(t, u) b JK(t, uo(t)) for all (t,u)~(SZnJ,)xLl, 
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(5’) the functions K, : S x 0 -+ R defined by 
are Gateaux differentiable at (0, 0), and the quantity 
a~K,(O,O).cc+a,K,(O,O).p 
is nonnegative for all (~1, p) E V x B. As a direct consequence of 5’ we have 
(6’) $,(r).R(r, T) II,V=O and 
Finally, we transfer the terminal condition to the origin in statement 7’. 
(7’) Defining functions /i, E L?( V, E) and go E 6”(B, E) by: 
no=R(O, T)~.(P), 
80(p)=R(0, T)~~(p)-lI.R(O,.r)(h(.~).p)d.v. PE B, 
0 
respectively, we have 
6) no(a) = Lo.AO), a E K 
(ii) gob(~) = fo.,.AO) PE 4 
(iii) $,(O)./i,V=O and 
(iv) ~~,~,~(po)~p-~,(0)~“,(p)30, PEB. 
To end the proof let (a, $) be a limit point of the sequence (n a,, $,}, 
n E N, normalized by: 
nun + ll~,(O)ll = 1. 
Then it is easy to see that (a, II/) satisfies all the conditions stated in the 
theorem. 
6. PONTRYAGIN'S EXAMPLE 
The following problem stems from reference [ 13, Chap. 4, Sect. 241, 
where it has been stated but not solved. 
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Let there bc given an initial state xg. a terminal state x, and the follow- 
ing state equation: 
-&t)=,/‘(t, x(f), ~(0)a.e. on R,, u(I)E C’, 
where U is a given domain of values. The aim is to give necessary con- 
ditions for an admissible control function u*(t) to generate an optimal 
solution x*(t) of the state equation, i.e., (x*(r), u*(t)) minimizes the perfor- 
mance index 
P = ?‘n’f”(h -u(t), u(t)) dt 
among all those (x(t), u(t)), which satisfy the following four conditions: 
(i) .u( t) and U(L) are defined and .x(t) is absolutely continuous 
on R+, 
(ii) x(0) =,x0, 
(iii) lim x(/)=x,, 
, 2 -r 
(iv ) the integral p is defined. 
Clearly, this problem can not be solved by straightforward application of 
our method. Consequently, we shall adapt it to the previously prescribed 
frame. 
Therefore, take any h E L’( R + , R?), such that soa+ h(s) ds = 1. For every 
u(z) and the corresponding trajectory x(t) satisfying conditions (i)-(iv) 
define function Z by 
Z(t) = (z”(t), z(t)), ZER, 
where 
z O(t) = j”)‘“(s> x(s), 4s)) ds -p 1; h(s) ds 
and 
l-jl(h(s)ds)x,,-(j-‘h(s)ds)x,. 
0 
We see immediately, that 2 is absolutely continuous on R, and satisfies 
$(t)=jO(t,i(f)+(l -h(t))x,+b(t)x,, u(t))--p.h(t) 
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and 
where h(t) is defined by 
h(t) = j’ h(s) ds. 
0 
Now, if we define function G by 
G = (go, g), 
where go = g”( t, Z, p, U) and g = g( t, Z, p, U) are equal to 
323 
(XI -x0), 
the right-hand 
sides of the preceding two equations, respectively, then Pontryagin’s 
problem takes the following form. 
Minimize p s.t. 
Z is absolutely continuous on R + , 
dZ 
dt (t) = G(t, Z(t), P, u(t)) a.e., 
Z(o)=O, 
lim Z(t) = 0, 
I + % 
where 0 is the origin of the augmented state space. 
But this is our initial problem, stated in Section 1 of the present paper 
and, hence, Theorem 2 applies! 
Note that Pontryagin’s problem leads to the particularly simple 
situation, where the objective function H is the identity. 
REFERENCES 
I. J. P. AUBIN, AND F. H. CLARKE, Shadow Prices and duahty for a class of optimal control 
problems, SIAM J. Con~ol Oprim. 17 (1979). 567-5X6. 
2. A. BENWJSSAN. E. G. HURST, B. NASLUND, “Management Applications of Modern Con- 
trol Theory,” North-Holland, Amsterdam, 1974. 
3. F. H. CLARKE, The generalized problem of Bolza, SIAM J. Control Optim. 14 (1976), 
682-699. 
4. F. H. CLARKE, The maximum principle under minimal hypotheses, SIAM J. Conrrol 
Optim. 14 (19761, 1078%1091. 
324 GANI ANI> WIESE 
5. E. A. GOI~III~G~O~. A&,) N L~VINSOI. Theory of Ordinary Differential Equation. 
McGraw Hill. New York, 1955. 
6. A. YA. DIIHOVICKII, ANII A. A. MI[.YCITN, Extremum problems in the presence of restric- 
tions, C:.S.S.R. C’onrpu~. Ma/h. cmd Moth. Phr.r. 5 ( 1965), I-80. 
7. N. GANI, Conditions nkcessaires d’optimalitk en programmation mathkmatique en 
prtsence d’une inlinitk de contraintes unilattrales et application g la thCorie de la com- 
mande optimale, Revue Cerhedec 51 (1977), 43-84. 
8. N. GAVI. Thkorie de la commande optimale en temps prescrit, Rerun Cethedec 64 (1980). 
13-43. 
9. H. HALKIK Necessary conditions for optimal control problems with infinite horizons, 
Economerrica 42 (1974), 267-272. 
IO. J. B. HIRIART-URRUTY, Conditions ntcessaires d’optimalitt: en programmation non dif- 
firentiable. C. R. Ami. Sci. Pm% Sk A 283 (1976), 843-845. 
II. J. L. KELLEY, AND 1. NAMIOKA, “Linear Topological Spaces” Van Nostrand, Princeton, 
N. J., 1963. 
12. CL. MEYER, “Outils Topologiques et Mktriques de I’Analyse Mathkmatique,” C.D.U. 
13. L. S. POVTRYAGIN et ul, “The Mathematical Theory of Optimal Processes,” Wiley- 
Interscience, New York. 1962. 
14. J. T. SCHWARTZ. “Non-linear Functional Analysis,” New York Univ. Press. 1963-64. 
15. L. %.HWARTZ. ThCorie des Distributions. Hermann, Paris. 1966. 
