In this work, we give a new proof of the classification of the Lotka-Volterra and Reversible foliations, originally given by Gautier. This new proof, involves an unified technique for both cases, using the theory of foliations. In addition, we obtain a linear family of elliptical foliations with a non-invariant tangency set.
Introduction
The infinitesimal's Hilbert Problem asks for an upper bound to the number of limit cycles of a polinomial vector field of degree n, close to a polinomial vector field with first integral f . Even the case n = 2 is an open problem. In this case, there is some progress when f has elliptic curves as generic level curves (called elliptic fibrations) [5, 6, 7, 11] .
Any quadratic differential equation, for which the origin is a non-degenerated singularity of center type, can be taken to the following form We can also complexify the previous equation, to obtain
where A, B, C ∈ C.
The integrability theory of Darboux [4] made it possible to obtain necessary and sufficient conditions for the classification theorem of centers of quadratic polynomial differential systems. This was achieved primarily by Kapteyn [8, 9] and Bautin [1] .
Theorem (Kapteyn-Bautin). There are five types of quadratic systems with center:
H: z ′ = −iz + −z 2 + 2zz + Cz 2 , C ∈ C \ R, (Hamiltonian); H 1 : z ′ = −iz +z 2 , (Hamiltonian 1); Q L 3 : z ′ = −iz + z 2 + Cz 2 , C ∈ C, (generalized Lotka-Volterra); Q R 3 : z ′ = −iaz + 4z 2 + 2zz + cz 2 , a, c ∈ R, (Reversible); Q 4 : z ′ = −iz + 4z 2 + 2zz + Cz 2 , |C| = 2, C ∈ C \ R, (Codimension 4).
From Kapteyn-Bautin's theorem, we obtain the classification of quadratic vector fields with a center, namely, if the complex ODE (1) possesses a center then it must have a first integral of one of the following forms P 3 ∈ R[x, y], (Hamiltonian cases: H and H 1 );
x p y q (ax + by + c) r , p, q ∈ Z, a, b, c ∈ R, (Lotka-Volterra case:
x p (y 2 + P 2 (x)) q , q ∈ N, p ∈ Z, P 2 ∈ R 2 [x, y], (Reversible case:
P 3 (x, y) 2 P 2 (x, y) 3 , P 2 , P 3 ∈ R[x, y], (Codimensión 4 case: Q 4 ).
In [5] , Gautier provides the classification of reversible and Lotka-Volterra foliations. For this, Gautier uses two vastly different approaches. For reversible foliations he uses the genus formula for hyperelliptic curves, whereas for Lotka-Volterra foliations, he calculates the number of zeros and poles of a certain 1-form to obtain the genus of the generic fiber.
In this work, we give a different proof of the classification of the Lotka-Volterra and Reversible folations. For the Reversible case, we recover the following theorem (see Section 3, Theorem 3.6).
Theorem. Let f be defined as
f (x, y, z) = x p (y 2 + ax 2 + bxz + cz 2 ) q z p+2q , and let F be the foliation induced by df . Then F is elliptic if, and only if, after an automorphism of P 2 , it has a first integral of the form:
1. If p + 2q > 0, a = 0 and c = 0:
f (x, y, z) = (y 2 + ax 2 + bxz + cz 2 ) 2 xz 3 , f (x, y, z) = (y 2 + ax 2 + bxz + cz 2 ) 2 x 3 z 2. If p + 2q > 0, ab = 0 and c = 0:
f (x, y, z) = (y 2 + ax 2 + bxz) 2 xz 3 , f (x, y, z) = (y 2 + ax 2 + bxz) 3 x 2 z 4 , f (x, y, z) = (y 2 + ax 2 + bxz) 3 x 4 z 2 , f (x, y, z) = (y 2 + ax 2 + bxz) 3 x 5 z , f (x, y, z) = (y 2 + ax 2 + bxz) 4 x 5 z 3 , f (x, y, z) = (y 2 + ax 2 + bxz) 4 x 7 z ,
f (x, y, z) = (y 2 + bxz) 1+6u x −2+6u z 4+6u , f (x, y, z) = (y 2 + bxz) −1+6u x −4+6u z 2+6u , f (x, y, z) = (y 2 + bxz) 2+6u x −1+6u z 5+6u , f (x, y, z) = (y 2 + bxz) −2+6u x −5+6u z 1+6u , f (x, y, z) = (y 2 + bxz) 1+6u x 4+6u z −2+6u , f (x, y, z) = (y 2 + bxz) −1+6u x 3+6u z −5+6u , f (x, y, z) = (y 2 + bxz) 2+6u x 5+6u z −1+6u , f (x, y, z) = (y 2 + bxz) −2+6u x 1+6u z −5+6u , f (x, y, z) = (y 2 + bxz) 1+2u x −1+2u z 3+2u , f (x, y, z) = (y 2 + bxz) 1+2u x 3+2u z −1+2u , for any u ∈ N, 4. If p + 2q < 0 and c = 0:
f (x, y, z) = (y 2 + ax 2 + bxz + cz 2 )z 2 x 4 , f (x, y, z) = (y 2 + ax 2 + bxz + cz 2 )z x 3 ,
5.
If p + 2q < 0 and c = 0:
On the other side, for the Lotka-Volterra case, we have the following theorem (see Section 4, Theorem 4.11).
Theorem. Let f be defined as
f (x, y, z) = x p y q (ax + by + cz) r z p+q+r , and let F be the foliation induced by df . Then F is elliptic if, and only if, after an automorphism of P 2 , it has a first integral of the form:
I. ab = 0, c ∈ R and p > 0, q > 0:
The main tool of our new proofs is Theorem 2.6 due to Cerveau and Lins-Neto [3] . We use such theorem to calculate the genus of the generic fiber of a first integral of the foliation. Thus we device an unified technique which involves the theory of foliations.
We address the classification of reversible foliations in Section 3 and the classification of LotkaVolterra foliations in Section 4. We must remark that, in the latter case, we obtain additional foliations apart from the originally obtained by Gautier, namely, every foliation induced by the first integrals marked with † in the above theorem.
In Section 5, we deal with pencils of foliations (see [10] ). Theorem 5.5 [10] give us a classification of four pencils of elliptic foliations whose tangency set is invariant. In addition, Proposition 5.4 provide a characterizations of such foliations. The linear families obtained from Gautier's classification allow us to find many examples of pencils formed by foliations induced by elliptic fibrations and whose tangency set is non-invariant.
Preliminaries
Definition 2.1. An automorphism of P 2 is a map F :
x + a 12 y + a 13 z : a 21 x + a 22 y + a 23 z : a 31 x + a 32 y + a 33 z], where the matrix A = [a ij ] is non-singular. Definition 2.2. Let F be a foliation on P 2 . We say that F is reversible (respectively, LotkaVolterra), if, after an automorphism on P 2 , it possesses a first integral of the form (3), but not (2) (respectively, of the form (2), but not (3)).
We will recall some definitions about fibrations in complex compact surfaces. Let X be a compact surface and let S be a compact Riemann surface. A fibration is an holomorphic map f : X → S. A fibration is called rational (respectively, elliptic), if all but finitely many fibers have genus zero (respectively, genus one).
Let F be a foliation in P 2 and let π : P 2 → P 2 be the desingularization of F. We say that F is elliptic if it possesses a first integral F : P 2 P 1 such that F • π : P 2 → P 1 is an elliptic fibration. Our technique involves a way of calculate the genus of an irredutible curve, invariant by a foliation, using a certain multiplicity of the asociated field. Definition 2.3. Let U ⊂ C 2 , V ⊂ C be open sets, with 0 ∈ V . Let X be a vector field on U and f : U → V holomorphic. We say that C = f −1 (0) is invariant by X if df q (X(q)) = 0, ∀q ∈ C.
Proposition 2.4 ([2, Proposition 3])
. Let X be a field on the open set U ⊂ C 2 , S a one dimensional invariant submanifold, and p ∈ S an isolated singularity of X. Let α : V → U the Puiseux parametrization on a domain V ⊂ C, which contains p. Then, there exists a unique holomorphic vector field
In the previous proposition, if X 1 (t) = i≥m a i t i , with a m = 0, then m is called the multiplicity of X along S in p, and denoted as i p (X, S).
Proposition 2.5. Let F be a foliation in P 2 given, in coordinates (x, y, C 2 ) by the polynomial form ω = P dy − Qdx. Let p be a singularity of F| C 2 and B a local branch of F passing through p, and let π be a blow-up on p.
Let C be an irreducible curve on P 2 of degree m and let F be a foliation of degree n having C as a separatrix. For each singularity p of F such that p ∈ C, and each local branch B of C passing through p .
To calculate the genus of an irreducible algebraic curve we recall the following theorem due to Cerveau and Lins-Neto. Theorem 2.6 (Cerveau and Lins-Neto [3] ). Let F be a foliation of degree d in P 2 , and let C be an irreducible curve on P 2 of degree m. If C is a separatrix of F then
where X (C) is the Euler characteristic of the normalized curve of C, and C{p} is the set of local branches of C passing through p.
Classification of reversible foliations
In this section, we study foliations which have first integrals of the form
where p ∈ Z \ {0}, q ∈ N and a, b, c ∈ R, with b 2 − 4ac = 0. Moreover from now on, we will assume that gcd(p, q) = 1. Note that this implies that p + 2q = 0. Note that df induces a foliation F on P 2 given by the 1-form
By straightforward calculations, we obtain
Our analysis will depend on the values of p, p + 2q, p + q, among others. In order to simplify the cases that we are going to study, we will first reduce certain cases to others. For instance, note that applying the automorphism [x : y : z] → [z : y : x] on (5), it is enough to consider the case p < 0. We now divide our analysis in two cases: p + 2q > 0 and p + 2q < 0.
Case p + 2q > 0
In this case the first integral takes the form
And the generic fiber C is
Lets assume first that a = 0 and c = 0. 
be the generic fiber of (7) . Then C is an elliptic curve if, and only if,
Proof. Let F be the foliation induced by df . In this case
Moreover, deg(C) = 2q so, by Theorem 2.6,
where B P are the local branches of C at P . Let us calculate i(F, B P 2 ), the remaining multiplicities are analogous. Locally, in z = 1, we can write P 2 = (0, i √ c), C is given by
and F is locally defined in P 2 by
Therefore the eigenvalues associated to P 2 are 2q √ ci and −2p √ ci. Hence we have two possibilities:
, by Poincaré's normal form theorem, there exists a biholomorphism ϕ :
where λ is the natural number between − p q or − q p , and ε ∈ {0, 1}. Moreover ε = 0, since F has a first integral.
In both cases, without loss of generality, we may assume that
Since (p, q) = 1, C is the only branch passing through P 2 , hence B P 2 = C and i(F, B P 2 ) = 1.
Using the same technique, we can prove that there is only one branch of C passing through P 3 , P 6 and P 7 , such that i(F, B P i ) = 1. Replacing these values in (8), we obtain
Therefore, C is an elliptic curve if, and only if, q = 2. Since p + 2q > 0, p < 0 and gcd(p, q) = 1, we conclude that p = −1, −3.
We now assume that a = 0 and c = 0. 
be the generic fiber of (7). Then C is an elliptic curve if, and only if,
where
We now repeat the steps in the proof of Proposition 3.1. Note that deg(C) = 2q so, by Theorem 2.6,
where B P are the local branches of C at P . In the same way, we can prove that i(F, B P 6 ) = i(F, B P 7 ) = 1. Remains to calculate the multiplicity of P 2 . Let us calculate i(F, B P 2 ). In U = {z = 1}, we can write P 2 = (0, 0), C is given by
Note that P 2 is a nilpotent singularity so, to calculate the branches passing through P 2 , we need to do blow-ups. Let π 1 :Ũ → U the blow-up in P 2 , then the induced foliation
The strict transformation C ′ = π * 1 C of C will depend on the sign of p + q. We first assume that p + q ≥ 0. In this case, C ′ is given, in coordinates (u, y), by C ′ :
Blowing-up again at p ′ , using the change of coordinates u = ys, y = ru, we obtain, in coordinates (s, y), C ′′ = π * 2 C ′ : y 2p+2q (1 + ay 2 s 2 + bs) q − s −p = 0 and
In this case,
Note that the eigenvalues associated to p ′′ are −p and 2(p + q). Hence, using the same argument as in the proof of Proposition 3.1, we can assume without loss of generality, that in p ′′ , w ′′ and C ′′ respectively, take the form
independs of the change of coordinates, where B p ′′ is any branch of C ′′ . Now, we write
where m = gcd(2p + 2q, −p) = gcd(2q, −p) is the number of branches of C ′′ passing through p ′′ . Hence B p ′′ is locally parametrized by
In particular, i(F ′′ , B p ′′ ) = 1. Using Proposition 2.5, as p ′′ is a non-dicritical singularity, we have
where the last equality holds since p + q ≥ 0. Altogether, we obtain
In the same way, if B p is a branch of C, then
Replacing this information, together with the values of i(F, B P 6 ) and i(F, B P 7 ), in (9), we have
Therefore, C is an elliptic curve if, and only if, 
be the generic fiber of (7). Then C is an elliptic curve if, and only if, (p, q) takes any of the following forms
where P 2 = P 3 = [0 : 0 : 1] and P 6 = P 7 = [1 : 0 : 0], since a = c = 0. By our previous remark, we can reuse the calculations made in the proof of Proposition 3.2, to obtain
where B P are the local branches of C at P . In the same way, we can prove that i(F, B P 6 ) = i(F, B P 7 ) = 1. Remains to calculate the multiplicity of P 2 . Let us calculate i(F, B P 2 ). In U = {x = 1}, we can write P 6 = (0, 0), C is given by
and F is locally defined in P 6 by
Observe that, doing the automorphism [x : y : z] → [z : y : x] and denoting p ′ = −(p + 2q), we obtain p ′ < 0, p ′ + 2q = −p > 0 and p ′ + q = −(p + q), and we put ourselves again in the proof of Proposition 3.1, considering p ′ instead of p. Therefore,
As always, using Theorem 2.6, we obtain
We now divide our analysis in two cases. If p + q ≥ 0, C will be an elliptic curve if, and only if,
This equation gives the set of solutions
On the other hand, if p + q < 0, C will be an elliptic curve if, and only if,
whose set of solutions is
for every u ∈ N.
Case p + 2q < 0
whose degree is deg(C) = −p.
We now follow the steps of the previous case, obtaining the following table:
In conclusion, we have the following proposition. 
2. If p + 2q > 0, ab = 0 and c = 0:
for any u ∈ N,
If
5. If p + 2q < 0 and c = 0:
f (x, y, z) = (y 2 + ax 2 + bxz) 2 z x 5 .
Classification of Lotka-Volterra foliations
In this section, we study folations which have first integrals of the form
where p, q ∈ Z, r ∈ N and a, b, c ∈ R. Moreover from now on, we will assume that gcd(p, q, r) = 1.
Note that df induces a foliation F on P 2 given by the 1-form ω = (axyz(p + r) + pyz(by + cz))dx
Also note that if p = 0 or q = 0 or p + q + r = 0, then the generic fiber of f has genus zero. So, from now on, we will assume p = 0, q = 0 and p + q + r = 0. By straightforward calculations, we obtain 
and Sing(F) ∩ C = {P 2 , P 3 , P 6 }. On the other hand, if p < 0 and q > 0,
and Sing(F) ∩ C = {P 1 , P 3 , P 4 , P 6 }. We begin by simplifying the cases that we are going to study. First note that at most one value in a, b, c can be zero. Otherwise, the generic fiber of f has genus zero. Moreover, if either a = 0 or b = 0, we can interchange the variables x and z, or y and z, respectively, to obtain ab = 0. Lemma 4.1. In (15), if ab = 0 then it is enough to consider the following cases:
Proof. Assume that p < 0 and q < 0, then 1 f = z p+q+r x −p y −q (ax + by + cz) −r is also a first integral. Hence, applying the automorphism on P 2 :
we obtain p > 0 and q < 0. Furthermore, we can further reduce this case, using [x : y : z] → [y :
x : z], to the case p < 0 and q > 0. Note that both these transformations preserve the hypotheses ab = 0. Proof. We already observed that, without loss of generality, we may assume that ab = 0. Hence, by Lemma 4.1, either p > 0 and q > 0 (thus having case I) or p < 0 and q > 0. In the latter case, we now consider, separately, the following cases: 
Note that C and C ′ have the same genus, so we obtain case III.
Remark 4.4. Note that equation (17) allows us to obtain first integrals which meet c = 0, p < 0, q > 0 and p + q + r > 0 (item 4, in the proof above) from first integrals obtained after analyzing case III. More precisely, if we obtain f (x, y, z) = x p y q (by + cz) r z p+q+r as a first integral associated to an elliptic foliation in case III, with p > 0 and q > 0, then f (x, y, z) = x p−q−r y q (cx + by) r z p is also a first integral associated to an elliptic foliation, which will satisfy the conditions of item 4, above, whenever p < q + r.
In view of the previous proposition, it is enough to study, separately, the following cases:
Case I: ab = 0, c ∈ R and p > 0, q > 0: Section 4.1.
Case II: abc = 0 and p < 0, q > 0, p + q + r > 0: Section 4.2.
Case III: a = 0, bc = 0 and p > 0, q > 0: Section 4. 
be the generic fiber of (15). Then C is an elliptic curve if, and only if
Proof. Let F be the foliation induced by df , where f is as in (15). Since p > 0 and abc = 0, 
where B P are the local branches of C at P . We now calculate i(F, B P 3 ), following the arguments in the proof of Proposition 3.1. In this case, the eigenvalues associated to P 3 are aq and a(p + q + r), so there exists m = gcd(q, p + q + r) = gcd(q, p + r) local branches B j of C passing through P 3 such that i(F, B j ) = 1, for each j = 1, . . . , m.
Analogously, the eigenvalues associated to P 2 are bp and b(p + q + r) so there exist n = gcd(p, p + q + r) = gcd(p, q + r) local branches B ′ j of P 2 such that i(F, B ′ j ) = 1; and in the same way, the eigenvalues associated to P 6 are b(p+q +r) and br, and there exists l = gcd(r, p+q +r) = gcd(r, p + q) local branches B ′′ j of P 6 such that i(F, B ′′ j ) = 1. Hence
and, replacing the last equality in (19), we obtain
Therefore C is an elliptic curve if, and only if,
which is precisely (18).
Now we solve equation (18)
. For the sake of clarity, the proof of the following lemma, and also the proofs of similar lemmas in the subsequent sections, will be in Appendix A. 
where B P are the local branches of C at P . Calculating i(F, B P ) in the same way as in the proof of Proposition 4.5, we obtain that the eigenvalues associated to P 1 , P 3 , P 4 and P 6 are, respectively, {cq, −cp}, {aq, a(p + q + r)}, {br, −bp} and {ar, a(p + q + r)}. Moreover, for P 1 (respectively for P 3 , P 4 and P 6 ) there exists m = gcd(−p, q) local branches with multiplicity one (respectively, k = gcd(q, p + q + r), n = gcd(−p, r) and l = gcd(r, p + q + r)). Thus, replacing these numbers in (19), we have
The following Lemma contains the solutions of equation (21). As before, its proof is available in Appendix A. 2 3 1 1 2 2 3 2 2 2 1 4 2 4 1 1 2 3 1 3 2 3 1 4 3 4 1 4 2 3 4 3 2 3 1 6 3 6 1 1 3 4 1 4 3 4 1 6 4 6 1 6 3 4 6 4 3 provided that (−p, q, r) = 1.
Observe that the automorphism [x : y : z] → [x : ax + by + cz : z] allows us to interchange the values of q and r in (15). In the same way, the automorphism [x : y : z] → [z : y : x] allows us to interchange the values of −p and p + q + r. Therefore, from the above table we will only consider the solutions (−p, q, r) ∈ {(2, 1, 3), (1, 2, 2), (2, 1, 4), (1, 2, 3), (3, 1, 6 ), (1, 3, 4 
)}
We must remark that in [5, p. 3554 ], due to a small overlook while resolving equation (21), the author could not find the full solution set showed in the table in Lemma 4.8. 
Proof. Let F be the foliation induced by df , where f is as in (22), that is
Besides, it is straightforward to verify that
where P 2 = [0 : 1 : 0] and P 3 = [1 : 0 : 0]. Also, deg(C) = p + q + r so, by Theorem 2.6,
where B P are the local branches of C at P . It is a straightforward calculation to verify that there exist l = gcd(p, q + r) local branches of C at P 2 with multiplicity one, therefore
Locally, in U = {x = 1}, we can write P 3 = (0, 0), C is given by
Note that P 3 , the associated linear part of ω is null. Let π P 3 :Ũ → U the blow-up in P 3 , and let π * P 3
C be the strict transformation of C and π * P 3 F be the induced foliation. Then Sing π * P 3 F ∩π * P 3 C = {p 1 , p 2 }, where p 1 = (0, 0) and p 2 = (0, −c/b) are in coordinates (z, t). Moreover, in such coordinates
Therefore, there exist m = gcd(p, q) branches of π *
Proposition 2.5, there exist m branches of C in P 3 associated to p 1 such that i(F, B) = 1 + q m .
i(F, B P 2 ) = 1 + r n . Replacing in (25),
Thus, gen(C) = 1 if, and only if, p = m + n + l.
Lemma 4.10. Consider the following table.
p 0 q 0 r 0 p 0 q 0 r 0 p 0 q 0 r 0 p 0 q 0 r 0
The 3-tuple (p, q, r) ∈ N 3 , with gcd(p, q, r) = 1, is a solution of equation (23) If gen(f ) = 1 and F = G, then G is turbulent with respect to f . 
If gen(f ) ≥ 2 and F
Proposition 5.2. Let P = {F α } α∈C be a pencil on X such that F 0 have an holomorphic first integral f : X → S and every singularity of F 0 is isolated. Then gen(f ) ≥ 1. Moreover
Proof. Without loss of generality, we can assume that all singularities of F ∞ are also isolated and F 0 = F ∞ . Using Lemma 5.1, item 1, gen(f ) = 0, thus gen(f ) ≥ 1. Now take F any regular fiber of f , then
Indeed, if F is invariant by F ∞ then there exists a regular fiber
On the other hand, if F is not invariant by F ∞ then
Now assume that gen(f ) = 1 and choose any component C of ∆(P). If C is not contained on a fiber of f then C is a non-invariant component of ∆(P). Given F α with all singularities are isolated, there exists a regular fiber F , not invariant by F α , such that F ∩ C = ∅ and, in particular, Tang(F α , F ) > 0. Therefore,
which implies Tang(F α , F ) = 0, a contradiction. Thus, every component C of ∆(P) is contained on a fiber of f , hence, there exist c 1 , . . . , c k ∈ S such that
This proves 1.
On the other hand, assume gen(f ) ≥ 2 and let F be a generic regular fiber of f , not invariant by F ∞ . Hence, by (27),
The following example shows that, in Proposition 5.2, is necessary that every singularity of F 0 must be isolated. Example 5.3. Let's consider the pencil P = P(F, G) on P 2 , where F and G are defined by the polynomial 1-forms
where a, c ∈ C * are fixed constants. Then, 1. given α ∈ C,
is a first integral of F α . In addition,
The singularities A ± , C ± and D 1 are fixed singularities of F α of type (2 : 1), (2 : 3) and (1 : −3), respectively, and B ± (α) of fixed type equal to (−1 : 1). Moreover, Sing(F ∞ ) = {x = 0} ∪ {z = 0}.
3. ∆(P) = {x 2 yz 2 = 0}, where {x = 0} and {z = 0} are invariant by P, and {y = 0} is a non-invariant.
4. For any α ∈ C we have gen(F c ) = 1, where F c = H −1 α (c) and c ∈ C \ {0,
Besides H α possesses four critic fibers associated to c ∈ {0,
, ∞}.
Let q 0 = C + , without loss of generality we can assume that there exists a local system of coordinates (x, y, U 0 ), with q 0 ∈ U 0 and x(q 0 ) = y(q 0 ) = 0, such that ω = 2xdy −3ydx and η = xdx represent F 0 and F ∞ on U , respectively. Let π q 0 := π 3 •π 2 •π 1 the desingularization process of F 0 in q 0 , then f = π q 0 • H 0 is an elliptic fibration of F 0 . For the first blow-up, there exist a system of coordinates (x, t, U 1 ) such that, π * 1 (ω + αη) = x((α − t)dx + 2xdt). Similarly, for the third blow-up there exists a system of coordinates (s, w, U ) such that π * q 0 F α | U is given by s(sω + α)dω + 2αωds.
This means that there exists non-isolated singularities of π * q 0 F 0 and π * q 0 ({y = 0}) is not invariant by ∆( P), where P = π * q 0 (P). Proof. Lemma 5.2 directly implies the if part. Conversely, if gen(f ) = 1, take C any component of ∆(P). Again by lemma 5.2, there exists c ∈ S such that C ⊂ f −1 (c), in particular C is invariant by F 0 . Since F 0 possesses isolated singularities and C ⊂ ∆(P) is invariant by F 0 , we conclude that C is invariant by P.
Example 5.3 shows that in Proposition 5.4, the condition that F 0 must have non-isolated singularities is necessary. In fact, every linear family induced by Gautier's classification share the property that, if we make a sequence of blow-ups to obtain an elliptic fibration, the associated linear pencil has the property that the foliation π * (F 0 ) have an elliptic fibration but does not have isolated singularities and possesses a non-invariant curve. Moreover, this family does not belong to any of the four types given in the following theorem, due to Lins-Neto.
Theorem 5.5 ). Let P = {F α } α∈C be a pencil in X such that F 0 and F ∞ has all their singularities are reduced and have first integral f : X → S 1 and g : X → S 2 , respectively. If ∆(P) is invariant then P is bimeromorphically equivalent to four possible types in P 2 :
1. Degree two pencil, defined by
Degree three pencil, defined by
P 3 ω 2 = (−x + 2y 2 − 4x 2 y + x 4 )dy − y(−2 − 3xy + x 3 )dx, η 2 = (2y − x 2 + xy 2 )dy − (3xy − x 3 + 2y 3 )dx.
Degree four pencil, defined by
P 4 ω 3 = (x 3 − 1)xdy − (y 3 − 1)ydx, η 3 = (x 3 − 1)y 2 dy − (y 3 − 1)x 2 dx.
Degree three pencil, defined by
P ′ 3 ω 4 = (−4x + x 3 + 3xy 2 )dy − 2y(y 2 − 1)dx, η 4 = (x 2 y − y 3 )dy − 2x(y 2 − 1)dx.
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Assume that gcd(q, p+r) = q, gcd(p, q +r) = p and gcd(r, p+q) = r, then there exist α, β, γ ∈ N such that p + r = αq, q + r = βp, p + q = γr.
These equalities imply
and, since p ≤ q ≤ r , we obtain β ≥ α ≥ γ. On the other hand, combining (28) y (30), we obtain
Hence, we have two possibilities:
Therefore (β, γ) = (3, 1) or (2, 2), and these imply (α, β, γ) = (3, 3, 1) or (2, 2, 2). Analogously, if α = γ then
Together with γ ≤ β, we obtain γ = β = 2, which imply (α, β, γ) = (2, 2, 2).
Thus, from equations (28), (29) y (30), and the values (α, β, γ) obtained above, we obtain (p, q, r) = (1, 1, 2) and (1, 1, 1).
2. If β > α > γ, equation (31) implies αγβ < 2 + 3β or, equivalently, β(γα − 3) < 2. So, if γα > 3 then β must be 1, a contradiction. Hence γα ≤ 3 and, because of α > γ, γ = 1 and α = 2 or 3. However, α = 3 and γ = 1 on (31) imply β = 3, another contradiction. Then α = 2 so β = 5. Therefore (α, β, γ) = (2, 5, 1) and this implies (p, q, r) = (1, 2, 3).
We continue with the proof of Lemma 4.8 in Section 4.2. We state first the following trivial lemma.
Proof of Lemma 4.8 . It is straightforward to verify that each 3-tuple in our table is indeed a solution, thus we have the if part. We now prove the only if part. First, by doing the change p = −p, we can rewrite equation (21) as
Let (p, q, r) ∈ N 3 be a solution of (32) such that gcd(p, q, r) = 1. From now on, we denote m = gcd(p, q), n = gcd(p, r), k = gcd(q, q + r − p) and l = gcd(r, q + r − p), so we need to solve
First, let's assume that p = q, so we obtain m = gcd(q, q) = q, n = gcd(q, r), l = gcd(r, r) = r and k = gcd(q, r). Hence q + r = m + n + l + k = q + r + 2 gcd(q, r) ≥ q + r + 2, a contradiction. Therefore p = q. In a similar way, we can conclude that p = r.
Interchanging the values of q and r, we can assume without loss of generality, that q ≤ r. We divide our analysis in three main cases: p < q ≤ r, q < p < r and q ≤ r < p.
Assume that p < q ≤ r. In this case we have r − p > 0 and q − p > 0. Therefore k = gcd(q, r − p) and l = gcd(r, q − p). Observe that m ≤ p, n ≤ p, k ≤ r − p and l ≤ q − p, so, if one of these inequalities is strict, adding up all of them would give q + r = m + n + l + k < q + r, a contradiction. Thus, we have m = p = gcd(p, q), n = p = gcd(p, r), k = r − p and l = q − p. In addition, this implies that p|q and p|r, hence p| gcd(p, q, r) = 1, that is, p = 1. Therefore, p = m = n = 1, k = r − 1 = gcd(q, r − 1) and l = q − 1 = gcd(r, q − 1). This in turn, implies r − 1 ≤ q and q − 1 ≤ r, hence r − 1 ≤ q ≤ r + 1. Moreover, since q ≤ r, we cannot have q = r + 1, so q = r − 1 or q = r. If q = r − 1, then r = q + 1 and (q − 1)|(q + 1), that is (q − 1)|(q − 1 + 2). Therefore (q − 1)|2, so q = 2 or q = 3, giving us the 3-tuples (1, 2, 3) and (1, 3, 4), respectively. On the other hand, if q = r, then (q − 1)|q. Therefore q = 2 and we obtain the solution (1, 2, 2) . Now, we assume that q ≤ r < p and let p ′ = q + r − p. Then p ′ < q ≤ r. Since (p ′ , q, r) is also a solution of (32), then (p ′ , q, r) must be one of the solutions obtained in the previous paragraph, that is (p ′ , q, r) = (1, 2, 3), (1, 3, 4) or (1, 2, 2). Therefore, we obtain (p, q, r) = (4, 2, 3), (6, 3, 4) or (3, 2, 2), respectively.
Finally, let's assume that q < p < r. In this case we have r − p > 0 and p − q > 0. Therefore, k = gcd(q, r − p) and l = gcd(r, p − q). Adding up the inequalities m ≤ q, n ≤ p, l ≤ p − q and k ≤ q, we obtain q + r = m + n + l + k ≤ 2p + q, impliying r ≤ 2p. Let's suppose that p = n = gcd(p, r) and p − q = l = gcd(r, p − q). By Lemma A.1, n ≤ p 2 and l ≤ p − q 2 . We add these inequalities, together with m ≤ q and k ≤ r − p, to obtain q + r = m + n + l + k ≤ r + q 2 , a contradiction. Therefore, n = p or l = p − q. Suppose n = p. Then p = n = gcd(p, r), that is p|r. This means that there exists α ∈ N such that r = αp, so p < r = αp ≤ 2p. Therefore α = 2 and r = 2p. Since 1 = gcd(p, q, r) = gcd(p, q, 2p), we obtain m = gcd(p, q) = 1. Furthermore, k = gcd(q, r − p) = gcd(q, p) = 1 and l = gcd(r, p − q) = gcd(2p, p − q) so equation (33) becomes
The equality l = (2p, p − q) implies that l|(2q), so l|(2 gcd(p, q)) = 2, that is, l = 1 or l = 2. If l = 1, then q + r = m + n + l + k = 3 + p < 3 + r. Hence q < 3, thus q = 1 or q = 2. We discard q = 2 because, from (34), p = l = 1 < q, a contradiction since we are assuming q < p. Thus q = 1 and, again from (34), p = 2 and r = 4, obtaining the solution (p, q, r) = (2, 1, 4). On the other hand, if l = 2, equation (34) becomes q + p = 4. This implies, since q < p, that 2q < q + p = 4, so q = 1, p = 3 and r = 6, obtaining (p, q, r) = (3, 1, 6).
that is, q < 3 or, equivalently, q ≤ 2. Using this inequality in (36), we obtain 5 2 p ≤ 7 or p ≤ 14 5 < 3. Since 1 ≤ q < p < 3, we conclude that p = 2, q = 1 and n = 1. Replacing in (35), where m = gcd(p, q), n = gcd(p, r) and l = gcd(p, q + r). Thus, there exist γ, α, β ∈ N such that p = nγ, p = mβ, p = lα Replacing these equalities in our equation, we obtain αβγ = αγ + αβ + βγ.
We first take care of this equation. Let's assume that α = β. With this, equation (37) reduces to (α − 2)γ = α, that is (α − 2)|α, so α = 3 or 4. If α = β = 3 then γ = 3, so we obtain the solution (α, β, γ) = (3, 3, 3) . On the other hand, if α = β = 4 then γ = 2 so we obtain (α, β, γ) = (4, 4, 2). Note that, because of the symmetry of α, β, γ in (37), we obtain the solutions (α, β, γ) = (2, 4, 4) (4, 2, 4) if we assume β = γ or α = γ, respectively.
We now assume that α, β and γ are different. First, let's assume that α < β < γ. This in (37) implies αβγ < 3βγ, so α < 3. But if α = 1 then βγ = γ + β + βγ, a contradiction. Thus α = 2 and (37) reduces to (β − 2)γ = 2β.
This in turn implies that (β − 2)|2β, hence (β − 2)|4. Therefore β can take the values β = 6, 4, 3 implying γ = 3, 4, 6, respectively. But we discard the case β = γ = 4 and β = 6, γ = 3, since we are assuming that α < β < γ are different. Again, by the symmetry of equation (37), we obtain (α, β, γ) = (2, 3, 6), (2, 6, 3) , (3, 2, 6) , (6, 2, 3) , (3, 6, 2) , (6, 3, 2) . We now will use these solutions to obtain solutions of (23). Note that, although equation (37) is symmetric with respect to α, β and γ, we cannot freely interchange the values of p, q and r in equation (23). However, that q and r are interchangeable, which means that we can actually interchange β and γ. Now we proceed to obtain solutions of (23).
