The aim of this study is to find a generic method for generating a path of the solution of a given stochastic differential equation which is more efficient than the standard Euler-Maruyama scheme with Gaussian increments. First we characterize the asymptotic distribution of pathwise error in the Euler-Maruyama scheme with a general partition of time interval and then, show that the error is reduced by a factor (d + 2)/d when using a partition associated with the hitting times of sphere for the driving ddimensional Brownian motion. This reduction ratio is the best possible in a symmetric class of partitions. Next we show that a reduction which is close to the best possible is achieved by using the hitting time of a moving sphere which is easier to implement.
Introduction
Various stochastic phenomena have been modeled in terms of the solution X = (X 1 
, is a continuously differentiable function. The Monte Carlo simulation is a powerful and very popular approach to study such a stochastic model. The standard method for generating a path which follows the SDE is the Euler-Maruyama scheme that constructs an approximating sequence of processes X n = (X n,1 , . . . , X n,p ) as ], where π n = {π n j } is an increasing sequence of stopping times, usually chosen to be a deterministic sequence such as π n m = m/n. The variable n controls the computational effort of this construction. We naturally expect that X n → X in some sense as n → ∞. The attractive features of the Euler-Maruyama scheme include its validity under degenerate diffusion coefficients with mild regularity, intuitive construction and easy implementation. See Kloeden and Platen [11] for some elementary properties of this and other related methods.
Kurtz and Protter [12] studied the limit of the approximation error process
as n → ∞. They showed that if the sequence of (d + 1) 2 -dimensional processes
is "good" and converging to a semimartingale Z = {Z l, j } in law, then U n converges in law to U = (U 1 , . . . , U p ), the solution of
(1.5)
Since this SDE for U is affine, we may write U in a more explicit form. In particular if Z l, j , W i = 0 for all l, j, i, then 6) where Y = {Y a,b ; 1 ≤ a, b ≤ p} is the solution of
where δ a,b = 1 a=b is the Kronecker's delta. For example in the case of p = 1,
and
It is important to note that Y does not depend on π n . In consequence, the limit distribution U of U n is determined by the limit distribution Z of Z n in a linear manner. In the equidistant case π n m = m/n, as shown by Kurz and Protter [12] and Jacod and Protter [9] , we have
In particular, we have Z l, j , W i = 0 for all l, j, i. and that the distribution of U(t) is conditionally Gaussian.
In this paper we consider more general sequences of partitions {π n }. Our first main result states a central limit theorem for the error process and provides a convenient characterization of the resulting process Z. This allows us to study the efficiency of different sequences of partitions. Our second main results establishes a uniform lower bound on the expected asymptotic error U and shows that the bound is attained by partitions associated with the hitting times of a sphere for W. Note that in such a scheme both the time steps π m − π m−1 and the W increments, W π m − W π m−1 are random. The later are uniformly distributed on a sphere and in particular in the one-dimensional case take just two values. In contrast, in the equidistant case the time steps are deterministic (and equal) and all the randomness is coming from the increments of W. Newton [16] and Fukasawa [7] studied the hitting time scheme in the one-dimensional case. Cambanis and Hu [1] and Müller-Gronbach [15] gave optimality results among irregular and adaptive schemes which still use Gaussian increments. Our framework of discretisation is more general than these preceding studies. Our result is closely related to a recent work by Landon [13] , where a sequence of hitting times of ellipsoids is derived as an asymptotically optimal scheme. In this paper, we restrict schemes to be symmetric in a certain sense because, among other reasons, there is unlikely to be a realistic computational algorithm to implement asymmetric schemes. Our framework therefore excludes hitting times of ellipsoids (except spheres).
Our theoretical analysis of efficiency described above does not take into account the complexity of simulating random variables with a given distribution, which may be challenging for hitting times of spheres in higher dimensions. We argue that in practice one should look for a scheme where both the time steps and the spatial increments are random and all are easily generated together. We achieve this adapting the moving sphere approach in Deaconu and Herrmann [5] . This scheme is easier to implement and enjoys a better accuracy than the standard Gaussian scheme. In fact, it modifies the standard one only by replacing
where (1) and N m ∼ N(0, I d ) are independent iid sequences. It improves the accuracy of the Monte Carlo simulation even after taking into account a slight increase of computational time due to the one additional generation of random variable and the calculation of the exponential function each step. It also has the further advantage that both the time and W increments are bounded. This enables us to control the size of each increments of X n and deal with SDE on a bounded domain, see Milstein and Tretyakov [14] , or devise efficient pricing of path dependent options e.g. barrier options.
This paper is organised as follows. In Section 2 we present a central limit theorem for discretisation error. In Section 3 we study several examples of schemes and discuss their effectiveness. In particular, we show one of them to be attractive in terms of both error magnitude and computational costs.
Central limit theorem for the error process
Here we present a central limit theorem for the asymptotic error process U n = √ n(X n − X). Let (Ω, F , P) be a probability space. We suppose that the SDE (1.1) admits a unique strong solution X which does not explode and remains in a given open connected domain D ⊂ R p . We further assume there exists a sequence of compact sets K m with each K m being a subset of the interior of
Denote by {F s } s≥0 the augmentation of the natural filtration generated by W. A partition π = {π m } m≥0 is a sequence of increasing stopping times with π 0 = 0 and lim m→∞ π m = ∞. For a partition π, put
Note that N π τ is the number of discretisation steps required to generate a path up to a finite stopping time τ. In this section we do not take the computational difficulty to generate ∆ m π and ∆ n } is stochastic, let us first consider a simple example which is known as the adaptive scheme, see [15] . Let G be a positive continuous adapted process and define π n m by
More generally if there exist adapted processes G n and G such that
in probability, then we have
in probability as n → ∞ by a simple application of the Lenglart inequality (see e.g. Lemma A.2 in Fukasawa [7] ). The computational effort is therefore controlled by the process G. We want to consider here schemes {π n } which satisfy (2.2) and (2.3) together with a mild symmetry requirement:
for each n, m and 1 ≤ i, j ≤ d with i j, and further
in probability as n → ∞, where H n and H are some adapted processes. Note that the above conditions hold with G n = G and H n = H = 3/G if π n is given by (2.1) with a continuous adapted process G. We can treat a scheme like
as well by taking G n = G ∧ n. We now state our central limit theorem for the error process using discretisation schemes as above. Our standing assumption is that the Euler-Maruyama approximation X n is well-defined by (1.2), i.e., X n (π n m ) keeps inside the domain of f up to certain time t > 0. Fix such t > 0. The error process U n is then well-defined by (1.3) up to the time t. 
Theorem 2.1 Let {η k } be an increasing sequence of stopping times with
The proof of this result is given in Section 4. We note that the symmetry condition (2.5) is not essential and the above result could be extended to asymmetric schemes. However, we chose to concentrate on the given framework for number of reasons. First, asymmetric schemes are in general harder to implement. Second, whether or not an asymmetric scheme is superior to the standard equidistant one depends on the coefficients of the SDE (1.1) which goes against our main purpose of finding a generic method which uniformly improves on the standard method. Third, an asymmetric scheme induces an asymptotic bias and an additional source of randomness in the limit, which is not preferable from practical point of view. This bias can be corrected but the correction makes implementation more complicated. See Fukasawa [7] for related results in the one-dimensional case.
Asymptotically efficient schemes
We apply now Theorem 2.1 to compare and study different discretisation schemes. We establish a lower bound on the expected squared asymptotic error E[|U t | 2 ] and exhibit an efficient scheme which attains the bound. We start however with the usual benchmark given by the classical schemes with Gaussian increments ∆ π m W.
Gaussian schemes
Consider first {π n } defined by (2.1) with a positive continuous adapted process G. As already mentioned, (2.2), (2.3), (2.5) and (2.6) are satisfied with G n = G and H n = H = 3/G for any finite stopping time τ. By the standard theory of the Euler-Maruyama scheme (see e.g. Kloeden and Platen [11] ) if, say, G = 1, D = R p and the coefficient f is of linear growth, then
for each t > 0, which implies that sup 0≤s≤t |U n (s)| is tight. By localization argument we can easily conclude this tightness without the restriction G = 1. Then we can apply Theorem 2.1 to have 
This scheme has essentially the same structure as (2.1) and the tightness of sup 0≤s≤t |U n (s)| is verified by the same manner. The limit of U n is also given by (3.2). Both of these schemes use conditionally Gaussian increments ∆ n m W. They are relatively easy to implement and widely used in practice. The particular case G = 1 is the standard equidistant scheme. However, when the computational effort is measured by (2.4), they turn out to be inefficient in terms of asymptotic error magnitude.
Efficient scheme
By Theorem 2.1, the asymptotic error distribution depends on {π n } only via H in (2.6), while the computational effort in (2.4) does only via G. The smaller the H, the smaller the error. More precisely, for a discretisation scheme which satisfies the assumptions in Theorem 2.1 and (3.1), we have
Θ(t, s)H(s)ds
with Θ(t, s) > 0 defined purely in terms of {X s } 0≤s≤t , where we used (1.6) and the independence of W andŴ. In the following theorem we give a lower bound on H, for a given G, and exhibit a scheme which attains it. 
If G is positive and continuous on [0, t], then the sequence {π n } defined as [6] . The asymptotically efficient scheme in (3.4) in contrast corresponds to discretising the path along "Lebesgue type partition", as in Vovk [18] and Perkowski and Prömel [17] , see also Davis et al. [4] for a discussion and more general partitions.
satisfies (2.2) , (2.3), (2.5) and (2.6) for τ =η k and attains the equality in (3.3), wherê
η k = inf{s > 0 : G(s) > k or G(s) < 1/k}.
Remark 3.2 We note that the different discretisation schemes we consider mirror different pathwise constructions of the stochastic Itô integral. The equidistant scheme in (2.1) with G ≡ 1 (or other deterministic function) is akin to the approximation of stochastic integral discussed in Föllmer
Compared with the standard equidistant scheme, the error distribution for the scheme (3.4) uniformly shrinks ; denoting by U effi and U Gauss the limits of U n associated with (3.4) and (2.1) respectively, we conclude
Both (3.4) and (2.1) require the same computational effort (2.4). This refines a result for one-dimensional case given in Fukasawa [7] . To prove the lower bound (3.3), it is sufficient to establish it for processes H n and G n . Given (2.2) and (2.5), this is equivalent to
It follows that Theorem 3.1 is a direct consequence of the following lemma.
Lemma 3.3 Let a > 0 and
Q(v) = d j=1 |W j (v)| 4 .
Then min E[Q(τ)] : τ is a stopping time with
and the minimum is attained by
The proof of the Lemma is deferred to Section 4. We discuss now how to implement (3.4). Since |W| and W/|W| are independent, conditionally on F .
By a scaling property,
where N ∼ N(0, I d ) and τ 1 is defined by (3.6) with a = 1/d, which has the same law as the hitting time of 1 for the d-dimensional Bessel process starting from 0. Generating ∆ n m W is well discussed and for ∆ m π n , it suffices to develop an efficient algorithm for generating τ 1 by, say, the acceptance-rejection method. An explicit form of the distribution function of τ 1 is given by Ciesielski and Taylor [3] . The implementation effort and complexity vary with d. We do not pursue this further here. Instead, we provide an attractive alternative in the next section.
Moving sphere scheme
We adapt here the moving scheme algorithm presented by Deaconu and Herrmann [5] . The idea is to consider partitions defined by hitting times of a sphere with a radius shrinking in time. The rate at which radius shrinks is adjusted in such a way that both the time step and the spatial increment have explicit distributions which are easy to simulate numerically. Both distributions are non-trivial in the sense that they admit density on some set of positive Lebesgue measure. This is in contrast to the two extreme schemes: the classical equidistant scheme in which time steps are deterministic and the asymptotically efficient scheme of Theorem 3.1 in which the increment ∆ π m W is concentrated on a (fixed) sphere.
Let G be a positive continuous adapted process on [0, t]. We define the sequence of partitions {π n } via
where
Since ψ(a) = 0, ∆ m π n is bounded by aG n m . Although ψ(0) = 0, we can show ∆ m π n > 0 a.s. by the law of iterated logarithm. Since |W| and W/|W| are independent, conditionally on
where N ∼ N(0, I d ) and
Now we show that generating a random variable with the same distribution as τ ψ is quite easy. By Proposition 2 of Deaconu and Herrmann [5] , the density of τ ψ is given by
Remark that a method of Chen et al. [2] can be applied to prove this with a slight modification. As shown by Proposition A.1 of Deaconu and Herrmann [5] , we have then that
where Z is a random variable which follows the Gamma distribution with shape 1 + d/2 and scale 2/d. Since |N| 2 is independent of N/|N| and follows the Gamma distribution with shape d/2 and scale 2, we can use |N| 2 to generate Z as
where E is an exponentially distributed random variable with mean 1 which is independent of N. Thus we have
. Now we show that (2.2), (2.3), (2.5) and (2.6) are satisfied. Observe that
in probability for all k ≥ 2 and τ = η K . Further by the same argument as in the proof of Lemma 3.3, we have that
(3.8) Figure 1 plots the reduction ratio r(d) with efficiency bound d/(d + 2) from (3.3) in red. As is clearly seen, r(d) < 1, which means (3.7) is superior to Gaussian schemes. We can show that r(d) < d/(d + 1), which implies that the moving sphere scheme keeps the advantage even after taking into account that the proposed method requires generating one additional exponential random variable in each step.
Further from Figure 1 , we find that the reduction ratio r(d) is close to the best possible value d/(d + 2) attained by (3.4). Taking computational costs for generating increments ∆ m π n into account, (3.7) is likely to be more efficient than (3.4) for most applications.
Finally, the moving sphere scheme has an additional advantage that both the increments ∆ m π n and ∆ for all m and n. In consequence, by changing G in an adapted way, we can control the size of each increments of X n . This is necessary to deal with the SDE on a bounded domain, see Deaconu and Herrmann [5] or Milstein and Tretyakov [14] . Further, this also allows to adapt the scheme to obtain a greater accuracy of certain path information. Consider for example pricing of a barrier option -we may monitor the barrier crossing of our simulated paths with arbitrary accuracy. This would replace the Brownian bridge correction usually combined with the equidistant scheme. We note that similar consideration motivated recently Gassiat et al. [8] who used Root's barrier hitting times for a 1-dimensional Brownian motion in discretisation schemes.
Implementation and numerical experiments
For implementation purposes, note that the moving sphere scheme, or indeed the asymptotically efficient scheme in (3.4), have random time steps and we would typically overshoot the time horizon, i.e. have that π n N π n t > t. However We report now a brief numerical study. We compare the moving sphere scheme with G = 1 and the standard equidistant scheme. Consider a two dimensional SDE
with X 1 (0) = X 2 (0) = 0. The solution admits an explicit expression
We approximate the first four moments of the discretisation errors E n,1 := X n,1 (1) − X 1 (1) and E n,2 := X n,2 (1) − X 2 (1) by the Monte Carlo with 1,000,000 paths for both of the schemes. Normal random variables are generated by the Box-Müller algorithm and an exponential variable is by − log(U), where U is a uniform random variable. Uniform random variables are generated by the Mersenne Twister algorithm. The Apple Mac mini computer with 2.6 GHz Intel Core i7 took 1 minute and 28 seconds for the equidistant scheme with n = 625. For the moving sphere scheme we took n = 435 which leads to an equivalent computational time of 1 minute and 26 seconds 1 . These two are therefore almost equivalent in terms of computation time. Table 1 and 2 report the first four moments of E n,1 and E n,2 respectively.
0.00033 1.1 ×10 
4.1 ×10 
From Table 1 and 2, we confirm that the moving sphere scheme provides a better accuracy without increasing computation time.
Proofs

Proof of Theorem 2.1
Since sup 0≤s≤t |U n (s)| is tight by the assumption, for any ǫ > 0, there exists K > 0 such that lim sup
1 As described above, we follow the moving scheme algorithm until t − π m n ≥ aG n m and then we finish with 4 equidistant steps. This led to an average of 435.9 steps. 
Therefore it suffices to show
The coefficient f and its first derivatives are bounded and uniformly continuous on the compact sets K m+1 . Therefore, for v ≤ σ and
By Theorem IX.7.3 of Jacod and Shiryaev [10] , if there exists a continuous process
in probability as n → ∞ for all i, j, then V n converges F -stably in law to a conditionally Gaussian martingale V = (V 1 , . . . , V p ) with V i , V j = A i, j . We will argue below that (4.1) holds and that, using Z defined by (2.7), the limit V is written as |∆ m π n | 3 → 0 in probability, which follows from (2.6) and (4.3) by using Lemma A.2 of Fukasawa [7] . Therefore, [7] . This completes the proof.
Proof of Lemma 3.3
Proof: Let τ be a stopping time with E[τ] = a. Then W j ·∧τ are uniformly integrable martingales and so, for any t > 0 by Jensen's inequality,
Therefore for (3. 
It follows then
The equality is attained if and only if S(τ) is a constant, or equivalently, τ is given by (3.6) . This completes the proof.
