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Cette note dérit brièvement les méthodes de prévision par lissage lors de
l'analyse des séries hronologiques.
Y sont suessivement abordés, le lissage exponentiel simple, pour les séries
sans tendane et sans omposante saisonnière, le lissage de Holt, pour les séries
ave tendane et sans omposante saisonnière et le lissage de Holt etWinters,
pour les séries ave tendane et omposante linéaire.
Les méthodes sont haque fois illustrées par un exemple traité ave le logiiel
Minitab.
SUMMARY
This note briey desribes foreasting proedures for time series based on
smoothing tehniques.
The following proedures are examined : exponential smoothing for non-
seasonal time series showing no trend, Holt proedure for non-seasonal time
series with trend and Holt-Winters proedure for time series ontaining trend
and seasonal variation.
The methods are illustrated by an example proessed with Minitab software.
1. INTRODUCTION
Les méthodes de prévision par lissage sont des méthodes empiriques d'extra-
polation qui donnent aux observations un poids déroissant ave l'anienneté de
l'observation. Elles sont destinées à la prévision à ourt terme, 'est-à-dire pour
quelques intervalles de temps au-delà des dernières observations.

Professeur à la Faulté universitaire des Sienes agronomiques de Gembloux (Unité de
Statistique, Informatique et Mathématique appliquées).
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Les méthodes de lissage ne néessitent qu'un volume relativement faible de
alul et sont aratérisées par une grande simpliité de la mise à jour des pré-
visions au fur et à mesure de la disponibilité de nouvelles observations.
Il existe diérentes méthodes de lissage, haune étant adaptée à un type
partiulier de série hronologique et nous étudierons suessivement les lissages
adaptés aux séries sans tendane et sans omposante saisonnière (paragraphe 2),
aux séries ave tendane mais sans omposante saisonnière (paragraphe 3) et,
enn, aux séries ave tendane et omposante saisonnière (paragraphe 4). Nous
tirerons alors quelques onlusions (paragraphe 5).
Nous nous limitons à une présentation assez sommaire des prinipales mé-
thodes de lissage. Le leteur souhaitant approfondir le sujet trouvera des informa-
tions omplémentaires dans de nombreux ouvrages onsarés à l'étude des séries
hronologiques, parmi lesquels nous pouvons iter Chatfiled [2003℄, Gourie-
roux etMonfort [1990℄ etMelard [1990℄, ainsi que dans l'artile de synthèse
de Gardner [1985℄. Nous ne onsidérons que des séries hronologiques univa-
riées disrètes, dont les observations sont prises à des intervalles de temps égaux
ou approximativement égaux, omme, par exemple, des données annuelles ou
mensuelles.
2. SÉRIES SANS TENDANCE ET
SANS COMPOSANTE SAISONNIÈRE
Si la série à laquelle on s'intéresse ne présente ni tendane ni saisonnalité
marquées, on peut raisonnablement onsidérer que les prévisions faites au temps
t pour les temps t+1; t+2; : : : ; t+ h sont identiques. En désignant par by
t
(h) la





(2) = : : : = by
t
(h) = a(t) :
Au temps t, les prévisions sont don égales à la onstante a(t), quel que soit
l'horizon de prévision. La valeur de ette onstante est fontion de t et est remise
à jour au fur et à mesure de l'aquisition de nouvelles données.
Pour déterminer ette valeur onstante au temps t, on alule une moyenne
pondérée des observations passées, en aordant à elles-i des poids de plus en














+ : : : ;
 étant une onstante, omprise entre 0 et 1.






qui onstituent une progression géométrique et qui sont fontion de la onstante
de lissage , se situent sur une ourbe exponentielle.
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De façon strite, pour que a(t) soit réellement une moyenne pondérée des
observations du passé, il faut que la somme des w
j
soit égale à l'unité, e qui
n'est vrai que si le nombre d'observations du passé est égal à l'inni.
Aussi, l'équation est-elle généralement présentée par la formule de réurrene :
a(t) = y
t















Cette relation montre que, au temps t, la prévision peut être réalisée en
onservant en mémoire uniquement la prévision réalisée au temps t   1 pour
l'horizon 1 et la valeur .
La valeur by
t 1
(1), qui est la valeur prédite au temps t 1 pour le temps t, est
aussi appelée valeur lissée au temps t  1. Elle est égale à a(t  1) et est parfois




Pour débuter le proessus de lissage par la formule de réurrene, il faut
disposer d'une estimation initiale y
0
(1).
En pratique, on peut utiliser, par exemple, la première observation ou la









+ : : :+ y
k
)=k :
Le hoix de ette estimation préliminaire n'a que relativement peu d'inidene
sur les prévisions, du moins si t est susamment grand.
Le paramètre  permet de donner un poids plus ou moins grand aux données
réentes suivant que la série dépend surtout de elles-i ou que, au ontraire,
'est son historique qui est prépondérant. Il en résulte que si  est grand, les
réponses aux hangements de la série seront rapides. Par ontre, si  est petit,
les prévisions seront aratérisées par une grande inertie.
La valeur du paramètre  peut être xée arbitrairement ou bien être déter-















Dans ette relation, k est une onstante entière positive, dont le rle est
d'exlure éventuellement de la somme des arrés, les erreurs de prévision pour
le début de la série, ar elles-i sont fortement inuenées par la valeur initiale
by
0
(1), qui est toujours déterminée de façon quelque peu arbitraire. Cette somme
des arrés peut évidemment être remplaée par le arré moyen des erreurs de
prévision, obtenu en divisant la somme des arrés par le nombre de termes qu'elle
omporte.
3
La somme de arrés des éarts i-dessus est alulée pour diérentes valeurs
de  omprises entre 0 et 1 et variant, par exemple, par pas de 0,1. On séletionne
ensuite la valeur de  qui minimise SCE

.
Une autre solution pour l'optimisation de  repose sur l'équivalene qui existe
entre le lissage exponentiel et le modèle ARIMA(0, 1, 1) déni dans le adre des
modèles de Box et Jenkins, dont une présentation simpliée est donnée par
Palm [1987b℄. Le modèle ARIMA(0, 1, 1) est aratérisé par un paramètre,
généralement noté , qui est lié à la onstante de lissage  par la relation :
 = 1   :
L'ajustement du modèle ARIMA(0, 1, 1) à la série hronologique permet d'ob-
tenir une estimation de  et don de .
En pratique, on trouve souvent une valeur de  omprise entre 0,01 et 0,30.
Si la minimisation de la somme des arrés des éarts des erreurs de prévision à
l'horizon 1 onduit à une valeur de  prohe de l'unité, il y a lieu de soupçon-
ner l'existene d'une tendane ou d'une saisonnalité et, dans e as, il onvient
d'utiliser d'autres tehniques de lissage (paragraphes 3 et 4).
Considérons, à titre d'illustration, la série hronologique des rendements en
blé observés en Belgique de 1980 à 2005, exprimés en quintaux par hetare
1
.
Figure 1. Rendements en blé : lissage exponentiel simple ( = 0; 2).
La gure 1 donne les résultats du lissage, ainsi que les prévisions pour les
années 2006 à 2010, obtenues en xant  à 0,2, qui est la valeur par défaut
proposée par Minitab. On onstate que e lissage est inadéquat, les prévisions
à l'horizon 1 étant, de manière assez systématique, inférieures aux observations.
1. Données EUROSTAT au 23/03/06 (http://epp.eurostat.e.eu.int/).
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Cette sous-estimation s'explique par le fait que le paramètre de lissage est assez
faible alors que la série présente une tendane roissante marquée. En aordant
un poids plus important au présent et un poids plus faible au passé, 'est-à-dire en
augmentant , on doit s'attendre à des éarts plus faibles entre les observations
et les prévisions à l'horizon 1.
Figure 2. Rendements en blé : évolution du arré moyen des erreurs de prévision
en fontion de .

















en fontion de la valeur de . Cette gure a été établie en faisant varier  de 0
à 1, par pas de 0,01. On peut onstater que la valeur minimum se trouve entre
0,4 et 0,6 et que, au sein de et intervalle la valeur du paramètre MSD varie
très peu. De façon plus préise, le minimum se situe en  = 0; 51. Cette valeur
est très prohe de la valeur déduite de l'ajustement du modèle ARIMA(0, 1, 1)
qui est égale à 0,55 (gure 3). Par rapport au premier modèle (gure 1), un
poids plus faible est par onséquent attribué au passé lointain, e qui permet de
tenir ompte, du moins partiellement, de l'augmentation des rendements ave le
temps. Une meilleure prise en ompte de ette tendane peut se faire, omme
nous le verrons au paragraphe suivant, par l'utilisation d'un modèle plus adapté.
Pour e dernier lissage, la gure 4 reprend, outre les données de départ,
les valeurs lissées, les valeurs ajustées et les résidus. Ces résultats sont obtenus
en prenant omme valeur initiale a(0), une valeur résultant de l'ajustement du
modèle ARIMA(0, 1, 1), qui est égale à 50,61.
2. En anglais : Mean square deviation, MSD.
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Figure 3. Rendements en blé : lissage exponentiel simple ave détermination de
 par l'ajustement du modèle ARIMA(0, 1, 1).
On peut en déduire les valeurs lissées
3














+ (1  ) by
1
(1) = (0; 55)(52; 14) + (0; 45)(48; 55) = 50; 53 ;
et:
Il en résulte que les valeurs prédites
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= 50; 53 ;
et:
Les valeurs prédites ou ajustées sont don égales aux valeurs lissées alulées
pour l'intervalle de temps préédent.
Les résidus
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Ils orrespondent don aux erreurs de prévision à l'horizon 1.
3. En anglais : Smoothed values.
4. En anglais : Fits.
5. En anglais : residuals.
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Row ANNEE ble_RT SMOO1 FITS1 RESI1
1 1980 46.870 48.5477 50.6056 -3.7356
2 1981 52.138 50.5256 48.5477 3.5903
3 1982 58.704 55.0310 50.5256 8.1784
4 1983 52.953 53.8862 55.0310 -2.0780
5 1984 69.544 62.5119 53.8862 15.6578
6 1985 63.130 62.8524 62.5119 0.6181
7 1986 68.344 65.8777 62.8524 5.4916
8 1987 55.839 60.3475 65.8777 -10.0387
9 1988 60.065 60.1919 60.3475 -0.2825
10 1989 68.473 64.7539 60.1919 8.2811
11 1990 61.130 62.7575 64.7539 -3.6239
12 1991 67.567 65.4070 62.7575 4.8095
13 1992 65.412 65.4098 65.4070 0.0050
14 1993 71.861 68.9637 65.4098 6.4512
15 1994 70.232 69.6624 68.9637 1.2683
16 1995 72.832 71.4085 69.6624 3.1696
17 1996 90.164 81.7407 71.4085 18.7555
18 1997 79.311 80.4022 81.7407 -2.4297
19 1998 80.357 80.3773 80.4022 -0.0452
20 1999 84.449 82.6204 80.3773 4.0717
21 2000 79.178 80.7240 82.6204 -3.4424
22 2001 80.500 80.6006 80.7240 -0.2240
23 2002 82.749 81.7841 80.6006 2.1484
24 2003 84.934 83.5194 81.7841 3.1499
25 2004 89.802 86.9804 83.5194 6.2826
26 2005 82.733 84.6406 86.9804 -4.2474
Foreasts
Period Foreast Lower Upper
27 84.6406 73.1374 96.1437
28 84.6406 73.1374 96.1437
29 84.6406 73.1374 96.1437
30 84.6406 73.1374 96.1437
31 84.6406 73.1374 96.1437
Figure 4. Rendements en blé : valeurs lissées, valeurs prédites et résidus pour le
lissage exponentiel simple ( = 0; 55).
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Minitab propose trois paramètres permettant de quantier l'adéquation du
lissage :


































La raine arrée de e dernier paramètre est don analogue à un éart-type
résiduel. Pour le lissage ave  = 0; 55, et éart-type est égal à 6,5 quintaux par
hetare, MSD étant égal à 41,96 (gure 3).
La gure 4 montre que la valeur lissée orrespondant à l'année 2005 (t = 26)




= 84; 64 :
Cette valeur orrespond don aux prévisions faites au temps t = 26, pour les





(2) = : : : = by
26
(5) = 84; 64 :






MSD = 84; 64  1; 96
p
41; 96 ;
soit 71,96 et 97,32.
3. SÉRIES AVEC TENDANCE ET
SANS COMPOSANTE SAISONNIÈRE
Dans les as où la série présente une tendane et si, en outre, on peut onsi-




(h) = a(t) + b(t)h :
6. En anglais : Mean absolute perentage error, MAPE.
7. En anglais : Mean absolute deviation , MAD.
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On onsidère qu'au temps t, le niveau moyen de la série est égal à a(t) et
qu'aux environs de t, la série présente une tendane linéaire dont le oeient
angulaire est égal à b(t).








)[a(t  1) + b(t  1)℄
et b(t) = 
2
[a(t)  a(t  1)℄ + (1  
2
)b(t  1) :
La première relation montre que a(t) peut être onsidéré omme le résultat
d'un lissage exponentiel du niveau moyen de la série, ar :
a(t  1) + b(t  1) = by
t 1
(1) ;
et la seonde relation indique que b(t) est le résultat d'un lissage exponentiel du
oeient angulaire de la droite représentant la tendane. En eet, la quantité :
a(t)  a(t  1) ;
est la diérene entre les niveaux moyens de la série aux temps t et t  1 tandis
que b(t  1) est la valeur estimée du oeient angulaire au temps t  1.





Ce modèle de prévision est onnu sous le nom de modèle de Holt. Si les








= (2  ) et 
2
= =(2  ) ;
le modèle est dénommé modèle de Brown ou enore lissage exponentiel double,
ar on peut montrer que, dans e as partiulier, les paramètres a(t) et b(t)
peuvent être mis à jour en utilisant deux lissages exponentiels simples suessifs
de la série.
En eet, si y

t


























on peut montrer que :
















Comme pour le lissage exponentiel simple, il faut se donner des valeurs ini-
tiales a(0) et b(0), an de pouvoir débuter le proessus de prévision. Pour le










et b(0) peut, par exemple, être égal au oeient de régression linéaire simple
alulé sur les inq ou six premières valeurs de la série. Une autre solution,
utilisée dans le logiiel Minitab, onsiste à ajuster une régression linéaire simple
exprimant la aratéristique étudiée en fontion du temps et à prendre omme
valeurs initiales a(0) et b(0), l'ordonnée à l'origine et la pente de la droite de
régression.
Quant aux onstantes de lissage, elles sont xées a priori par l'utilisateur ou,
au ontraire, déterminées de manière à minimiser la somme des arrés des erreurs
de prévision à l'horizon 1, omme dans le as du lissage exponentiel simple. Elles
peuvent également être estimées par l'ajustement d'un modèle ARIMA(0, 2, 2).
Pour les rendements en blé, les gures 5 et 6 donnent les résultats du lissage,









= 0; 2 :
Pour démarrer le proessus de lissage, Minitab a alulé la régression linéaire
simple du rendement y en fontion de t :
y = 51; 431+ 1; 4304 t :
L'ordonnée à l'origine de ette relation orrespond au niveau moyen de la
série au temps t = 0 et la pente de la droite est une estimation de la tendane
au temps t = 0. On a don :
a(0) = 51; 43 et b(0) = 1; 43 :
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Row ANNEE ble_RT SMOO1 LEVE1 TREN1 FITS1 RESI1
1 1980 46.870 51.6632 51.6632 1.19071 52.8615 -5.9915
2 1981 52.138 52.7107 52.7107 1.16207 52.8539 -0.7159
3 1982 58.704 54.8391 54.8391 1.35532 53.8728 4.8312
4 1983 52.953 55.5461 55.5461 1.22567 56.1944 -3.2414
5 1984 69.544 59.3262 59.3262 1.73656 56.7718 12.7722
6 1985 63.130 61.4762 61.4762 1.81924 61.0628 2.0672
7 1986 68.344 64.3052 64.3052 2.02119 63.2955 5.0485
8 1987 55.839 64.2289 64.2289 1.60169 66.3264 -10.4874
9 1988 60.065 64.6775 64.6775 1.37107 65.8306 -5.7656
10 1989 68.473 66.5334 66.5334 1.46805 66.0485 2.4245
11 1990 61.130 66.6272 66.6272 1.19319 68.0015 -6.8715
12 1991 67.567 67.7697 67.7697 1.18305 67.8204 -0.2534
13 1992 65.412 68.2446 68.2446 1.04142 68.9527 -3.5407
14 1993 71.861 69.8010 69.8010 1.14442 69.2860 2.5750
15 1994 70.232 70.8028 70.8028 1.11589 70.9454 -0.7134
16 1995 72.832 72.1013 72.1013 1.15242 71.9186 0.9134
17 1996 90.164 76.6358 76.6358 1.82883 73.2537 16.9103
18 1997 79.311 78.6339 78.6339 1.86269 78.4646 0.8464
19 1998 80.357 80.4687 80.4687 1.85710 80.4966 -0.1396
20 1999 84.449 82.7504 82.7504 1.94203 82.3258 2.1232
21 2000 79.178 83.5896 83.5896 1.72145 84.6924 -5.5144
22 2001 80.500 84.3488 84.3488 1.52901 85.3110 -4.8110
23 2002 82.749 85.2521 85.2521 1.40386 85.8778 -3.1288
24 2003 84.934 86.3115 86.3115 1.33498 86.6559 -1.7219
25 2004 89.802 88.0776 88.0776 1.42120 87.6465 2.1555
26 2005 82.733 88.1457 88.1457 1.15057 89.4988 -6.7658
Foreasts
Period Foreast Lower Upper
27 89.2962 78.7115 99.881
28 90.4468 79.6415 101.252
29 91.5974 80.5546 102.640
30 92.7479 81.4518 104.044
31 93.8985 82.3341 105.463
Figure 6. Rendements en blé : valeurs lissées, niveaux moyens, valeurs de la






Au temps t = 0, la prévision à l'horizon 1 s'érit :
by
0
(1) = 51; 43 + 1; 43 = 52; 86 :








= (0; 2)(46; 87) + (0; 8)[51; 43+ 1; 43℄ = 51; 66 ;
b(1) = 
2
[a(1)  a(0)℄ + (1  
2
)b(0)
= 0; 2[51; 66  51; 43℄ + (0; 8)(1; 43) = 1; 19 ;
et la prévision à l'horizon 1 s'érit :
by
1
(1) = 51; 66 + 1; 19 = 52; 85 :
Et ainsi de suite pour t = 2; 3; : : :
Au temps t = 26, on a :
a(26) = 88; 15 et b(26) = 1; 15 :
Les prévisions à l'horizon h s'érivent :
by
26
(h) = a(26) + h b(26) ;
soit by
26
(1) = 88; 15 + 1; 15 = 89; 30 ;
by
26
(2) = 88; 15+ (2)(1; 15) = 90; 45 ;
et.
Pour l'exemple présenté i-dessus, nous avons utilisé les valeurs proposées par




= 0; 2). On peut, omme pour le lissage exponentiel
simple, reherher le ouple de valeurs qui minimise le arré moyen des erreurs





. Elle a été établie à partir des résultats des lissages




de 0 à 1, par pas de 0,1. Au total 121 ouples





Cela signie don que le meilleur ajustement est obtenu sans mise à jour du
niveau moyen et de la pente, 'est-à-dire en onsidérant que les valeurs estimées
à l'horizon 1 se trouvent sur une droite (gure 8). Cette droite est la droite
de régression ajustée à l'ensemble des observations pour la détermination des





ont été, en réalité, xées à 0,0001, le logiiel n'aeptant pas les
valeurs nulles. En termes d'éart-type résiduel, la régression linéaire onduit à




= 0; 2 à une valeur de 5,8.
Ces valeurs sont à omparer ave la valeur 6,5, obtenue pour le lissage simple
(gure 3).
Par rapport au lissage simple, la prise en ompte de la tendane, qui pour
et exemple est manifeste, améliore l'ajustement, mais ette amélioration est
toutefois limitée. Cela montre le pouvoir d'adaptation du lissage simple, lorsque
la valeur de  est susamment grande.
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Figure 7. Rendements en blé : évolution du arré moyen des erreurs de prévision










4. SÉRIES AVEC TENDANCE ET
COMPOSANTE SAISONNIÈRE
Une omposante saisonnière peut être introduite dans le modèle de Holt, qui
s'appelle alors modèle de Holt etWinters. Ainsi, pour des données mensuelles
et dans le as d'une omposante saisonnière additive, la formule de prévision
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s'érit :
by(h) = a(t) + b(t) + s(t+ h  12) :
Le troisième terme, s(t+h 12), représente la omposante saisonnière qui orres-
pond au mois t+h, mais qui a été estimée 12 intervalles de temps auparavant. En
fait, la formule i-dessus n'est valable que pour des prévisions à horizon inférieur
ou égal à un an. Si l'horizon est ompris entre un et deux ans, la omposante
saisonnière sera égale à s(t + h   24), et ainsi de suite pour des horizons plus
éloignés enore. Notons ependant que de telles prévisions, qui ne sont plus des
prévisions à ourt terme, seront le plus souvent entahées d'erreurs importantes,
les rendant inutiles en pratique.





  s(t  12)℄ + (1  
1
)[a(t  1) + b(t  1)℄
b(t) = 
2
[a(t)  a(t  1)℄ + (1  
2
)b(t  1)




  a(t)℄ + (1  
3
)s(t  12) :
Les formules de mise à jour des oeients a(t) et b(t) sont identiques aux
formules de mise à jour des oeients du modèle de Holt, à l'exeption de
la quantité y
t




  s(t  12) ;
orrespondant en fait à la valeur désaisonnalisée au temps t. Quant aux éarts
saisonniers s(t), ils sont également mis à jour par un lissage exponentiel simple,




représente l'éart saisonnier au temps t.





































Ces formules sont identiques aux formules de mise à jour du modèle additif,
sauf en e qui onerne la valeur désaisonnalisée au temps t et la omposante









En pratique, le hoix entre le modèle additif et le modèle multipliatif se fait
selon les mêmes prinipes que dans le as des méthodes de déomposition [Palm,
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1987a℄ et les formules i-dessus doivent évidemment être adaptées, si la période
du phénomène saisonnier ne omporte pas 12 données.
Comme pour les autres proédures de lissage, les modèles de Holt et Win-
ters néessitent des valeurs initiales a(0) et b(0) ainsi que les douze oeients
saisonniers s(0); s( 1); : : : ; s( 11) et, ii aussi, diverses proédures peuvent être
envisagées. Des informations à e sujet sont données, notamment, par Chat-
field et Yar [1988℄. Dans le logiiel Minitab, les valeurs initiales pour le niveau
moyen et la tendane sont obtenues par l'ajustement d'une régression linéaire
exprimant la aratéristique étudiée en fontion du temps. Les valeurs initiales
pour les oeients saisonniers sont alulées par régression multiple sur des
variables instrumentales, la variable expliquée étant la variable étudiée dont on
a éliminé l'eet de la tendane.
Quant aux onstantes de lissage, elles peuvent être xées a priori, ou, au
ontraire être alulées de manière à minimiser la somme des arrés des erreurs
de prévision à l'horizon 1.






, an de retenir
le triplet qui donne lieu à la plus faible somme des arrés des erreurs de prévision.
Mais il faut bien admettre que ette proédure est rapidement fastidieuse, le
nombre de triplets à tester devenant vite trop élevé, puisque, pour un même
nombre de n valeurs diérentes de haun de es trois paramètres, le nombre de
triplets à tester est égal à n
3
. Si on ne souhaite pas tester plusieurs triplets, et
en l'absene de toute information relative à la série, on pourra s'inspirer de la
reommandation de Chatfield et Yar [1988℄ qui proposent d'utiliser, dans es
as, les valeurs suivantes :

1
= 0; 4 ; 
2
= 0; 1 et 
3
= 0; 4 ;







= 0; 2 :
A titre d'illustration, onsidérons la série hronologique des quantités de lait




La gure 9 donne une représentation de la série et la gure 10 reprend les
résultats partiels du lissage, en onsidérant un modèle additif et en utilisant





= 0; 1 et 
3
= 0; 4). Les données de 2005 sont exlues des aluls et
seront utilisées, par la suite, pour la validation.
Illustrons d'abord les formules de mise à jour, en prenant omme point de
départ les résultats relatifs au mois de déembre 2003, soit en t = 108.
Pour t = 108, on a (gure 10) :
a(108) = 239; 200 ; b(108) = 0; 3340 :
8. Données EUROSTAT au 23/03/06 (http://epp.eurostat.e.eu.int/).
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Figure 9. Quantités de lait olletées en Belgique de janvier 1995 à déembre
2005.






  s(109  12)℄ + (1  
1
)[a(108) + b(108)℄
= 0; 4[238; 669  ( 5; 9066)℄ + (1  0; 4)(239; 200+ 0; 3340) = 241; 551
b(109) = 
2
[a(109)  a(108)℄ + (1  
2
) b(108)





  a(109)℄ + (1  
3
)[s(109  12)℄
= 0; 4(238; 669  241; 551) + (1  0; 4)( 5; 9066) =  4; 697 :





  s(110  12)℄ + (1  
1
)[a(109) + b(109)℄
= 0; 4[220; 316  ( 20; 7137)℄ + (1  0; 4)(241; 551+ 0; 53565) = 241; 664
b(110) = 
2
[a(110)  a(109)℄ + (1  
2
)b(109)





  a(110)℄ + (1  
3
)[s(110  12)℄
= 0; 4(220; 316  241; 664) + (1  0; 4)( 20; 7137) =  20; 967
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Figure 10. Quantités de lait olletées : valeurs lissées, niveaux moyens, valeurs
de la tendane et de la omposante saisonnière, valeurs prédites et résidus pour
le modèle additif de Holt-Winters (
1
= 0; 4, 
2




et ainsi de suite pour les mois suessifs.
Si, en déembre 2004, on souhaite réaliser des prévisions pour les mois sui-
vants, on a :
by
120
(1) = a(120) + b(120) + s(120 + 1  12)
= 242; 131+ 0; 7401  4; 6967 = 238; 175
by
120
(2) = a(120) + b(120)(2) + s(120 + 2  12)
= 242; 131+ (2)(0; 7401)  20; 9673 = 222; 644
et:
On retrouve bien, aux arrondis près, les valeurs données dans la gure 10.
Pour le modèle multipliatif ave les mêmes onstantes de lissage que elles
utilisées i-dessus, on obtient les résultats repris à la gure 11.












+ (1  0; 4)[238; 403+ 0; 19859℄ = 240; 933
b(109) = 
2
[a(109)  a(108)℄ + (1  
2
)b(108)












+ (1  0; 4)(0; 97643) = 0; 9821 ;




(1) = [a(120) + b(120)℄s(120 + 1  12)
= (241; 911+ 0; 64141)(0; 98210) = 238; 210
by
120
(2) = [a(120) + b(120)(2)℄s(120 + 2  12)
= [241; 911+ (0; 64141)(2)℄(0; 91623) = 222; 821
et:
Le arré moyen des erreurs de prévision à l'horizon 1 est de 111,9 pour le
modèle additif et de 117,0 pour le modèle multipliatif. Pour les onstantes de







, qui minimise le arré moyen, on a fait varier les trois
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Figure 11. Quantités de lait olletées : valeurs lissées, niveaux moyens, valeurs
de la tendane et de la omposante saisonnière, valeurs prédites et résidus pour
le modèle multipliatif de Holt-Winters (
1
= 0; 4, 
2




onstantes de lissage de 0 à 1 par pas de 0,1. Pour es 1331 triplets, le arré
moyen minimum orrespond au triplet :

1
= 0; 8 ; 
2
= 0; 1 et 
3
= 0 ;
tant pour le modèle additif que pour le modèle multipliatif, les arrés moyens
étant respetivement égaux à 84,7 et 85,9. Il faut ependant noter que beauoup
d'autres triplets, parfois très diérents, onduisent à un arré moyen du même
ordre de grandeur. La gure 12 shématise, pour le modèle additif, tous les
triplets pour lesquels le arré moyen ne dépasse pas de 10 pourents le arré
moyen minimum, soit 93,17. Tous es points sont tels que :
0; 6  
1
 1 et 0  
2
 0; 2 :
Par ontre, 
3
peut varier de 0 à 1.







sant à un arré moyen de l'erreur de prévision inférieur à 93,17 pour le modèle
additif de Holt-Winters
Par ailleurs, il faut noter également que l'utilisation du triplet optimal ne
garantit pas néessairement que les prévisions faites à l'avenir auront un arré
moyen des erreurs de prévision qui sera minimum. Le modèle pour lequel les
erreurs de prévision à l'horizon 1 pour les données du passé sont les plus faibles
ne onduit en eet pas automatiquement à des prévisions pour l'avenir qui sont
meilleures que elles obtenues pour un autre hoix des onstantes de lissage.
Ainsi, si on utilise les deux modèles additifs examinés i-dessus pour réaliser,
à partir de déembre 2004, des prévisions à l'horizon 1, 2, : : :, 12, 'est-à-dire
jusqu'en déembre 2005, et qu'on alule le arré moyen des erreurs de prédition,
on obtient 175,9 pour le premier modèle (
1
= 0; 4, 
2
= 0; 1 et 
3
= 0; 4) et
356,8 pour le seond modèle (
1
= 0; 8, 
2
= 0; 1 et 
3
= 0). Sur ette base, on
peut don onlure que le seon modèle est moins bon. On peut noter aussi que,
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globalement, les erreurs de prédition pour les horizons supérieurs à 1 sont bien
plus importantes que les erreurs de prédition à l'horizon 1. En eet, pour les
12 mois de 2005, les prévisions à l'horizon 1 onduiraient à des arrés moyens de
77,4 pour le premier modèle et de 129,3 pour le deuxième modèle.
5. CONCLUSIONS
Comme nous l'avons signalé dans l'introdution, les prévisions par lissage
sont assez simples à mettre en ÷uvre, e qui explique qu'elles sont largement
utilisées.
Elles néessitent ependant de la part de l'utilisateur un ertain nombre de
hoix : hoix du modèle, hoix des onstantes de lissage et hoix des valeurs
initiales pour débuter le proessus.
Le hoix du modèle pourra se faire sur la base de l'examen du graphique de
la série, qui permettra de vérier la présene ou non d'une tendane et d'un eet
saisonnier et, si e dernier est présent, de vérier s'il est additif ou multipliatif.
Les onstantes de lissage peuvent soit être xées a priori soit être déter-
minées de manière à optimiser un ritère. Dans le premier as, l'utilisateur se
base sur des valeurs proposées dans les logiiels ou reommandées dans la lit-
térature. Dans le seond as, le ritère d'optimisation généralement retenu est
la minimisation du arré moyen de l'erreur de prévision à l'horizon 1. Pour le
lissage exponentiel simple et le lissage double, les onstantes de lissage optimales
peuvent être déterminées par l'ajustement d'un modèle ARIMA bien partiulier.
Par ontre, pour les modèles ave saisonnalité, l'optimisation néessite l'explora-
tion direte de l'espae à trois dimensions des onstantes de lissage. On gardera
ependant à l'esprit que les valeurs optimisées sur le passé ne sont pas néessaire-
ment elles qui minimisent les erreurs des prévisions lors de l'utilisation pratique
des méthodes.
Quant aux valeurs initiales permettant de débuter le proessus de lissage,
leur hoix n'est sans doute pas ruial. De plus, l'utilisateur d'un logiiel n'a
pas néessairement la possibilité d'intervenir dans e hoix et est, dans e as,
ontraint d'adopter les valeurs alulées par le logiiel.
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