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We consider the problem:
ut&2u+u p=0 for x # RN"0, t>0, (0.1)
u(x, t)=0 for x # 0, t>0, (0.2)
u(x, 0)=uo(x) for x # RN "0 . (0.3)
Here p>1, N2, 0 is a finite union of disjoint open sets, and uo(x) is a continuous,
nonnegative, and bounded function such that
uo(x)tA |x| &: as |x|  , (0.4)
for some A>0 and :>0. In this paper we discuss the asymptotic behaviour of
solutions to (0.1)(0.4) in terms of the various values of the parameters p, A, N, 0,
and :. A common pattern that emerges from our analysis is the existence of an
external zone where u(x, t)tuo(x), and one or several internal regions, where the
influence of the set 0, as well as that of diffusion and absorption, is most strongly
felt. We present a complete classification of the stabilization profiles in terms of
these parameters.  1998 Academic Press
1. INTRODUCTION AND DESCRIPTION OF RESULTS
Let p>1, N2, and consider the following initial value problem:
ut&2u+u p=0 for x # RN"0 , t>0, (1.1)
u(x, t)=0 for x # 0, t>0, (1.2)
u(x, 0)=uo(x) for x # RN"0 . (1.3)
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Here 0 is a finite union of disjoint open sets 0i/RN, i=1, ..., k, each one
of them with a smooth boundary, and such that for some R>0,
0= .
k
i=1
0i/BR(0)=[x # RN : |x|<R], (1.4)
where 0 (resp. 0 ) denotes the boundary of 0 (resp. the closure of 0).
As for uo(x), it is a continuous, nonnegative, and bounded function that
vanishes on 0, and such that
uo(x)tA |x| &: as |x|  , (1.5)
for some positive constants A and :.
The existence of a unique, classical, and global solution of (1.1)(1.5)
follows from classical theory for parabolic equations (see for instance [F]).
The goal of this paper consists in discussing the asymptotic behaviour of
such solutions in terms of the parameters N, p, A, :, and 0. This question
has deserved considerable attention for the case of the Cauchy Problem in
all RN (cf. for instance [BF, BPT, EKM, GV, KP, KU, H], and references
therein). To illustrate our approach, we describe at once two of our results,
where the role played by space dimension is apparent. Let * be a positive
number such that 0<*<1, and consider the following boundary value
problem:
‘"(s)+\N&1s +
s
2+ ‘$(s)=(1&*) ‘(s), for s>0, (1.6)
‘(s) bounded at s=0, ‘(s)ts2(1&*), for s  . (1.7)
Assume now that N3, and let |(x) be the solution of:
2|=0 in RN"0 ,
{ |=0 on 0, (1.8)|  1 as |x|  .
Note that existence and uniqueness for (1.8) follows by standard potential
theory (cf. for example [He, TS]). In what follows, we shall use the
customary asymptotic notations: <<, t, O( } ), etc. Then there holds:
Theorem 1. Let u(x, t) be the solution of (1.1)(1.5), and assume that
:<2(p&1), N3. Then for sufficiently large times t we have
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u(x, t)=
c
*
|(x) t&1( p&1)(1+o(1))
(1.9)
for x # RN"0 , |x|h(t),
\c*&kt&*‘ \ |x|- t++ t&1( p&1)(1+o(1))
for h(t)|x| f (t),
(( p&1) t+A1& p |x| :( p&1))&1( p&1) (1+o(1))
for f (t)|x|g(t),
A |x|&: (1+o(1))
for g(t)|x|,
where h(t), f (t), and g(t) are arbitrary functions such that, for t>>1,
h(t)<<t12<< f (t)<<t ;<<g(t), (1.10)
;=1:( p&1), *=1&(12;), ‘(s) is the solution of (1.6)(1.7) corre-
sponding to the previous value of *, c
*
=( p&1)&1p&1, k=A&( p&1)
( p&1)&1( p&1)&2, and |(x) is the solution of (1.8).
When N=2 there is no longer a solution to (1.8). We consider instead
the problem:
{
2|=0
|=0
|t
1
2?
log |x|
in RN"0 ,
on 0,
if |x|  .
(1.11)
We then obtain:
Theorem 2. Let u(x, t) be the solution of (1.1)(1.5), and assume that
:<2( p&1), N=2. Then for sufficiently large times t we have
u(x, t)=
|(x) ’(t) t&1( p&1)(1+o(1))
(1.12)
for x # R2"0 , |x|h1(t),
\c*+ 12? log \
|x|
- t+ ’(t)+ t&1( p&1)(1+o(1))
for h1(t)|x|h2(t),
c
*
t&1( p&1)(1+o(1))
for h2(t)|x|f (t),
(( p&1) t+A1&p |x| :( p&1))&1( p&1) (1+o(1))
for f (t)|x|g(t),
A |x|&: (1+o(1))
for g(t)|x|,
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where f (t), g(t), c
*
, are as in Theorem 1, ’(t)=4?c
*
log t, |(x) is the
solution of (1.11), and h1(t), h2(t) are any functions such that, as t  :
1<<h1(t)<<h2(t)<<- t; lim
t  
log(h1(t))
log - t
<1; log(h2(t))tlog - t .
(1.13)
We point out a common feature shared by the previous results. First,
there is an external region where the initial value experiences small varia-
tions, and then one or two intermediate zones appear, where diffusion
andor absorption prevail in determining the stabilization profile. This last
has to match asymptotically with the initial value when the external region
is reached. This type of behaviour was studied in [H] for the problem
defined in the whole space, but in our current situation the influence of the
holes makes a new inner region appear, which in the bidimensional case
produces a considerable modification of the intermediate regions as well.
From now on, we shall consider separately the cases N3 and N=2.
We next describe a result which corresponds to self-similar asymptotics. To
this end, we consider the boundary value problems,
{ g"(s)+\
N&1
s
+
s
2+ g$(s)+
:
2
g(s)=0 for s>0,
(1.14)
g$(0)=0, g(s)tAs&: when s  ,
{ g"(s)+\
N&1
s
+
s
2+ g$(s)+
1
p&1
g(s)&g(s) p=0 for s>0,
(1.15)
g$(0)=0, g(s)tAs&: when s  ,
{ g"(s)+\
N&1
s
+
s
2+ g$(s)+
1
p&1
g(s)& g(s) p=0 for s>0,
(1.16)
g$(0)=0, g(s)tDs2( p&1)&Ne&s24 when s  ,
for some constant D>0. Existence and uniqueness of solutions for these
problems are rather classical and were recalled in [H]. In particular, g(0)
is a strictly positive constant in all cases. Then there holds:
Theorem 3. Assume that N3, and let u(x, t) be the solution of
(1.1)(1.5). Let |(x) be given in (1.8), and let h(t) be any function such that
1<<h(t)<<- t as t  . One then has that, as t  :
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(a) If :=2( p&1) or 2( p&1)<:<N, then
u(x, t)={
g(0) |(x) t&:2(1+o(1)) when x # RN"0 , |x|h(t),
(1.17)
t&:2g \ |x|- t+ (1+o(1)) when |x|h(t),
where g(s) satisfies (1.14) if 2( p&1)<:<N or (1.15) if :=2( p&1).
(b) If N<2( p&1)<:, then
u(x, t)=
g(0) |(x) t&1( p&1)(1+o(1))
when x # RN"0 , |x|h(t),
t&1( p&1)g \ |x|- t+ (1+o(1))
when h(t)|x|- Ct log t with C<2 \:& 2p&1+ ,
A |x|&: (1+o(1))
when |x| 2ct log t, with C>2 \:& 2p&1+ ,
(1.18)
where g(s) satisfies (1.16).
Our study of the case N3 is completed with the following result:
Theorem 4. Assume that N3, and suppose that either :>N2( p&1)
or :=N>2( p&1). Let u(x, t) be the solution of (1.1)(1.5). One then has
that, as t  ,
u(x, t)={
C|(x) f (t) t&N2e&|x| 24t(1+o(1))
when x # RN"0 , |x|C1g(t),
A |x|&:(1+o(1))
when |x|C2g(t),
(1.19)
where |(x) is the solution of (1.8), and
(a) If :>N>2( p&1), then g(t)=- t log t, 0<C1<- 2(:&N )<
C2 arbitrary constants, f (t)=1, and
C=(4?)&N2 \|R N"0 uo(x) dx&|

0
|
RN "0
u p( y, s) dy ds+>0. (1.20)
(b) If :>N=2( p&1), then g(t), C1 , C2 as in (a), f (t)=(log t)&N2,
and C=((N2)(1+(2N ))N2)N2.
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(c) If :=N>2( p&1), then f (t)=log t, g(t)=- t log log t, C1 and
C2 are any positive constants satisfying 0<C1<2<C2 , and C=(A|N2)
(4?)&N2, where |N denotes the surface of the unit (N&1)-dimensional
sphere in RN.
The case N=2 displays interesting differences with respect to the
higher-dimensional one. To begin with, we have the following result when
self-similarity prevails:
Theorem 5. Assume that N=2 and let u(x, t) be the solution of
(1.1)(1.5). Set ’(t)=4?g(0)log t, let h1(t) and h2(t) be as in (1.13), and let
|(x) be given in (1.11). One then has that, as t  ,
(a) If :=2( p&1) or 2( p&1)<:<2, then
u(x, t)=
|(x) ’(t) t&:2(1+o(1))
(1.21)
when x # R2 "0 , |x|h1(t),
t&:2 \g |x|- t++
1
2?
log \ |x|- t+ ’(t)+ (1+o(1))
when h1(t)|x|h2(t),
t&:2g \ |x|- t+ (1+o(1))
when h2(t)|x|,
where g(s) satisfies (1.14) if 2( p&1)<:<2 or (1.15) if :=2( p&1).
(b) If 2<2( p&1)<:, then
u(x, t)=
|(x) ’(t) t&1( p&1)(1+o(1))
(1.22)
when x # R2"0 , |x|h1(t),
t&1( p&1) \g \ |x|- t++
1
2?
log \ |x|- t+ ’(t)+ (1+o(1))
when h1(t)|x|h2(t),
t&1( p&1)g \ |x|- t+ (1+o(1))
when h2(t)|x|- Ct log t with C<2 \:& 2p&1+ ,
A |x|&:(1+o(1))
when - Ct log t|x| with C>2 \:& 2p&1+ ,
where g(s) satisfies (1.16)
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Our last result for the two-dimensional situation is:
Theorem 6. Assume that N=2 and that either :>22( p&1) or
:=2>2( p&1). Let u(x, t) be the solution of (1.1)(1.5). One then has
that, as t  ,
u(x, t)=
C|(x)
f (t)
log t
(1+o(1))
(1.23)
when x # R2"0 , |x|h1(t),
Cf (t) \ 14? e&|x| 24t+
1
2?
(log t)&1 log \ |x|- t++ (1+o(1))
when h1(t)|x|h2(t),
C
4?
f (t) e&|x| 2 4t (1+o(1))
when h2(t)|x|C1 g(t),
A |x|&: (1+o(1))
when |x|C2 g(t),
for some positive constant C=C(uo , p, :, 0), where |(x) is the solution of
(1.8), g(t), C1 , C2 are as in Theorem 4, h1(t), h2(t) are selected such that
(1.13) holds, and
(t log t)&1 if :>2>
2
p&1
,
f (t)={t&1 log t if :=2> 2p&1, (1.24)(t log t(log(log t)))&1 if :>2= 2
p&1
.
Our approach allows for various extensions. For instance, a number of
cases corresponding to a given rate of decay at infinity different from (1.5)
can be treated with suitable modifications in our arguments. In particular,
it is not difficult to show that, if the initial data has bounded support or
exponential decay, then the asymptotic behaviour given in Theorem 4(a)
holds. Higher-order expansions fo solutions could also be obtained, and
the regularity assumptions in (1.3) could obviously be relaxed, but we shall
not explore these possibilities herein.
We conclude this Introduction by describing the plan of the paper. The
results stated above will be formally obtained in Section 2 by means of
asymptotic techniques. Section 3 contains a number of preliminary results
that are required to provide a proof of Theorems 16. In particular, we
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shall gather therein some asymptotic results for the linear heat equation in
exterior domains. Theorems 1 and 2 will then be proved in Section 4,
whereas the proofs of Theorems 3 and 5 are to be found in Section 5.
Finally, Section 6 will be devoted to the proofs of Theorems 4 and 6.
2. A FORMAL DERIVATION OF RESULTS
In this Section we show how to obtain the results described at the
Introduction by means of asymptotic methods. We shall consider
separately the cases N3 and N=2.
2.1. Dimension N3.
Let us perform the change of variables:
u(x, t)=t&1( p&1)8( y, {); y=xt&12, {=log t. (2.1)
Equation (1.1) can then be recast in the form:
8{=28+
1
2
y {8+
1
p&1
8&8 p#Ao8+
1
p&1
8&8 p. (2.2)
Suppose for the moment that, as {  , solutions of (2.2) converge
towards a global, bounded, and nonnegative stationary solution of the
same equation. For the Cauchy problem corresponding to (1.1)(1.3), it
was observed in [H] that if we discard nonconstant self-similar asymptotic
limits, the following alternative holds. Either
8( y, {)  c
*
#( p&1)&1( p&1) as {  , (2.3)
or
8( y, {)  0 as {  . (2.4)
For the case :<2( p&1), the first situation will continue to hold now,
although such behaviour will not be valid in a certain inner region, where
holes are going to have a strong influence. Actually, we assume that near
such holes, i.e., for |x|=O(1),
8( y, {)t|(x, {)=|( ye{2, {), (2.5)
so that | must satisfy
e&{ \|{& |p&1+| p+=2|, (2.6)
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where the operator 2 is written with respect to the x variable. We are thus
led to conjecture that, as {>>1,
2|=0. (2.7)
We therefore expect that, in a suitable inner region,
u(x, t)tc
*
|(x) t&1( p&1), (2.8)
where |(x) satisfies (1.8). We remark that the convergence of |(x) at
infinity to a constant gives the matching with the corresponding outer
region, in which u(x, t)tc
*
t&1( p&1). For the remaining external regions
we argue as in [H]. Namely, we first linearize around constant c
*
by
setting 8( y, {)=c
*
+9( y, {), so that 9 satisfies
9{t29+ 12 {9&9. (2.9)
Looking for radial solutions of the form 9( y, {)=ke&*{‘( | y| ), we obtain
the eigenvalue equation:
{‘"(s)+\
N&1
s
+
s
2+ ‘$(s)=(1&*) ‘(s) for s=| y|>0, (2.10)
‘(s) bounded at s=0, ‘(s)ts2(1&*) as s  .
We then have an expansion of the type
8( y, {)tc
*
+ke&*{ | y| 2(1&*) as | y|  . (2.11)
The validity of this last expansion should break down at distances
ke&*{ | y| 2(1&*)=O(1). This motivates the introduction of an intermediate
variable != ye&*{(2(1&*)). In the variables ! and {, Eq. (2.2) transforms
into
8{=
! {8
2(1&*)
+
1
p&1
8&8 p+e&1{ 28, (2.12)
for some 1>0, which reduces asymptotically to
! } 8$(!)
2(1&*)
+
1
p&1
8&8 p=0,
a Bernoulli equation, whose general solution is given by
8(!)=(( p&1)+C!2(1&*))&1( p&1), (2.13)
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C being an arbitrary constant. We are then led to guessing the following
asymptotic behaviour for the solution u(x, t) under consideration when
t>>1 and |x|>>1:
c
*
t&1( p&1) for !<<1,
u(x, t)t{t&1( p&1)(( p&1)+C!2(1&*))&1( p&1) for !=O(1), (2.14)A |x|&: for !>>1.
Finally, constants * and C are determined by matching considerations,
thus yielding the values stated in the statement of Theorem 1.
We now consider the case when (2.4) holds. A crucial role in the corre-
sponding analysis is played by the spectral properties of operator Ao in
(2.2). Define now
L2|(R
N)={ f # L2loc(RN) : |R N | f (s)|2 e |s|
24 ds<= ,
H k|(R
N )={ f # L2loc(RN) : 
:f
x:
# L2|(R
N ) for |:|k= ,
where k is a positive integer, and for :=(:1 , ...:N ), |:|=:1+ } } } +:N , and
:f x:=|:|f (x:1
1
} } } x:NN ). Clearly, L
2
|(R
N ) (resp. H 2|(R
N )) is a Hilbert
space when endowed with the norm
& f &22=|
RN
| f (s)| 2 e |s| 2 4 ds#( f, f ) ,
(resp. & f &2k, 2=& f &
2
2+
|k|
|:|=1 &
:fx:&22). Operator A0 is self-adjoint in
L2|(R
N ), with domain D(A0)=H 2|(R
N ). Its spectrum consists of the eigen-
values *k=&((N2)+([k]2)), and the corresponding eigenfunctions are
given by:
k( y)=(Hk1 ( y1) } } } HkN ( yN)) e
&| y| 2 4,
where k=(k1 , .., kN), |k|=k1+ } } } +kN , y=( y1 , .., yN ), and Hn(x)=
cnHn(x2), Hn( y) being the standard n th Hermite polynomial. The
normalization constant cn is selected so as to have &k&2=1 (i.e., cn=
(2N2(4?)14 (n!)12)&1). The reader is referred to [EK] and [HV] for
details about these results. It is then natural to look for solutions of (2.2)
in the form
8( y, {)= :

k=0
ak({) k( y). (2.15)
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Plugging (2.15) into (2.2), we readily see that the kth Fourier coefficient
ak({) satisfies
a* k=\*k+ 1p&1+ ak&(8 p, k).
We shall focus our attention in the equation satisfied by the first such
mode, namely
a* o=\&N2 +
1
p&1+ ao&(8 p, o). (2.16)
We shall consider separately a number of cases. Suppose first that
N>
2
p&1
. (2.17)
If we ignore the nonlinear interaction term on the right of (2.16), a linear
equation for ao({) is obtained that yields
ao({)te(1( p&1)&(N2)){ for {>>1.
Assume now that the evolution of u(x, t) is driven by its first mode as
{  , i.e., suppose that u(x, t)tt&1( p&1)ao({) o( y) for {>>1 in a
suitable inner region. In our current case, as observed in [H], we have that
in such inner region:
u(x, t)tCt&N2e&|x| 24t for t>>1. (2.18)
We now expect that a new inner region will appear at distances |x|=O(1)
and that we will have, for {>>1,
8( y, {)tw(x, {)=w(x) ’({), (2.19)
where |(x) satisfies (1.8) and ’({) is a function that allows us to match
with the region where (2.18) holds. That is, for 1<<|x|<<- t we should
have
t&1( p&1)|(x) ’({)tCt&N2e&|x| 24t,
whence
’({)=De&((N2)&(1( p&1))){, (2.20)
and we thus obtain that at the innermost region:
u(x, t)tCt&N2|(x). (2.21)
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Note that far away from the origin the behaviour given by the initial data
should prevail. Therefore there must be a transition zone where (1.5) and
(2.18) become of the same order, i.e.,
Ct&N2e&|x| 2 4ttA |x|&:,
whence
log C&
N
2
log t&
|x| 2
4t
tlog A&: log |x|. (2.22)
We next impose a crucial assumption: namely, we suppose that in such
region, log |x| and 12 log t are of the same order. We then have that:
|x| 2t2(:&N ) t log t if :>N. (2.23)
We have thus obtained the result stated in Theorem 4(a), except for the
precise value of constant C in (1.20), which cannot be determined from
local considerations only.
In the case :=N>2( p&1), (2.23) does not make sense anymore. We
then expect that the presence of a comparatively large initial value will
trigger a resonance effect. More precisely, on setting #=(1( p&1))&
(N2), we guess that (2.16) can be written in the form
a* o=#ao+ g({), (2.24)
where g({) will be of same order as the solution of the homogeneous
equation associated to (2.24), i.e., g({)tCe#{, for {>>1. We would then
have that
ao({)te#{ |
{
0
e&#sg(s) dstC{e#{ for {>>1.
That amounts to an inner expansion of the type
u(x, t)tCt&N2(log t) e&|x| 2 4t . (2.25)
Matching as before with (2.19) gives that ’({)=D{, and then, at the inner
region
u(x, t)tCt&N2(log t) |(x). (2.26)
Arguing as in the previous case, we obtain that the matching between the
intermediate and outer regions occurs when |x| 2t4t log log t (compare
with part (a) in Theorem 4).
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Suppose now that N=2( p&1)<:. Then the first eigenvalue in (2.16) is
zero, and nonlinear terms become crucial there. Assuming that (8 p, o) t
Do apo for {>>1 and some Do>0, one obtains after integration,
ao({)t(Do( p&1){)&1( p&1) for {>>1,
whence
u(x, t)tC(t log t)&N2 e&|x| 2 4t at some intermediate region. (2.27)
Assuming again that (2.19) holds at the inner region, matching with (2.27)
yields
t&1( p&1)|(x) ’({)tC(t log t)&N2 e&|x| 2 4t,
that is
’({)=D{&N2,
and so we obtain near the holes,
u(x, t)tC(t log t)&N2 |(x), (2.28)
(cf. Theorem 4(b)). The transition between the inner and outer regions is
found as in the previous cases.
In the remaining situations, self-similarity is known to be relevant for the
Cauchy Problem (cf. [H]). We then expect behaviours of the type
u(x, t)tt&&g( |x|- t) (2.29)
for some function g(s) and for & equal to :2 or 1( p&1), depending on the
cases. Arguing as before, we expect that, at the innermost region:
u(x, t)tc|(x) t&&. (2.30)
If we match (2.29)(2.30), for 1<<|x|<<- t, we have that ct&&tg(0) t&&,
and therefore we obtain therein:
u(x, t)tg(0) |(x) t&&. (2.31)
Bearing in mind our assumption that log |x| and 12 log t are of the same
order at the transition region, the rest of the behaviours stated in Theorem
3 are readily obtained.
2.2. The Bidimensional Case
We now consider the problem in space dimension 2, an assumption which
will introduce important differences in our reasoning. Although many of the
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previous arguments continue to apply, there is no longer a solution of problem
(1.8) when N=2. As we shall see, the introduction of holes in the plane has
an influence, not only in the behaviour at the internal zone, but in a more
distant region as well. Our basic point of view will consist in representing
asymptotically the effect of the holes by means of a multiple (variable in
time) of the Dirac delta function $( y) with center in y=0. That is, instead
of Eq. (2.2), we consider
8{=Ao8+
1
p&1
8&8 p&’({) $( y), (2.32)
where the function ’({) will be chosen so that, far enough from the origin,
the behaviour of (2.2) and (2.32) will be similar. We shall assume that
8( y, {)= :

k=0
ak({) k( y)+R( y, {)tao({) o( y)+R( y, {), (2.33)
for some function R( y, {) to be studied below. Substituting (2.33) in (2.32),
and neglecting the nonlinear part, we then obtain the following equation
for ao({) when 2( p&1)<N=2,
{a* o({)=&
p&2
p&1
ao({)&’({) o(0),
(2.34)
ao({)  0 as {  ,
where we have used the fact that the first eigenvalue of Ao is equal to &1
to neglect the nonlinear term arising form 8 p. We next assume that for {
large:
R( y, {)t&’({) Q( | y| ). (2.35)
Substituting then 8=ao({) o( y)&’({) Q( | y| ) in (2.32), we obtain
a* oo&’* Q=ao \2o+12 y {o+
1
p&1
o+
&’ \2Q+12 y {Q+
1
p&1
Q+&’$( y),
where we are writing 2Q, {Q instead of their radial counterparts for
notational convenience. Using (2.34), we obtain
’* Q=’ \2Q+12 y {Q+
1
p&1
Q( y)&o(0) o( y)+$( y)+ .
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Assuming ’* <<’, we would have that
2Q+
1
2
y {Q+
1
p&1
Q&o(0) o( y)=&$( y). (2.36)
Notice that the external term &$( y) forces Q( | y| ) to behave near y=0 as
the logarithmic Newtonian potential, i.e.,
Q( | y| )t
1
2?
log \ 1| y|+ as | y|  0. (2.37)
On the other hand, in the region near the holes we conjecture that
8( y, {)t’({) |(x), (2.38)
where |(x) satisfies (1.11). Matching (2.33) and (2.38) when |x|   and
| y|  0 gives now
ao({) o( y)&Q( | y| ) ’({)t’({) |(x).
As |x| increases, we have that
’({) |(x)t
1
2?
log( |x| ) ’({)=
1
2?
log( | y| ) ’({)+
1
4?
{’({), (2.39)
and as Q( | y| )t(&12?) log | y|, we obtain
ao({) o(0)t
1
4?
{’({). (2.40)
Now (2.34) and (2.40) allow us to obtain ao({) and ’({). As a matter of
fact, since o(0) is equal to (4?)&12, we have that
a* o=&
p&2
p&1
ao&’o(0)=&
p&2
p&1
ao&
1
{
ao . (2.41)
Hence,
ao({)=
D1
{
e&( p&2)( p&1){,
for some D1>0, and by (2.40),
’({)=
- 4? D1
{2
e&( p&2)( p&1){.
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Notice that if :>2, the last of these profiles becomes asymptotically
equivalent to uo(x) when |x| 2t2(:&2) t log t. Putting all these things
together, we have derived the results stated in Theorem 6 for the case
:>2>2( p&1).
When 2=2( p&1)<:, (2.32) reads
8{=28+
1
2
y {8+
1
p&1
8&82&’({) $( y), (2.42)
and the nonlinear term becomes important now. Substituting 8tao({) o( y)
in (2.42), we obtain
a* o({)=&’({) o(0)&Doa2o({) (2.43)
for Do=(16?)&12. From (2.37) and (2.40), together with (2.43), we deduce
that
a* o({)=&
4?2o(0)
{
ao&Doa2o=&
1
{
ao&Doa2o ; (2.44)
hence,
ao({)=(Do{ log {+C{)&1t(Do{ log {)&1 for {>>1,
and by (2.40),
’({)=
8?
{2 log {
.
Matching with the initial value far away from the origin determines now
the location of the outermost region. When 2( p&1)<:=2, we expect a
resonance effect to appear as in the case N3. Arguing as in our previous
paragraph, we then see that Eq. (2.2) is equivalent to
8{=28+
1
2
y {8+
1
p&1
8&8 p+f ( y, {), (2.45)
for a function f ( y, {) of the form
f ( y, {)=D1e&( p&2)( p&1){e&| y|
2 4, (2.46)
for some constant D1>0. We are thus led to consider, instead of (2.45),
8{=Ao8+
1
p&1
8&8 p+f ( y, {)&’({) $( y). (2.47)
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Substituting 8tao({) o( y) in (2.47), we obtain that for D2=- 4? D1 ,
a* o({)=&
p&2
p&1
ao+D2e&( p&2)( p&1){&’({) o(0). (2.48)
It then turns out that
a* o=&\p&2p&1+
1
{+ ao+D2e&( p&2)( p&1){, (2.49)
which gives
ao({)=e&( p&2)( p&1){ \D3{ +
D2
2
{+tD22 {e&( p&2)( p&1){,
and therefore
’({)=- ? D2e&( p&2)( p&1){.
The location of the external region where u(x, t)tuo(x) is obtained as in
the previous cases.
The asymptotic behaviours described in Theorem 6 of the first section
follow then from the above arguments.
We now consider the situation :<2( p&1). Again, we look in Eq. (2.32)
for a solution of the form 8=c
*
&Q( | y| ) :({). Using the approximation
(c
*
&Q:) pt(c
*
) p& p(c
*
) p&1 Q:, it can be checked that Q should satisfy
2Q+ 12 y {Q&Q=&$( y), (2.50)
which exhibits a logarithmic growth near the origin. At the inner region,
we expect the behaviour
u(x, t)t|(x) t&1( p&1)’({). (2.51)
Matching considerations require then that, as 1<<|x|<<- t,
|(x) t&1( p&1)’({)t(c
*
&Q( |x|- t) :(log t) t&1( p&1),
that is,
1
2?
log( |x| ) t&1( p&1) ’({)tc
*
t&1( p&1)+
1
2?
log( |x| ) :(log t) t&1( p&1)
&
1
4?
log(t) :(log t) t&1( p&1).
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This gives
’(t)=:(log t)=
4?c
*
log t
. (2.52)
The remaining outer regions are dealt with exactly as in the case of higher
dimensions, thus obtaining the behaviour described in Theorem 2.
Finally, in the case where we have self-similar asymptotics we argue as
in the previous situations. At the innermost region we have
u(x, t)t|(x) t&&’(t), (2.53)
for & equal to :2 or 1( p&1), depending on the case. This asymptotic
profile is to be matched with
u(x, t)tt&&(g( |x|- t)&Q( |x|- t) ’({)), (2.54)
which represents the stabilization profile when |x|- t becomes large enough.
It can be checked that Q( | y| ) either satisfies
2Q+
1
2
y {Q+
:
2
Q=&$( y), (2.55)
if 2( p&1)<:<2, or
2Q+
1
2
y {Q+
1
p&1
Q& pg p&1Q=&$( y), (2.56)
when : fails to satisfy the assumption in (2.55). Again Q( | y| )t(&12?) log | y|
when | y|  0. Matching between both regions when 1<<|x|<<- t
requires
1
2?
log( |x| ) t&&’(t)tt&& \g(0)+ 12? log( |x| ) ’(t)&
1
4?
log(t) ’(t)+ , (2.57)
which yields ’(t)=4?g(0)log t. Finally we note that in the outermost
region, the profile A |x|&: given by the initial data is again to be expected.
In situation (a) of Theorem 5, the same self-similar solution gives this
behaviour at infinity, and in situation (b) we have a transition in the region
|x| 2t2(:&(2( p&1)), as can be checked easily by using the matching
arguments of the previous paragraph. These arguments give the profiles
described in Theorem 5.
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3. PRELIMINARY RESULTS
In this Section we shall gather a number of auxiliary facts on the
asymptotics of solutions of the linear heat equation. Consider the problem
vt&2v=0 for x # RN"0 , t>0, (3.1)
v(x, t)=0 for x # 0, t>0, (3.2)
v(x, 0)=uo(x) for x # RN"0 , (3.3)
where 0, uo(x) are as in the first Section. Our first result is:
Lemma 3.1. Let N1, and let v(x, t) be the solution of (3.1)(3.3). One
then has that
(a) If :>N, then
v(x, t)tA |x|&: as t  , uniformly on sets
S1=[ |x| 2Ct log t] with C>2(:&N). (3.4)
(b) If :=N, then
v(x, t)tA |x|&: as t  , uniformly on sets
S2=[ |x| 2Ct log(log t)] with C>4. (3.5)
(c) If :<N, then
v(x, t)tA |x|&: as t  , uniformly on sets
S3=[ |x| 2g(t)], where g(t) is any nonnegative
and smooth function such that g(t)>>- t. (3.6)
Proof. It makes use of the corresponding result obtained in [H] for the
case without holes. Suppose first that :>N, and define the function
v

(x, t)=(v^(x, t+T )&M(t+T )&(N2) e&|x| 24(t+T ))+ , (3.7)
where v^(x, t) denotes the solution of the heat equation without holes and
with the same initial data. By this we shall refer henceforth to the solution
of (1.1) in RN with uo extended by zero to 0. Actually one has that if
:>N, v^(x, t)tA |x|&: as t   uniformly on sets |x| 2Ct log t with
C>2(:&N ), and v

behaves as the heat kernel anywhere else (cf. Lemmata
3.2 and 3.3 in [H]). Then it can be easily checked that: (i) v

(x, t) is sub-
caloric, (ii) there exist positive constants M and T such that v

(x, t)v(x, t)
for |x|=R, t0, where R is as in (1.4), as well as when |x|R and t=0,
and (iii) the function v

has the desired asymptotic behaviour. When :N,
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suitable subsolutions can be obtained as follows. For :=N, we just
consider the auxiliary function
v

(x, t)=(v^(x, t+T )&M(t+T )&N2 log(t+T ) e&|x| 24(t+T ))+, (3.8)
whereas for :<N, we define v

as
v

(x, t)=(v^(x, t+T )&M(t+T )&:2 G( |x|- t+T )+ , (3.9)
where G( y)=U((N&:)2, N2; y24) e&y2 4, and U denotes Kummer’s
hypergeometric function (cf. [AS, GP]). These subsolutions give us
suitable lower bounds for v(x, t). As the solution of the problem without
holes is an upper bound for our problem and behaves exactly as desired,
the proof follows. K
Assume now that N3. We next show that, in contrast to the case of
the Cauchy Problem, a new behaviour near the holes appears. In particular,
we have the following result:
Lemma 3.2. Let N3, let v(x, t) be the solution of (3.1)(3.3), and let
|(x) be the solution of (1.8). When t>>1, one then has
(a) If :>N, then
v(x, t)=D1|(x) t&N2e&|x|
2 4t(1+o(1)) if x # RN "0 ,
|x| 2Ct log t with C<2(:&N ), and
D1=(4?)&N2 |
R N "0
uo(x) dx. (3.10)
(b) If :=N, then
v(x, t)=D2|(x) t&N2 log(t) e&|x|
2 4t(1+o(1))
if x # RN"0 , |x| 2Ct log t
with C<4, and D2=
A|N
2
(4?)&N2, where |N denotes the
surface of the unit (N&1)-dimensional sphere in RN. (3.11)
(c) If :<N, then
v(x, t)={
g(0) |(x) t&:2(1+o(1)) if x # RN"0 , |x|h(t),
t&:2g \ |x|- t+ (1+o(1)) if h(t)|x|,
where h(t) is any function which satisfies 1<<h(t)<<
- t for t>>1, and g(s) is the solution of (1.14). (3.12)
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Proof. We begin with the proof of the case :>N. We shall use Lemma
3.1 for comparison at infinity when necessary.
Step 1 ((Derivation of lower bounds): For |x|>R, where R is given
in (1.4) and t>1, we define
v
 1
(x, t)==(1+t&=)(1&Rk |x|&k) v^(x, t), (3.13)
where = is small and positive, k # (0, N&2), and v^(x, t) is the solution of
the heat equation in the whole space and with the same initial data. A
quick check shows that function v
 1
is subcaloric for |x|>R and t>0. On
the other hand, v^(x, t)$t&N2e&|x| 2 4t for some $>0 when t>>1 (cf.
Lemma 3.3 in [H]). Therefore v(x, t) satisfies a similar lower bound for
|x|>R and t>>1. To examine the situation near the holes, we now
consider the auxiliary function:
v
 2
(x, t)=(=|(x)(t+1)&N2&M( |x|+1)&m (t+1)&$)+ , (3.14)
where m # (0, N&2), $>N2 and M is large enough. Then it can be
checked that v
 2
is a subsolution for x # RN"0 , |x|h(t), for any function
h(t) such that 1<<h(t)<<- t. Moreover, M and = can be selected to allow
for comparison at the initial time and at |x|=h(t) (using (3.13) for the last
purpose).
Step 2 (Derivation of upper bounds): We next set out to obtain a
corresponding supersolution. For every x # RN"0 , |x|h(t), we define
v (x, t)=K|(x)(t+1)&N2 e&|x| 24(t+1)+M( |x|+1)&m (t+1)&$, (3.15)
with m, $ as before. It can be seen that v is a supersolution for K and M
large enough. For |x|h(t), we just make use of the explicit heat kernel as
a supersolution.
Step 3 Stabilization to a constant): By the previous results, we have
that for large t,
=|(x) t&N2e&|x| 2 4t(1+o(1))v(x, t)K|(x) t&N2e&|x| 2 4t(1+o(1)),
(3.16)
for some positive constants =, K, when x # RN"0 , |x| 2Ct log t, with
C<2(:&N ).
We now take up the spectral analysis which was already introduced in
Section 2. Namely, we set
v(x, t)=8( y, {); y=xt&12, {=log t. (3.17)
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With the new variables, Eq. (3.1) can then be recast in the form
8{=28+ 12 y {8#Ao 8. (3.18)
Spectral properties of operator Ao were studied in Section 2 and will be
used in the following keeping the same notations therein. In view of our
previous steps, we already have the bound
=e&N2{e&| y| 2 48( y, {)Ke&(N2){e&| y| 2 4, (3.19)
uniformly in a certain region, which contains in particular the set [D1| y|
D2 - {] for any 0<D1 and 0<D2<- 2(:&N ). We now define the
function
8 ( y, {)=8( y, {) f ( y, {), (3.20)
where f ( y, {)#f ( | y|- {) is a smooth and nonnegative cut-off function
such that f (!)=1 if C2<!<C3 - { and f (!)=0 if either !>C4 - { or
!<C1 , for constants 0<C1<C2 , 0<C3<C4<- 2(:&N ). Estimate
(3.19) ensures that the new function 8 ( y, {) belongs to L2|(R
N ) (cf.
Section 2) for large {. Therefore, it can be easily seen that
8 {=Ao8 +G( y, {), (3.21)
where G( y, {)=8[ f{&2f& 12 y 2f ]&2 {8 {f. We next set
8 = g({) o( y)+R( y, {), (3.22)
where g({)=(8 , o) and o( y) is the first eigenfunction of the operator
Ao . Our goal now is to prove that 8 tg({) o( y) for large times, uniformly
in some region. Function R( y, {) satisfies the equation
R{&AoR=&g$({) o( y)+G( y, {)#H( y, {). (3.23)
From (3.19) it is easy to obtain the estimate (H, H) =o(e&(N2){).
Therefore, using the variation of constants formula and the orthogonality
of R to o , we obtain for some k (with |k|1),
(R, R) =O(e&&k {)+|
{
{o
e&&k ({&s)o(e&N2{) ds=o(e&(N2){), (3.24)
where &k=&*k=(|k|2)+(N2), *k being the eigenvalue corresponding to
the k th mode above.
Therefore by regularizing effects for parabolic equations we have that
|R( y, {)|=o(e&(N2){) for {>>1 and | y|M. In particular we obtain that
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8tg({) o( y) as {>>1 uniformly in sets of the form C1| y|C2 .
Substituting now (3.22) into (3.21) we obtain
g$({)=&
N
2
g({)+(G, o).
Now it is easy to obtain the estimate (G, o)F(C1) e&(N2){, where
function F(s) converges to 0 at infinity. Therefore, on taking the limit
C1  , we have that as {>>1 then g$({)t&(N2) g({), and we thus
obtain that g({)=Ce&(N2){ for some constant C. Going back to our
original variables, we obtain that v(x, t)tC*t&(N2)e&|x| 2 4t in [C2 - t
|x|C3 - t log t] for arbitrary 0<C2 and 0<C3<- 2(:&N ) and for a
fixed constant C*.
Having obtained convergence in those outer regions, we now extend it
up to the boundary of the holes by making use of the supersolutions in
Steps 1 and 2 with = and K replaced, respectively, by C*&=1 and C*+=
and =1 small enough. We do this by applying the maximum principle at the
inner domain which is located between 0 and the boundary |x| 2=Ct log t,
for some C # (0, - 2(:&N )). Therefore, we obtain that for the constant C*,
v(x, t)tC*|(x) t&N2e&|x| 2 4t, (3.25)
uniformly in x # RN, |x| 2Ct log t, with C<2(:&N ).
Step 4 (Calculation of the constant C*): We make use of the explicit
formula
v(x, t)=|
R N"0
G(x, y, t) vo( y) dy, (3.26)
where G(x, y, t) is the Green function of the operator. We thus may write
G(x, y, t)=(4?t)&N2 exp \&|x& y|
2
4t +&z(x, y, t), (3.27)
where z(x, y, t) is the solution of the problem
zt&2z=0 for x # RN "0 , t>0,
{ z(x, t)=(4?t)&(N2) exp \&|x& y| 24t + for x # 0, t>0, (3.28)z(x, 0)=0 for x # RN"0 , t=0,
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and the Laplacian operator 2 is written with respect to the variable x. We
now assume for the moment that 0=BR(0), and consider the functions
z

(r, t)=((1&|&(r))(4?(t+1))&(N2) exp \&|x& y|
2
4(t+1)+&H(r, t+1))+ ,
(3.29)
where |(r)=1&(rR)2&N, H(r, t)=M(tN2 log t)&1 e&r2 t &=, for & # (0, 1),
M large, and
z (r, t)=(1&(1&t&=)(1&(rR)&k))(4?t)&N2 exp \&|x& y|
2
4t + ,
(3.30)
where k # (0, N&2), =>0 small. It can be checked that these functions are,
respectively, sub- and supersolutions for problem (3.28).
From now on we argue for the case of a general domain 0, which is not
necessarily a ball. Using z

(resp. z ) to obtain a lower bound (resp. an upper
bound) on the ball BR1 (xo) (resp. in BR2 (0)), where BR1 (xo)/0/BR2(0)
and t>>1, we obtain that
f1(x)(4?t)&N2 exp \&|x& y|
2
4t + (1+o(1))
G(x, y, t) f2(x)(4?t)&N2 exp \&|x& y|
2
4t + (1+o(1)), (3.31)
where f1(x), f2(x) are functions that converge to 1 as |x| grows to infinity.
We therefore have shown that for |x|>>1,
v(x, t)t(4?t)&N2 |
R N"0
exp \&|x& y|
2
4t + vo( y) dy. (3.32)
Finally, arguing as in Lemma 3.3 from [H] for the integral defined over
the whole space, we obtain that
|
RN "0
exp \&|x& y|
2
4t + vo( y) dytexp \&
|x| 2
4t + |R N"0 vo( y) dy, (3.33)
for 1<<|x|- t, whence the result.
In the case :=N, we repeat our previous argument, replacing this time
(t+1)N2 by (t+1)N2 log(t+1) in Steps 1 and 2. A similar analysis to that
performed in Step 3 yields now that v(x, t)tf (t) e&| y| 2 4 in an outer region
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of the type C1 t|x| 2C2 t log t for a certain function f (t) which satisfies
the bound =t&N2 log t f (t)Kt&N2 log t, where = and K are taken as
above. Repeating the arguments in Step 4 for the case :>N, we obtain
that in the remaining inner region v(x, t)tD2|(x) t&N2 log(t) e&|x|
24t,
where D2 is as in the statement of the Lemma. Therefore we must have
f (t)=D2 t&N2 log t for the outer region, and the result follows.
Finally, for the case :<N, we note that Steps 3 and 4 are not necessary.
We replace = in Step 1 by g(0)(1&=), and in Step 2 we use the super-
solutions
v 1(x, t)=(1+=) \1&\ |x|R1+
2&N
+ (t+1)&:2 g \ |x|- t+1+
+M( |x|+1)&m (t+1)&$ (3.34)
v 2(r, t)=(1+=) |(x)(t+1)&:2 g \ |x|- t+1++M( |x|+1)&m (t+1)&$,
where R1 is selected such that BR1 (0)/0 (this can be assumed without
loss of generality), m # (0, N&2), $>:2 and M is taken to be large. On
making use of v 1 , v 2 , respectively, in R1|x| (far from the holes), and in
x # RN"0 , |x|h(t)=t+ for some +>0 (near the holes), the proof
proceeds with minor modifications with respect to the previous cases. K
Our next result is:
Lemma 3.3. Suppose that N=2, let v(x, t) be the solution of (3.1)(3.3),
let |(x) be the solution of (1.11), and assume that h1(t), h2(t) are arbitrary
functions such that (1.13) is satisfied. The following results holds for t>>1:
v(x, t)=
|(x) ’(t)(1+o(1))
(3.35)
if x # R2"0 , |x|h1(t),
D1
t log t
e&|x| 24t+
1
2?
log \ |x|- t+ ’(t)(1+o(1))
if h1(t)|x|h2(t),
D1
t log t
e&|x| 24t (1+o(1))
if h2(t)|x|- Ct log t,
with C<2(:&2), D1=D1(vo , :, 0)>0, and ’(t)=4?D1 t(log t)2.
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(b) If :=2, then
v(x, t)=
|(x) ’(t)(1+o(1))
(3.36)
if x # R2"0 , |x|h1(t),
D2
t
log(t) e&|x| 2 4t+
1
2?
log \ |x|- t+ ’(t)(1+o(1))
if h1(t)|x|h2(t),
D2
t
log(t) e&|x| 2 4t
if h2(t)|x|- Ct log t,
with C<4, D2=D2(vo , 0)>0 and ’(t)=4?D2 t.
(c) If :<2, then
v(x, t)=
|(x) ’(t)(1+o(1))
(3.37)
if x # R2 "0 , |x|h1(t),
t&:2g \ |x|- t++
1
2?
log \ |x|- t+ ’(t)(1+o(1))
if h1(t)|x|h2(t),
t&:2g \ |x|- t+
if h2(t)|x|,
where g(s) is given by (1.14), and ’(t)=(4?g(0)log t) t&:2.
Proof. The proof is quite similar to that of the previous Lemma. We
shall follow the same steps of argumentation and discuss first the case
:>2:
Step 1: We consider the function:
v
 1
(r, t)={v1(r, t),v2(r, t),
if Rrh(t),
if h(t)r- Ct log t,
(3.38)
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with C>2(:&2), R given by (1.4), and
v1(r, t)=
1
2?
log \ rR+ ’=(t)&w(r, t),
(3.39)
v2(r, t)=
=
t log t
e&|x| 2 4t&Q \ |x|- t+ ’=(t)(1+g^(t))&w(r, t),
Q ( y )=
1
2? |

y
s&1e&(s2 4)&=s ds, w(r, t)=Mw^(r, t) log \ rR+ ,
w^(r, t)=F(r- t, log t), F(s, {)=2e&=1{G1(s)&e&=2{G2(s),
for some constants M, D large enough, =>0 sufficiently small, ’=({)=
4?=t(log t)2 and where g^(t) is selected such that v
 1
(r, t) be a continuous
function. Finally, G1(s) is given as the solution of
{G"(s)+\
1
s
+
s
2+ G$(s)+=1G(s)=0 for s>0, (3.40)
G(0)=1, G(s)tA1s&2=1 when s  ,
and G2(s) is the solution of
{G"(s)+\
1
s
+
s
2+ G$(s)+=2G(s)=0 for s>0, (3.41)
G(0)=1, G(s)tA2s&2=2 when s  .
By classical results (cf. [AS]) we have that A1=(1(1&=1 ))&1 and A2=
(1(1&=2 ))&1, where 1(s) denotes Euler’s gamma function, and we there-
fore have to select =1 , =2 so that 1<=1<=2 are not natural numbers, =1 is
large enough, and 1(1&=1 ) is strictly positive. A straightforward (but
tedious) computation reveals that v
 1
is subcaloric in the region under
consideration. In particular, one makes use of the fact that w^ satisfies the
heat equation to show that result. Since v1(r, t)t(12?) log(rR) ’(t) and
v2(r, t)t=(t log t) e&|x|
2 4t&Q ( |x|- t) ’=(t) we have the expected lower
bound far away from the holes. In order to obtain it near these we need to
consider the function
v
 2
(x, t)=((1&=) |(x) ’=(t)&w^( |x| , t))+ , (3.42)
where w^(r, t) is defined in (3.39). Keeping to our previous approach, we
then arrive at an appropriated lower bound on the whole domain.
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Step 2: Arguing as in the previous Lemma, we now take the super-
solutions:
v 1(x, t)=(1+=)(|(x)+=(log( |x|+1+=))&) ’^(t)+w^( |x| , t), (3.43)
for & # (0, 1), =>0 small enough, and
v 2(x, t)=
K
t log t
e&|x| 24t(1+(log t) & 1)&
’^(t)
2? |

|x|- t
s&1e&s2 4 ds, (3.44)
for R|x|, ’^(t)=4?Kt(log t)2, and for some large enough constant K. By
the maximum principle, we obtain upper bounds near 0 (resp. far away
from 0) by means of v 1 (resp. by means of v 2).
Step 3: Here we argue in a similar way as in Step 3 in the above
Lemma using spectral analysis. By considering the same cut-off function as
there, we first obtain that v(x, t)tf (t) exp(&|x| 24t) for a certain function
f (t) in a region of the type [C1 - t|x|C2 - t log t], where 0<C1 ,
0<C2<- 2(:&N ). Because of the previous steps, function f (t) has the
bounds =(t log t) f (t)K(t log t). It then follows from the maximum
principle that
v(x, t)={
|(x) ’(t)(1+o(1))
(3.45)
if x # R2"0 , |x|h1(t),
f (t) e&|x| 2 4t+
1
2?
log \ |x|- t+ ’(t)(1+o(1))
if h1(t)|x|h2(t).
Moreover, corresponding expansions hold for the derivatives in x and t by
parabolic theory. Note that f (t) has the bounds 4?=(t(log t)2) f (t)
4?K(t(log t)2) and, because of the matching at the boundary |x|=h1(t),
we must have ’(t)=4?(log t) f (t) (we remark that this is equivalent to
condition (2.40) of our previous formal analysis). Finally, taking advantage
of the spectral technique, such as we did in Section 2, we obtain that, to
the first order, f must satisfy
f $(t)t&
1
t
(1+(log t)&1) f (t).
We therefore obtain that f (t)tD(t log t) for some positive constant D. It
is immediate now to obtain the value of ’(t) and the case :>2 is done.
For :2, we obtain the result with minor changes in the definitions of
sub- and supersolutions, just following the proofs of the previous Lemma
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and the above steps. Actually, we note that Step 3 is not necessary when
:<2. We shall omit further details. K
4. THE PROBLEM FOR :<2( p&1)
In this Section we give the proofs of Theorems 1 and 2.
4.1. The proof of Theorem 1
We proceed in several steps, according to the following general pattern.
Step 1 (Behaviour for the outermost region): We consider the
function
u

(x, t)=(u^(x, t+T )&MH( |x| , t))+ , (4.1)
where u^(x, t) denotes the solution of the semilinear problem without holes
and with the same initial data (cf. [H] for its asymptotic behaviour), and
H(r, t) is the last function in the right-hand side of (3.7), (3.8), and (3.9)
in the proof of Lemma 3.1: Notice that the precise form of H depends on
the relation between : and N; for instance, when :>N it is the heat kernel.
Then arguing as in that Lemma, we obtain that u(x, t)tA |x|&: for a
certain region |x| f (t), which is not yet as large as expected, but allows
us to make the comparison at infinity in the following steps.
Step 2 (Upper bounds for the radially symmetric case): We consider
now the situation when 0=BR(0). First of all, we define an appropriate
supersolution. For =>0 given, and for i=1, 2, 3, 4, we define functions
ui (r, t) as
u1(r, t)=(|=(r)+=&D|k= (r) t
&#+E|=Q(t)) t&1( p&1), (4.2)
for D, E>0, k # (1, 2], # # (0, 1), Q(t) such that u1(h(t), t)=u2(h(t), t), and
w= c*&(c*&=)(rR)
2&N,
u2(r, t)=(c*+=) t
&1( p&1)&k= t&*&(1( p&1)) } ‘ \ r- t+
+B=t&2*&(1( p&1)) } ‘2\ r- t+&R(t), (4.3)
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where
c
*
=( p&1)&1( p&1), *=1&
1
:( p&1)
, k= (A+=)1& p
(c
*
+=) p
p&1
,
(4.4)
B= p( p&1)&2 (c*+=)
2p&1 (A+=)&2( p&1),
R(t)=(c
*
+=) t&1( p&1)&k=t&*&(1( p&1)) } ‘ \ f (t)- t ++B=t&2*&(1( p&1))
} ‘2 \ f (t)- t +&((c*+=)1& p t+(A+=)1& p f (t):( p&1))&1( p&1),
f (t) being as in the statement of the Theorem. Finally,
u3(r, t)=((c*+=)
1& p t+(A+=)1& p r:( p&1))&1( p&1), (4.5)
u4(r, t)=(A+=) r&:&G(t)#(A+=) r&:&((A+=) g(t)&:
&((c
*
+=)1& p t+(A+=)1& p g(t):( p&1))&1( p&1)), (4.6)
g(t) being as in the statement of Theorem 1. Let now u =(r, t) be given by
u =(r, t)={
u1(r, t)
u2(r, t)
u3(r, t)
u4(r, t)
if Rrh(t),
if h(t)rf (t),
if f (t)rg(t),
if g(t)r.
(4.7)
Then the following result holds.
Let u =(r, t) be the function defined in (4.7). Then u =(r, t) is continuous,
and there exists to >>1 such that, for t>to
u1
r
(r, t)
u2
r
(r, t) at r=h(t), (4.8)
u2
r
(r, t)
u3
r
(r, t) at r= f (t), (4.9)
u3
r
(r, t)
u4
r
(r, t) at r= g(t), (4.10)

t
(u =)&
2
r2
(u =)&\N&1r +
u =
r
+(u=) p0 in D$(R, +), (4.11)
u =( |x|, to)u(x, to) for |x|R. (4.12)
400 LUIS A. HERRAIZ
File: DISTIL 335831 . By:DS . Date:19:01:98 . Time:07:13 LOP8M. V8.B. Page 01:01
Codes: 2464 Signs: 1266 . Length: 45 pic 0 pts, 190 mm
Checking the statements above is straightforward. We note that these
functions give us an upper bound with exactly the expected behaviour for
the radially symmetric case.
Step 3 (Lower bounds for the radially symmetric case): We now
define the function
u1(r, t) if Rrh(t),
u

= (r, t)={u2(r, t) if h(t)rf (t), (4.13)u3(r, t) if f (t)r,
where now the auxiliary functions are
u1(r, t)=\|^(r)&=& r |^(h(t)) r&k=t&*&(12)

s
‘ \h(t)- t + r
+|^(r) Q(t)+ t&1( p&1), (4.14)
where k= (A&=)1& p (1( p&1))(c*&=)
p, Q(t) is such that u1(h(t), t)=
u2(h(t), t), |^(r)=c*(1&(rR)
2&N), and
u2(r, t)=(c*&=)(t+T )
&1( p&1)&k=(t+T )&*&(1( p&1)) } ‘ \ r- t+&R(t),
(4.15)
u3(r, t)=(1&=)((c*&=)
1& p (t+T )+(A&=)1& p r:( p&1))&1( p&1), (4.16)
where
R(t)=(c
*
&=)(t+T )&1( p&1)&k=(t+T )&*&(1( p&1)) } ‘ \ f (t)- t+
&(1&=)((c
*
&=)1& p (t+T )+(A&=)1& p f (t):( p&1))&1( p&1).
This function is readily seen to be a subsolution. Now it can be checked
that the first terms are the leading ones in the corresponding regions and
that they have the expected behaviour. Therefore the desired lower bound
follows for the symmetric case.
Step 4 (The result for a general domain 0): First, we remark that
without loss of generality we can take balls such that BR1(0)/0/BR2(0).
Therefore we obtain by simple comparison and the previous steps the
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desired result for |x|>>1, where no strong influence of 0 is felt. Near the
holes, we just need to consider the functions
u (x, t)=(1+=) c
*
|(x) t&1( p&1)+M1( |x|+1)&m1 t&$1
+M2( |x|+1)&m2t&$2, (4.17)
and
u

(x, t)=((1&=) c
*
|(x) t&1( p&1)&M3( |x|+1)&m3 t&$3)+ , (4.18)
which are, respectively, super- and subsolutions for x # RN"0 , |x|t=,
provided that we take Mi , $i large enough, mi # (0, N&2) for i=1, 2, 3,
and = positive but small. To compare in |x|=t= we use the previous
convergence result far from the holes, which is optimal for this kind of
region. These functions behave for large times as c
*
|(x) t&1( p&1) near the
holes, and the proof is now complete. K
4.2. The proof of Theorem 2
We follow the same steps as for Theorem 1.
Step 1: We argue exactly as in Theorem 1, obtaining the behaviour
on the external region, in order to be able to compare at infinity.
Step 2: We consider again the domain with radial symmetry and the
function
u =(r, t)={
u1(r, t)
u2(r, t)
u3(r, t)
u4(r, t)
if Rrh(t),
if h(t)r f (t),
if f (t)rg(t),
if g(t)r,
(4.19)
where
u1(r, t)=(|=(r)(1+=)&M log(|=(r)+1) f (t)+P(t)) ’(t) t&1( p&1),
(4.20)
where |=(r)==+(12?) log(rR), M>0, f (t)=D(log log h(t)t log log t)
for some D>0 and P(t) is such that u1(h(t), t)=u2(h(t), t),
u2(r, t)=\c*+=+Q \ r- t+ ’(t)&k= t&*‘ \
r
- t+
+B=t&2*‘2 \ r- t++ t&1( p&1)&R(t), (4.21)
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where k= , B= are defined in the proof of Theorem 1, R(t) is selected such
that u2( f (t), t)=u3( f (t), t), and Q(s) is the solution of the problem
Q"(s)+\1s+
s
2+ Q$(s)&Q(s)=0 for s>0,
{Q(s)t& 12? log s when s  0, (4.22)Q(s)t4
?
s&4e&s2 4 when s  .
We note that Q(s) has an explicit solution in terms of hypergeometric
confluent functions (cf. [AS, H]). Finally, we take u3(r, t), u4(r, t) as in the
proof of Theorem 1. It can be now easily checked that u =(r, t) behaves
exactly as expected for the radially symmetric case.
Step 3: We now define the subsolution
u1(r, t) if Rrh(t),
u
 =
(r, t)={u2(r, t) if h(t)rf (t), (4.23)u3(r, t) if f (t)r,
where u3(r, t) is defined as in Step 3 of the mentioned proof, and
u1(r, t)=_(1&=) \|=& r |=(h(t))r) ’(t)+

s
Q \h(t)- t + ’(t)
r
- t
&k=t&*&(12)

s
‘ \h(t)- t + r+P(t)& t&1( p&1), (4.24)
where ’n(t)=4?c* n+log t, for a certain n=n(=)>0, P(t) such thatu1(h(t), t)=u2(h(t), t), and
u2(r, t)=_(c*&=)&k=t&*‘ \ r- t++Q \
r
- t+ ’n(t)& t&1( p&1)&R(t),
(4.25)
where R( y) is defined so that u
 =
(r, t) is continuous. It can be checked that
u
 =
(r, t) behaves exactly as expected for the symmetric case.
Step 4: We now consider a general domain 0. As in the previous
proof, we have at once the result for |x| large. Near the holes, we need to
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consider the following functions in x # RN"0 , |x|t=, for =>0 small
enough,
u (x, t)=(1+=) |(x) ’(t) t&1( p&1)
+=(log( |x|+M ))& ’(t) t&1( p&1)(1+Mt&n), (4.26)
and
u

(x, t)=((1&=) |(x) ’(t) t&1( p&1)&M(log( |x|+M ))& t&n)+ , (4.27)
for & # (0, 1), n, M>0 large enough. These are respectively super- and
subsolutions that provide the required bounds near 0. K
5. SELF-SIMILAR ASYMPTOTICS
In this Section we give the proof of Theorems 3 and 5.
5.1. The proof of Theorem 3
We proceed in several steps.
Step 1 (The most external region): Taking the same subsolution as
in the proof of Theorem 1, we obtain that u(x, t)tA |x|&: for a certain
region |x| f (t), which is not yet the expected one, but allows us to
compare at infinity.
Step 2 (Upper bounds): We now begin with case (a). Arguing as in
the proof of Lemma 3.2, we take the same supersolutions v 1(x, t), v 2(x, t)
that were defined there (cf. (3.34)) with g(s) as in the statement of the
Theorem.
Step 3 (Lower bounds): Consider first a function h(t)=t+, for some
positive and small constant +. We now take the function
u
 1
(x, t)={u11(x, t)u12(x, t)
when x # RN"0 , |x|h(t),
when |x|h(t),
(5.1)
where
u11(x, t)=((1&=) g(0) |(x) t&:2& f (t)&H(x, t))+ ,
(5.2)
u12(x, t)=((1&=) t&:2 g \ |x|- t+&H(x, t))+ ,
with H(x, t)=M( |x|+1)&m t&$, and M>0 large, m # (0, N&2), $ # (:2,
(:2)+1), f (t) defined such that u
 1
is continuous in |x|=h(t), and = small
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enough. By the maximum principle, the sought-for result follows for |x|
h(t). To obtain it for h(t) such that t+<<h(t)<<- t, we only need to apply
the maximum principle to the function u12(x, t) in the domain |x|t+,
using the previous bound for comparison at |x|=t+.
As for case (b), we argue exactly as before by replacing g(s) in (5.2) by
the solution of (1.16), and we thus derive the desired result for |x| 2
Ct log t, with C<2(:&(2( p&1))). However, concerning the external
region, the comparison provided in Step 1 gives only the result for |x| 2
Ct log t, with C>2(:&N ), which is less than expected. In order to achieve
the optimal result, we consider first the lower bound given by the following
subsolution: Let M and # be positive real numbers, and let F(s) be a solution
of the following problem:
{
F"(s)+\N&1s +
s
2+ F $(s)+
1
p&1
F(s)=0
F(Ro)=C, F(s)>0
F(s)ts2( p&1)&Ne&s2 4
for s>Ro ,
for s>Ro ,
for s  .
(5.3)
When Ro is large enough, the existence of F(s) is ensured for some positive
constant C (cf. [AS]). We now consider =>0 small. Then there exists a
constant Ro>0 such that, for F(s) as before and M>0 arbitrary, the
function
u

(x, t)=\(A&=) |x|&:&MF \ |x|- t+ t&1( p&1)++ (5.4)
is a subsolution in |x| 2Rot. Finally, we take as an upper bound the
solution of our problem without holes. Both functions behave as A |x|&: if
|x| 2Ct log t, with C>2(:&(2( p&1))), which concludes the proof. K
5.2. The proof of Theorem 5
We begin with the situation 2( p&1)<:<2, and once again we keep to
the scheme followed in the proof of Theorem 1.
Step 1 (Behaviour at the outermost region): In order to obtain the
external behaviour, we argue exactly as in Step 1 of the previous proof.
Step 2 (Upper bounds for radially symmetric domains): We now
assume that 0=BR(0), and define the radially symmetric function
u(r, t)={v1(r, t)v2(r, t)
when Rrh1(t),
when h1(t)r,
(5.5)
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where
v1(r, t)=4?g=(0)[|=(r)&D log(|=(r)+1) f (t)+|=(r) P(t)] t&:2(log t)&1,
v2(r, t)=t&:2(g=(r- t)&
4?g=(0)
log t
Q(r- t)), (5.6)
|=(r)==+(12?) log(rR), g=(s) the solution of (1.14), where A is replaced
by A+=, f (t)=log log h1(t)t log log t, P(t) is such that u is continuous at
r=h1(t), and Q(s) is the solution of
{
Q"+\1s+
s
2+ Q$+
1
p&1
Q=0 for s>0,
(5.7)Q(s)t&
1
2?
log s as s  0,
Q(s) has exponential decay at infinity.
Actually we have that Q(s)=1(( p&2)( p&1))4? U(( p&2)( p&1), 12;
s24) e&s2 4, where U denotes the hypergeometric function. A routine check
reveals that u (r, t) is a supersolution for the problem under consideration.
Step 3 (Lower bounds for radially symmetric domains): We now
produce a subsolution for the radially symmetric case. Consider the function
u

(r, t)={u1(r, t)u2(r, t)
when Rrh1(t),
when h1(t)r,
(5.8)
where
u1(r, t)=4?g=(0) _|=(r)& r (h(t)) r
+ pg p&1= \h1(t)- t +

s
g= \h1(t)- t + t&(12)&(:( p&1)2)r
+

s
g= \h1(t)- t +
r
- t
+P(t)& t&:2(log t)&1, (5.9)
u2(r, t)=t&:2[ g=(r- t)+E(g=(r- t)) p (log t)&#&
4?g=(0)
log t
Q(r- t)& ,
(5.10)
and E>0, # # (0, 1), P(t) is defined so that we obtain a continuous
function, |=(r) is as before, and we replace A by A&= in the definition
of g=(s).
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Step 4 (The result for a general domain): Without loss of generality
we can take balls such that BR1(0)/0/BR2(0). Therefore when |x|>>1
the desired result follows by comparison. To discuss the situation near the
holes, we consider in the region x # RN"0 , |x|t= (= small enough) the
functions
u (x, t)=(1+=) |(x) ’(t) t&:2+=(log( |x|+M ))& ’(t) t&:2(1+Mt&n),
(5.11)
and
u

(x, t)=((1&=) |(x) ’(t) t&:2&M(log( |x|+M ))& t&n)+ , (5.12)
with & # (0, 1), n, M>0 large enough, t>to>0. It can be checked that they
are, respectively, super- and subsolutions.
As for the other cases, the proof proceeds in a similar way. We only
remark that if 2<2( p&1)<:, we obtain the exterior behaviour of the
form A |x|&: for regions of the form |x| 2Ct log t, with C>2(:&N ). In
order to derive the result for C>2(:&(2( p&1))) we argue exactly as in
the final remarks of the proofs of Theorem 3. K
6. THE PROOF OF THEOREMS 4 AND 6
In this Section we prove the remaining results.
6.1. The proof of Theorem 4
We begin with the case :>N>2( p&1).
Step 1: Taking the same subsolution as in the proof of Theorem 3,
and observing that the solution of the problem without holes is an upper
bound for our problem, we obtain that u(x, t)tA |x| &: for a certain
region |x| f (t), which allows us to compare at infinity.
Step 2: In order to obtain lower bounds for our solution, we define
for x # RN"0 , t>1,
u
 1
(x, t)==(1+t&=)(1&Rk |x|&k) u^(x, t), (6.1)
where = is small and positive, k # (0, N&2), and u^(x, t) is the solution of
the complete semilinear problem in the whole space and with the same
initial data. This function is a subsolution for N( p&1)2. In view of
the corresponding result in Lemma 3.2, we obtain by comparison that
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$t&N2e&|x| 24t is a lower estimate for u(x, t) for large enough time and some
constant $>0. We now define the function
u2(x, t)=(=|(x)(t+1)&N2&M( |x|+1)&m (t+1)&$)+, (6.2)
where m # (0, N&2) and $>N2. It can be checked that u
 2
is a subsolution
for x # RN"0 , |x|h(t), and that there exist M, = such that comparison
for initial time and at |x|=h(t)=t+ for some +>0 (using the fact that
u^$t&N2e&|x| 2 4t there) is possible.
Step 3: To obtain an appropriate upper bound for u(x, t), we only
need to use the solution of the heat equation for the problem in RN"0 ,
whose behaviour was recalled in Lemma 3.2.
Step 4: We now prove that there is stabilization to a constant. By
Steps 2 and 3, we have that for large t,
=|(x) t&N2e&|x| 2 4t(1+o(1))u(r, t)K|(x) t&N2e&|x| 2 4t(1+o(1)),
(6.3)
for some positive constants =, K, when x # RN"0, |x| 2Ct log t, with
C<2(:&N ). We now return to the spectral analysis, which was intro-
duced in Section 2. We recall the self-similar variables
u(x, t)=t&1( p&1)8( y, {); y=xt&12, {=log t. (6.4)
With the new variables, Eq. (1.1) can then be recast in the form
8{=28+
1
2
y {8+
1
p&1
8&8 p#Ao8+
1
p&1
8&8 p . (6.5)
Spectral properties of operator Ao were studied in Section 2 and will be
used in the following with the same notations. Because of the previous
Lemmata, we have the bound
=e&((N2)&(1( p&1))){e&| y| 2 48( y, {)Ke&((N2)&(1((p&1))){e&| y| 2 4, (6.6)
uniformly in a certain region, which contains in particular the set [D1| y|
D2 - {] for 0<D1 , 0<D2<- 2(:&N ). We now define the function:
8 ( y, {)=8( y, {) f ( y, {), (6.7)
where f ( y, {)#f ( | y|- {) is a smooth and nonnegative cut-off function
such that f (!)=1 if C2<!<C3 - { and f (!)=0 if either !>C4 - { or
!<C1 , for constants 0<C1<C2 , 0<C3<C4<- 2(:&N ). The previous
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bound (6.6) ensures that the new function 8 ( y, {) belongs to L2|(R
N) (cf.
Section 2) for large {. Therefore, it can be easily seen that
8 {=Ao8 +
1
p&1
8 +G( y, {), (6.8)
where G( y, {)=&f8 p+8[ f{&2f & 12 y 2f ]&2 {8 { f. We next define
8 = g({) o( y)+R( y, {), (6.9)
where g({)=(8 , o) and o( y) is the first eigenfunction of the operator
Ao . Our goal now is to prove that 8 tg({) o( y) as time grows, uniformly
in some region. Function R( y, {) satisfies the equation
R{&AoR&
1
p&1
R=&g$({) o( y)+G( y, {)#H( y, {). (6.10)
From (6.6) it is easy to obtain the estimate (H, H)=o(e&((N2)&(1( p&1))){).
Therefore, using the variation of constants formula and the orthogonality
of R to o , we obtain for some k (with |k|1),
(R, R) =O(e&&k {)+|
{
{o
e&&k ({&s)o(e&((N2)&(1( p&1))){) ds
=o(e&((N2)&(1( p&1))){), (6.11)
where &k=&*k&(1( p&1))=(|k|2)+(N2)&(1( p&1)), *k being the
eigenvalue of the leading mode above.
Therefore by regularizing effects for parabolic equations we have that
|R( y, {)|=o(e&((N2)&(1( p&1))){) for {>>1 and | y|M. In particular we
obtain that 8tg({) o( y) as {>>1 uniformly in sets of the form C1| y|
C2 . Substituting now (6.9) into (6.8) we obtain
g$({)=&\N2 &
1
p&1+ g({)+(G, o) .
Now it is easy to obtain the estimate (G, o)F(C1 ) e&((N2)&(1( p&1))){,
where function F(s) converges to zero at infinity. Therefore, on taking the
limit C1  , we have that as t>>1 then g$({)t&((N2)&(1( p&1))) g({),
and we thus obtain that g({)=Ce&((N2)&(1( p&1))){ for some constant C. Going
back to our original variables, we obtain that u(x, t)tC*t&(N2)e&|x| 24t
in D1 t|x| 2D2t log t, for any constants 0<D1 , 0<D2<2(:&N ) and
for a certain positive constant C*. In order to obtain the result in the
whole domain, we only need to use the maximum principle for the functions
defined in the previous two steps, replacing constants = and K by C*&=
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and C*+=, respectively. Since = is arbitrary, we have proved that for some
constant C*,
u(x, t)tC*|(x) t&(N2)e&|x| 2 4t (6.12)
uniformly in x # RN, when |x| 2Ct log t with C<2(:&N ) and t>>1.
Step 5: We now determine the constant C*. We have the formula
u(x, t)=|
RN "0
G(x, y, t) uo( y) dy&|

o
|
RN "0
G(x, y, t&s) u p( y, s) dy ds,
(6.13)
where G(x, y, t) is the Green function,
G(x, y, t)=(4?t)&N2 exp \&|x& y|
2
4t +&z(x, y, t), (6.14)
and z(x, y, t) is the solution of (3.28). If we argue as in Lemma 3.2, we
obtain
|
R N "0
G(x, y, t) uo( y) dyt\|R N "0 u0( y) dy+ (4?t)&N2 e&|x|
2 4t.
(6.15)
Hence it is sufficient to prove that
|

o
|
RN "0
G(x, y, t&s) u p( y, s) dy ds
t\|

o
|
R N "0
u p( y, s) dy ds+ (4?t)&N2 e&|x| 2 4t. (6.16)
But this follows easily by using the estimate (3.31) for G(x, y, t) together
with the integration technique in Lemma 6.2 of [H].
To deal with the remaining cases, we repeat our previous arguments with
minor modifications. For instance, in Steps 2, 3, and 4, we change
(t+1)N2 by (t+1)N2 f (t), where f (t) is as in the statement of the
Theorem. In Step 5, for the situation :>N=2( p&1) we may consider
now u

(x, t)=u^(x, t)&M1( |x|+1)&m1 t&k1&M2( |x|+1)&m2 t&k2, where
mi # (0, N&2), Mi>0 for i=1, 2, k1 is large enough, k2 # (0, N2), and
u^(x, t) is the solution of the Cauchy problem with same initial data. By the
maximum principle, we then have that u

is a lower bound for our problem.
Obviously, u^(x, t) is an upper bound, and both u

and u^ behave as expected
as t becomes large. Finally, for the situation :=N>2( p&1), we can
argue as in the previous Step 5 by using estimate (3.31) for the Green
function. K
410 LUIS A. HERRAIZ
File: DISTIL 335841 . By:DS . Date:19:01:98 . Time:07:13 LOP8M. V8.B. Page 01:01
Codes: 2642 Signs: 1786 . Length: 45 pic 0 pts, 190 mm
6.2. The proof of Theorem 6
We merely sketch below the main ingredients of the proof.
Step 1: We argue here exactly as in the first Step of the proof of
Theorem 1. We note that in this case with this technique the optimal result
for the behaviour of the exterior region is obtained.
Step 2: We derive now lower bounds for the case :>2>2( p&1).
Consider the function:
v
 1
(r, t)={v1(r, t),v2(r, t),
if Rrh1(t),
if h1(t)r- Ct log t,
(6.17)
where all the constants and functions are as in the first step in the proof
of Lemma 3.3, except for v2 which reads
v2(r, t)=
=
log t
u^(r, t)&Q \ |x|- t+ ’(t)(1+ g^(t))&w(r, t), (6.18)
where now u^(r, t) is the solution of the complete semilinear Cauchy problem.
Finally, we consider the function v
 2
as in the above mentioned Lemma, and
argue as before.
Step 3: We obtain an appropriate upper bound arguing as in the
second Step of Lemma 3.3.
Step 4: We now proceed as in the proof of Theorem 4, by using the
same self-similar variables and cut-off function. Therefore, by means of
spectral analysis, we obtain that u(x, t)tf (t) exp(&|x| 24t) in an outer
region of the type C1 t log t|x| 2C2 t log t, for constants 0<C1<C2<
2(:&N ). Function f (t) (which corresponds to ao({) in the formal analysis
in Section 2) is to be determined yet. We merely have to argue now as in
Step 3 in the proof of Lemma 3.3. Namely, we apply the maximum
principle to the functions that were defined in the previous Steps 2 and 3,
obtaining the condition (2.40) by matching at the boundary h1(t). Finally,
by means of suitable spectral relations we obtain condition (2.34). Both
conditions give us the value of function f (t), which solves the ODE given
by (2.34):
f $(t)=&
1
t \
p&2
p&1
+
1
log t+ f (t). (6.19)
The proofs of the remaining cases are similar, and we shall omit further
details. K
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