Current theories on on-line learning in neural networks are based on the unrealistic assumption that subsequent patterns are uncorrelated. In this paper we study on-line learning with timecorrelated patterns. For small learning parameters we derive a Fokker-Planck equation describing the evolution of the average network state and the uctuations around this average. Correlations between subsequent patterns contribute to the di usion term in this Fokker-Planck equation and thus a ect the uctuations in the learning process. Our results are valid for a general class of learning rules, including backpropagation and the Kohonen learning rule. Simulations with Oja's rule illustrate the theoretical results.
On-line learning is a learning process for neural networks where the weights of the network are updated each time a training patternx is presented to the network. For many learning processes this weight change can be written in the general form w(n) w(n + 1) ? w(n) = f (w(n);x) ; (1) with w(n) the network state at iteration step n, the learning parameter, and f( ; ) the learning rule. Examples can be found in supervised learning, e.g., backpropagation for multilayer perceptrons 1], wherẽ x stands for an input and desired output pair, as well as in unsupervised learning, e.g., Kohonen 's selforganising rule for topological feature maps 2], wherex stands for the input vector.
If the patternsx are drawn at random from the training set, on-line learning (1) can be described by a rst-order Markov process, since the new network state w(n + 1) is solely a function of the old state w(n) and the randomly drawn patternx. An evolution equation for the probability P(w; n) that at step n the network is in state w follows directly from (1) . In recent years, theoretical studies of provided a better understanding of on-line learning processes with uncorrelated patterns 3 { 7] .
However, in biological learning as well as in real world applications subsequent patterns are correlated. Clearly, the existing theory based on random pattern presentation is not valid in such cases. In this paper, we therefore study on-line learning (1) with time-correlated patterns, and we show that for small learning parameters the behaviour of P(w; n) can still be analysed. For the moment, we assume that the probability that a patternx is presented to the network depends on its predecessorx 0 through a transition probability (xjx 0 ), i.e., that the patterns follow a rst-order Markov process. Later we will show that our nal results hold for stationary Markov processes of any nite order.
With time-correlated patterns the dynamics in weight space is no longer Markovian, which makes it much less straightforward to derive an evolution equation for P(w; n). However, the joint probabilitŷ P(w;x; n) that at step n the network is in state w and the presented pattern isx does follow a Markov process: P (w;x; n) = Z dw 0 dx 0 (xjx 0 ) (w ? w 0 ? f (w 0 ;x 0 ))P(w 0 ;x 0 ; n) ?P(w;x; n) :
The time scale for the dynamics of the weights w is inversely proportional to , whereas the time scale for the dynamics of the patternsx is completely independent of . For ! 0 this separation of time scales makes it possible to eliminate the fast variablex 8] and to derive a systematic expansion of the evolution equation for P(w; n) = R dxP(w;x; n). In 9] we used a similar method to analyse learning with momentum.
To write (2) in a form which is more convenient for algebraic manipulations, we introduce the left and right eigenfunctions i (x) and i (x) of the transition probability (xjx 0 ) with corresponding eigenvalues i :
For convenience, we assume that the stationary distribution 0 (x) in pattern space is unique, i.e., we have 0 = 1, Re i < 1 for i 1, and normalisation 0 (x) = 1. The probability distributionP(w;x; n) can be decomposed in right eigenfunctions:
Substitution of this decomposition into (2), multiplication with i (x), and integration overx yields a set of equations for Q i (w; n) which are treated as components of the vectorQ(w; n)]. Performing a Kramers-Moyal expansion 10] with respect to w, this set of equations can be written
in which the components of the matrices H Since the operator H is a series in the small parameter , it is possible to analyse (3) 
, H
, and Q 0 (w; n) = P(w; n) then leads to P(w; n) = ? r T 
To study this evolution equation in the limit ! 0, we apply Van Kampen's expansion 12, 7] . We start with the ansatz w = (t) + p ;
with rescaled time t = n. This ansatz says that the state of the network w can be described by a deterministic part (t) plus a term of order p containing the uctuations. The function ( ; t) P( (t) + p ; t= ) is the probability in terms of the new variable . From Van Kampen's expansion it immediately follows that the deterministic part (t) has to satisfy the equation
where the average h: : :i~x is over pattern space. The evolution of ( ; t) is governed by the Fokker-Planck In deriving (7) and (8) from (4) (7) and (8) Finally, to illustrate our theory, we simulate the nonlinear Oja learning rule 13] w(n) = (x T w(n)) x ? (x T w(n)) w(n)] in two dimensions, which searches for the principal component of the input correlation matrix hxx T ix. The absolute value jx i j is, independent of previous patterns, homogeneously distributed between 0 and l i , with l 1 = 2 and l 2 = 1. The sign of x i has a probability q i to ip after each presentation, i.e.,x follows a rst-order Markov process. The Fokker-Planck equation (6) with \ ip correlation"
(1 ? 2q 1 )(1 ? 2q 2 ). Simulations are performed with an ensemble of 10 000
independently learning networks, initialised at w(0) = (1; 0) T . In the gure it can be seen that the agreement between theory and simulations is better for smaller learning parameters and less correlations, as could be expected. Flip correlation < 0 leads to a better sampling of the input space and thus to a smaller asymptotic variance than random pattern presentation ( = 0). Our results open new directions for future research. We mention smart sampling techniques to reduce the uctuations in the learning process and the bene cial in uence of time correlations on learning in the presence of local minima 14]. Last but not least, our results may help to understand the learning of (chaotic) time series, which is claimed to be easier if the patterns are presented in their natural order of appearance instead of completely random 15, 16] . ***
