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Introduction
Le but de cette thèse est de faire de l’analyse sur les graphes infinis pondérés et d’étudier
certains opérateurs discrets et quelques problèmes liés à ces opérateurs. Plus précisément,
nous nous intéressons à l’étude des propriétés de l’opérateur discret de Gauss-Bonnet qui
est un opérateur de type Dirac ( son carré est l’opérateur Laplacien), comme suite du
travail de Colette Anné et Nabila Torki-Hamza [4]. De plus, nous donnons une version
discrète de la notion importante de non-parabolicité à l’infini introduite par Gilles Carron
[8] pour les variétés Riemanniennes non-compactes. En fait, le passage du modèle continu
au modèle discret est motivé par le lien étroit qui existe entre les graphes et les variétés
Riemanniennes. En effet, une variété Riemannienne M peut être discrétisée sous forme
d’un graphe G et la géométrie de G est alors une bonne approximation de la géométrie de
M. D’autre part, grâce à la condition de non-parabolicité à l’infini, l’opérateur de Gauss-
Bonnet est Semi-Fredholm ce qui est utile dans la décomposition de Hodge pour résoudre
des problèmes tel que le problème de Kirchhoff.
Un autre résultat principal de cette thèse est d’étudier les propriétés spectrales de
l’opérateur Laplacien. Il y a plusieurs travaux récents sur ce sujet tel que [31], [15], [33]
[12], [37], [23], [13], [39]... Dans notre travail, nous distinguons deux types d’opérateurs
Laplaciens le premier défini sur l’espace des fonctions sur les sommets et le deuxième
défini sur l’espace des fonctions sur les arêtes. Donc, c’est une question naturelle de voir
le lien entre leur spectres respectifs. En utilisant, la propriété de non-parabolicté à l’infini,
nous montrons que les spectre de ces deux Laplaciens coïncident en dehors de la valeur 0.
De plus, nous étendons les résultats de John Lott [26] qui affirment que la valeur spectrale
0 est dans le spectre de l’un de ces deux Laplaciens.
Cette thèse se décompose en trois chapitres en plus de l’introduction, l’annexe et la
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bibliographie :
-le deuxième chapitre rassemble les diverses notations et définitions, qui vont être
utilisées dans les chapitres qui suivent. Notamment, nous introduisons l’opérateur de
Gauss-Bonnet et l’opérateur de Laplace sur les 1-formes. Nous regroupons les propriétés
principales pour étudier la notion de parabolicité sur les graphes. Et nous introduisons un
problème d’application sur les réseaux électriques résistifs qui est le problème de Kirchhoff.
-Dans le troisième chapitre, nous donnons une version discrète d’une notion spécifique
introduite par Gilles Carron [8] pour les variétés Riemanniennes non-compactes. En fait,
nous allons considérer l’opérateur de Gauss-Bonnet non parabolique à l’infini qui permet
d’avoir une information sur le comportement du graphe à l’infini (pas de cycle à l’infini).
De plus, avec cette propriété notre opérateur est semi-Fredholm. D’autre part, comme
nous travaillons sur un graphe infini connexe, l’opérateur gradient vérifie toujours cette
propriété alors que l’opérateur de divergence qui est son adjoint ne vérifie pas.
-Dans le quatrième chapitre, nous introduisons la notion de spectre. Plus précisément,
nous donnons les définitions et les propriétés spectrales reliées aux opérateurs bornés auto-
adjoints. Dans le cadre d’un graphe infini pondéré, nous donnons de nouveaux résultats
sur la relation entre le spectre du Laplacien ∆0 défini sur les fonctions et le spectre du
Laplacien ∆1 défini sur les formes, en utilisant la propriété de non-parabolicité à l’infini
introduite dans le chapitre précédent. Ces résultats sont inspirés des travaux de Shirai
[33] et Strichartz [37]. De plus, nous étendons un résultat de Lott [26] concernant la ca-
ractérisation de la valeur spectrale 0, comme réponse à la question : est-ce-que la valeur
0 est dans le spectre de l’opérateur ∆0 ou dans le spectre de l’opérateur ∆1 ?
Et nous finissons avec un chapitre annexe qui contient les preuves des principaux
résultats utilisés au cours de cette thèse.
2
Analyse sur les graphes
Ce chapitre présente les diverses notations et définitions utilisées dans cette thèse, en
faisant de l’analyse sur les graphes (espace fonctionnels et étude des opérateurs) et en
regroupant les propriétés principales pour étudier la notion de parabolicité sur les graphes.
De plus, nous introduisons un problème assez important qui est le problème de Kirchhoff.
2.1 Quelques éléments d’analyse sur les graphes
Cette section contient les principales définitions et notations relatives aux graphes qui
sont inspirées de références suivantes [7], [9], [17], [1] et [40].
2.1.1 Notion de graphe
Un graphe G est la donnée d’un couple (V , E), où V est un ensemble au plus dénombrable
de sommets et E est un sous-ensemble de P2(V) (l’ensemble des parties à deux éléments
de V), l’ensemble des arêtes. Si l’ensemble V est fini, on dit que le graphe G est fini. Si
non, G est dit infini. Lorsque deux sommets x et y sont reliés par une arête e, on dit
qu’ils sont voisins ou adjacents. On note alors x ∼ y et e = {x, y}. Parfois, on aura des
graphes avec des boucles : cela veut dire qu’il y a aussi des arêtes du type {x, x} que l’on
peut dessiner comme une boucle au sommet x. En chimie les arêtes sont aussi munies de
multiplicités qui indique le type de liaison entre atomes. Un graphe G orienté consiste à
définir une partition de E : E+ ∪ E− = E
(x, y) ∈ E+ ⇔ (y, x) ∈ E−.
Dans ce cas pour e = (x, y), on définit l’origine e− = x, la terminaison e+ = y et l’arête
oposée −e = (y, x). Cette orientation est nécessaire pour définir certains opérateur telles
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que le gradient. Un chemin est une suite finie d’arêtes, i.e. une suite finie {ek}k=0,...,n tel
que si n ≥ 2 alors e+i = e−i+1, ∀i ∈ {0, ..., n− 1}. Le graphe G est dit connexe si deux
sommets quelconques x et y peuvent être reliés par un chemin avec e−0 = x, e+n = y. Un
cycle est un chemin dont l’extrémité et l’origine sont identiques (e+n = e−0 ). Un arbre est
un graphe connexe sans cycles. Le degré d’un sommet x est le nombre de ses voisins noté
par
deg(x) := ]{e ∈ E ; e− = x}.
Si deg(x) < ∞, G est dit localement fini. S’il existe une constante positive M tel que
deg(x) ≤ M pour tout x ∈ V , le graphe G est dit uniformément localement fini ou à
valence bornée. Le graphe G est k-regulier si deg(x) = k pour tout x ∈ V .
Exemples :
• le Graphe Z : V = Z et E = {(x, y) ∈ Z × Z; |x− y| = 1}. Plus généralement, le
graphe Zd appelé réseau euclidien qui est d-régulier tel que l’ensemble de sommet
V est l’ensemble de d-uplet x = (x1, ..., xd) et l’ensemble des arêtes E = {(x, y) ∈
Zd × Zd; ∑di=1 |xi − yi| = 1}.
• Graphe bipartite s’il existe deux sous-ensembles disjoints V0 et V1 de V qui le
recouvrent. Et E = {{x, y}; x ∈ V0 et y ∈ V1 ou x ∈ V1 et y ∈ V0}.
• Graphe de Cayley : Soit (G, ∗) un groupe. Le graphe G = (V , E) est appelé graphe
de Cayley de groupe G qu’on note (G,S), si (G, ∗) est un groupe et S est une partie
génératrice symétrique de G, c’est à dire, l’élément neutre de groupe G n’est pas
dans S et si x ∈ S alors x−1 ∈ S. Et on a {x, y} ∈ E si et seulement si y−1 ∗ x ∈ S.
Par exemple, (G, ∗) est égale à (Z,+) et S = {−1, 1}.
2.1.2 Graphes pondérés
Il existe différentes définitions de graphe pondéré, pour la simple raison que le genre de
graphes qu’il faut considérer dépend souvent du problème dont la solution est visée. On
introduit une première définition tel que le poids sur les sommets et celui sur les arêtes
sont indépendants :
Définition 2.1.1. Un graphe pondéré (G, c, r) est la donnée d’un graphe G = (V , E), un
poids sur les sommets c : V →]0,∞[ et un poids sur les arêtes r : E →]0,∞[ tel que
r(−e) = r(e).
Une deuxième définition tel que le poids sur les sommets définis à partir du poids sur
les arêtes qu’on peut considérer comme un cas particulier de la définition précédente :
Définition 2.1.2. Un graphe pondéré normalisé est un couple (G, b), où G = (V , E) un
graphe et b : V × V −→ R une fonction positive vérifiant :
• b(x, x) = 0, ∀x ∈ V.
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• b(x, y) > 0, ∀(x, y) ∈ E .
• b(x, y) = b(y, x), ∀(x, y) ∈ E .
Ainsi, le poids b sur E fait apparaître un poids sur V lorsque ∑y∼x b(x, y) <∞ :
β(x) =
∑
y∼x
b(x, y), x ∈ V .
Un cas particulier, si G est localement fini β est bien défini.
Exemples :
1. La définition 2.1.2 est souvent utilisée pour un réseau électrique résistif tel que G est
le couple (V , E) qui est un graphe fini ou infini connexe. b est appelé la conductance
et vérifie ∑
y∼x
b(x, y) <∞.
De plus, la conductance est l’inverse de la résistance.
2. Si b(x, y) = 1, ∀(x, y) ∈ E alors β(x) = deg(x), ∀x ∈ V .
On peut aussi citer une autre définition utilisée dans les articles du groupe allemand de
Lenz [23], [24], [19] et [21].
Définition 2.1.3. Un graphe pondéré est un couple (V , b), où V est l’ensemble de sommet
et b : V × V −→ R une fonction positive vérifiant :
• b(x, x) = 0, ∀x ∈ V.
• b(x, y) = b(y, x), ∀x, y ∈ V .
• ∑y∈V b(x, y) <∞, ∀x ∈ V .
Remarque 2.1.1. • L’ensemble des arêtes E est défini à partir de b. En effet, deux
sommets x, y ∈ V sont connectés par une arête si b(x, y) > 0.
• Le graphe est localement fini si l’ensemble {y ∈ V ; b(x, y) > 0} est fini pour tout
x ∈ V.
Exemples :
1. Soit V un ensemble dénombrable des sommets et b une fonction positive sur V × V
tel que b(x, y) = 1, ∀ x, y ∈ V tel que x 6= y. Alors, si ∑y∈V;y 6=x 1 < ∞, ∀x ∈ V
(graphe localement fini), on obtient alors (V , b) est un graphe pondéré.
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2. On considère le graphe pondéré (N, b) tel que
b(n,m) =

log(n+1)log(m+1)
(n+1)2(m+1)2 si n 6= m,
0 sinon
On a ∑m∈V b(n,m) <∞, ∀n ∈ V mais ce graphe n’est pas localement fini.
2.1.3 Notions de sous-graphes
Définition 2.1.4. Un sous-graphe de G = (V , E) est un graphe dont les sommets et les
arêtes sont respectivement inclus dans V et E.
Définition 2.1.5. (Sous-graphe induit)
On considère une sous partie connexe K de V qui peut être infinie. On définit
EK := {e = (x, y) ∈ E ; x, y ∈ K}.
Alors, GK = (K, EK) est un sous-graphe induit de G.
Remarque 2.1.2. Un sous-graphe induit de G est un sous-graphe mais la réciproque est
fausse.
Exemple
Soit G un graphe fini orienté tel que
V = {1, 2, 3, 4, 5, 6}
et
E = {(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (3, 4), (3, 6)} .
Alors, GK tel que K = {2, 3, 4, 6} et EK = {(2, 3), (3, 4), (3, 6)} est un sous graphe induit
de G et GK′ tel que l’ensemble de sommets K ′ = {1, 2, 3, 4, 6} et l’ensemble des arêtes
EK′ = {(1, 2), (1, 4), (3, 4), (3, 6)} est un sous-graphe de G mais n’est pas un sous-graphe
induit puisque il manque les arêtes (1, 3) et (2, 3).
Nous introduisons d’autres définitions et notations dont nous avons besoin dans le
chapitre d’après.
Définition 2.1.6. (Sous-partie de G)
Une sous-partie U de G est un couple (VU , EU) tel que VU ⊂ V et EU ⊂ E.
Remarque 2.1.3. Une sous-partie de G n’est pas en général un sous-graphe de G.
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Exemple
Considérons le même graphe G de l’exemple précédent. Soient VU = {1, 4, 6} et EU =
{(1, 4), (3, 4)}, alors U = (VU , EU) est une sous-partie de G mais n’est pas un sous-graphe
de G puisque l’arête (3, 4) est dans E mais son extrémité 3 n’est pas dans VU .
Nous avons aussi les sous-ensembles suivants associés à GK ⊂ G :
Le bord de sommets GK :
∂K := {x /∈ K;∃y ∈ K, y ∼ x}.
Le bord d’arêtes GK :
δEK := {e = (x, y) ∈ E ; x ∈ K et y /∈ K}.
De plus, nous introduisons la notion de voisinage d’un sous-graphe fini GK de G :
Définition 2.1.7. G
K˜
est un voisinage de GK si GK˜ := (K˜, EK˜) est un sous-graphe fini
de G tel que 
i) K ⊂ K˜ fini ,
ii) EK ∪ ∂EK ⊂ EK˜ ,
iii) e = (x, y) ∈ E
K˜
⇒ x, y ∈ K˜.
Ainsi, notons le plus petit voisinage de GK par GK˜0, où GK˜0 est un sous-graphe fini de
G contenant GK et leur bords.
Remarque 2.1.4. Dans [21], G
K˜0
est dit voisinage combinatoire de GK.
Désormais, nous considérons le graphe pondéré (G, c, r) de la définition 2.1.1
orienté, connexe et localement fini qui sera noté G.
2.1.4 Espaces fonctionnels
Notons l’ensemble des fonctions réelles sur V par :
C(V) = {f : V → R}
et celui des fonctions à support fini par C0(V).
De même, nous avons l’ensemble des fonctions antisymétriques réelles sur E noté :
Ca(E) = {ϕ : E → R; ϕ(−e) = −ϕ(e)}
et celui des fonctions à support fini noté par Ca0 (E).
Introduisons les espaces de Hilbert suivants associés au graphe pondéré G.
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a)
l2(V) =
{
f ∈ C(V); ∑
x∈V
c(x)f 2(x) <∞
}
,
muni du produit scalaire :
〈f, g〉V =
∑
x∈V
c(x)f(x)g(x)
dont la norme associée
‖f‖V =
√
〈f, f〉V .
b)
l2(E) =
{
ϕ ∈ Ca(E); ∑
e∈E
r(e)ϕ2(e) <∞
}
,
muni du produit scalaire :
〈ϕ, ψ〉E =
1
2
∑
e∈E
r(e)ϕ(e)ψ(e)
dont la norme associée
‖ϕ‖E =
√
〈ϕ, ϕ〉E .
c) Ainsi, la somme directe de l2(V) et l2(E) est donnée par :
l2(G) := l2(V)⊕ l2(E) =
{
(f, ϕ), f ∈ l2(V) et ϕ ∈ l2(E)
}
,
muni du produit scalaire :
〈(f, ϕ), (g, ψ)〉G = 〈f, g〉V + 〈ϕ, ψ〉E .
Et avec la norme
‖(f, ϕ)‖2G := ‖f‖2V + ‖ϕ‖2E .
2.1.5 Opérateurs et propriétés
Nous donnons dans cette partie les différentes expressions et propriétés des opérateurs
mathématiques introduits sur les graphes tel que le gradient et son adjoint l’opérateur de
divergence, l’opérateur de type Dirac et son carré le Laplacien.
L’opérateur gradient : c’est l’opérateur
d : C0(V) −→ Ca0 (E),
donné par
d(f)(e) = f(e+)− f(e−), ∀e = (e−, e+) ∈ E .
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L’opérateur divergence : c’est l’adjoint formel de d, noté δ et vérifie
〈df, ϕ〉E = 〈f, δϕ〉V , ∀f ∈ C0(V) et ∀ϕ ∈ Ca0 (E). (2.1.1)
De plus, nous avons la formule suivante qui caractérise δ inspirée de [4].
Lemme 2.1.1. L’opérateur divergence δ est donné par la formule :
δϕ(x) = 1
c(x)
∑
e,e+=x
r(e)ϕ(e), ∀ϕ ∈ Ca0 (E).
Preuve
Soient f ∈ C0(V) et ϕ ∈ Ca0 (E), en utilisant (2.1.1), nous obtenons
〈df, ϕ〉E =
1
2
∑
e∈E
r(e)df(e)ϕ(e)
= 12
∑
e∈E
r(e)
(
f(e+)− f(e−)
)
ϕ(e)
= 12
∑
x∈V
f(x)
 ∑
e,e+=x
r(e)ϕ(e)− ∑
e,e−=x
r(e)ϕ(e)
 .
Or, r(−e) = r(e) et ϕ est antisymétrique entraînent∑
e,e+=x
r(e)ϕ(e) = − ∑
e,e−=x
r(e)ϕ(e).
Ainsi ,
〈df, ϕ〉E =
∑
x∈V
c(x)f(x)
 1
c(x)
∑
e,e+=x
r(e)ϕ(e)

= 〈f, δϕ〉V .

Nous introduisons maintenant un résultat très important inspiré de [43].
Lemme 2.1.2. Soient x, x0 ∈ V, alors il existe une constante strictement positive C =
Cxx0 tel que
|f(x)| ≤ C (|f(x0)|+ ‖df‖E) , ∀f ∈ C0(V). (2.1.2)
Preuve
Soient x, x0 ∈ V , comme G est connexe, il existe toujours un chemin d’arêtes γxx0
reliant x à x0, i. e, γxx0 = {ek}k=1,...,n avec e−1 = x, e+n = x0 et si n ≥ 2 ∀j ; 1 ≤ j ≤
(n− 1)⇒ e+j = e−j+1.
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Alors, en utilisant l’inégalité triangulaire, nous obtenons
|f(x)− f(x0)| =
∣∣∣f(x)− f(e+1 ) + f(e+1 )− f(e+2 ) + ...+ f(e+n−1)− f(x0)∣∣∣
≤ |df(e1)|+ |df(e2)|+ ...+ |df(en)|
≤ ∑
e∈γxx0
1√
r(e)
√
r(e) |df(e)| .
Par suite, l’inégalité de Cauchy-Schwarz entraîne
|f(x)− f(x0)| ≤
 ∑
e∈γxx0
1
r(e)
 12  ∑
e∈γxx0
r(e)(df(e))2
 12
≤ Sxx0
(∑
e∈E
r(e)(df(e))2
) 1
2
≤ Sxx0 ‖df‖E ,
où Sxx0 =
 ∑
e∈γxx0
1
r(e)
 12 .
Ainsi, nous déduisons que
|f(x)| ≤ |f(x)− f(x0)|+ |f(x0)|
≤ Sxx0 ‖df‖E + |f(x0)|
≤ Cxx0 (‖df‖E + |f(x0)|) ,
avec Cxx0 = max(Sxx0 , 1). 
Avant de donner un autre résultat aussi important. Pour f ∈ C0(V), nous définissons
f par
f(e) = f(e
−) + f(e+)
2 ,∀e ∈ E .
Ainsi, nous avons de [30] la formule de dérivation suivante :
Lemme 2.1.3. Soient f, g ∈ C0(V) et ϕ ∈ Ca0 (E), alors nous avons
d(fg)(e) = f(e+)dg(e) + g(e−)df(e). (2.1.3)
δ(fϕ)(x) = f(x)δϕ(x)− 12c(x)
∑
e,e+=x
r(e)d(f)(e)ϕ(e). (2.1.4)
Preuve
Pour f, g ∈ C0(V) et e ∈ E
d(fg)(e) = (fg)(e+)− (fg)(e−)
= f(e+)(g(e+)− g(e−)) + g(e−)(f(e+)− f(e−))
= f(e+)d(g)(e) + g(e−)d(f)(e).
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D’autre part, pour ϕ ∈ Ca0 (E) et en appliquant la formule de caractérisation de δ du lemme
2.1.1 à la fonction fϕ ∈ Ca0 (E), nous obtenons
δ(fϕ)(x) = 1
c(x)
∑
e,e+=x
r(e)(fϕ)(e)
= 1
c(x)
∑
e,e+=x
r(e)
(
f(e+) + f(e−)
2
)
ϕ(e)
= 1
c(x)
∑
e,e+=x
r(e)f(e+)ϕ(e)
+ 1
c(x)
∑
e,e+=x
r(e)
(
f(e−)− f(e+)
2
)
ϕ(e)
= f(x)
c(x)
∑
e,e+=x
r(e)ϕ(e) + 12c(x)
∑
e,e+=x
r(e)d(f)(−e)ϕ(e)
= f(x)δ(ϕ)(x)− 12c(x)
∑
e,e+=x
r(e)d(f)(e)ϕ(e).

Opérateur de Gauss-Bonnet : c’est l’endomorphisme
D = d + δ : C0(V)⊕ Ca0 (E) −→ C0(V)⊕ Ca0 (E)
tel que
D(f, ϕ) = (δϕ, df), i.e. D ∼=
(
0 δ
d 0
)
.
C’est un opérateur de type Dirac : D2 = ∆ qui est l’opérateur Laplacien. De plus,
nous avons
∆ ∼=
(
∆0 0
0 ∆1
)
,
où ∆0 = δd et ∆1 = dδ.
Définition 2.1.8. -L’opérateur ∆0 = δd qui agit sur C0(V) est appelé le Laplacien sur
les 0-formes.
-L’opérateur ∆1 = dδ qui agit sur Ca0 (E) est appelé le Laplacien sur les 1-formes.
Proposition 2.1.1. Pour tout graphe G connexe et localement fini, les opérateurs d et δ
sont fermables et non-symétriques et les opérateurs D et ∆ sont symétriques.
Preuve
Commençons par montrer que d est fermable. Supposons qu’il existe une suite (fn)n
de C0(V) convergente vers 0 pour la norme l2(V) et (dfn)n converge vers ϕ pour la norme
l2(E). Montrons que ϕ = 0.
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Or, la convergence dans l2(V) donne la convergence ponctuelle, ce qui entraîne que (fn(x))n
converge vers 0 pour tout x ∈ V . Ainsi, dfn(e) = fn(e+)− fn(e−) converge vers 0 et par
unicité de la limite nous avons donc ϕ(e) = 0.
En utilisant le même raisonnement et le fait que le graphe est localement fini, nous obte-
nons que l’opérateur δ est aussi fermable. Pour plus de détails, voir [4] et [32].
Pour la symétrie de l’opérateur D, soient σ1 = (f1, ϕ1) ∈ C0(V)⊕Ca0 (E) et σ2 = (f2, ϕ2) ∈
C0(V)⊕ Ca0 (E), par (2.1.1) nous obtenons
< Dσ1, σ2 >G = < δϕ1, f2 >V + < df1, ϕ2 >E
= < ϕ1, df2 >E + < f1, δϕ2 >V
= < σ1, Dσ2 >G

2.2 Graphe parabolique
Cette section établit les rapports qui existent entre la probabilité, la théorie de graphe et
la théorie de potentiel. Ces domaines sont intimement liés et permettent d’appréhender
un même problème de différentes manières. Plus précisément, cette partie est consacrée à
l’étude de la notion de graphe parabolique et à sa caractérisation en théorie de potentiel.
2.2.1 Graphe parabolique
Cette partie est inspiré des articles de M. Yamasaki [42], [43] et [44].
Nous considérons l’espace de Dirichlet D(V) des fonctions f sur V telles que dextf ∈
l2(E), où dext est l’extension de l’opérateur d sur l2(E). Pour f ∈ D(V), nous définissons
la somme de Dirichlet par
D(f) :=< dextf, dextf >E= 12
∑
e∈E
r(e)dextf(e)2.
Fixons o ∈ V et pour tout f, g ∈ D(V) nous définissons une norme sur D(V) par :
< f, g >o= f(o)g(o)+ < dextf, dextg >E .
Proposition 2.2.1. 1. Les normes ‖.‖o et ‖.‖o′ sont équivalentes pour tout o 6= o′. ET
la convergence pour la norme ‖.‖o donne la convergence ponctuelle.
2. L’espace de Dirichlet (D(V), < ., . >o) est un espace de Hilbert.
Preuve
1. Grace à la connexité de graphe et lemme 2.1.2.
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2. Il suffit de prouver que l’espace (D(V), < ., . >o) est complet.
Soit (fn)n une suite de Cauchy dans (D(V), < ., . >o), alors par l’assertion 1),
(fn(x))n est de Cauchy dans (R, |.|) qui est complet, par suite fn(x) converge vers
une limite notée f(x) pour tout x ∈ V . Montrons que dextf ∈ l2(E) et que (fn)n
converge f pour la norme ‖.‖o .
Soit J ⊂ E fini et comme (fn)n une suite de Cauchy ainsi ‖dextfn‖E est bornée par
M , nous obtenons donc∑
e∈J
r(e)dextf 2(e) =
∑
e∈J
r(e)(f(e+)− f(e−))2
=
∑
e∈J
r(e)( lim
n→∞ fn(e
+)− lim
n→∞ fn(e
−))2
= lim
n→∞
∑
e∈J
r(e)dextf 2n(e)
≤ M.
D’où, dextf ∈ l2(E).
Prouvons alors que (fn)n converge f pour la norme ‖.‖o. En utilisant le lemme de
Fatou, nous avons donc∑
e∈J
r(e)dext(f − fn)2(e) ≤ lim inf
m→∞
∑
e∈J
r(e)dext(fm − fn)2(e).
D’òu le résultat.

Nous introduisons maintenant une notion importante qui est la capacité d’un ensemble
fini dans V et comme nous sommes dans le discret il suffit de la définir pour un point.
Définition 2.2.1. La capacité de x ∈ V, notée cap(x), est définie par
cap(x) = inf{‖df‖E ; f ∈ C0(V) et f(x) = 1}.
Définition 2.2.2. Le graphe G est dit parabolique s’il existe x ∈ V tel que cap(x) = 0.
Si non G est dit non-parabolique.
Nous avons avec cette définition la caractérisation suivante de la parabolicité.
Proposition 2.2.2. G est parabolique si et seulement si 1 ∈ C0(V)‖.‖o.
Preuve
Commençons par prouver la première implication, c’est à dire, s’il existe x ∈ V tel
que cap(x) = 0, existe-il une suite (fn)n de C0(V) qui converge vers 1 pour la norme ‖.‖o ?
Comme cap(x) = 0, alors il existe une suite (fn)n de C0(V) telle que fn(x) = 1 et
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lim
n→∞ ‖dfn‖E = 0.
Or, lim
n→∞ ‖fn − fn(o)‖o = limn→∞ ‖dfn‖E = 0. Et 1. de la proposition 2.2.1 entraîne que fn(x)
converge ponctuellement vers fn(o). D’autre part, fn(x) = 1, donc fn(o) = 1 ce qui permet
de conclure que lim
n→∞ ‖fn − 1‖o = 0. D’òu le résultat.
Pour la deuxième implication, trouver une suite (gn)n de C0(V) telle que gn(x) = 1 et
lim
n→∞ ‖dgn‖E = 0.
Par hypothèse, nous avons 1 ∈ C0(V)‖.‖o , alors il existe une suite (fn)n de C0(V) telle
que lim
n→∞ ‖fn − 1‖o = 0.
Posons
gn =

1 en x,
fn sur G− {x},
Ainsi, (gn)n est une suite de C0(V), gn(x) = 1 et il nous reste à montrer que
lim
n→∞ ‖dgn‖E = 0.
Par l’inégalité triangulaire, nous avons
‖dgn‖E ≤ ‖d(gn − fn)‖E + ‖dfn‖E .
Or lim
n→∞ ‖fn − 1‖o = 0, ce qui entraîne
lim
n→∞ ‖dfn‖E = 0.
De plus, en utilisant le fait que la convergence de (fn)n vers 1 pour la ‖.‖o donne la
convergence ponctuelle, i. e, fn(x) converge vers 1. Nous obtenons donc,
d(gn − fn)(x, y) = (gn − fn)(y)− (gn − fn)(x) = (fn − fn)(y)− (1− fn(x))→ 0
et
d(gn − fn)(y, z) = (gn − fn)(z)− (gn − fn)(y) = 0 si y et z ∈ G− {x}.
Par suite,
lim
n→∞ ‖d(gn − fn)‖E = 0.
Ainsi, nous avons trouvé une suite (gn)n de C0(V) telle que gn(x) = 1 et lim
n→∞ ‖dgn‖E = 0.
D’où
inf{‖df‖E ; f ∈ C0(V) et f(x) = 1} = 0
et cela implique que cap(x) = 0. 
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Exemple
Le graphe Z est parabolique. En effet, il suffit de construire une suite de fonction à support
fini sur Z telle qu’elle converge ponctuellement vers 1 et sa différentielle tends vers 0. Soit
fn définie par :
fn(x) =

1− |x|
n
si |x| ≤ n,
0 sinon .
Proposition 2.2.3. cap(x) > 0, pour tout x ∈ V, est équivalent à l’existence de ϕx ∈ l2(E)
tel que δϕx = Cχx, C > 0.
Preuve
Soit x ∈ V tel que cap(x) > 0, alors il existe une unique fonction f ∗x de C0(V), f ∗x(x) =
1 et ‖df ∗x‖l2(E) = cap(x) := C. De plus, pour tout g ∈ C0(V) tel que g(x) = 0, nous avons
< df ∗x , dg >E= 0. Posons
ϕx := df ∗x ,
ainsi ϕx ∈ l2(E).
Considérons la fonction
g := f − f(x)f ∗x , ∀f ∈ C0(V).
Alors, g est dans C0(V) et g(x) = 0 ainsi
< ϕx, dg >E= 0.
Par suite
< ϕx, df >E = f(x) < ϕx, df ∗x >E
= f(x) < df ∗x , df ∗x >E
= f(x)cap(x)
= f(x)C,
or
< ϕx, df >E=< δϕx, f >V , ∀f ∈ C0(V)
ainsi
< δϕx, f >V= fxC =< Cχx, f >V , ∀f ∈ C0(V).
D’où le résultat.
Inversement, soit f ∈ C0(V) telle que f(x) = 1. Par hypothèse, il existe ϕx ∈ l2(E) tel
que
< δϕx, f >V=< χx, f >V= f(x).
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Or,
< δϕ, f >V=< ϕ, df >E ,
ainsi nous obtenons
|f(x)| ≤ |< ϕ, df >E | ≤ ‖ϕ‖E ‖df‖E .
Par suite
1
‖ϕ‖E
≤ ‖df‖E .
D’où
0 < 1‖ϕ‖E
≤ cap(x).

Exemple
Le graphe Z2 est parabolique. En effet, par [28], il existe une partition d’arêtes de Z2
comme suite : soit [An, An+1] l’ensemble de 8n + 4 arêtes d’extrémité l’une de carré An
de longueur 2n et l’autre de carré An+1 de longueur 2(n+ 1). Par exemple, dans la figure
suivante "le réseau Z2", nous avons A0 est le point o = (0, 0) qui est en noir et A1 est le
carré en rouge. Ainsi, l’ensemble [A0, A1] contient les quatre arêtes d’extrémité le point
noir qui est relié au points rouges. [A1, A2] contient les douze arêtes d’extrémité les points
rouges qui sont reliés au points verts. Et [A2, A3] contient les vingt arêtes d’extrémité les
points verts qui sont reliés au points bleus et etc.
o
Figure 2.1 – Le graphe Z2
Soit ϕ ∈ Ca(E) tel que δϕ(o) = 1 et δϕ(x) = 0 tel que x 6= o. Alors,∑
e∈[An,An+1]
ϕ(e) = 1,
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en effet, en raisonnant par récurrence, nous avons pour n=0∑
e∈[A0,A1]
ϕ(e) =
∑
e+∈A1,e+∼o
ϕ(e) = δϕ(o) = 1.
Supposons que pour n > 1 ∑
e∈[An−1,An]
ϕ(e) = 1
et montrons que ∑
e∈[An,An+1]
ϕ(e) = 1.
Le faite que δϕ(x) = 0 pour x 6= o et ϕ est une fonction antisymétrique, entraînent
0 = δϕ(x)
=
∑
e,e−=x∈An
ϕ(e)
=
∑
e+∈An−1,e−=x∈An
ϕ(e) +
∑
e+∈An+1,e−=x∈An
ϕ(e)
=
∑
−e∈[An−1,An]
ϕ(−e) + ∑
e−∈An∈,e+=x∈An+1
ϕ(e)
= − ∑
e∈[An−1,An]
ϕ(e) +
∑
e∈[An,An+1]
ϕ(e).
Par suite, par l’hypothèse de récurrence, nous obtenons
1 =
∑
e∈[An−1,An]
ϕ(e) =
∑
e∈[AnAn+1]
ϕ(e),
D’où le résultat.
De plus, nous avons ∑e ϕ2(e) =∞. En effet, par Cauchy-Schwarz, nous obtenons donc
pour tout n  ∑
e∈[An,An+1]
ϕ(e)
2 ≤ ∑
e∈[An,An+1]
r(e)ϕ2(e)
∑
e∈[An,An+1]
1
r(e) .
D’où,  ∑
e∈[An,An+1]
1
r(e)
−1 ∑
e∈[An,An+1]
ϕ(e)
2
︸ ︷︷ ︸
=1
≤ ∑
e∈[An,An+1]
r(e)ϕ2(e).
Or, pour r(e) = 1, nous obtenons ∑
e∈[An,An+1]
1
r(e)
−1 =
 ∑
e∈[An,An+1]
−1 = 18n+ 4 ,
tel que ∑n 18n+4 est une série divergente. Par suite, ϕ /∈ l2(E) et par la proposition 2.2.3
le graphe Z2 est parabolique.
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2.2.2 Graphe récurrent
Chaîne de Markov associée à un graphe pondéré :
Définition 2.2.3. Une chaîne de Markov est un couple (X,P ), où X est un ensemble
fini ou dénombrable et P = (p(x, y))x,y∈X une matrice de transition, c’est à dire, pour
tout x ∈ X, nous avons ∑y∈X p(x, y) = 1. La quantité p(x, y) représente la probabilité de
passer d’un point x au point y en une itération.
Soit (G, b) un graphe pondéré. Nous associons alors à G la chaîne de Markov (X,P ) où
X = V . Et nous pouvons associer à la chaîne de Markov une suite de variable aléatoires
(Zn)n sur X donnant la position aléatoire à chaque itération, Z0 étant la position initiale.
Nous définissons la quantité
pn(x, y) = P(Zn = y, Z0 = x) = Px(Zn = y),
qui représente la probabilité de passer d’un point x à y en n itérations. La chaîne de
Markov est irréductible si pour tout x, y ∈ X il existe n ∈ N tel que pn(x, y) > 0 et
comme G est connexe cette propriété est bien vérifiée. Le graphe G est dit récurrent si la
chaîne de Markov associée est récurrente. Si non, G est dit transient. Voir aussi [11], [16]
, [41] et [1].
Définition 2.2.4. Une chaîne de Markov partant d’un point x ∈ V est dite récurrente si
P(Zn = x pour une infinité de valeurs de n, Z0 = x) = 1,
autrement dit, le sommet de départ x est visité une infinité de fois. Sinon, la chaîne de
Markov est dite transiente.
Proposition 2.2.4. La chaîne de Markov (X,P ) récurrente si et seulement si∑
n
pn(x, x) =∞, ∀x ∈ X.
D’après [28], [44] et [34], nous avons le résultat suivant :
Théorème 1. G est récurrent ssi il est parabolique.
Critère de la norme de Dirichlet
Ce critère permet d’établir une condition suffisante et nécessaire pour avoir un graphe
récurrent, c’est une version potentialiste basée sur la théorie d’espace de Dirichlet. Nous
considérons le graphe pondéré (G, b) (définition 2) et p une fonction de transition sur
V × V telle que elle est symétrique par rapport à β. i.e. β(x)p(x, y) = β(y)p(y, x) et on
note Pf(x) = ∑y p(x, y)f(y), ∀f ∈ C(V).
Notons la forme de Dirichlet a(f, f) := ‖df‖E , ∀f ∈ C0(V). De plus, par un calcul simple
nous obtenons
a(f, f) =< (1− P1)f, f > +∑
x,y
p(x, y)
β(y) (f(x)− f(y))
2β(x)β(y) (∗)
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Par suite, nous avons le résultat suivant inspiré d’Ancona [2] avec quelque modification
dans la preuve :
Théorème 2. Les assertions suivantes sont équivalentes :
1. (X,P ) est transient.
2. Il existe x ∈ X et C > 0, tel que f 2(x) ≤ C ‖df‖2E , ∀f ∈ C0(V).
3. Il existe α : X → R∗+ tel que∑
x∈X
µ(x)α(x)f 2(x) ≤ C ‖df‖2E , ∀f ∈ C0(V).
Preuve
Commençons par montrer 1)⇒ 3). Comme (X,P ) est transient, d’après la proposition
1.1 de [2], il existe une fonction P-excessive s i.e. 0 < s < ∞ tel que Ps < s (c’est
équivalent à l’existence d’une fonction positive non-constante surharmonique voir Dodziuk
[11]).
Posons ps(x, y) = s(x)−1p(x, y)s(y) et µs(x) = s2(x)µ(x). Ainsi, ps est bien symétrique
par rapport à µs, en effet
µs(x)ps(x, y) = s2(x)µ(x)s(x)−1p(x, y)s(y)
= s(x)µ(x)p(x, y)s(y)
= s(x)µ(y)p(y, x)s(y)
= s(x)µ(y)p(y, x)s(y)−1s2(y)
= µs(y)ps(y, x).
De plus, Ps1 < 1. La forme de Dirichlet associée à (Ps, µs) est donnée par as(f, f) =
a(sf, sf) et en utilisant (*), elle vérifie
a(sf, sf) ≥< (1− Ps1)sf, sf >=
∑
x∈X
µ(x)α(x)f 2(x),
où α = s− Ps.
Pour prouver que 1) ⇒ 2) c’est équivalent à prouver non 2) ⇒ non 1). Comme l’as-
sertion 2) est non vérifiée, alors il existe une suite (fn)n de C0(V) telle que fn(x) = 1 et
‖dfn‖E converge vers 0, par suite d’après la proposition 2.2.2 et le théorème 1, nous avons
(X,P ) est récurent.
Pour montrer 3) ⇒ 2), il suffit de prendre α = 1.

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2.3 Introduction au problème de Kirchhoff
Cette section est consacrée à présenter les différentes méthodes utilisées pour résoudre le
problème de Kirchhoff d’une manière plus simple, claire et avec quelques modifications
dans les preuves. Ces résultats sont inspirés de travaux de [14], [38], [45], [35], [27] et [4].
Considérons le graphe pondéré (G, r) qui est un réseau électrique résistif, donné dans
l’exemple 1 de la section 2.1.2.
Nous commençons par introduire des définitions et notations dont nous avons besoin
dans cette partie avec un langage électrique.
• La loi des Nœuds : soit I une fonction antisymétrique sur l’espace des fonctions
sur les arêtes qui est le courant. On dit que I vérifie la loi des nœuds si la somme des
courants entrants en un point quelconque x de V est égale à la somme des courants
sortants en ce point, c’est à dire
δI(x) =
∑
e; e−=x
I(e) = 0. (2.3.5)
Définition 2.3.1. Soit L un cycle fini de G, la fonction indicatrice 1L de C0(E) est
appelée la fonction cycle de L, où
1L(e) =

1 si e ∈ L,
0 sinon .
Remarque 2.3.1. La fonction cycle vérifie la loi des nœuds.
• Un flux : soit e une arête de E , un courant I est un flux de e− vers e+ si
δI = δχe (2.3.6)
où χe = 1{e} − 1{−e}. Et notons Fe l’ensemble de flux de e− vers e+.
Remarque 2.3.2. Soient I un flux de e− vers e+, L un cycle fini de G et 1L sa
fonction cycle associée. Alors, nous avons
δ(I + 1L) = δI = δχe.
Ainsi, I + 1L est un élément de Fe, c’est à dire que, la perturbation d’un élément
de Fe par une fonction cycle est aussi un élément de Fe.
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• La loi des mailles est vérifiée si pour tout courant I de C(E), nous avons∑
e∈L
r(e)I(e) =
∑
e∈E
r(e)I(e)1L(e) = 0, ∀L cycle fini de G. (2.3.7)
De plus, si I ∈ C(E) vérifie la loi des nœuds et la loi des mailles, alors I est dit un
flux de courant.
• Énergie : le flux de courant I est d’énergie finie si I est un élément de l2(E). Notons
E(I) l’énergie de I qui est égale à ‖I‖2E .
2.3.1 Problème de Kirchhoff sur un réseau électrique résistif fini
Dans cette partie nous donnons les différentes méthodes utilisées pour résoudre le pro-
blème de Kirchhoff pour un réseau électrique résistif fini.
Commençons par résoudre le problème de Kirchhoff homogène.
Lemme 2.3.1. Considérons le problème de Kirchhoff homogène Kh suivant :
(Kh) :

δI = 0,
∑
e∈L r(e)I(e) = 0, ∀L cycle .
Ce problème admet une unique solution I = 0.
Preuve
Comme ∑e∈L r(e)I(e) = 0, ∀L cycle de G, alors il existe une fonction F ∈ C(V) telle
que I = dF . De plus, δI = 0, ce qui implique que δdF = 0. Or, le graphe G est fini, ceci
entraîne que la fonction F est constante. Ainsi, I = dF = 0. 
Proposition 2.3.1. Considérons le problème de Kirchhoff K suivant :
(K) :

δI = δχe,
∑
e∈L r(e)I(e) = 0, ∀L cycle .
Ce problème admet une unique solution I qui réalise le minimum d’énergie sur Fe.
Preuve
Dans la preuve il suffit de considérer la résistance r = 1.
Par hypothèse, ∑e∈L r(e)I(e) = 0, ∀L cycle de G, alors I est un différentiel, c’est à
dire qu’il existe une fonction F tel que I = dF .
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Maintenant montrons l’unicité du flux I. Soient I1 et I2 deux solutions distinctes de
(K). Posons
J = I1 − I2.
Alors, J 6= 0 et vérifie le problème de Kirchhoff homogène (Kh). Supposons que J > 0,
donc J est aussi positif le long d’un cycle ce qui implique que ∑e∈L J(e) 6= 0 ce qui est
absurde. D’où J = 0 et par suite I1 = I2.
L’énergie de I réalise le minimum d’énergie sur Fe, en effet :
par un argument standard (voir l’annexe Problème de minimisation), il existe un unique
I ∈ Fe qui réalise le minimum d’énergie , c’est à dire que
E(I) = inf {E(ϕ), ϕ ∈ Fe} .
Montrons que ce I est un flux de courant cela revient à prouver que I vérifie la loi
des mailles. En raisonnant par l’absurde et supposant qu’il existe un cycle L˜ tel que∑
e∈L˜ I(e) 6= 0, par exemple
∑
e∈L˜ I(e) < 0. Or, l’existence d’un tel cycle donne l’existence
de sa fonction cycle 1L˜. Et par la remarque 2.3.2, I + λ1L˜ est donc un flux pour tout
λ > 0.
Cherchons une condition sur λ tel que
E(I + λ1L˜) < E(I).
Par suite I + λ1L˜ réalise le minimum d’énergie ce qui est absurde.
Nous avons
E(I + λ1L˜) < E(I).
En utilisant la définition de l’énergie, nous obtenons
λ < I,1L˜ >E +λ2E(1L˜) < 0.
Ce qui implique que
λE(1L˜)︸ ︷︷ ︸
>0
< − < I,1L˜ >E︸ ︷︷ ︸
>0
.
Ainsi, il faut choisir 0 < λ < −<I,1L˜>EE(1L˜) .

Nous finissons cette partie par résoudre le problème de Kirchhoff non-homogène.
Théorème 3. Considérons le problème de Kirchhoff non-homogène Ks suivant :
(Ks) :

δI = δχe,
∑
e∈L r(e)I(e) =
∑
e∈L F (e), ∀L cycle .
avec F source finie de voltage. Alors, ce problème admet une unique solution.
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Preuve
Le problème Ks est équivalent à
δI = δχe,
∑
e∈L r(e)I(e) =
∑
e∈L r(e) 1r(e)F (e), ∀L cycle .
Ainsi,
δI = δχe,
∑
e∈L r(e) (I(e)− χe) =
∑
e∈L r(e)
(
1
r(e)F (e)− χe
)
, ∀L cycle .
Posons I˜ = I − χe et E = 1r(e)F (e)− χe, donc
δI˜ = 0,
∑
e∈L r(e)I˜(e) =
∑
e∈L r(e)E(e), ∀L cycle .
Par suite, par la deuxième équation, nous obtenons que E − I˜ est un élément de
(ker δ)⊥. D’où, la solution I˜ est la projection orthogonale de E sur ker δ.

2.3.2 Problème de Kirchhoff sur un réseau électrique résistif
infini
Maintenant nous nous intéressons à l’étude de problème de Kirchhoff pour un réseau
électrique résistif infini. Le passage de fini au infini est plus compliqué et difficile qui
demande plus de conditions et de travail. De plus, l’étude de ce problème à l’infini n’a
pas en réalité une signification physique c’est plutôt un problème abstrait et purement
mathématique.
Commençons par présenter une historique des principaux résultats qui existent dans
la littérature.
En 1971, le mathématicien américain Harley Flanders a publié un résultat très im-
portant [14] concernant l’unicité du flux de courant pour un réseau électrique résistif. Le
problème est le suivant : soit i une source finie de courant, i.e. un élément de C0(V) et E
une source finie de voltage, i.e. un élément de C0(E), existe-il un flux de courant d’énergie
finie et est-il unique ? i.e. Trouver la solution I du problème de Kirchhoff Ks
(Ks) :

δI + i = 0,
∑
e∈L r(e)I(e) =
∑
e∈L r(e)E(e), ∀L cycle fini .
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Ainsi, il a prouvé que ce problème admet une unique solution I d’énergie finie sous la
condition suivante
< i, 1 >V= 0.
De plus, I est une limite des flux des courants qui circulent dans les sous-graphes finies
du graphe G, si on regarde G comme réunion croissante de parties finies.
Remarque 2.3.3. Dans notre cas i = δχe vérifie la condition de Flanders, nous avons
< i, 1 >V=< δχe, 1 >V=< χe, d1 >E= 0.
Dix ans plus tard, Zemanian [45] a réécrit le résultat de Flanders avec un langage
analytique qui est plutôt analyse fonctionnelle.
Théorème de Zemanian : soient G un graphe localement fini et pondéré et V une
source finie de voltage. Alors, il existe un unique courant I dans l2(E) vérifiant les lois de
Kirchhoff.
Preuve
Soient LF l’espace engendré par les fonctions 1L pour tout L cycle fini et L sa
fermeture pour la norme l2(E) qui est un espace fermé de l2(E) donc complet.
Considérons le fonctionnel suivant, pour V ∈ C0(E)
V : L −→ R
ϕ 7−→ (V, ϕ) = ∑
e
V (e)ϕ(e)
qui est linéaire et continu. Alors, d’après la représentation de Riesz, il existe unique I ∈ L
tel que
V (ϕ) =< I, ϕ >E=
∑
e
r(e)I(e)ϕ(e) = (rI, ϕ), ∀ϕ ∈ L.
Ainsi,
(V, ϕ) = (rI, ϕ), ∀ϕ ∈ L.

Remarque 2.3.4. Le résultat de Flanders est seulement pour les cycles finis, donc c’est
une question naturelle de penser au "cycle infini". Colette Anné et Nabila Torki-Hamza
[4] ont répondu à cette question.
Définition 2.3.2. l2-cycle-L est un cycle infini L tel que sa fonction cycle 1L est un
élément de l2(E). De plus, δ1L = 0.
De plus, elles ont donné une extension de problème de Flanders en remplaçant le cycle
fini par l2-cycle-L. D’autre part, leurs idée est reliée à la décomposition de Hodge. En fait,
la solution cherchée I peut être écrite sous la forme suivante I = E0 + I0 telle que E0 est
un élément de ker δ et I0 est un élément de (ker δ)⊥.
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Remarque 2.3.5. La solution cherchée I de problème Ks est reliée à la deuxième équation
de ce problème, plus précisément au cycle fini ou infini (les sous-espaces de ker δ). Ainsi,
nous allons avoir deux types de solutions donc le problème de Kirchhoff se transforme en
un problème d’unicité est cela c’est l’intérêt de Russell Lyons et Yuval Peres [27] qui ont
donné la réponse à ce problème lorsque il n’y a pas de source finie de voltage E.
Maintenant nous allons présenter le travail de R. Lyons et Y. Peres avec quelques
modifications dans les notations et les preuves.
Considérons la fonction χe pour e ∈ E
χe = 1{e} − 1{−e}.
χe est un élément de l2(E) et vérifie
< χe, ϕ >r= r(e)ϕ(e).
Par suite, la Loi des Nœuds est donnée par
0 = δϕ(x) =< δϕ,1x >=< ϕ, d1x︸︷︷︸
∈Im d
>=< ϕ,
∑
e−=x
χe >r=
∑
e−=x
r(e)ϕ(e),
ainsi, ϕ ∈ (Im d)⊥.
De plus, pour tout cycle finie L, la Loi des mailles est donnée par
<
∑
e∈L
χe︸ ︷︷ ︸
∈ LF ⊂ ker δ
, ϕ >r=
∑
e∈L
r(e)ϕ(e) = 0,
d’où ϕ ∈ (LF)⊥.
Si le graphe G est fini, alors nous avons
l2(E) = ker δ ⊕ Im d,
en effet : pour ϕ ∈ (Im d)⊥ ∩ (ker δ)⊥, d’une part ϕ ∈ (Im d)⊥ alors δϕ = 0. D’autre
part ϕ ∈ (ker δ)⊥ ce qui entraîne l’existence d’une fonction F telle que ϕ = dF . Par suite
0 = δϕ = δdF = ∆0F . Or, le graphe G est fini, donc la fonction F doit être constante
ainsi ϕ = dF = 0.
Mais, pour le cas infini cette décomposition n’est pas vraie.
Ainsi, nous avons
l2(E) = LF ⊕ (LF)⊥.
De plus, la décomposition de Hodge donne
l2(E) = ker δ ⊕ Im d.
Posons
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• If la projection orthogonale de χe sur (LF)⊥ (Free current).
• Iw la projection orthogonale de χe sur Im d (Wired current).
Et montrons que
If = Iw.
Proposition 2.3.2. Soit G un graphe infini tel que G = unionmultinGn où Gn est fini. Soient
e ∈ G1 et In est le flux du courant de e− vers e+ dans Gn. Alors ‖In − If‖ → 0 lorsque
n→∞ et nous avons E(If ) = r(e)If (e).
Preuve
Soit Hn l’espace engendré par les fonctions cycles de Gn, par suite pour χe ∈ l2(En),
nous avons
In = χe − PrHnχe.
Posons
PrH = PrLFχe.
Donc
If = χe − PrHχe.
(Hn)n est une suite croissante et Pn := PrHn est une suite d’opérateur monotone. Alors,
PrHn converge vers PrH = Pr∪nHn . Et cela permet de conclure que In converge vers If .
De plus, nous avons
If (e)r(e) =< If , χe >E=< If , P r(LF )⊥χ
e >E=< If , If >E .

Proposition 2.3.3. Soit G graphe infini tel que G = unionmultiGn où Gn est fini. Soit GWn le
graphe court-circuit obtenu par identifier le bord de Gn à un seul sommet. Soient e ∈ G1
et In le flux du courant de e− vers e+ dans GWn . Alors ‖In − Iw‖ → 0 lorsque n → ∞ et
on a E(Iw) = r(e)Iw(e). De plus, Iw réalise le minimum d’énergie sur les flux de e− vers
e+.
Preuve
Un graphe court-circuit GWn est un graphe obtenu par identification des points qui ne
sont pas dans Gn par un nouveau point zn. Ainsi, il existe un morphisme de graphe ϕ de
(Gn, r) vers (GWn , r′) tel que
ϕ(Vn) = Vn ∪ {zn}; zn /∈ Vn
ϕ(En) = En ∪ {(x, zn), x ∈ Vn}
ϕ(r(x, y)) = r′(x′, y′) et on suppose que
1
r′(e′) =
∑
{e, ϕ(e)=e′}
1
r(e) .
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Par définition Iw est la projection orthogonale χe sur Im d et un flux de e− vers e+ d’énergie
finie.Soit Jn la restriction de Iw sur GWn (c’est un flux de e− vers e+) tel que
Jn(e′) =
∑
{e, ϕ(e)=e′}
Iw(e).
Alors
‖Jn‖2E ≤ ‖Iw‖2E ,
en effet, en utilisant Cauchy-Schwarz et la définition de résistance r′, nous obtenons
‖Jn‖2E =
∑
e′
r′(e′)J2n
=
∑
e′
r′(e′)
 ∑
{e, ϕ(e)=e′}
Iw(e)
2
≤ ∑
e′
r′(e′)
∑
{e, ϕ(e)=e′}
1
r(e)
∑
{e, ϕ(e)=e′}
r(e)I2w(e)
=
∑
e′
∑
{e, ϕ(e)=e′}
r(e)I2w(e)
= ‖Iw‖2E .
D’autre part, par hypothèse In est un flux de courant e− vers e+ dans GWn . Ce qui
entraîne que
δIn = δχe = δJn
Par le principe de Thomssen [35], nous avons
‖In‖2E ≤ ‖Jn‖2E ≤ ‖Iw‖2E <∞
Par suite, In est bornée et admet une sous-suite qui converge faiblement vers une limite
notée I qui est aussi bornée puisque ‖I‖2E ≤ lim inf ‖In,k‖2E <∞. De plus,∣∣∣‖In,k‖E − ‖I‖E ∣∣∣ ≤ ‖In,k − I‖E → 0,
par suite In,k converge fortement vers I. Or, comme ‖I‖2E ≤ ‖Iw‖2E et Iw réalise le minimum
d’énergie alors I = Iw. 
Finalement, nous arrivons au résultat principal de R. Lyons et Y. Peres.
Théorème 4. If = Iw si et seulement si (LF)⊥ = Im d.

3
Non-parabolicité à l’infini
Dans ce chapitre, nous donnons une version discrète d’une propriété spécifiques d’opéra-
teur déjà introduite pour les variétés Riemanniennes non-compactes par Gilles Carron [8].
En fait, nous allons considérer l’opérateur de Gauss-Bonnet non parabolique à l’infini qui
permet d’avoir des informations sur le comportement de graphes à l’infini (par exemple
pas de cycle à l’infini). De plus, avec cette propriété notre opérateur sera semi-Fredholm.
D’autre part, comme nous travaillons sur un graphe infini connexe, l’opérateur gradient
vérifie toujours cette propriété et cela n’est pas le cas pour son adjoint l’opérateur de
divergence. Un cas particulier d’opérateur non-parabolique à l’infini est celui où 0 n’est
pas dans le spectre essentiel de l’opérateur ou de façon équivalente celui où l’opérateur
est semi-Fredholm sur son domaine.
3.1 Problématique
En 1845, Kirchhoff utilise les graphes pour étudier les circuits électriques (loi de conser-
vation de l’énergie et la charge appelé respectivement loi des nœuds et loi des mailles).
Et en 1971 Flanders a publié un résultat très important [14] concernant l’unicité de flux
de courant pour un réseau électrique résistif, comme nous avons présenté dans la section
2.3 du premier chapitre. En 2012, Colette Anné et Nabila Torki-Hamza [4] donnent une
nouvelle vision pour résoudre le problème de Flanders. Ainsi, elles ont remarqué que ce
problème est lié à la décomposition d’Hodge, en effet :
I = I0 + I1
où I0 ∈ ker δ and I1 ∈ (ker δ)⊥. Or, si l’opérateur D est essentiellement auto-adjoint, nous
avons donc
(ker δ)⊥ = Im δ∗ = Im d.
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De plus, si Im d est fermé, alors
I1 ∈ Im d.
Ainsi, il faut trouver des conditions tel que l’opérateur de Gauss-Bonnet soit
à image fermée.
Théorème de Colette Anné et Nabila Torki-Hamza 2014
Si le graphe G est connexe, localement fini et χ-complet et l’opérateur de Gauss-Bonnet
D est essentiellement auto-adjoint et est positif à l’infini, alors D est à image fermée, et
comme conséquence la propriété de Hodge est bien vérifiée et nous avons
l2(E) = ker δ ⊕ Im d.
Les conditions de Colette Anné et Nabila Torki-Hamza sont liées à des hypothèses sur
le graphe et l’opérateur mais notre condition est plutôt liée à l’opérateur. En fait, nous
donnons une nouvelle propriété d’opérateur qui est la non-parabolicité à l’infini qui permet
d’avoir un opérateur semi-Fredholm. Plus précisément, un opérateur à image fermée. De
plus, une caractérisation des opérateurs de type Dirac de Fredholm sur leur domaine a été
donnée par N. Anghel [3] qui est appelée dans [4] la positivité à l’infini et notre condition
est plus faible.
Remarque 3.1.1. Nous rappelons que dans [4], l’opérateur de Gauss-Bonnet D est dit
positif à l’infini s’il existe un sous-graphe induit fini GK = (K, EK) et une constante
strictement positive C tel que
C ‖(f, ϕ)‖G\GK ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(Vc)⊕ C0(Ec),
où G \GK := (Vc, Ec) est le graphe complémentaire de GK. C’est à dire,
Vc := V \K
et
Ec := {e ∈ E \ EK ; il n’existe pas e = (x, y) tel que x ∈ K et y /∈ K}.
3.2 Opérateur de Gauss-Bonnet non parabolique à
l’infini
D’après G. Carron, l’appellation de non-parabolique à l’infini est justifiée par : hors d’un
compact (à l’infini) la forme quadratique σ 7→ ‖Dσ‖2 vérifie les estimés de non-parabolique
donné par Ancona [2] théorème 2 de la partie critère de la norme de Dirichlet.
Nous introduisons la version discrète de la non-parabolicité à l’infini d’un opérateur.
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Définition 3.2.1. On dit que D est non-parabolique à l’infini s’il existe un sous-graphe
induit fini GK = (K, EK) telle que pour toute partie finie U de G \ K, il existe une
constante strictement positive C = C(U) telle que
C ‖(f, ϕ)‖U ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)⊕ C0(E \ EK). (3.2.1)
Lemme 3.2.1. Si D est non-parabolique à l’infini alors, pour toute partie finie U de G
il existe une constante positive C ′ = C ′(U) telle que
C ′ ‖(f, ϕ)‖U ≤ ‖D(f, ϕ)‖G + ‖(f, ϕ)‖G
K˜
, ∀(f, ϕ) ∈ C0(V)⊕ Ca0 (E), (3.2.2)
où G
K˜
est un voisinage de GK.
Preuve
Comme U est une partie finie de G, alors elle peut être réduite à un point ou à une
arête.
Soit x un sommet de V , commençons par montrer
C ′ |f(x)| ≤ ‖df‖E + ‖f‖K˜ , ∀f ∈ C0(V).
G
K˜
est un sous-graphe fini de G, alors en utilisant le Lemme 2.1.2, nous avons
f 2(x) ≤ C1
(
‖f‖2
K˜
+ ‖df‖2E
)
, (3.2.3)
où C1 est une constante positive qui dépend de x et K˜. En effet :
soient x ∈ V et x0 ∈ K˜, par le Lemme 2.1.2, nous avons
f 2(x) ≤ Cxx0
(
f 2(x0) + ‖df‖2E
)
. (3.2.4)
Ainsi, la multiplication de (3.2.5) par c(x0) > 0 entraîne
c(x0)f 2(x) ≤ Cxx0
(
c(x0)f 2(x0) + c(x0) ‖df‖2E
)
≤ Cxx0
(
‖f‖2
K˜
+ c(x0) ‖df‖2E
)
≤ C ′xx0
(
‖f‖2
K˜
+ ‖df‖2E
)
,
où C ′xx0 = max(Cxx0 , c(x0)Cxx0).
Par suite, nous avons
f 2(x) ≤ C
′
xx0
c(x0)
(
‖f‖2
K˜
+ ‖df‖2E
)
.
Ainsi, nous obtenons
f 2(x) ≤ C1
(
‖f‖2
K˜
+ ‖df‖2E
)
avec C1 =
C′xx0
c(x0) .
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D’autre part, prouvons l’inégalité suivante, pour toute arête e de E
C ′′ |ϕ(e)| ≤ ‖δϕ‖V + ‖ϕ‖E
K˜
, ∀ϕ ∈ C0(E).
Pour e ∈ EK ⊂ EK˜ fini, nous avons
ϕ2(e) ≤ ‖ϕ‖2E
K˜
≤ ‖ϕ‖2E
K˜
+ ‖δϕ‖2V .
Et si e ∈ E \ EK , nous considérons la fonction indicatrice de Kc, notée par χ
χ(x) =

0 si x ∈ K
1 sinon.
(3.2.5)
qui permet de définir les fonctions suivantes
dχ(e) =

0 si e ∈ EK ,
1 si e ∈ ∂EK ,
0 sinon.
& χ(e) =

0 si e ∈ EK ,
1
2 si e ∈ ∂EK ,
1 sinon.
Soit ϕ ∈ Ca0 (E), alors la fonction χϕ est à support fini dans E \EK . Ainsi, en appliquant
la définition de non-parabolique à l’infini de D à la fonction (0, χϕ), nous obtenons
‖χϕ‖2U ≤ C ‖δ(χϕ)‖2V ,
où C = 1
C(U) .
Et comme e ∈ E \ EK , ceci implique que
ϕ2(e) ≤ C ‖δ(χϕ)‖2V . (3.2.6)
Or, la propriété de la dérivation de Lemme (2.1.3), donne
δ(χϕ)(x) = χ(x)δϕ(x)− 12c(x)
∑
e,e+=x
r(e)d(χ)(e)ϕ(e).
Et par inégalité de (a− b)2 ≤ 2(a2 + b2), nous obtenons
‖δ(χϕ)‖2V =
∑
x∈V
c(x)(δ(χϕ))2
≤ 2 ∑
x∈V
c(x) (χ(x)δϕ(x))2︸ ︷︷ ︸
I
+ 2
∑
x∈V
c(x)
 1
2c(x)
∑
e,e+=x
r(e)d(χ)(e)ϕ(e)
2
︸ ︷︷ ︸
J
.
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Ainsi, pour le premier terme, nous avons
I =
∑
x∈V\K
c(x) (δϕ(x))2 ≤ ‖δϕ‖2V . (3.2.7)
Et pour le deuxième terme, nous avons
J =
∑
x∈K
1
2c(x)
 ∑
e,e+=x
r(e)d(χ)(e)ϕ(e)
2
︸ ︷︷ ︸
J1
+
∑
x∈V\K
1
2c(x)
 ∑
e,e+=x
r(e)d(χ)(e)ϕ(e)
2
︸ ︷︷ ︸
J2
. (3.2.8)
En utilisant le fait que supp(dχ) = ∂EK ⊂ EK˜ et l’inégalité de Cauchy-Schwarz, nous
obtenons
J1 =
∑
x∈K
1
2c(x)
 ∑
e,e+=x
e∈suppdχ
r(e)ϕ(e)

2
= CK
 ∑
e∈suppdχ
r(e)ϕ(e)
2
≤ CK
 ∑
e∈suppdχ
r(e)
 ∑
e∈suppdχ
r(e)ϕ2(e)

≤ CKC ′K
∑
e∈E
K˜
r(e)ϕ2(e)
= C2 ‖ϕ‖2E
K˜
,
avec CK = max
x∈K
1
2c(x) , C
′
K = ]EK˜ maxe∈E
K˜
r(e) et C2 = CKC ′K .
Et pour J2, nous avons e = (e−, e+) est dans supp(dχ) = ∂EK , ainsi si e− ∈ K, e+ ∈
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∂K, donc
J2 =
∑
x∈∂K
1
2c(x)
 ∑
e,e+=x
e∈supp(dχ)
r(e)ϕ(e)

2
= C ′′K
 ∑
e∈supp(dχ)
r(e)ϕ(e)
2
≤ C ′′K
 ∑
e∈supp(dχ)
r(e)
 ∑
e∈supp(dχ)
r(e)ϕ2(e)

≤ C ′′KC ′K
∑
e∈E
K˜
r(e)ϕ2(e)
= C ′2 ‖ϕ‖2E
K˜
,
avec C ′′K = max
x∈∂K
1
2c(x) and C
′
2 = C ′′KC ′K .
Par suite, (3.2.8) devient
J ≤ C ′′2 ‖ϕ‖2E
K˜
, (3.2.9)
où C ′′2 = max(C2, C ′2).
Ainsi, (3.2.7) et (3.2.9) entraînent
‖δ(χϕ)‖2V ≤ max(2, 2C ′′2 )
(
‖δϕ‖2V + ‖ϕ‖2E
K˜
)
. (3.2.10)
Finalement, (3.2.6) et (3.2.10) donnent
ϕ2(e) ≤ C˜
(
‖δϕ‖2V + ‖ϕ‖2E
K˜
)
avec C˜ = 2Cmax(1, C ′′2 ).

Proposition 3.2.1. Si D est non-parabolique à l’infini, alors on peut construire un espace
de Hilbert W tel que :
1. C0(V)⊕ C0(E) dense dans W .
2. L’injection de C0(V)⊕ C0(E) vers C(V)⊕ C(E) se prolonge par continuité à W .
3. D : W −→ l2(G) est un opérateur borné.
Remarque 3.2.1. Dans 1. et 2. nous utilisons la topologie ponctuelle sur C(V)⊕ Ca(E),
c’est à dire que, la suite (fn, ϕn) converge ponctuellement vers (f, ϕ) dans C(V) ⊕ Ca(E)
si fn(x) converge vers f(x), ∀x ∈ V et ϕn(e) converge vers ϕ(e), ∀e ∈ E.
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Remarque 3.2.2. Dans l’article de Carron [8], l’injection de l’espace de fonctions à
support compact vers H1loc se prolonge par continuité versW . Alors, dans notre cas l’espace
d’arrivée dans le prolongement par continuité serait un espace de type l2loc. Mais, on n’a
pas besoin d’introduire l’espace l2loc, puisque dans le cas de graphe localement fini il est
égale à l’espace C(V)⊕ C(E).
Preuve
Soit W la fermeture de C0(V)⊕ Ca0 (E) pour la norme
N
K˜
(f, ϕ) =
(
‖(f, ϕ)‖2G
K˜
+ ‖D(f, ϕ)‖2G
) 1
2
,
où G
K˜
est un voisinage de GK .
Étape i) : N
K˜
est une norme sur W , il suffit de prouver la nullité. Nous avons
N
K˜
(f, ϕ) = 0 ⇔ ‖(f, ϕ)‖G
K˜
= 0 et ‖D(f, ϕ)‖G = 0
⇔ ‖f‖
K˜
= 0, ‖ϕ‖E
K˜
= 0, ‖df‖E = 0 et ‖δϕ‖V = 0.
Pour tout x ∈ V et comme ]K˜ <∞, le Lemme (3.2.1), donne
f 2(x) ≤ C1
(
‖f‖2
K˜
+ ‖df‖2E
)
. (3.2.11)
Mais, ‖f‖
K˜
= 0 et ‖df‖E = 0. Ainsi, f = 0 sur V .
D’autre part, pour montrer que si ‖ϕ‖E
K˜
= 0 et ‖δϕ‖V = 0 alors ϕ = 0. Supposons
que ϕ 6= 0.
ϕ est une fonction à support fini dans E \E
K˜
et en utilisant le Lemme (3.2.1) pour U égale
au support de ϕ, il existe une constante positive C tel que
C ‖ϕ‖EU ≤ ‖ϕ‖E
K˜
+ ‖δϕ‖V .
Or, ‖ϕ‖E
K˜
= ‖δϕ‖V = 0, ainsi ϕ = 0 sur EU , ce qui est impossible.
Étape ii) : montrons que l’espace W est indépendant du choix de G
K˜
.
Soient G
K˜0
le plus petit voisinage de GK et GK˜1 un autre voisinage tel que K ⊂ K˜0 ⊂
K˜1.
Ainsi, nous avons
N
K˜0
(f, ϕ) ≤ N
K˜1
(f, ϕ).
De plus, pour prouver l’existence d’une constante C > 0 tel que N
K˜1
(f, ϕ) ≤ CN
K˜0
(f, ϕ),
il suffit de montrer l’existence d’une constante C > 0 tel que ‖(f, ϕ)‖2
K˜1\K˜0 ≤ CN2K˜0(f, ϕ).
En effet, nous avons
N2
K˜1
(f, ϕ) = ‖(f, ϕ)‖2
K˜1
+ ‖D(f, ϕ)‖2G
= ‖(f, ϕ)‖2
K˜1\K˜0 + ‖(f, ϕ)‖
2
K˜0
+ ‖D(f, ϕ)‖2G
= ‖(f, ϕ)‖2
K˜1\K˜0 +N
2
K˜0
(f, ϕ).
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Or, le lemme (3.2.1) et le fait que ](K˜1 \ K˜0) <∞, entraînent
‖f‖2
K˜1\K˜0 ≤ C
(
‖f‖2
K˜0
+ ‖df‖2E
)
,
avec C = C(K˜1 \ K˜0, K˜0).
Et
‖ϕ‖2E
K˜1
\E
K˜0
≤ C
(
‖ϕ‖2E
K˜0
+ ‖δϕ‖2V
)
.
avec C = C(K˜1 \ K˜0, K˜0).
Ainsi,
‖(f, ϕ)‖2G
K˜1
\G
K˜0
≤ CN2
K˜0
(f, ϕ).
D’où, la construction d’une norme sur W est indépendante du choix de voisinage associé
à GK . Posons :
‖(f, ϕ)‖W :=
(
‖(f, ϕ)‖2G
K˜0
+ ‖D(f, ϕ)‖2G
) 1
2
,
pour tout (f, ϕ) ∈ C0(V)⊕ Ca0 (E).
Étape iii) : l’injection de C0(V)⊕Ca0 (E)→ C(V)⊕Ca(E) se prolonge par continuité à
W est donnée par le Lemme (3.2.1).
Étape iv) : nous avons
‖D(f, ϕ)‖2G ≤ ‖(f, ϕ)‖2G
K˜
+ ‖D(f, ϕ)‖2G = ‖(f, ϕ)‖2W .
D’où, D : W −→ l2(G) est un opérateur borné.

3.3 Opérateur de Gauss-Bonnet Semi-Fredholm
Le but de ce paragraphe est d’étudier une condition assez générale qui assure que l’image
d’un opérateur de type Dirac est fermée. Notre résultat principal est le suivant :
Théorème 5. Soit W un espace de Hilbert tel que :
1. C0(V)⊕ C0(E) dense dans W .
2. L’injection de C0(V)⊕ C0(E) vers C(V)⊕ C(E) se prolonge par continuité à W .
3. D : W −→ l2(G) est un opérateur borné.
Alors, les conditions suivantes sont équivalentes :
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• i) D : W −→ l2(G) est semi-Fredholm.
• ii) Il existe GK un sous-graphe induit fini de G et il existe C = CK une constante
strictement positive tel que
C ‖(f, ϕ)‖W ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)× C0(E \ EK). (3.3.12)
Preuve
On reprend les mêmes arguments utilisés par G. Carron [8]. Nous commençons par
montrer le sens direct, en raisonnant par absurde et en supposant que la conclusion est
fausse. Alors, il existe une suite croissante de sous-graphes finis {GKn}n tel que G =⋃
nGKn et une suite {σn}n à support fini dans V \Kn vérifiant pour tout n ≥ 1
σn = (fn, ϕn) ∈ C0(V \Kn)× C0(E \ EKn),
‖σn‖W = 1 et
‖Dσn‖G ≤ 1n .
D’autre part, par hypothèse l’opérateur D : W −→ l2(G) est semi-Fredholm. Donc, il
existe un opérateur P : l2(G) −→ W continu tel que
P ◦D = IdW −H, (3.3.13)
où H est la projection orthogonale sur le noyau de D, qui est un opérateur de rang fini.
De plus, la suite {Hσn}n tend vers 0 dans W . En effet, posons
σn = σ1n + σ2n (3.3.14)
avec σ1n ∈ kerD et σ2n ∈ (kerD)⊥.
Comme 
(P ◦D)σn = σ2n,
‖P ◦Dσn‖W ≤ ‖P‖ ‖Dσn‖G −→n→∞ 0.
Alors, pour la norme de W
lim
n→∞σ
2
n = 0. (3.3.15)
De plus, {σ1n}n est une suite bornée de kerD qui est de dimension fini. Alors, nous
pouvons extraire une sous-suite, notée {σ1ϕ(n)}n, convergente vers une limite σ dans W .
Ainsi, vu (3.3.14) et (3.3.15), nous avons aussi σ est une valeur d’adhérence de {σn}n
dans W .
Montrons que σ = 0.
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Supposons que σ 6= 0 et comme W s’injecte continûment dans C(V) ⊕ C(E). Alors,
{σϕ(n)(x)}n converge vers σ(x) non nul. Or, par construction de la suite {σn}n, tends vers
0 pour la norme ponctuellement. Par suite, σ(x) = 0 ce qui est absurde.
D’où, σ = 0 et {σ1ϕ(n)}n converge vers 0 dans W . Donc, en utilisant (3.3.13), nous
obtenons
‖σn‖W ≤ ‖P ◦Dσn‖W + ‖Hσn‖W
≤ ‖P‖ ‖Dσn‖G + ‖Hσn‖W
≤
(‖P‖
n
+ ‖Hσn‖W
)
−→ 0.
Ce qui implique que ‖σn‖W → 0, qui est absurde puisque ‖σn‖W = 1.
Montrons maintenant la réciproque, nous allons construire un opérateur continu Q :
l2(G) −→ W tel que Q ◦ D − IdW soit un opérateur de rang fini, ceci montrera que
D : W −→ l2(G) a son noyau de dimension finie et que son image est fermée.
Posons D1 la restriction de D sur G \ GK de G, donc D1 : W (G \ GK) −→ l2(G) est
continu. De plus, par hypothèse nous avons
C ‖(f, ϕ)‖W ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)× C0(E \ EK).
Donc, D1 est injectif et à image fermée. Ce qui permet l’existence d’une inverse à gauche
P1 tel que
P1 ◦D1 = Id.
D’autre part, posons
D2 : l2(K˜1) −→ l2(G),
où K˜1 est un voisinage de K (fini).
Comme l2(K˜1) est un espace vectoriel de dimension fini, alors D2 est continu et à
image fermée. Notons P2 "la parametrix" qui est un opérateur continu sur l2(K˜1) et nous
avons
P2 ◦D2 = Id−H1,
où H1 est la projection orthogonale de noyau de D2.
Considérons la fonctions de troncature χ comme (3.2.5) en remplaçant K par K˜0 qui
permet de définir dχ, χ, 1− χ, 1− χ
(1− χ)(x) =

1 si x ∈ K˜0
0 sinon.
et (1− χ)(e) =

1 si e ∈ E
K˜0
,
1
2 si e ∈ ∂EK˜0 ,
0 sinon.
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De plus, nous définissons l’opérateur χ. qui dépend de domaine par :
Si χ. : C0(V) −→ C0(V) alors χ.f = χf , pour tout f ∈ C0(V).
Si χ. : Ca0 (E) −→ Ca0 (E) ce qui donne χ.ϕ = χϕ, pour tout ϕ ∈ Ca0 (E).
Si χ. : C0(V)⊕Ca0 (E) −→ C0(V)⊕Ca0 (E) ce qui permet d’obtenir χ.(f, ϕ) = (χf, χϕ),
pour tout (f, ϕ) ∈ C0(V)⊕ Ca0 (E).
Posons
Qσ := P2(1− χ)σ + P1χσ,
avec σ = (f, ϕ).
Vérifions que l’opérateur Q◦D− Id est de rang fini. Notons le crochet suivant de deux
opérateurs A et B
[A,B] = A ◦B −B ◦ A.
Alors
Q ◦D = P2(1− χ)D + P1χD
= P2D(1− χ) + P2[1− χ,D] + P1Dχ+ P1[χ,D]
= P2D2(1− χ) + P2[1− χ,D] + P1D1χ+ P1[χ,D]
= (Id−H1)(1− χ) + P2[1− χ,D] + Id(χ) + P1[χ,D]
= Id−H1(1− χ) + P2[1− χ,D] + P1[χ,D].
Calculons P2[1− χ,D] et P1[χ,D]. Nous avons
[1− χ,D] = [1− χ, d] + [1− χ, δ].
Alors d’une part, nous avons
[(1− χ)., d]f(e) = (1− χ)(e)d(f)(e)− d((1− χ)f)(e)
= 12
[
(1− χ)(e+) + (1− χ)(e−)
]
d(f)(e)
− (1− χ)(e+)d(f)(e)− f(e−)d(1− χ)(e)
= −12d(1− χ)(e)d(f)(e)− f(e
−)d(1− χ)(e).
Et d’autre part, nous avons
[(1− χ)., δ]ϕ(x) = (1− χ)(x)δ(ϕ)(x)− δ((1− χ)ϕ)(x)
= (1− χ)(x)δ(ϕ)(x)− (1− χ)(x)δ(ϕ)(x)
+ 12
∑
e,e+=x
d(1− χ)(e)ϕ(e)
= 12
∑
e,e+=x
d(1− χ)(e)ϕ(e).
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Or, le support de d(1− χ) est inclu dans δE
K˜
⊂ K˜1 qui est fini. Donc, P2 est à rang fini.
De même, nous montrons que P1 est un opérateur de rang fini.
Ce qui implique que l’opérateur Q ◦D = Id +H avec H un opérateur de rang fini. 
Il existe une deuxième méthode inspirée de [3] qui permet de prouver ii) ⇒ i) du
Théorème 5. Cela est démontré à l’aide du critère suivant : "Si σn = (fn, ϕn) ∈ C0(V)×
Ca0 (E) une suite bornée de W et (Dσn)n converge dans l2(G), alors (σn)n admet une
sous-suite convergente dans W ".
Ainsi, nous avons le résultat suivant :
Proposition 3.3.1. Soit W un espace de Hilbert vérifiant :
1. C0(V)⊕ Ca0 (E) dense dans W .
2. L’injection de C0(V)⊕ Ca0 (E)→ C(V)⊕ Ca(E) se prolonge par continuité à W .
3. D : W −→ l2(G) est un opérateur borné.
Si, il existe un sous-graphe fini GK de G et une constante positive C telle que
C ‖(f, ϕ)‖W ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)× Ca0 (E \ EK), (3.3.16)
Alors, l’opérateur D : W −→ l2(G) est semi-Fredholm.
Preuve
Commençons par montrer le critère : si σn = (fn, ϕn) ∈ C0(V) × Ca0 (E) une suite
bornée deW et (Dσn)n converge dans l2(G), alors (σn)n admet une sous-suite convergente
dans W .
Soit G
K˜
un voisinage de of GK (voir Définition 2.1.7), alors (σn|K˜)n est une suite
bornée sur un espace vectoriel de dimension fini. Par suite, elle admet une sous-suite
convergente.
Sur G \ G
K˜
, considérons la fonction indicatrice χ comme dans (3.2.5) en remplaçant
K par K˜. Ce qui permet d’obtenir une fonction à support fini dans G \ GK : χσn et en
appliquant l’inégalité (3.3.16) à χσn, en particulier à (χfn, 0) et (0, χϕn). Par suite, d’une
part nous obtenons
‖χfn‖W ≤ C ‖d(χfn)‖E .
Or, l’égalité (2.1.3) de Lemme (2.1.3), entraîne
d(χfn)(e) = χ(e+)d(fn)(e) + fn(e−)d(χ)(e).
Et (d(fn))n est une suite convergente et supp(dχ) ⊂ EK˜ est fini, ainsi, fn(x)K˜ admet une
sous-suite convergente.
Ce qui permet de conclure que χfn admet une sous-suite convergente de W , c’est à dire,
(fn|V\K˜)n admet une sous-suite convergente de W .
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D’autre part, nous avons
‖χϕn‖W ≤ C ‖δ(χϕn)‖V .
Or, l’égalité (2.1.4) de Lemme (2.1.3) donne
δ(χϕn)(x) = χ(x)δ(ϕn)(x)− 12c(x)
∑
e,e+=x
r(e)d(χ)(e)ϕn(e), ∀x ∈ V .
De plus, par hypothèse (δϕn)n est convergente et supp(dχ) ⊂ EK˜ est fini. Ainsi, (ϕn|EK˜ )
admet une sous-suite convergente. Ce qui permet de conclure que (χϕn)n admet une sous-
suite convergente de W , i. e., (ϕn|E\EK˜ )n admet une sous-suite convergente de W . Ce qui
prouve le critère
Maintenant, en utilisant ce critère nous montrons que l’opérateurD est semi-Fredholm.
1. D’abord, nous prouvons que kerD est de dimension fini et cela revient à montrer
que {σ ∈ kerD; ‖σ‖W = 1} est compact.
Soit (σn)n ⊂ kerD telle que ‖σn‖W = 1 et Dσn = 0. Alors, par le critère précédent,
(σn)n admet une sous-suite convergente. D’où le résultat.
2. Montrons que ImD est fermé.
Soit (yn)n une suite ImD telle que la suite (yn)n converge vers y dans l2(G). Alors,
y est-t-il dans ImD ?
Comme (yn)n ⊂ ImD, alors il existe (σn)n ⊂ (kerD)⊥ and σn 6= 0 ∀n, telle que
yn = Dσn. (σn)n est nécessairement bornée. Sinon, on peut construire sn = σn‖σn‖W ,
tel que 
(sn)n ⊂ (kerD)⊥
‖sn‖W = 1
Dsn → 0.
En utilisant le critère précédent, on peut conclure que (sn)n admet une sous-suite
convergente vers une limite notée s tel que
s ∈ (kerD)⊥
‖s‖W = 1
Ds = 0.
Par suite, s ∈ kerD ∩ (kerD)⊥ = {0}. D’où s = 0, ce qui est absurde.
Ainsi, la suite (σn)n est bornée and comme (Dσn)n converge vers y, par le critère
précèdent entraîne, la suite (σn)n admet une sous-suite convergente vers une limite
notée σ. Or, l’opérateur D est continu, donc Dσn converge vers Dσ et par unicité
de limite y = Dσ.
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
Corollaire 3.3.1. D est non-parabolique à l’infini si est seulement si il existe un sous-
graphe induit fini GK de G tel que si on complète C0(V)× Ca0 (E) par la norme
‖(f, ϕ)‖W =
(
‖(f, ϕ)‖2
K˜
+ ‖D(f, ϕ)‖2G
) 1
2 ,
afin d’obtenir un espace de Hilbert W vérifiant
1. C0(V)⊕ Ca0 (E) dense dans W .
2. L’injection de C0(V)⊕ Ca0 (E)→ C(V)⊕ Ca(E) se prolonge par continuité à W .
3. L’opérateur D : W −→ l2(G) est semi-Fredholm.
Preuve
Si D est non-parabolique à l’infini, par la proposition 3.2.1, l’espace W est bien
défini. Il nous reste à montrer, que l’opérateur D : W −→ l2(G) est semi-Fredholm. La
définition de la non-parabolicité à l’infini, entraîne l’existence d’un sous-graphe induit
fini GK = (K, EK) telle que pour toute partie finie U de G \ K, il existe une constante
strictement positive C = C(U) telle que
C ‖(f, ϕ)‖U ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)⊕ C0(E \ EK).
En particulier, pour U = G
K˜
, nous avons
C ‖(f, ϕ)‖G
K˜
≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)⊕ C0(E \ EK).
Ainsi,
C2 ‖(f, ϕ)‖2G
K˜
+ ‖D(f, ϕ)‖2G ≤ 2 ‖D(f, ϕ)‖2G , ∀(f, ϕ) ∈ C0(V \K)⊕ C0(E \ EK).
D’où,
C ′ ‖(f, ϕ)‖W ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)⊕ C0(E \ EK).
Par le théorème 5, l’opérateur D : W −→ l2(G) est semi-Fredholm.
Inversement, si L’opérateur D : W −→ l2(G) est semi-Fredholm, par le théorème 5, il
existe GK un sous-graphe induit fini de G et il existe C = CK une constante strictement
positive tel que
C ‖(f, ϕ)‖W ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)× C0(E \ EK).
Et le fait que l’injection de l’espace C0(V) ⊕ Ca0 (E) vers C(V) ⊕ Ca(E) se prolonge par
continuité à W , entraîne que pour toute partie finie U de G−K
C ‖(f, ϕ)‖U ≤ C ‖(f, ϕ)‖W ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)× C0(E \ EK).
Ainsi, D est non-parabolique à l’infini.

3.3. OPÉRATEUR DE GAUSS-BONNET SEMI-FREDHOLM 51
3.3.1 Remarques
1. Si l’opérateur de Gauss-Bonnet est non-parabolique à l’infini alors cela permet
d’avoir des informations sur le comportement du graphe à l’infini. Plus précisé-
ment, il y a absence de cycle à l’infini (c’est un chemin qui part de l’infini et repart
vers l’infini sans se recouper). En effet, si δ est non-parabolique à l’infini et δϕ = 0
alors la fonction ϕ est nulle.
2. Si l’opérateur de Gauss-Bonnet D est non-parabolique à l’infini donc, l’opérateur
D qui est défini sur l’espace W est semi-Fredholm, d’après le corollaire 3.3.1. Ainsi
l’espace {σ = (f, ϕ) ∈ W ; Dσ = 0} est de dimension fini et les solutions σ sont
appelées dans [8] les solutions étendues.
3. Soit GK = (K, EK) un sous-graphe fini et G \ GK := (Vc, Ec) son graphe complé-
mentaire, où Vc := V \K et
Ec := {e ∈ E \ EK ; il n’existe pas e = (x, y) tel que x ∈ K et y /∈ K}.
Si G \GK = (Vc, Ec) est un graphe de G, alors l’opérateur D est positif à l’infini [3]
et [4] implique que D est non-parabolique à l’infini [8] et [5]. En effet, D est positif à
l’infini ceci entraîne l’existence d’un sous-graphe fini GK′ et une constante positive
C ′ telle que
C ′ ‖(f, ϕ)‖G\GK′ ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V
c)⊕ C0(Ec).
Ainsi, montrer que D est non-parabolique à l’infini revient à prouver qu’il existe un
sous-graphe induit fini GK = (K, EK) telle que pour toute partie finie U de G \GK ,
il existe une constante strictement positive C = C(U) telle que
C ‖(f, ϕ)‖U ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(Vc)⊕ C0(Ec).
Prenons GK = GK′ , alors pour tout U ⊂ G \G′K et en utilisant que D est positif à
l’infini, nous obtenons
‖(f, ϕ)‖U ≤ C ′ ‖(f, ϕ)‖G\GK′ ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V
c)⊕ C0(Ec).
D’où,
‖(f, ϕ)‖U ≤
1
C ′
‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(Vc)⊕ C0(Ec).
Ainsi, D est non-parabolique à l’infini.
Mais la réciproque est fausse. En effet, sur le graphe simple Z l’opérateur D est
non-parabolique à l’infini, voir l’exemple de graphe star-like proposition 3.4.1 de
la section suivante. Mais, sur le graphe simple Z l’opérateur D est non positif à
l’infini. En fait, d’après la section 5.3.1, nous avons le spectre de Laplacien est
égale à [0.2], d’où le 0 est dans le spectre essentiel de l’opérateur Laplacien ∆. Or,
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d’après 5.3.1, nous obtenons pour tout sous-graphe GK fini, 0 est dans le spectre
essentiel de l’opérateur ∆G\GK . Ainsi, l’opérateur Laplacien ne peut pas être positif
sur G \ GK car la définition de positif à l’infini fait qui le spectre commence à une
valeur strictement plus grande que 0.
4. Avoir un opérateur de Fredholm est équivalent au fait que la valeur 0 n’est pas dans
le spectre essentiel de l’opérateur D. En fait ceci équivaut aussi à ce que le spectre
essentiel de D2 ne contient pas 0. D’après [3], la caractérisation de la positivité à
l’infini permet d’avoir l’opérateur est Fredholm sur son domaine ainsi le spectre
essentiel du Laplacien est strictement positif. De plus, par 3. ceci reste vrai
pour l’opérateur non-parabolique à l’infini. Or, d’après [8] la valeur spectrale 0 peut
être dans le spectre essentiel du Laplacien pour le cas continu.
5. L’importance de la non-parabolicité à l’infini est donnée par l’opérateur δ. En effet,
cette propriété est toujours vraie pour l’opérateur d grâce à la connexité du graphe.
6. La notion de graphe parabolique étudiée dans le premier chapitre est différente de
la non-parabolicité à l’infini. En effet, les graphes Z et Z2 sont paraboliques, mais
Zn, n ≥ 3 est non-parabolique. D’autre part, l’opérateur δ est non-parabolique à
l’infini dans Z mais pour Zn, n ≥ 2, δ ne vérifie pas cette propriété (puisque il y a
des cycles).
3.4 Exemples
Dans cette section nous présentons deux exemples de graphes, l’un où la propriété de non-
parabolique à l’infini est vérifiée et un autre graphe sur lequel l’opérateur de Gauss-Bonnet
ne satisfait pas cette propriété.
3.4.1 Le graphe star-like
Définition 3.4.1. La réunion disjointe de deux graphes Gα = (Vα, Eα) et Gβ = (Vβ, Eβ)
est la réunion disjointe de l’ensemble de leur sommet et l’ensemble d’arête ne contient pas
une arête qui relie Vα et Vβ.
Par [10], nous avons la définition suivante :
Définition 3.4.2. Un graphe infini G = (V , E) est dit star-like, s’il existe un sous-
graphe fini GK de G tel que G \GK est la réunion fini des copies disjointes Gα de graphe
N.
Remarque 3.4.1. Dans la figure 3.1 de graphe star-like, GK et les Gα ne sont pas en
réunion disjointes mais les Gα sont deux à deux disjoints.
Proposition 3.4.1. Si le graphe star-like G est simple, alors D est non-parabolique à
l’infini sur G.
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KG
Figure 3.1 – Graphe star-like
Preuve
Par définition de graphe star-like, il existe un sous-graphe fini GK de G tel que
G \ GK = ⊔α∈J Gα. Soit U une partie finie de G \ GK alors, il existe α ∈ J tel que
U ⊂ Gα. Notre but est de prouver l’existence d’une telle constante positive C = C(U)
vérifiant l’inégalité suivante
C ‖(f, ϕ)‖U ≤ ‖D(f, ϕ)‖G , ∀(f, ϕ) ∈ C0(V \K)⊕ Ca0 (E \ EK). (3.4.17)
Soit f ∈ C0(V \K) tel que U est inclue dans le support de f .
Comme U est une partie finie, elle peut être réduite à un singleton, par exemple
U = {a} et nous avons ainsi
‖f‖2U = f 2(a).
Pour o ∈ K et comme le graphe G est connexe, il existe un chemin γoa reliant o à a.
Supposons que ce chemin est de longueur n tel que x0 = a et xn = o et en utilisant
l’inégalité de Jensen et que f(xn) = 0, nous obtenons
f 2(a) = (f(x0)− f(x1) + f(x1)− ...− f(xn) + f(xn))2
≤ n
(
(f(a)− f(x1))2 + ...+ (f(xn−1)− f(xn))2
)
,
ce qui implique que
f 2(a) ≤ n ‖df‖2E . (3.4.18)
Remarque 3.4.2. n ne dépend que de U et K.
De même, pour ϕ ∈ Ca0 (E \ EK), nous avons
‖ϕ‖2EU ≤ CU ‖δϕ‖
2
V .
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De plus, pour U = {a1, ..., an}, montrons l’inégalité (3.4.17).
L’inégalité (3.4.18), pour tout i ∈ {1, ..., n}, donne que
f 2(ai) ≤ ni ‖df‖2E
où ni est le nombre d’arête de plus court chemin reliant ai à un sommet de K.
Ainsi,
n∑
i=1
f 2(ai) ≤
n∑
i=1
ni ‖df‖2E .
D’où
‖f‖2U ≤ CU ‖df‖2E .
Et de même, nous montrons que
‖ϕ‖2EU ≤ CU ‖δϕ‖
2
V .

3.4.2 Arbre triadique
Définition 3.4.3. Un arbre est un graphe connexe qui ne contient pas des cycles. L’arbre
triadique T est un arbre tel que chaque sommet de T possède 3 voisins.
G1
o
G2
Figure 3.2 – Arbre triadique
Proposition 3.4.2. Sur l’arbre triadique la propriété de "non-parabolique à l’infini" n’est
pas vérifiée.
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Preuve
Fixons un point origine o de l’arbre T , voir figure 3.2, il existe une suite croissante de
sous-graphe fini {Gn}n tel que Gn = {x ∈ V ; d(o, x) ≤ n} et G = ⋃nGn. La contradiction
de la propriété de non-parabolique à l’infini est : pour tout n il existe U hors Gn et une
fonction ϕn à support fini à l’extérieur de Gn tel que δϕn = 0 et ‖ϕn‖U 6= 0. Une telle
fonction ϕn existe. En effet, nous allons construire une fonction antisymétrique ϕn à
support à l’extérieur de Gn avec δϕn = 0, comme suit : soient e0 et b0 les deux arêtes
sortant de xn ∈ Gn (la troisième arête relie xn à xn−1) et notons ekm, m ≥ 1, 1 ≤ k ≤ 2m,
resp. bkm, m ≥ 1, 1 ≤ k ≤ 2m, les arêtes qui partent de e0, resp. b0, de génération m (les
arêtes sont orientées vers l’extérieur). On définit ϕn(ekm) = 12m et ϕn(b
k
m) = − 12m si non
ϕn égale à 0. Ainsi, δ ne vérifie pas la propriété de non-parabolique à l’infini.

Remarque 3.4.3. Nous pouvons généraliser l’exemple précédent pour l’arbre de degré
k ≥ 3, en utilisant le même argument avec ϕn = ± 1(k−1)m .

4
Spectres du Laplacien
Dans ce chapitre, nous introduisons la notion de spectre. Plus précisément les définitions
et les propriétés spectrales reliées aux opérateurs bornés auto-adjoints. D’autre part, dans
le cadre du graphe infini pondéré, nous donnons de nouveaux résultats sur la relation entre
le spectre du Laplacien ∆0 défini sur les fonctions et le spectre du Laplacien ∆1 défini sur
les formes. Ces résultats sont inspirés de travaux de [33] et [37]. De plus, nous étendons
un résultat de John Lott [26] concernant la caractérisation de la valeur spectrale 0, dans
le sens, est-ce-que la valeur 0 est dans le spectre de l’opérateur ∆0 ou dans le spectre de
l’opérateur ∆1 ?
4.1 Préliminaire
Si ∆ est un endomorphisme de Cn et λ un nombre complexe, λId−∆ est inversible si et
seulement si il est injectif ou surjectif : dans les deux cas c’est une bijection. L’ensemble
appelé spectre de ∆, des λ tels que λId−∆ n’est pas inversible est constitué des racines
du polynôme det(λId − ∆) qui est de degré n, donc contient au plus n valeurs qui sont
les valeurs propres de ∆.
En dimension infinie, l’injectivité et la surjectivité ne sont plus équivalentes, et la définition
du spectre est plus délicate. Bien que celle-ci puisse être donnée dans un cadre très général,
les résultats fondamentaux sont obtenus pour les espaces de Banach. Le cas des espaces
de Hilbert permet l’étude des opérateurs auto-adjoints, dont on sait déjà en dimension
finie les remarquables propriétés spectrales.
Commençons par introduire quelques définitions nécessaires pour ce chapitre inspirées
de [32], [29] et [20] :
Définition 4.1.1. Soit ∆ un opérateur borné sur un espace de Hilbert H.
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1. On appelle ensemble résolvant de ∆ l’ensemble
ρ(∆) := {λ ∈ C; λId−∆ est bijectif }.
2. Si λ ∈ ρ(∆), on définit la résolvante Rλ(∆) de ∆ au point λ par :
Rλ(∆) = (λId−∆)−1.
3. Le spectre σ(∆) de ∆ est l’ensemble :
σ(∆) = C \ ρ(∆).
Proposition 4.1.1. ρ(∆) est un ouvert non vide de C et σ(∆) est un compact.
Proposition 4.1.2. Si ∆ est un opérateur auto-adjoint (∆ = ∆∗), alors σ(∆) est réel.
Le résultat suivant, connu dans [32] sous le nom de critère de Weyl, présente un
grand intérêt pratique pour la détermination du spectre d’un opérateur auto-adjoint.
Théorème 6. (Critère de Weyl)
Soit ∆ un opérateur auto-adjoint sur un espace de Hilbert séparable H. λ est dans le
spectre de ∆ si et seulement si il existe une suite (fn)n∈N de H telle que ‖fn‖ = 1 et
‖(∆− λ)fn‖ → 0 quand n→∞.
Nous donnons une caractérisation d’une partie du spectre appelé spectre essentiel.
Définition 4.1.2. λ est dans le spectre essentiel de ∆ noté σess(∆) si et seulement si il
existe une famille orthonormée (fn)n∈N de H telle que ‖(∆− λ)fn‖ tends vers 0 quand
n→∞.
La proposition suivante décrit le complémentaire de σess(∆) :
Proposition et définition 4.1.1. Soit ∆ un opérateur auto-adjoint et λ ∈ σ(∆)\σess(∆).
λ est alors isolé dans le spectre et c’est une valeur propre de multiplicité finie. Et nous
notons
σd(∆) := σ(∆) \ σess(∆)
appelé le spectre discret de ∆ .
4.2 Le spectre du Laplacien
Dans cette partie nous considérons le graphe pondéré normalisé (G, b) de la définition
2.1.2 afin d’avoir un opérateur borné et auto-adjoint.
Nous rappelons les différents opérateurs du premier chapitre :
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• L’opérateur gradient :
d : l2(V) −→ l2(E),
donné par
d(f)(e) = f(e+)− f(e−), ∀e = (e−, e+) ∈ E .
• Son adjoint l’opérateur divergence donné par la formule :
δϕ(x) = 1
β(x)
∑
e,e+=x
b(e)ϕ(e), ∀ϕ ∈ Ca0 (E).
• L’opérateur laplacien ∆0, qui égale δd, vérifiant
∆0f(x) = δ(df)(x)
= 1
β(x)
∑
e,e+=x
b(e)df(e)
= 1
β(x)
∑
e,e+=x
b(e)
(
f(e+)− f(e−)
)
= 1
β(x)
∑
y,y∼x
b(x, y) (f(x)− f(y)) .
• L’opérateur laplacien ∆1, qui égale dδ, vérifiant
∆1ϕ(e) = d(δϕ)(e)
= δϕ(e+)− δϕ(e−)
= 1
β(e+)
∑
e1,e
+
1 =e+
b(e1)ϕ(e1)− 1
β(e−)
∑
e2,e
+
2 =e−
b(e2)ϕ(e2).
Proposition 4.2.1. Les opérateurs d et δ sont bornés.
Preuve
En utilisant l’inégalité (a− c)2 ≤ 2(a2 + c2) et la définition de le poids sur le sommet
β(x) = ∑y∼x b(x, y), nous avons
‖df‖2E =
1
2
∑
(x,y)∈E
b(x, y)(df(x, y))2
= 12
∑
(x,y)∈E
b(x, y)(f(y)− f(x))2
≤ ∑
(x,y)∈E
b(x, y)(f 2(y) + f 2(x))
= 2
∑
x∈V
f 2(x)
∑
y∼x
b(x, y)
= 2
∑
x∈V
f 2(x)β(x)
= 2 ‖f‖2V .
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D’où, l’opérateur d est borné. Par suite, son adjoint l’opérateur δ est aussi borné. 
Remarque 4.2.1. La proposition 4.2.1 permet de conclure que l’opérateur ∆0, qui est la
composée de δ et d, est borné.
Il existe une autre méthode pour prouver que l’opérateur ∆0 est borné :
Proposition 4.2.2. L’opérateur ∆0 défini sur l2(V) est borné. De plus, il est un opérateur
auto-adjoint.
Preuve
Soient f, g ∈ l2(V), nous avons
|< ∆0f, g >V | =
∣∣∣∣∣∑
x
β(x) 1
β(x)
∑
y,y∼x
b(x, y) (f(x)− f(y)) g(x)
∣∣∣∣∣
≤ ∑
x
∑
y,y∼x
b(x, y) |(f(x)− f(y))| |g(x)|
≤ ∑
x
∑
y,y∼x
b(x, y)f(x)g(x) +
∑
x
∑
y,y∼x
b(x, y) |f(y)| |g(x)|
=
∑
x
β(x)f(x)g(x) +
∑
x
∑
y,y∼x
b(x, y) |f(y)| |g(x)|
≤ ‖f‖V ‖g‖V + I, (4.2.1)
avec I := ∑x∑y,y∼x b(x, y) |f(y)| |g(x)|.
En utilisant Cauchy-Schwarz, I est contrôlé par
I ≤ ∑
x
( ∑
y,y∼x
b(x, y) |f(y)|2
) 1
2
( ∑
y,y∼x
b(x, y)
) 1
2
|g(x)|
≤ ∑
x
( ∑
y,y∼x
b(x, y)f 2(y)
) 1
2
(β(x)) 12 |g(x)|
≤
(∑
x
∑
y,y∼x
b(x, y)f 2(y)
) 1
2
(∑
x
β(x)g2(x)
) 1
2
=
(∑
y
β(y)f 2(y)
) 1
2
(∑
x
β(x)g2(x)
) 1
2
= ‖f‖V ‖g‖V . (4.2.2)
Par suite, (4.2.1) et (4.2.2) entraînent
|< ∆0f, g >V | ≤ 2 ‖f‖V ‖g‖V .
Or, la définition de la norme de l’opérateur donne
‖∆0‖ = sup
‖f‖=1
‖∆0f‖V = sup‖f‖=1 sup‖g‖=1 < ∆0f, g >V
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Ainsi,
‖∆0‖ ≤ 2
et ceci permet de conclure que l’opérateur ∆0 est borné.
Montrons que l’opérateur ∆0 défini sur l2(V) est auto-adjoint. Comme ∆0 est borné
sur l2(V), il suffit de prouver qu’il est symétrique.
Soient f, g ∈ l2(V), en utilisant le fait que l’opérateur ∆0 = δd et l’adjoint de
l’opérateur d est l’opérateur de divergence δ, alors nous obtenons
< ∆0f, g >V = < δdf, g >V
= < df, dg >E
= < f, δdg >V
= < f,∆0g >V .
Ainsi, l’opérateur ∆0 défini sur l2(V) est symétrique.

Remarque 4.2.2. l’opérateur ∆0 est positif et borné par 2, alors son spectre est réel et
inclus dans [0, 2].
Le but de cette section est de prouver la relation entre le spectre du Laplacien ∆0
défini sur les fonctions et celui du Laplacien ∆1 défini sur les formes.
D’abord par les travaux du [33] et [37], nous avons les lemmes suivants :
Lemme 4.2.1. Pour ∆0 = δd et ∆1 = dδ, nous avons
1. d∆0 = ∆1d
2. δ∆1 = ∆0δ.
Et,
Lemme 4.2.2. 1. ker ∆0 = ker d
2. ker ∆1 = ker δ.
Preuve
1. C’est clair que ker d ⊂ ker ∆0.
D’autre part, si ∆0f = 0 ,∀f ∈ l2(V), nous avons donc
0 =< ∆0f, f >V=< df, df >E .
Ainsi, df = 0 ,∀f ∈ l2(V)
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2. Si ϕ ∈ ker δ, alors ϕ ∈ l2(E) et δϕ = 0. Ainsi, dδϕ = 0 et nous obtenons ϕ ∈ ker ∆1.
Pour l’autre inclusion, soit f ∈ l2(V) tel que
0 =< ∆1ϕ, df >E=< δϕ,∆0f >V .
Si ∆0f = 0 pour f ∈ l2(V), donc 0 est dans le spectre de ∆0 ce qui est absurde (la
fonction constante n’est pas dans l2(V)). Par conséquent, δϕ = 0 et nous avons ϕ
est dans ker δ.

Nous arrivons à notre résultat principal.
Théorème 7. Soit (G, b) un graphe infini pondéré normalisé, alors
σ(∆1) \ {0} = σ(∆0) \ {0}.
Preuve
• En utilisant le critère de Weyl, soit λ 6= 0 dans le spectre de ∆0 alors, il existe une
suite (fn)n de l2(V) telle que
‖fn‖V = 1 et limn→∞ ‖(∆0 − λ)fn‖V = 0.
Ainsi, trouver ϕn ∈ l2(E) telle que
‖ϕn‖E = 1 et limn→∞ ‖(∆1 − λ)ϕn‖E = 0.
Posons
ϕn :=
dfn
‖dfn‖E
.
D’abord montrons que ‖dfn‖E 6= 0. Nous avons
‖dfn‖2E = < ∆0fn, fn >V
= < (∆0 − λ)fn, fn >V + < λfn, fn >V
= < (∆0 − λ)fn, fn >V︸ ︷︷ ︸
tends vers 0
+λ
Alors, lim
n→∞ ‖dfn‖
2
E = λ. Ainsi, il existe c > 0, ∃n0; ∀n ≥ n0 nous avons ‖dfn‖E > c.
Et ceci implique que la suite (ϕn)n est bien définie. Ensuite, vérifions que lim
n→∞ ‖(∆1 − λ)ϕn‖E =
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0. En utilisant la première assertion du lemme 4.2.1 et le fait que l’opérateur d est
borné, nous avons
‖(∆1 − λ)ϕn‖E =
∥∥∥∥∥(∆1 − λ) dfn‖dfn‖E
∥∥∥∥∥E
= ‖(∆1 − λ)dfn‖E‖dfn‖E
= ‖d(∆0 − λ)fn‖E‖dfn‖E
≤ ‖d‖
c
‖(∆0 − λ)fn‖V
Or, lim
n→∞ ‖(∆0 − λ)fn‖V = 0. Par conséquent, limn→∞ ‖(∆1 − λ)ϕn‖E = 0. Et ceci per-
met de conclure que λ est dans le spectre de ∆1 \ {0}.
• En utilisant la même méthode que la première étape, supposons que λ 6= 0 est dans
le spectre de ∆1 alors, il existe une suite (ϕn)n de l2(E) telle que ‖ϕn‖E = 1 et
lim
n→∞ ‖(∆1 − λ)ϕn‖E = 0. Donc, il faut trouver une suite (fn)n de l2(V) telle que
‖fn‖V 6= 0 et limn→∞ ‖(∆0 − λ)fn‖V = 0.
Posons
fn :=
δϕn
‖δϕn‖V
.
D’abord montrons que ‖δϕn‖V 6= 0. Nous avons
‖δϕn‖2V = < ∆1ϕn, ϕn >E
= < (∆1 − λ)ϕn, ϕn >E + < λϕn, ϕn >E
= < (∆1 − λ)ϕn, ϕn >E︸ ︷︷ ︸
tends vers 0
+λ
Alors, lim
n→∞ ‖δϕn‖
2
V = λ. Ainsi, il existe c > 0, ∃n0; ∀n ≥ n0 nous avons ‖δϕn‖V > c.
Ensuite, vérifions que lim
n→∞ ‖(∆0 − λ)fn‖V = 0.
En utilisant la deuxième assertion du lemme 4.2.1 et le fait que l’opérateur δ est
borné, nous avons
‖(∆0 − λ)fn‖V =
∥∥∥∥∥(∆0 − λ) δϕn‖δϕn‖V
∥∥∥∥∥V
= ‖(∆0 − λ)δϕn‖V‖δϕn‖V
= ‖δ(∆1 − λ)ϕn‖V‖δϕn‖V
≤ ‖δ‖
c
‖(∆1 − λ)ϕn‖E
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Or, lim
n→∞ ‖(∆1 − λ)ϕn‖E = 0. Par conséquent, limn→∞ ‖(∆0 − λ)fn‖V = 0. D’où λ est
dans le spectre de ∆0 \ {0}.

Nous avons un autre résultat qui prouve que le spectre de deux différents Laplaciens
coïncident lorsque la valeur 0 n’est pas dans le spectre de ∆0.
Lemme 4.2.3. Si 0 n’est pas dans le spectre de ∆0, alors l’opérateur d défini sur l2(V)
est à image fermée.
Preuve
Soit ϕ ∈ Im d, montrons que ϕ ∈ Im d, i.e, existe t-il-une fonction f de l2(V) telle
que ϕ = df ? Comme ϕ ∈ Im d, alors il existe une suite (ϕn)n de Im d, i.e, il existe une
suite (fn)n de l2(V) telle que ϕn = dfn. De plus, la suite (ϕn)n converge vers ϕ dans l2(E).
D’autre part, par hypothèse 0 n’est pas dans le spectre de ∆0 ce qui entraîne l’existence
d’une constante C positive tel que
‖f‖V ≤ C ‖∆0f‖V , ∀f ∈ l2(V).
Or, en utilisant la définition de la norme d’un opérateur et la proposition 4.2.1, nous avons
‖∆0f‖ = sup
g,‖g‖V=1
< ∆0f, g >V≤ ‖df‖E sup
g,‖g‖V=1
‖dg‖E ≤ 2 ‖df‖E .
Par suite,
‖f‖V ≤ 2C ‖df‖E , ∀f ∈ l2(V).
Ainsi,
‖fn − fm‖V ≤ 2C ‖dfn − dfm‖E , fn, fm ∈ l2(V).
D’où
‖fn − fm‖V ≤ 2C ‖ϕn − ϕm‖E , fn, fm ∈ l2(V).
Or, la suite (ϕn)n est convergente donc elle est de Cauchy ainsi la suite (fn)n est aussi de
Cauchy dans l2(V) qui est complet. Donc, la suite (fn)n converge vers une limite f . Et en
utilisant le fait que l’opérateur d est borné, nous obtenons que dfn = ϕn converge vers
df et par unicité de la limite df = ϕ. D’où ϕ est dans Im d. 
Corollaire 4.2.1. Si 0 n’est pas dans le spectre de ∆0, alors
σ(∆1|Im d) = σ(∆0).
Preuve
D’après la première assertion du lemme 4.2.1, nous avons
∆1d = d∆0.
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Or, par hypothèse 0 n’est pas dans le spectre de ∆0, alors par la première assertion du
lemme 4.2.2, l’opérateur d est aussi inversible. Par conséquent, nous obtenons
∆1|Im d = d∆0d−1.
Ainsi,
σ(∆1|Im d) = σ(∆0).

4.3 Le problème de zéro dans le spectre de l’opéra-
teur Laplacien
Dans cette section nous nous intéressons au problème de zéro dans le spectre de l’opérateur
Laplacien. Pour cela, nous introduisons une généralisation d’un résultat inspiré de l’article
de John Lott [26] (Proposition 9. p. 12).
Théorème 8. Soit (G, b) un graphe infini pondéré normalisé, connexe et localement fini
tel que le poids sur les arêtes b est majoré et minoré par une constante strictement positive,
c’est à dire, il existe α > 0 tel que 1
α
≤ b(x, y) ≤ α, pour tout (x, y) ∈ E. Alors
0 ∈ σ(∆1) ou 0 ∈ σ(∆0).
D’abord, nous commençons par des résultats préliminaires pour arriver à montrer ce
théorème.
D’après [36] et [11], nous avons
Définition 4.3.1. Le graphe G vérifie l’inégalité isopérimétrique s’il existe une constante
C > 0, tel que pour tout sous-graphe fini GU = (U, EU) de G, nous avons
|∂EU | ≥ C |U | ,
avec
|∂EU | =
∑
e∈∂EU
b(e) et |U | = ∑
x∈U
β(x).
Lemme 4.3.1. Si l’opérateur ∆0 est inversible alors l’inégalité isopérimétrique est véri-
fiée.
Preuve
L’opérateur ∆0 est inversible, ceci entraîne l’existence d’une constante strictement
positive C ′ telle que
‖g‖V ≤ C ′ ‖∆0g‖V , ∀g ∈ l2(V).
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Il suffit de prendre C = 1
C′2 . En effet, pour tout sous-graphe U fini tel que g = 1U , nous
avons
‖g‖2V =
∑
x∈U
β(x) = |U |
et
‖∆0g‖2V =
∑
x∈U
∑
y/∈U
b(x, y) = |∂EU | .

Définition 4.3.2. • Une branche B est une suite finie de sommets x0, x1, .., xm+1 tel
que ∀j, 1 ≤ j ≤ m, nous avons deg(xj) = 2.
• La longueur de la branche B, notée long(B), est le nombre de sommets dans cette
branche, ici, long(B) = m+ 2.
• L’intérieur de la branche B est l’ensemble des sommets xj de B vérifiant deg(xj) =
2, ∀j.
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Figure 4.1 – Branche de longueur m+ 2
À la place de l’argument de Lott [26] inspiré par Gromov [18] (p. 236-237), nous
utilisons le lemme suivant :
Lemme 4.3.2. Supposons que les conditions suivantes sont vérifiées :
• Le poids b est majoré et minoré par une constante strictement positive, c’est à dire,
il existe α > 0 tel que 1
α
≤ b(x, y) ≤ α, ∀(x, y) ∈ E.
• L’opérateur ∆0 est inversible.
• L’opérateur ∆1 est injectif.
Alors le graphe (G, b) est un arbre qui ne contient que des branches de longueurs unifor-
mément bornées, c’est à dire, ∃M > 0, ∀B une branche de G, long(B) ≤M .
Preuve
D’une part, l’opérateur ∆1 est injectif ce qui entraîne l’absence de cycle dans le graphe
G, donc G est un arbre.
D’autre part, l’opérateur ∆0 est inversible, alors le graphe G vérifie l’inégalité isopérimé-
trique, d’après le lemme 4.3.1, c’est à dire, il existe une constante strictement positive C
telle que pour tout sous-graphe U fini, nous avons
|∂EU | ≥ C |U | .
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Soit B une branche x0, x1, ..., xm, xm+1. Posons U = {x1, ..., xm} qui est l’intérieur de la
branche B, alors
b(x0, x1) + b(xm, xm+1) ≥ C
m∑
j=1
β(xj). (4.3.3)
• Si b = 1, alors β(x) = ∑y∼x b(x, y) = ∑y∼x 1 = deg(x), ∀x ∈ V (c’est le cas de J.
Lott [26]). Par suite, l’inégalité (4.3.3) et la définition 4.3.2 donnent
2 ≥ C
m∑
j=1
deg(xj) = C
m∑
j=1
2 = 2Cm.
Posons M := 1
C
+ 2 (indépendant de B), alors long(B) ≤M . Ainsi les branches de
G sont de longueurs uniformément bornées.
• Pour b 6= 1 mais b est majoré et minoré par une constante strictement positive, c’est
à dire, il existe α > 0 tel que 1
α
≤ b(x, y) ≤ α, pour tout (x, y) ∈ E et le graphe G
est normalisé, le poids sur les sommets est β(x) = ∑y∼x b(x, y), nous obtenons alors
que le poids sur le sommet β est aussi minoré par 1
α
.
Ainsi, par l’inégalié (4.3.3) nous avons
2α ≥ b(x0, x1) + b(xm, xm+1) ≥ C
m∑
j=1
β(xj) ≥ Cm 1
α
.
D’où
2α2
C
≥ m.
Posons M = 2α2
C
+ 2 (indépendant de B), alors long(B) ≤M . Ainsi les branches de
G sont de longueurs uniformément bornées.

Nous arrivons à la preuve du théorème 8.
Preuve
En utilisant le même raisonnement que [26], supposons que le deux opérateurs ∆0 et
∆1 sont inversibles. Alors, le lemme 4.3.2 entraîne que le graphe G est un arbre contenant
des branches de longueurs uniformément bornées voir figure 4.2.
Or, l’existence d’un tel arbre permet de construire une fonction ϕ de l2(E) qui est
δ-harmonique, en effet : nous considérons une partie d’un arbre branché dans la figure 4.2
comme un exemple pour simplifier la compréhension de la construction de ϕ.
Premier cas : b = 1, prenons le point 0 comme origine. Il possède deux voisins 0− et
1. Posons
ϕ(0, 0−) = ϕ(0, 1) = 1.
Alors, nous obtenons δϕ(0) = 0 (l’arbre est orienté).
Ensuite sur la branche B1, ϕ est constante, autrement dit, ϕ(j, j + 1) = 1, pour tout j, tel
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Figure 4.2 – Arbre Branché
que 1 ≤ j ≤ 3. Et au point 4, nous avons ϕ(4, 5) = ϕ(4, 5−) = 12 , afin d’avoir δϕ(4) = 0.
Et pour les points qui sont dans la branche B2, la fonction ϕ est aussi constante et
prend la valeur 12 . Ainsi de suite au point 8, nous avons ϕ(8, 9) = ϕ(8, 9
−) = 14 , pour
avoir δϕ(8) = 0. Et pour les points qui sont dans la branche B3, la fonction ϕ est aussi
constante et prend la valeur 14 . Et nous continuons de cette manière...
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Figure 4.3 – Arbre Branché 1
D’une manière générale, G est un arbre ne contenant que des branches uniformément
bornées et nous construisons la fonctions ϕ sur une partie de G en choisissant toujours
deux branches au points de bifurcation (il pourrait y en avoir plus de deux). Tel que la
figure 4.3, la construction de ϕ est faite comme suit : sur B0 la fonction ϕ est constante
et égale à 1. Ensuite, nous ajoutons une génération, nous obtenons deux branches B1,1
et B1,2 tel que la fonction ϕ prend la valeur 12 . Et à la génération m, nous avons Bm,k
branches, où 1 ≤ k ≤ 2m, alors la fonction ϕ est égale à 12m . Par suite, nous montrons
que cette construction de ϕ est de carré sommable. En utilisant le fait que les branches
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de l’arbre sont uniformément bornées par une constante M > 0, nous obtenons
‖ϕ‖2E =
1
2
∑
m
2m∑
k=1
∑
e∈Bm,k
(ϕ(e))2
= 12
∑
m
2m∑
k=1
∑
e∈Bm,k
( 1
2m
)2
≤ 12
∑
m
2mM
( 1
2m
)2
= M2
∑
m
1
2m <∞.
Deuxième cas : b 6= 1 mais b est majoré et minoré par une constante strictement positive,
c’est à dire, il existe α > 0 tel que 1
α
≤ b(x, y) ≤ α, ∀(x, y) dans E . Sur la branche B1,
comme dans la figure 4.2, le point 0 possède 2 voisins notés 0− et 1. Comme on veut
que δϕ(0) = 0, alors on choisit la fonction ϕ comme suite ϕ(0, 1) = b(0,0−)
b(0,1) ϕ(0, 0
−). Et à
l’intérieur de B1, on pose ϕ(j, j + 1) = b(0,0
−)
b(j,j+1)ϕ(0, 0
−) ∀j, 1 ≤ j ≤ 3. Ensuite, on regarde
le point 4 qui possède 2 voisins 5 et 5−, afin d’avoir δϕ(4) = 0 et comme nous avons
ϕ(3, 4) = b(0,0−)
b(3,4) ϕ(0, 0
−). On choisit ϕ(4, 5) = b(0,0−)2b(4,5)ϕ(0, 0
−) et ϕ(4, 5−) = b(0,0−)2b(4,5−)ϕ(0, 0
−).
Ainsi, à l’intérieur de la branche B2,
ϕ(j, j + 1) = b(0, 0
−)
2b(j, j + 1)ϕ(0, 0
−) ∀j, 5 ≤ j ≤ 7.
Et pour le point 8, il possède 2 voisins 9 et 9−. Pour avoir δϕ(8) = 0 et comme nous avons
ϕ(7, 8) = b(0,0−)
b(7,8) ϕ(0, 0
−). On choisit ϕ(8, 9) = b(0,0−)4b(8,9)ϕ(0, 0
−) et ϕ(8, 9−) = b(0,0−)4b(8,9−)ϕ(0, 0
−).
À l’intérieur de la branche B3,
ϕ(j, j + 1) = b(0, 0
−)
4b(j, j + 1)ϕ(0, 0
−) pour j = 10.
Et ainsi de suite... D’une manière générale, voir figure 4.3, sur B0 la fonction ϕ(e0) =
b(0,0−)
b(e0) ϕ(0, 0
−), avec e0 désigne les arêtes de B0. Ensuite, nous ajoutons une génération,
nous obtenons deux branches B1,1 et B1,2 tel que la fonction ϕ prend la valeur ϕ(e11) =
b(0,0−)
2b(e11)
ϕ(0, 0−), avec e11 désigne les arêtes de B1,1. Et à la génération m, nous avons Bm,k
branches, où 1 ≤ k ≤ 2m, alors la fonction ϕ est égale à ϕ(ekm) = b(0,0
−)
2mb(ekm)
ϕ(0, 0−), avec ekm
désigne les arêtes de Bm,k. Par suite, nous montrons que cette construction de ϕ est de
carré sommable. En utilisant le fait que les branches de l’arbre sont uniformément bornées
par une constanteM > 0 et le poids b est majoré et minoré par une constante strictement
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positive, nous obtenons
‖ϕ‖2E =
1
2
∑
e
b(e)(ϕ(e))2
≤ ∑
m≥0
2m∑
k=1
∑
e∈Bm,k
b(e)(ϕ(e))2
=
∑
m≥0
2m∑
k=1
∑
e∈Bm,k
b(e)
(
b(0, 0−)
2mb(e) ϕ(0, 0
−)
)2
=
(
b(0, 0−)ϕ(0, 0−)
)2 ∑
m≥0
2m∑
k=1
∑
e∈Bm,k
1
22mb(e)
≤ α3
(
ϕ(0, 0−)
)2
M
∑
m≥0
1
2m
= 2Mα3
(
ϕ(0, 0−)
)2
<∞.
Ainsi, ϕ est dans l2(E) et δ-harmonique. Donc, 0 ∈ σ(∆1). 
Remarque 4.3.1. En déplaçant le premier sommet 0 de la figure 4.3, nous pouvons avoir
d’autres fonctions ϕ qui sont dans l2(E) et δ-harmoniques. Ainsi, 0 est une valeur propre
de multiplicité infini de l’opérateur ∆1, donc 0 est dans σess(∆1).
4.4 Exemples :
Dans cette partie, nous construisons la fonction δ-harmonique ϕ dans différents exemples
d’arbres.
4.4.1 Arbre symétrique
D’après [15], nous avons la définition suivante :
Définition 4.4.1. L’arbre infini Ts est symétrique autour d’un point fixé x0 avec un
nombre de branchement {mi}∞i=0, si Ts dépend seulement de la distance d’un point fixé x0
tel que mi = deg(x) pour tout x ∈ T lorsque d(x0, x) = i.
Exemple d’arbre symétrique :
Fixons un point origine o de l’arbre Ts. Posons Sn = {x ∈ Ts; d(o, x) = n}. Soit Ts
l’arbre symétrique autour du point o avec un nombre de branchement {mn}∞n=0. Dans
le Figure 1, nous choisissons mn = 3 + n pour tout n ∈ N qui est une suite croissante.
Ainsi, nous avons m0 = 3, c’est à dire que, deg(o) = 3. Et pour x ∈ S1, nous obtenons
deg(x) = m1 = 4. De même, si x est dans S2 entraîne que m2 = 5.
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o
S1
S2
Figure 4.4 – Arbre symétrique
Proposition 4.4.1. Si l’arbre symétrique Ts est simple tel que deg(x) > 2, pour tout
x ∈ Ts, alors il existe une fonction non nulle ϕ de carré sommable telle que δϕ = 0.
Preuve
Fixons x0 origine de Ts tel que deg(x0) = m0. Construisons la fonction ϕ tel que
δϕ = 0 comme suite : posons {x11, x21, ..., xm01 } les voisins sortant de x0 qui sont dans S1
et ϕ(x0, x11) = 1, ϕ(x0, x21) = −1, ϕ(x0, xj1) = 0, ∀j ∈ {3, ...,m0} ce qui entraîne que
δϕ(x0) = 0.
Ensuite pour avoir δϕ(x11) = 0, nous prenons
ϕ(x11, x12) =
1
m1 − 1ϕ(x0, x
1
1).
Et de même pour avoir δϕ(x12) = 0, nous avons
ϕ(x12, x13) =
1
(m1 − 1)(m2 − 1)ϕ(x0, x
1
1).
Par la même procédure nous construisons
ϕ(x1n−1, x1n) =
1
(m1 − 1)(m2 − 1)...(mn−1 − 1)ϕ(x0, x
1
1) (4.4.4)
afin d’avoir δϕ(x1n) = 0 pour x1n dans Sn.
Avec cette construction, montrons que ϕ ∈ l2(E). En utilisant (4.4.4) et le fait que
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deg(x) est supérieur strictement à 2 pour tout x ∈ Ts entraînent
‖ϕ‖2E =
1
2
∑
e∈E
ϕ2(e)
= 1 + 12
∑
n≥2
mn−1−1∑
j=1
ϕ2(xn−1, xjn)
= 1 + 12
∑
n≥2
mn−1−1∑
j=1
(
1
(m1 − 1)(m2 − 1)...(mn−1 − 1)
)2
= 1 + 12
∑
n≥2
(mn−1 − 1)
(
1
(m1 − 1)(m2 − 1)...(mn−1 − 1)
)2
= 1 + 12
∑
n≥2
1
(mn−1 − 1)
(
1
(m1 − 1)(m2 − 1)...(mn−2 − 1)
)2
< ∞.

4.4.2 Arbre triadique avec une mesure particulière
Fixons un point origine x0 de l’arbre T tel que deg(x0) = 3 contenant {x11, x21, x31}. Soit
ϕ(x0, xi1) = 0 pour tout i ∈ {1, 2, 3} ceci donne δϕ(x0) = 0. Maintenant, pour avoir
δϕ(x11) = 0, nous prenons
ϕ(x11, x12) = −ϕ(x11, x22) et b(x11, x12) = b(x11, x22).
Pour n ≥ 2, nous considérons la fonction ϕ suivante :
ϕ(xn, xn−1) = −2ϕ(xn, xn+1)
ϕ(xn, x1n+1) = ϕ(xn, x2n+1)
b(xn, xn−1) =
b(xn,x1n+1)+b(xn,x2n+1)
2
Pour cette construction de la fonction ϕ, montrons qu’elle est dans l2(E). Nous avons
‖ϕ‖2E =
1
2
∑
e∈E
b(e)ϕ2(e)
= 12
∑
n≥1
2n−1∑
j=1
b(xjn, x1n+1)ϕ2(xjn, x1n+1) + b(xjn, x2n+1)ϕ2(xjn, x2n+1)
= 12
∑
n≥1
2n−1∑
j=1
1
2b(x
j
n, x
1
n−1)ϕ2(xjn, x1n−1)
= 12
∑
n≥1
Sn,
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avec Sn = 12
∑2n−1
j=1 b(xjn, x1n−1)ϕ2(xjn, x1n−1). Or, la construction de ϕ donne
S1 =
1
2b(x
1
1, x0)ϕ2(x11, x0) = 0 et
S2 =
1
2
[
b(x12, x11)ϕ2(x12, x11) + b(x22, x11)ϕ2(x22, x11)
]
.
Prenons par exemple ϕ(x12, x11) = 1, ceci implique que
S2 =
1
2
[
b(x12, x11) + b(x22, x11)
]
= b(x11, x0).
Et pour n > 2, nous avons
Sn+1 =
1
2
2n∑
j=1
b(xjn+1, x1n)ϕ2(x
j
n+1, x
1
n)
= 12
2n−1∑
j=1
b(xjn+1, x1n)ϕ2(x
j
n+1, x
1
n) + b(x
j
n+1, x
2
n)ϕ2(x
j
n+1, x
2
n)
= 12
2n−1∑
j=1
[
b(xjn+1, x1n) + b(x
j
n+1, x
2
n)
]
ϕ2(xjn+1, x1n)
=
2n−1∑
j=1
b(xjn, x1n−1)
1
4ϕ
2(xjn, x1n−1)
= 12Sn.
Ainsi,
Sn+1 =
1
2Sn =
1
2
1
2Sn−1 = ... =
(1
2
)n−1
S2.
D’où, nous obtenons
‖ϕ‖2E =
1
2
∑
n≥1
Sn =
1
2
∑
n≥1
(1
2
)n−1
S2 =
S2
2
∑
n≥1
(1
2
)n−1
<∞.
4.4.3 Arbre triadique avec une mesure minorée par une constante
strictement positive
Soit T un arbre triadique (voir définition 3.4.2 du chapitre 3) avec un poids sur les arêtes
b minoré par une constante strictement positive c.
Fixons un point origine x0 de l’arbre T , il existe une suite croissante de sous-graphes
finis {Gn}n tel que Gn = {x ∈ V ; d(x0, x) ≤ n} et G = ⋃nGn. Notons Sn = {x ∈
T ; d(x0, x) = n}.
Posons x11, x21 et x31 les différents voisins de x0 qui sont dans S1. Nous supposons que
ϕ(x0, xi1) = 0 pour tout i ∈ {1, 2, 3}, ce qui entraîne que δϕ(x0) = 0.
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Fixons un sommet de S1 par exemple x1 := x11, soit e0 et w0 les deux arêtes sortant
de x1 et notons ekm, m ≥ 1, 1 ≤ k ≤ 2m, resp. wkm, m ≥ 1, 1 ≤ k ≤ 2m, les arêtes sortant
de e0, resp. w0, de génération m. Pour m ≥ 0, on définit ϕ tel que
ϕ(ekm) =
1
2m
1
b(ekm)
, ∀k; 1 ≤ k ≤ 2m.
ϕ(wkm) =
−1
2m
1
b(wkm)
, ∀k; 1 ≤ k ≤ 2m.
Avec cette construction, nous obtenons pour chaque xn de Sn, δϕ(xn) = 0, ∀n ≥ 1 et
de plus ϕ ∈ l2(E), en effet
‖ϕ‖2E =
1
2
∑
e∈E
b(e)ϕ2(e)
= 12
∑
m≥0
2m∑
k=1
b(ekm)ϕ2(ekm)
= 12
∑
m≥0
2m∑
k=1
b(ekm)
1
22m
1
b2(ekm)
= 12
∑
m≥0
2m∑
k=1
1
22m
1
b(ekm)
≤ c
′
2
∑
m≥0
2m∑
k=1
1
22m
= c
′
2
∑
m≥0
2m 122m
= c
′
2
∑
m≥0
1
2m
= c′,
où c′ = 1
c
.
Remarque 4.4.1. • La construction de la fonction δ-harmonique de carré sommable
dépend du poids sur les arêtes.
• Pour l’arbre triadique simple, 0 est à la fois dans le spectre de ∆0 ( voir 5.3.2 du
chapitre suivant) et dans le spectre de ∆1 ( voir 3.4.2 du chapitre précédent).
5
Annexe
Dans ce chapitre nous présentons les principaux résultats que nous avons utilisé au cours
de cette thèse, concernant les propriétés des opérateurs Fredholm, le problème de mini-
misation et quelques résultats sur le spectre.
5.1 Opérateur de Fredholm
Dans cette section nous rappelons quelques éléments de la théorie d’opérateur de Fred-
holm. Plus précisément, les propriétés qui permettent d’avoir un opérateur à image fermée.
Ces résultats sont inspirés de [25].
Définition 5.1.1. Soient X et Y deux espaces de Banach. Un opérateur linéaire borné
T : X −→ Y est appelé un opérateur de Fredholm si les trois conditions suivantes sont
satisfaites :
1. ImT est fermée dans Y
2. dim(kerT ) est finie.
3. dim(CokerT ) = dim(Y/ ImT ) est finie.
Si l’opérateur T vérifie les conditions 1 et 2, on dit qu’il est semi-Fredholm.
Remarque 5.1.1. Dans [22], si l’opérateur T vérifie les conditions 1 et 2, on dit qu’il
est sur semi-Fredholm.
Lemme 5.1.1. Soient T : X −→ Y un opérateur continu et K : X −→ Z un opérateur
compact. Supposons qu’il existe une constante C > 0 tel que
‖x‖X ≤ C (‖Tx‖Y + ‖Kx‖Z) (5.1.1)
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alors kerT est de dimension fini et ImT est fermée, c’est à dire, l’opérateur T est semi-
Fredholm.
Preuve
Commençons par prouver que kerT est de dimension finie ça revient à montrer que
Bf = {x ∈ kerT ; ‖x‖X ≤ 1}
est compact, par le théorème de Riesz.
Soit (xn)n une suite de Bf , alors elle est bornée ainsi on peut extraire une sous suite
(xΦ(n))n qui converge faiblement vers x dans Bf . Or, l’opérateur K est compact, donc
K(xΦ(n)) converge vers K(x). Par suite, en utilisant (5.1.1), nous prouvons que (xΦ(n))n
converge en norme vers x, en effet∣∣∣∥∥∥xΦ(n)∥∥∥
X
− ‖x‖X
∣∣∣ ≤ ∥∥∥xΦ(n) − x∥∥∥
X
≤ C
∥∥∥TxΦ(n) − Tx∥∥∥Y︸ ︷︷ ︸
=0
+
∥∥∥KxΦ(n) −Kx∥∥∥
Z︸ ︷︷ ︸
→0

d’où, le résultat.
Maintenant, montrons que ImT est fermée.
Soit y ∈ ImT , alors il existe une suite (yn)n de ImT qui converge vers y. De plus, il
existe xn ∈ (kerT )⊥ et xn 6= 0 tel que yn = Txn. La suite (xn)n doit être bornée sinon,
posons ξn = xn‖xn‖ , alors ‖ξn‖ = 1 et Tξn = 0 ce qui entraîne que ξn est dans kerT∩(kerT )⊥
qui égale à 0 et ceci contredit le fait que ‖ξn‖ = 1. D’où, (xn)n est bornée. Et par le même
argument utilisé dans la première partie de la preuve, nous démontrons que (xn)n admet
une sous suite (xΦ(n))n convergente vers x. D’autre part, l’opérateur T est continu, ce qui
implique que (TxΦ(n))n converge vers Tx et par unicité de la limite yn tend vers y = Tx.

Théorème 9. Soit un opérateur linéaire borné T : X −→ Y . Alors T est Fredholm si et
seulement si il existe H : Y −→ X opérateur linéaire borné tel que TH − Id et HT − Id
soient des opérateurs compacts, c’est à dire, l’opérateur T est Fredholm si et seulement
si il est inversible modulo les opérateurs compacts.
Preuve
Commençons par prouver la première implication et supposons que T est Fredholm.
Nous avons
X = kerT ⊕X0 et Y = ImT ⊕ Y0,
où X0 = (kerT )⊥ et Y0 = CokerT .
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Soit T0 := T |X0 . Alors, T0 est injectif puisque si T0x = 0 pour x ∈ X0 alors x est
aussi un élément de kerT , ainsi x ∈ X0 ∩ kerT ce qui entraîne que x = 0. De plus,
T0(X) = T (X) qui est fermé. Par suite, l’opérateur T0 : X0 −→ T (X) est bijectif et borné
d’où inversible.
Maintenant, posons H := T−10 Q où Q : Y −→ T (X) est l’opérateur projection.
Nous avons H(Y ) = X0 et kerH = Y0. De plus, nous obtenons
Id−HT est la projection orthoganale de X sur kerT
et
Id− TH est la projection orthoganale de X sur Y0.
Ainsi, Id−HT et Id− TH sont deux opérateurs à rang fini d’où compacts.
Pour la deuxième implication, nous allons vérifier les hypothèses du lemme précédent.
Posons K = HT − Id qui est compact. De plus, nous avons
‖x‖X ≤ C (‖x−HTx‖Y + ‖H‖ ‖Tx‖Y ) .
Ainsi, l’opérateur T est semi-Fredholm. Pour avoir T Fredholm, il faut prouver que
CokerT est de dimension finie.
Posons K ′ = TH − Id, alors, en utilisant le fait que ImTH ⊂ ImT et l’opérateur
K ′ + Id est Fredholm (car K ′ compact), nous obtenons
dim(CokerT ) ≤ dim(CokerTH) = dim(Coker(K ′ + Id)) <∞.

5.2 Problème de minimisation :
Les résultats de cette section sont inspirées de références suivantes [?] et [?].
Soit H un espace de Hilbert, F un sous-espace de H et J : H −→ R une fonction. On
s’intéresse à résoudre le problème suivant :
P =

u∗ ∈ F ,
J(u∗) = infu∈F J(u).
On dit que P est un problème d’optimisation ou problème de minimisation de la fonction
J sous la contrainte u ∈ F .
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Définition 5.2.1. On appelle une suite minimisante de J dans F une suite (un)n d’élé-
ments de F telle que
lim
n→∞ J(un) = infu∈F J(u).
Une telle suite existe toujours, par définition de inf.
Définition 5.2.2. Soient F un ensemble fermé non-vide de H et J : F −→ R une
fonction continue. La fonction J est dite coercive ou infini à l’infini si
∀(un)n une suite de F , lim
n→∞ ‖un‖ =∞⇒ limn→∞ J(un) =∞.
Théorème 10. Soient F un ensemble convexe fermé non-vide de H et une fonction
continue J : H −→ R, convexe et coercive. Alors, il existe un minimum de J sur F .
Définition 5.2.3. On dit qu’une fonction J définie sur un ensemble convexe F est for-
tement convexe si et seulement si il existe α > 0 tel que
J
(
u+ v
2
)
≤ J(u) + J(v)2 −
α
8 ‖u− v‖
2 .
Théorème 11. Soient F un ensemble convexe fermé non-vide de H et une fonction
continue J : H −→ R et fortement convexe. Alors, il existe un unique minimum u∗ de J
sur F .
Application : Soient H = l2(E), F = Fe = {I ∈ Ca(E); δI = δχe} et J(I) = E(I) =
‖I‖2E .
• Fe est un ensemble convexe, en effet : soient I et I ′ deux éléments de Fe et 0 ≤ λ ≤ 1
alors, δλI + δ(1 − λ)I ′ = λδI + (1 − λ)δI ′ = λδχe + (1 − λ)δχe = δχe par suite
δλI + δ(1− λ)I ′ est dans Fe.
• Fe est un ensemble fermé de H, en effet : il existe une suite In de Fe qui converge
vers I dans H. Montrons que ce I est un élément de Fe.
Comme la convergence dans H donne la convergence ponctuelle donc ceci entraîne
que In(e) converge vers I(e). De plus, notre graphe est localement fini, ainsi nous
obtenons
lim
n→∞
∑
e,e−=x
In(e) =
∑
e,e−=x
I(e), ∀x ∈ V .
Et par unicité de limite, nous pouvons conclure que δI(x) = δχe, ∀x ∈ V . D’où le
résultat.
• J(I) = E(I) est une fonction fortement convexe, en effet :
nous avons
E(I) + E(I ′)
2 = E
(
I + I ′
2
)
+ E
(
I − I ′
2
)
≥ E
(
I + I ′
2
)
.
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Par le théorème 11, il existe un unique I∗ de Fe tel que
E(I∗) = inf
I∈Fe
E(I).
5.3 Spectre du Laplacien
Dans cette section, nous donnons des résultats et des propriétés élémentaires du spectre
de Laplacien. Ses résultats sont inspirés de [9] et [15].
5.3.1 Spectre du Laplacien sur Z
Définissons l’opérateur Laplacien sur l2(Z) par
∆u(n) =
∑
m,m∼n
u(n)− u(m) = 2u(n)− (u(n− 1) + u(n+ 1))
L’opérateur ∆ est borné et est autoadjoint sur l2(Z). Déterminons leur spectre.
La transformée de Fourier, définie par :
F :

L2(]0, 2pi[)→ l2(Z)
f 7−→ f̂
où pour tout n ∈ Z,
f̂(n) = 12pi
∫ 2pi
0
f(t)e−intdt
est une isométrie unitaire d’inverse
F−1 :

l2(Z)→ L2(]0, 2pi[)
(cn)n∈Z 7−→ f = ∑n cnein.
Le spectre étant invariant par conjugaison :
σ(F−1∆F ) = σ(∆), pour F inversible.
Il vient alors, pour f ∈ L2
F−1∆Ff =
∑
n
cne
in.,
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où cn = ∆Ff(n) = ∆f̂(n) = 2f̂(n)− f̂(n− 1)− f̂(n+ 1).
Ainsi, on obtient
F−1∆Ff =
∑
n
(2f̂(n)− f̂(n− 1)− f̂(n+ 1))ein.
=
∑
n
f̂(n)ein. − f̂(n− 1)ein. + f̂(n)ein. − f̂(n+ 1)ein.
=
∑
n
f̂(n)(ein. − ei(n+1).) + f̂(n)(ein. − ei(n−1).)
=
∑
n
f̂(n)ein.(1− ei.) + f̂(n)ein.(1− e−i.)
=
∑
n
f̂(n)ein.(2− ei. − e−i.)
= 2
∑
n
f̂(n)ein. −∑
n
f̂(n)ein.(ei. + e−i.)
= 2f − 2f cos(.)
= 2(1− cos(.))f
= Mcosf.
Par suite,
σ(F−1∆F ) = σ(Mcos) = Im(Mcos) = [0, 4].
D’où,
σ(∆) = [0, 4].
Remarque 5.3.1. On peut généraliser ce résultat pour l’opérateur Laplacien définit sur
l2(Zd) et nous obtenons σ(∆) = [0, 4d].
5.3.2 Spectre du Laplacien sur un arbre régulier
Soit T l’arbre régulier de degré q+ 1. Considérons le spectre de l’opérateur Laplacien ∆q,
∆qf(x) = (q + 1)f(x)−
∑
y,y∼x
f(y).
Théorème 12. Le spectre de ∆q est donné par :
σ(∆q) = [(q + 1)− 2√q, (q + 1) + 2√q] .
Preuve
Soit λ ∈ R tel que λ /∈ σ(∆q), alors nous pouvons résoudre
(λ−∆q)f = χx0 , (5.3.2)
où x0 est l’origine de l’arbre et f ∈ l2(V). De plus, f(x) = g(|x|) avec |x| = d(x0, x) tel
que d(x0, x) est la distance combinatoire. Alors, (5.3.2) donne
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(λ−∆q)f(x0) = χx0(x0)
ainsi
(λ− (q + 1)) f(x0)− (q + 1)f(x1) = 1
Posons a0 = f(x0) et a1 = f(x1), donc on obtient
(λ− (q + 1)) a0 − (q + 1)a1 = 1
D’autre part, l’équation 5.3.2 entraîne
(λ−∆q)f(xk) = χx0(xk), ∀k > 0
ce qui implique
(λ− (q + 1)) f(xk)− f(xk−1)− qf(xk+1) = 0, ∀k > 0
Posons ak−1 = f(xk−1), ak = f(xk) et ak+1 = f(xk+1). Ce qui entraîne
(λ− (q + 1)) ak − ak−1 − qak+1 = 0, ∀k > 0
par suite
ak−1 − (λ− (q + 1)) ak + qak+1 = 0, ∀k > 0
et donc on obtient une suite récurrente linéaire dont l’équation caractéristique est
1− (λ− (q + 1))r + qr2 = 0
qui admet comme solutions :
r =
(λ− (q + 1))±
√
(λ− (q + 1))2 − 4q
2q
si et seulement si (λ− (q + 1))2 − 4q ≥ 0.
Ainsi, si λ ∈ I := [q + 1− 2√q, q + 1 + 2√q], alors λ ∈ σ(∆T ). D’où I ⊂ σ(∆T ). Et pour
la deuxième inclusion, voir [9].

5.3.3 Spectre essentiel du Laplacian
Soit K un sous-graphe fini de G, alors le Laplacien sur G \K avec condition de Dirichlet
∆G\K est donné par :
∆G\Kf(x) =

∆Gf(x) en G \K,
0 sur K,
pour f une fonction de l2(G \K) := {f ∈ l2(G); f |K = 0}.
Nous avons le résultat suivant inspiré de [15]
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Proposition 5.3.1. Pour G un graphe infini et K un sous-graphe fini, nous avons
σess(∆G) = σess(∆G\K).
Preuve
Commençons par montrer σess(∆G) ⊂ σess(∆G\K). Soit λ ∈ σess(∆G) alors il existe
une suite orthonormée (fn)n de l2(G) tel que lim
n→∞ ‖(∆G − λ)fn‖ = 0. (fn)n est une
suite bornée, donc on peut extraire une sous-suite convergente (fnk)nk . Posons gk :=
f2nk+1−f2nk√
2 . Ainsi, on obtient gk est une suite normalisée convergente vers 0 et véri-
fiant lim
n→∞ ‖(∆− λ)gk‖ = 0. Mais on veut que gk soit dans l2(G \ K). Donc, posons
hk = (1 − χK)gk. Par suite hk|K = 0, il est dans l2(G \K) et lim
n→∞
∥∥∥(∆G\K − λ)hk∥∥∥ = 0.
D’où λ ∈ σess(∆G\K).
Pour la deuxième inclusion, soit Soit λ ∈ σess(∆G\K) alors il existe une suite orthonormée
(fn)n de l2(G) tel que lim
n→∞
∥∥∥(∆G\K − λ)fn∥∥∥ = 0. On considère la suite (f˜n)n qui est égale
à fn sur G \K et 0 ailleurs. Ainsi, λ ∈ σess(∆G).

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Thèse de Doctorat
Hèla AYADI
Opérateur de Gauss-Bonnet semi-Fredholm et propriétés spectrales sur les
graphes infinis
Semi-Fredholmness of the Gauss-Bonnet operator and spectrum properties in
infinite graphs
Résumé
Dans le contexte des graphes infinis, localement finis
et pondérés, nous nous intéressons à l’étude des
propriétés de l’opérateur discret de Gauss-Bonnet qui
est un opérateur de type Dirac (son carré est
l’opérateur Laplacien). Plus précisément, nous
donnons une version discrète de la notion importante
de non-parabolicité à l’infini introduite par Gilles
Carron pour les variétés Riemanniennes
non-compactes. De plus, grâce à cette condition notre
opérateur est Semi-Fredholm ce qui est utile dans la
décomposition de Hodge pour résoudre des
problèmes tel que le problème de Kirchhoff. Une autre
partie de cette thèse consiste à étudier les propriétés
spectrales de l’opérateur Laplacien. En fait, nous
distinguons deux types d’opérateurs Laplaciens le
premier défini sur l’espace des fonctions sur les
sommets et le deuxième défini sur l’espace des
fonctions sur les arêtes. C’est une question naturelle
de voir le lien entre leur spectres respectifs. En
utilisant, le critère de Weyl, nous montrons que le
spectre de ces deux Laplaciens coïncident en dehors
de la valeur 0. De plus, nous étendons le résultat de
John Lott qui affirme que la valeur spectrale 0 est
dans le spectre de l’un de ces deux Laplaciens.
Abstract
In the context of an infinite locally finite weighted
graph, we are interested in the study of discrete
Gauss-Bonnet operator which is a Dirac type operator
( its square is the Laplacian operator ). In particular,
we are focused on the conditions to have
semi-Fredholmness operator needed to approach the
Hodge decomposition theorem, which is important for
solving problems such that Kirchhoff’s problem. In
fact, we present a discrete version of the work of Gilles
Carron which defines a new concept non-parabolicity
at infinity to have the Gauss-Bonnet operator with
closed range. Another part of this thesis consist to
study the spectral properties of the Laplacian operator.
We define two Laplacians one as an operator acting
on functions on vertices and the other one acting on
functions on edges. So, it is a natural question to
characterize the relation between their spectrum in
terms of a certain geometric property of the graph and
properties of the operators. In fact, we show that the
nonzero spectrum of the two laplacians are the same,
by using Weyl criterion. In addition, we give an
extension of the work of John Lott such that with
suitable weight conditions, we prove that the spectral
value 0 in the spectrum of one of these two
Laplacians.
Mots clés
graphes infinis pondérés, opérateur discret de
Gauss-Bonnet, non-parabolique à l’infini,
semi-Fredholm, spectre de l’opérateur Laplacien.
Key Words
infinite weighted graph, discrete Gauss-Bonnet
operator, non-parabolicity at infinity,
semi-Fredholm, spectrum of Laplacian operator.
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