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Robust Streaming Erasure Codes based on
Deterministic Channel Approximations
Ahmed Badr, Ashish Khisti, Wai-Tian Tan, and John Apostolopoulos
Abstract
We study near optimal error correction codes for real-time communication. In our setup the encoder must operate on an
incoming source stream in a sequential manner, and the decoder must reconstruct each source packet within a fixed playback
deadline of T packets. The underlying channel is a packet erasure channel that can introduce both burst and isolated losses.
We first consider a class of channels that in any window of length T + 1 introduce either a single erasure burst of a given
maximum length B, or a certain maximum number N of isolated erasures. We demonstrate that for a fixed rate and delay, there
exists a tradeoff between the achievable values of B and N, and propose a family of codes that is near optimal with respect
to this tradeoff. We also consider another class of channels that introduce both a burst and an isolated loss in each window of
interest and develop the associated streaming codes.
All our constructions are based on a layered design and provide significant improvements over baseline codes in simulations
over the Gilbert-Elliott channel.
I. INTRODUCTION
Many emerging multimedia applications require error correction of streaming sources under strict latency constraints. The
transmitter must encode a source stream sequentially and the receiver must decode each source packet within a fixed playback
deadline. Interactive audio/video conferencing, mobile gaming and cloud-computing are some applications of such systems.
Classical error correction codes are far from ideal in these applications. The encoders operate on messages in blocks and
introduce buffering delays, whereas the decoders can only recover missing packets simultaneously without considering the
deadline of each packet. Naturally both the optimal structure and the fundamental limits of streaming codes are expected to be
different from classical error correction codes. For example it is well known that the Shannon capacity of an erasure channel
only depends on the fraction of erasures. However when delay constraints are imposed, the actual pattern of packet losses also
becomes relevant. The decoding delay over channels which introduce burst losses can be very different than over channels
which only introduce isolated losses. In practice channels such as the Gilbert-Elliott (GE) channel [1], [2] introduce both
burst and isolated losses. The central question we address in this paper is how to construct streaming codes that significantly
outperform classical error correction codes over such channels.
We consider a class of channels that are simplifications of the GE channel. Such deterministic models are restricted to
introduce only a certain class erasure patterns, which correspond the dominant set of error events associated with the original
channels. We construct near optimal codes for such deterministic approximations and then demonstrate that the resulting codes
also yield significant performance gains over the GE channel in simulations. Note that the GE channel is a two-state Markov
model. When the GE channel is in the “bad state,” it introduces a burst-loss whereas when it is in the “good state” it introduces
isolated losses. Therefore a natural approximation to this channel is the following: in any sliding window of a given length
W , the channel introduces either an erasure burst of a certain maximum length B or up to a certain number N of isolated
erasures. For such channels, we show that for a given rate and delay, there exists an inherent tradeoff between the achievable
values of B and N . We further propose a class codes — MiDAS Codes — that are near optimal with respect to this tradeoff.
Our construction is based on a layered design. We first construct an optimal streaming code for the burst-erasure channel and
then introduce another layer of parity checks for recovery from isolated erasures.
The above deterministic channel is further improved to capture erasure patterns that appear during the transition from the
bad state to good state and vice versa. These channels involve both burst and isolated erasures in the window of interest.
We propose another class of codes — partial recovery codes (PRC) — that recover most of the erased source packets over
such channels. We observe in our simulations that when the delay is relatively long, such patterns are dominant and the PRC
construction indeed outperforms MiDAS as well as other baseline codes.
In related works, suitable adaptations of block codes streaming applications have been studied in many prior works see,
e.g., [3] and references therein. In reference [4], [5] a class of optimal streaming codes are proposed for burst erasure channels.
Unfortunately these constructions are sensitive to isolated packet losses. Reference [4] also presents some examples of robust
codes using a computer search, but offers limited insights towards a general construction. In contrast the present paper proposes a
systematic construction of robust streaming codes based on a layered design, establishes fundamental bounds and in the process
verifies that some of the robust constructions proposed in [4] are also optimal. Recently connections between streaming codes
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Fig. 1. An Example of Channel I: In any sliding window of length W = 5
there is either a single erasure burst of length no greater than B = 3 or
up-to N = 2 erasures.
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Fig. 2. An Example of Channel II: In any sliding window of length W = 5
there is either a single erasure burst of length up to B = 3 and possibly one
isolated erasure, or N = 2 isolated erasures.
and network coding have been studied in [6], [7]. However the models in [6], [7] do not aim for robust constructions over the
GE channel based on a layered architecture, which is the focus of this paper.
The rest of the paper is organized as follows. The system model is presented in section II and some baseline codes from
earlier works are discussed in section III. We introduces our main constructions in sections IV and V respectively, and present
the simulation results in section VI.
II. SYSTEM MODEL
We consider a class of packet erasure channels where the erasure patterns are locally constrained. In any sliding window of
length W , the channel can introduce only one of the following patterns:
• A single erasure burst of maximum length B plus a maximum of K isolated erasures or,
• A maximum of N erasures in arbitrary locations.
Note that N ≤ B +K. We denote such a channel by C(N,B,K,W ). We will focus on two special subclasses of such channels.
The first class, Channel I is given by: CI(N,B,W ) , C(N,B, 0,W ), i.e., it only introduces either a burst erasure or up to N
arbitrary erasures. The second class, Channel II is given by: CII(N,B,W ) , C(N,B, 1,W ). It allows for one burst erasure
of maximum length B plus up to one isolated erasure, or N arbitrary erasures. These specific channels are inspired by the
dominant erasure events associated with GE channel as discussed in section VI. Fig. 1 and 2 provide examples of channels
CI(2, 3, 5) and CII(2, 3, 5) respectively.
Clearly the erasure patterns associated with channel CII include those associated with CI. However we focus on channel CI
first as it is simpler to analyze and reveals some important insights. In particular for this class of channels we propose a near
optimal class of codes based on a layered design. We first construct an optimal code for the burst erasure channel without
considering the value of N . Thereafter we concatenate an additional layer of parity checks to recover from the isolated erasure
patterns. Inspired by this result, for the channel CII, we again construct a streaming code for the burst-erasure channel. A
similar layering principle can be applied to treat isolated losses, although this extension is not discussed explicitly in the paper.
We next formally define a streaming erasure code. At each time i ≥ 0, the encoder observes a source symbol s[i], drawn from
a source alphabet1 S and generates a channel symbol x[i] = fi(s[0], . . . , s[i]) ∈ X . The channel output is either y[i] = x[i] or
y[i] = ⋆, when the output is erased. The decoder is required to reconstruct each packet with a delay of T units i.e., for each
i ≥ 0 there exists a decoding function: s[i] = gi(y[0], . . . ,y[i+T ]). A rate R = H(s)log
2
|X | is achievable if there exists a feasible
code that recovers every erased symbol s[i] by time2 i+ T .
III. PRELIMINARIES
In this section we consider some previously studied error correction codes and characterize their performance in our proposed
setup. We discuss the special cases under which these codes are optimal. Our new constructions use these codes as building
blocks and therefore the review of these codes is useful.
A. Strongly-MDS Codes
Classical erasure codes are designed for maximizing the underlying distance properties. Roughly speaking, such codes will
recover all the missing source symbols simultaneously once sufficiently many parity checks have been received at the decoder.
Indeed a commonly used family of such codes, random-linear codes, see e.g., [3], [8], are designed to guarantee that the
underlying system of equations is nearly of a full rank. We discuss one particular class of deterministic code constructions
with optimal distance properties below.
Consider a (n, k,m) convolutional code that maps an input source stream s[i] ∈ Fkq to an output x[i] ∈ Fnq using a memory
m encoder3 i.e.,
x[i] =
(
m∑
t=0
s†[i− t] ·Gt
)†
, (1)
1For keeping the notation compact, any symbol with a negative time-index will be assumed to be the constant zero symbol.
2Since we assume a deterministic channel model, it suffices to consider zero error probability. In our analysis we will assume that S = Fkq and X = Fnq
i.e., the source and channel packets are vectors of lengths k and n respectively over some base field. We will assume that the field size, q can be as large as
required, and furthermore that k and n can also be as large as necessary with the rate given by R = k
n
.
3We use † to denote the vector/matrix transpose operation. In particular we will treat s[i] and x[j] as column vectors and therefore s†[i] and x†[j] denote
the associated row vectors.
3where G0, . . . ,Gm are k × n matrices with elements in Fq . The first j + 1 output symbols can be expressed as,[
x†[0],x†[1], . . . ,x†[j]
]
=
[
s†[0], s†[1], . . . , s†[j]
] ·Gsj . (2)
where
Gsj ,


G0 G1 . . . Gj
0 G0 Gj−1
.
.
.
.
.
.
.
.
.
0 . . . G0

 ∈ F(j+1)k×(j+1)nq (3)
is the truncated generator matrix to the first j + 1 columns and Gj = 0k×n if j > m. Furthermore the convolutional code is
systematic if we can express each sub-generator matrix in the following form:
G0 = [Ik×k 0k×n−k], Gi = [0k×k Hi], i = 1, . . . , T (4)
where Ik×k denotes the k × k identity matrix, 0 denotes the zero matrix, and each Hi ∈ Fk×(n−k)q . For a systematic convo-
lutional code, Eq. (1) reduces to
x[i] =
[
s[i]
p[i]
]
, p[i] =
(
m∑
t=1
s†[i− t] ·Ht
)†
. (5)
We are particularly interested in a class of Strongly-MDS codes4 [9] with the following properties.
Lemma 1. A (n, k,m) (systematic) Strongly-MDS code has the following properties for each j = 0, 1, . . . ,m:
P1. Suppose that in the window [0, j], there are no more than (1 − R)(j + 1) erasures in arbitrary locations, then s[0] is
recovered by time t = j.
P2. Suppose an erasure burst happens in the interval [0, B−1], where B ≤ (1−R)(j+1), then all the symbols s[0], . . . , s[B−1]
are simultaneously recovered at time t = j.
Proof: See Appendix A.
The proof of Lemma 1 involves applying the properties of Strongly-MDS codes proposed in [9]. While the results in [9] are
stated for channels that can erase each sub-symbol in x[i], they can be suitably adapted for our proposed setup. We delegate
the proof to Appendix A.
As a direct consequence of Lemma 1, it can be seen that a rate R, Strongly-MDS code, can achieve any N = B ≤
(1−R)(T +1) over the CI(N,B, T +1) channel. As will be shown subsequently (c.f. Theorem 1) this is in fact the maximum
value of N that can be achieved. Nevertheless the largest value of B can be higher. The class of codes treated in the following
sub-section achieve the largest possible value of B.
B. Maximally Short Codes
Maximally Short codes, introduced in [4], are streaming codes that correct the longest possible erasure burst in any sliding
window of length T + 1. In particular the following result was established in [4], [5].
Lemma 2 (Martinian and Sundberg [4]). Consider any channel that in any window of length T + 1 introduces a single
erasure burst of length no more5 than B. For any (n, k,m) convolutional code which recovers every source packet s[i] by
time t = i+ T we must have that
B ≤ T ·min
(
1,
1−R
R
)
(6)
Furthermore the upper bound in (6) can be attained by the Maximally Short (MS) Codes.
The construction of MS codes presented in [4], [5] involves first constructing a particular low-delay block code and then
converting it into a convolutional code using a diagonal interleaving technique. This approach will not be used in this paper.
Instead we discuss another construction [10] which is a slight generalization of the above approach. In particular we show that
for any T and B there exists a streaming code of rate R = T
T+B that satisfies (6) with equality. In the proposed construction
we split each source symbol s[i] ∈ FTq into two groups u[i] ∈ FBq and v[i] ∈ FT−Bq as follows:
s[i] = (u0[i], . . . , uB−1[i]︸ ︷︷ ︸
=u[i]
, v0[i], . . . , vT−B−1[i]︸ ︷︷ ︸
=v[i]
)†. (7)
4In this paper we will only treat systematic Strongly-MDS Codes and for convenience drop the term “systematic” when referring to these codes.
5This statement is equivalent to saying that each erasure burst is of length no greater than B and that successive bursts are separated by a distance of
at-least T time units.
4We apply a (T, T −B, T ) Strongly-MDS code on the symbols v[i] and generate parity check symbols
pv[i] =

 T∑
j=1
v†[i− j] ·Hvj

† , pv[i] ∈ FBq , (8)
where the matrices Hvj are (T −B)×B matrices associated with the Strongly-MDS code (4). Superimpose the u[·] symbols
onto pv[·] and let
q[i] = pv[i] + u[i− T ]. (9)
The channel input at time i is given by x[i] =
(
u†[i],v†[i],q†[i]
)† ∈ FT+Bq .
For decoding, we suppose an erasure burst of length B spans the interval [0, B − 1]. The decoder starts by recovering the
parity check symbols pv[B], . . . ,pv[T − 1] by subtracting the unerased symbols u[B − T ], . . . ,u[−1], respectively. These
recovered parity checks are used to recover the erased symbols v[0], . . . ,v[B − 1] using property P2 in Lemma 1. Now, the
parity check symbols pv[j] for j ≥ T can be computed as they combine v[·] symbols which are either not erased or recovered
in the previous step. Hence, these parity checks can be subtracted from the corresponding q[·] to recover u[0], . . . ,u[B − 1]
at times T, . . . , T +B, respectively, i.e., with a delay of T symbols and the decoding is complete.
Unfortunately the MS Codes are not robust against isolated erasures. In fact it can be easily seen that for the CI(N,B, T +1)
channel they only attain N = 1.
IV. CHANNEL I: CODE CONSTRUCTIONS AND BOUNDS
Throughout the analysis of Channel I, we select W = T + 1 where recall that T is the decoding delay. Note that every
source symbol s[i] remains active for a duration of T + 1 symbols before its deadline expires. Therefore the erasure patterns
observed in a window of length T + 1 are naturally of interest. For such channels we will suppress the W parameter in the
notation for CI(·) and simply use the notation CI(N,B). The extensions to other values of W will be reported elsewhere.
In this section we propose a new family of streaming codes that are near optimal for all rates for the channel CI(N,B).
Before stating our constructions, we use the following upper bound [10].
Theorem 1 (Badr et al. [10]). Any achievable rate for CI(N,B), satisfies(
R
1−R
)
B +N ≤ T + 1. (10)
and furthermore N ≤ B and B ≤ T . 
Theorem 1 shows that when the rate R and delay T are fixed there exists a tradeoff between the achievable values of B
and N . We cannot have streaming codes that simultaneously correct long erasure bursts and many isolated erasures. The upper
bound (10) also shows that the R = 1/2 codes found via a computer search in [4, Section V-B] are indeed optimal.
We propose a class of codes, Maximum Distance And Span Tradeoff (MiDAS) codes, that achieve near-optimal tradeoff.
Theorem 2. For the channel CI(N,B) and delay T with N ≤ B and B ≤ T, there exists a code of rate R that satisfies(
R
1−R
)
B +N ≥ T. (11)

Remark 1. Comparing (11) with the upper bound in (10), the only difference is the additional constant 1 in the right hand
side of the inequalities.
Our proposed construction is illustrated in Fig. 3. We split the source symbol s[i] ∈ FTq into two groups u[i] and v[i] as
in (7) and generate the parity checks q[i] as in (9). The resulting code up to this point is just a MS code that can correct an
erasure burst of length B.
We further apply another Strongly-MDS code to the u[i] symbols and generate the set of parity check symbols,
pu[i] =

 T∑
j=1
u†[i− j] ·Huj

† , pu[i] ∈ FKq , (12)
where Huj are B ×K matrices associated with a Strongly-MDS code (4). We finally concatenate the parity checks q[i] and
pu[i] with the source symbols i.e., x[i] =
(
u†[i],v†[i],q†[i],p†u[i]
)†
as shown in Fig. 3.
Note that x[i] ∈ F(T+B+K)q and the associated rate is given by R = TT+B+K . In our setup K is a free parameter which can
be used to vary N . The resulting value of N is computed next.
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Fig. 3. A window of T +1 channel packets showing the decoding steps of a MiDAS code when an erasure burst takes place. In the case of isolated erasures,
the v and u symbols are recovered separately using the pv(·) parities in the window [0, T − 1] and pu(·) parities in the window [0, T ], respectively. vt
denotes the set of symbols (v[t− T + 1], . . . ,v[t]).
Our proposed decoder recovers v[0] from the parity checks pv[i] in the interval i ∈ [0, T − 1]. It separately uses the parity
checks pu[i] in i ∈ [0, T ] to recover u[0]. Recall from (9) that q[i] = pv[i] + u[i − T ], where pv[i] are the parity checks
of the Strongly-MDS code (8). Since the interfering u[·] symbols in this interval are not erased, they can be canceled out by
the decoder from q[·] and the corresponding parity checks pv[·] are recovered at the decoder. Since the code (v[i],pv[i]) is a
Strongly-MDS code of rate Rv = T−BT , applying Lemma 1 the associated value of N
v is given by Nv = (1 − Rv)T = B.
Since N ≤ B holds, the recovery of v[0] by time t = T − 1 is guaranteed by the code construction.
As stated before, for recovering u[0] at time t = T, we use the pu[·] parity checks. Note that the associated code (u[i],pu[i])
is a Strongly-MDS code with rate Ru = BB+K and hence it follows from Lemma 1 that in order to achieve the desired value
of N we must have that
N = (1−Ru)(T + 1) = K
K +B
(T + 1) (13)
Thus it suffices to select6
K =
N
T + 1−NB, (14)
and the rate of the code satisfies
R =
T
T +B +K
=
T
T +B +B N
T+1−N
(15)
≥ T
T +B +B N
T−N
=
T −N
T −N +B (16)
where (15) follows by substituting in (14). Rearranging (16) we have that
R
1−RB +N ≥ T. (17)
We have thus far shown that if there are no more than N erasures in the interval [0, T ] then s[0] can be recovered by time
T . Once s[0] is recovered we can cancel its effect from all the available parity checks. Thus the same argument can be used
to show that s[1] can be recovered at time T + 1 if there are no more than N erasures in the interval [1, T + 1]. Recursively
continuing this argument we are guaranteed the recovery of each s[i] by time i+ T . The proof of Theorem 2 is thus completed.

A. Example
Table I illustrates a MiDAS code of rate 711 designed for CI(2, 3) with T = 7. Note that from, we split each source symbol
si into ui and vi as in (7). We have that ui ∈ F3q and vi ∈ F4q and from (8) and (14) we have that the parity check symbols
pv(·) ∈ F3q and pu(·) ∈ Fq. For convenience, we use the subscript of u and v denotes the time index, whereas the notation vt
denotes a sequence of T consecutive symbols vt,vt−1, . . . ,vt−T+1. Thus pv(vt) denotes the parity checks (8) applied to vt
and similarly pu(ut) denotes the parity checks applied to ut. Let qi = pv(vi−1)+ui−T . The input at time i, xi, corresponds
the the i−th column in Table I.
6If the right hand side in (14) is not an integer we will need to expand each of the source symbol by a factor of (T + 1 − N) i.e., s[i] ∈ FT (T+1−N)
and similarly u[i] ∈ FB(T+1−N) and v[i] ∈ F(T−B)(T+1−N) in (7) also need to be expanded by the factor (T + 1−N).
6|.| 0 1 2 3 4 5 6 7 8 9
3 u0 u1 u2 u3 u4 u5 u6 u7 u8 u9
4 v0 v1 v2 v3 v4 v5 v6 v7 v8 v9
3 pv(v−1) pv(v0) pv(v1) pv(v2) pv(v3) pv(v4) pv(v5) pv(v6) pv(v7) pv(v8)
+u−7 +u−6 +u−5 +u−4 +u−3 +u−2 +u−1 +u0 +u1 +u2
1 pu(u−1) pu(u0) pu(u1) pu(u2) pu(u3) pu(u4) pu(u5) pu(u6) pu(u7) pu(u8)
TABLE I
A MIDAS CODE WITH (N,B) = (2, 3) AND RATE 7
11
FOR A DELAY OF T = 7. THE NUMBER OF SUB-SYMBOLS IN EACH GROUP IS DENOTED IN THE FIRST COLUMN.
To illustrate the decoding, assume an erasure burst of length B = 3 happens in the interval [0, 2]. In Table I, u−4, . . . ,u−1
are not erased and thus can be subtracted to recover the parity checks pv in the interval [3, 6]. These parities belong to the
(7, 4, 7) Strongly-MDS Code and suffice to recover v0, . . . ,v2 simultaneously at time T − 1 = 6. In particular note that
(1− Rv)T = (1− 47 )(7) = 3 and thus property P2 of Lemma 1 can be immediately applied. At this point all the erased v[·]
symbols have been recovered. Next, u0 is recovered at time 7 by subtracting out pv(v8). Likewise u1 and u2 are sequentially
recovered at time 8 and 9.
To compute the achievable N , it suffices to compute Nv for the (v,pv(·))† code in the interval [0, 6] and Nu for the
(u,pu(·))† code in the interval [0, 7]. Using that Rv = 4/7 and Ru = 3/4 it follows from Lemma 1 that Nv = (1−Rv)(T ) = 3
and similarly Nu = (1−Ru)(T + 1) = 2 and hence N = min(Nv, Nu) = 2.
B. Numerical Comparison
Table II summarizes the achievable N and B for different codes7. The first three rows correspond to Strongly-MDS, MS
and MiDAS codes discussed in Section III-A, III-B and IV. The last row correspond to a family of codes – Embedded Random
Linear Codes (E-RLC) – propsed by Badr et al. [10] for the channel CI(N,B) and delay T whose rate satisfies(
R
1−R
)
(B +N − 1) ≥ T. (18)
While such constructions are optimal for R = 1/2, they are sub-optimal in general.
Code N B
Strongly-MDS Codes (1−R)(T + 1) (1− R)(T + 1)
Maximally Short Codes 1 T ·min
(
1
R
− 1, 1
)
MiDAS Codes min
(
B,T− R
1−R
B
)
B ∈ [1, T ]
E-RLC Codes [10]
∆ ∈ [R(T + 1), T − 1], 1−R
R
(T −∆) 1−R
R
∆
R ≥ 1/2
TABLE II
ACHIEVABLE (N,B) FOR CHANNEL CI(·)
We further numerically illustrate the achievable (N,B) pairs for various codes in Fig. 4. We note that the Strongly-MDS
and MS Codes in sections III-A and III-B respectively only achieve the extreme points on the tradeoff. The MiDAS codes
achieve a tradeoff, very close to the upper bound for all rates. The E-RLC codes achieving the bound in (18) are generally
suboptimal except for R = 0.5. Fig. 4 also illustrates another class of codes based on a naive concatenation approach of MS
and Strongly-MDS codes. These are always suboptimal and hence not discussed.
V. PARTIAL RECOVERY CODES FOR CHANNEL II
In this section we study streaming erasure codes for channel CII(N,B,W ). Recall that in any sliding window of length W ,
such channels permit erasure patterns consisting of (i) one erasure burst plus one isolated erasure either before or after the
burst, or (ii) up to N erasures in arbitrary locations. The burst plus isolated erasure pattern captures the transition between the
bad and good states on the GE channel. Such events appear dominant when the delay T is large, as discussed in section VI.
The MiDAS codes are not effective when such patterns are dominant.
Motivated by the MiDAS code construction we focus on codes that correct one erasure burst plus one isolated erasure. One
can extend the construction to achieve any desired N, by suitably concatenating additional parity checks. However we do not
discuss this extension in the paper. In the rest of this section we will drop the parameter N and refer to such channels as
CII(B,W ).
7We note that the floor of the values given in Table II should be considered as the values might not be integers
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Fig. 4. Achievable tradeoff between N and B for different rates R ∈ {0.5, 0.6, 0.7} from right to left. The uppermost curve (solid black lines with ‘o’) in
each group is the upper bound in (10). The MiDAS codes are shown with broken green lines with ‘×’ and are very close to the upper bound. The Simple
Concatenation codes are shown with broken blue lines with ‘’ whereas the E-RLC codes in [10] are shown with broken red lines with ‘△’. The delay is
fixed to T = 100.
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Fig. 5. An isolated erasure associated with a burst in channel CII
Definition 1. An isolated erasure is defined to be associated with the erasure burst, if it occurs within the T symbols before
or after this burst.
Throughout this section, we let W = 2T +B since we are interested in an interval of length T before or after the erasure
burst. Note that every erasure burst has at most one associated isolated erasure (c.f. Fig. 5). Conversely every isolated erasure
can be associated with no more than one erasure burst.
It turns out that codes that achieve perfect recovery over CII require a significant overhead, particularly when T is close to
B. Therefore we consider partial recovery codes as discussed next.
Definition 2. A Partial Recovery Code (PRC) for CII(B,W = 2T + B) recovers all but one source symbol with a delay of
T in each pattern consisting of an erasure burst and its associated isolated erasure.
Theorem 3. There exists a partial recovery code for CII(B, 2T +B) of rate,
R = max
B<∆<T
∆(T −∆) + (B + 1)
∆(T −∆) + (B + 1)(T −∆+ 2) , (19)
that satisfy Definition 2.
A. Code Construction
The main steps in our proposed construction of a partial recovery code for CII(B, 2T +B) are as follows. Let u, v, s and
∆ be integers that will be specified in the sequel. We let s[i] ∈ Fu+vq .
1) Source Splitting: As in (7) we split s[i] into two groups u[i] ∈ Fuq and v[i] ∈ Fvq .
2) Construction of C12: We apply a rate R12 = vv+u+s Strongly-MDS (v + u + s, v, T ) code C12 : (v[i],p[i]) to the v[·]
symbols to generate parity check symbols p[·] ∈ Fu+sq ,
p[i] =

 T∑
j=1
v†[i− j] ·Hj

† , (20)
8where H1, . . . ,HT ∈ Fv×(u+s)q are the matrices associated with the Strongly-MDS code (5).
3) Parity Check Splitting: We split each p[i] into two groups p1[i] ∈ Fuq and p2[i] ∈ Fsq by assigning the first u sub-symbols
in p[i] to p1[i] and the remaining s sub-symbols of p[i] to p2[i]. We can express:
p
†
k[i] =
T∑
j=1
v†[i− j] ·Hkj , k = 1, 2 (21)
where the matrices Hkj are given by Hj = [H1j | H2j ]. It can be shown that both H1j and H2j satisfy the Strongly-MDS
property [9, Theorem 2.4] and therefore the codes C1 : (v[i],p1[i]) and C2 : (v[i],p2[i]) are both Strongly-MDS codes.
4) Repetition Code: We combine a shifted copy of u[·] with the p1[·] parity checks to generate q[i] = p1[i] + u[i −∆].
Here ∆ ∈ {B + 1, . . . , T } denotes the shift applied to the u[·] stream before embedding it onto the p1[·] stream.
5) Channel Symbol: We concatenate the generated layers of parity check symbols to the source symbol to construct the
channel symbol,
x[i] = (s†[i],q†[i],p†2[i])
†. (22)
The rate of the code in (22) is clearly R = u+v2u+v+s . We further select the codes C12 and C2 to have the following rates:
R12 =
v
v + u+ s
=
∆−B − 1
∆
, (23)
R2 =
v
v + s
=
T −∆+ 1
T −∆+ 2 . (24)
As established in Appendix B, these parameters guarantee that the above construction is a PRC code for CII(B,W = 2T +B).
We further use the following values of u, v and s that satisfy (23) and (24),
u = (B + 1)(T −∆+ 1)− (∆−B − 1)
v = (T −∆+ 1)(∆−B − 1)
s = ∆−B − 1, (25)
and the corresponding rate of the PRC code is
R = max
B<∆≤T
∆(T −∆) + (B + 1)
∆(T −∆) + (B + 1)(T −∆+ 2) , (26)
which meets the rate given in Theorem 3. This completes the details of the code construction. The decoding steps are described
in detail in Appendix B.
Remark 2. If we assume that the source alphabet is sufficiently large such that the integer constraints can be ignored then
the optimal shift is given by
∆⋆ = argmax
∆
R(∆) = T + 1−
√
T −B, (27)
and the corresponding rate is given by
R⋆ =
(T + 2)
√
T −B − 2(T −B)
(T +B + 3)
√
T −B − 2(T −B) . (28)
B. Example
We illustrate a PRC construction for CII(B = 3,W = 17) with T = 7 and rate R = 5/9. The values of the code parameters
are u = 6, v = 4, s = 2 and ∆ = 6.
|.| 0 1 2 3 4 5 6 7 8 9
6 u0 u1 u2 u3 u4 u5 u6 u7 u8 u9
4 v0 v1 v2 v3 v4 v5 v6 v7 v8 v9
6 p1(v−1) p1(v0) p1(v1) p1(v2) p1(v3) p1(v4) p1(v5) p1(v6) p1(v7) p1(v8)
+u−6 +u−5 +u−4 +u−3 +u−2 +u−1 +u0 +u1 +u2 +u3
2 p2(v−1) p2(v0) p2(v1) p2(v2) p2(v3) p2(v4) p2(v5) p2(v6) p2(v7) p2(v8)
TABLE III
A PARTIAL RECOVERY CODE WITH B = 3 ACHIEVING A RATE OF 5
9
FOR A DELAY OF T = 7.
9Encoding:
1) Assume that each source symbol si ∈ F10q consists of ten sub-symbols and split it into ui and vi, consisting of six and
four sub-symbols respectively.
2) Apply a (u+ v+ s, v) = (12, 4) Strongly-MDS code C12 to the vi symbols to generate parity checks p(vi−1) ∈ F8q . Note
that the rate of C12 equals R12 = 13 .
3) We split each p(vi−1) into p1(vi−1) and p2(vi−1) consisting of 6 and 2 sub-symbols as shown in Table III. Note that
the codes C1 : (vi,p1(vi−1)) and C2 : (vi,p2(vi−1)) are both Strongly-MDS codes of rates R1 = 2/5 and R2 = 2/3
respectively.
4) We generate qi = p1(vi−1) + ui−∆ and let the transmit symbol be
xi =
(
u
†
i ,v
†
i ,q
†
i ,p
†
2(v
i)
)†
,
which corresponds to one column in Table III. The overall rate equals R = 5/9.
Decoding: We start by considering the case when the burst erasure precedes the isolated erasure. Without loss of generality
suppose that the burst erasure spans t ∈ [0, 2] and the isolated erasure occurs at time t > 2.
• t ∈ [3, 4] : We use code C12 in the interval [0,∆− 1] = [0, 5] to recover the erased symbols v0,v1,v2,vt by time τ = 5.
Note that in this interval any interfering u symbols are not erased and can be cancelled out from qi. Using τ = ∆− 1
we have
(1 −R12)(τ + 1) =
(
1− 1
3
)
6 = 4. (29)
Thus by using an extension of Lemma 1 (see Appendix B, Lemma 3) the recovery of v0,v1,v2,vt follows.
Thus by time τ = 5, all the erased vi symbols have been recovered. The symbols u0,u1,u2 and ut are each recovered at
time τ = 6, 7, 8 and t+∆ respectively by cancelling p1(vτ−1) from the corresponding parity checks in Table III. Thus
all the erased symbols get recovered by the decoder for these erasure patterns.
• t ≥ 5 : We use code C12 in the interval [0, 4] to recover the erased symbols v0,v1,v2 at time τ = 4. This follows by
applying property P2 in Lemma 1 since
(1 −R12)(τ + 1) =
(
1− 1
3
)
5 > 3. (30)
Once the erasure burst has been recovered, the erased symbol vt can be recovered at time τ = t+ T −∆+ 1 = t + 2
using the parity checks p2(vt−1) associated with C2 in the interval [t, t+ 2]. This again follows from Lemma 1 since
(1−R2)(T −∆+ 2) =
(
1− 2
3
)
3 = 1 (31)
which suffices to recover the missing vt.
For the recovery of ut, note that by time t+∆ all the erased vi symbols have been recovered and hence the associated
partiy check p1(vt+∆−1) can be cancelled from qt+∆ to recover ut. For the recovery of u0,u1,u2 we need to use
q6,q7,q8 respectively. If t = 5 then we recover v5 at time τ = 7 and then compute p1(v5), . . . ,p1(v7) and in turn
recover all the missing u symbols. If t ∈ [6, 8], then we will not be able to recover the associated ut−6 but the remaining
two symbols can be recovered. Thus we will have one non-recovered symbol in this case. If t > 8 then clearly all the
three u symbols are recovered and complete recovery is achieved.
For the case when the isolated erasure occurs at time 0 and the burst follows it spanning the interval [t, t+ 2], the decoder
proceeds as follows.
• t = 1 : We use code C12 in the interval [0, 5] to recover v0, . . . ,v3 at time τ = 5. The decoder computes p1(vt) in the
interval [6, 9] and subtracts them to recover u0, . . . ,u3. All the erased symbols are recovered for this erasure pattern.
• t ≥ 2 : We recover v0 at time 1 using the code C12 before the start of the erasure burst. In particular taking τ = 1 note
that
(1 −R12)(τ + 1) =
(
1− 1
3
)
2 > 1, (32)
which by Lemma 1 suffices to recover v0 at time τ = 1
We next show how vt,vt+1,vt+2 can be recovered using the code C12 in the window [t, t + 5]. If t ∈ {2, 3} then in
addition to vt,vt+1,vt+2 we should also account for the erasure at time 6 due to the repetition of u0. Thus there are a
total of 4 erasures in the window [t, t+ 5]. An extension of Lemma 1 (c.f. Appendix B, Lemma 3) is required to show
the recovery for this pattern. For t ∈ [4, 6] the erasure burst overlaps with the repetition of u0 and thus there are only
three erasures and the recovery follows by the application of Lemma 1. For t > 6 the symbol u0 is recovered at time 6
and then the erasure burst in [t, t+ 2] can be recovered separately.
A complete justification of the above decoding steps is provided in the proof of Theorem 3.
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Gilbert Channel − (α,β) = (5x10−4,0.5), Simulation Length = 107, T = 12, Rate = 12/23 ~ 0.52
 
 
MS (N,B) = (1,11)
Strongly−MDS (N,B) = (6,6)
E−RLC (N,B) = (2,9)
MIDAS (N,B) = (2,9)
(a) Simulation results. All codes are evaluated using a decoding delay of T =
12 symbols and a rate of R = 12/23 ≈ 0.52.
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Fig. 6. Simulation Experiments for Gilbert-Elliott Channel Model with (α, β) = (5 × 10−4, 0.5).
VI. SIMULATIONS RESULTS
We consider a two-state Gilbert-Elliott channel model. In the “good state” each channel packet is lost with a probability of
ε whereas in the “bad state” each channel packet is lost with a probability of 1. The average loss rate of the Gilbert-Elliott
channel is given by
Pr(E) = β
α+ β
ε+
α
α+ β
. (33)
where α and β denote the transition probability from the good state to the bad state and vice versa.
Fig. 6(a) and Fig. 7(a) show the simulation performance over a Gilbert-Elliott Channel. The parameters chosen in the two
plots are as shown in Table IV.
Fig. 6(a) Fig. 7(a)
(α, β) (5× 10−4, 0.5) (5 × 10−5, 0.2)
Channel Length 107 108
Rate R 12/23 ≈ 0.52 50/88 ≈ 0.6
Delay T 12 50
ε 10−3 5× 10−3 10−2 10−3 5× 10−3 10−2
Burst Only 0.9642 0.8796 0.7869 0.9005 0.5988 0.3563
Burst + Isolated 0.0268 0.1065 0.1851 0.0923 0.3065 0.3698
Burst + 0.0032 0.0081 0.0222 0.0062 0.0937 0.2729
Multiple Isolated
Burst Gaps < T 0.0058 0.0058 0.0058 0.0010 0.0010 0.0010
TABLE IV
PARAMETERS OF GILBERT-ELLIOTT CHANNEL USED IN SIMULATIONS. WE ALSO PRESENT THE EMPIRICAL FRACTION OF DIFFERENT ERASURE
PATTERNS OBSERVED ACROSS A SAMPLE PATH.
The channel parameters for the T = 12 case are the same as those used in [4, Section 4-B, Fig. 5]. For each of the
channels we generate a sample realization and compute the residual loss rate for each of the codes in sections IV and V. We
also categorize the empirical fraction of different erasure patterns associated with each erasure burst for the two channels for
ε ∈ {10−3, 5× 10−3, 10−2} in Table IV. The first row “Burst-Only” denotes those erasure bursts where there are no isolated
erasures in a window of length T before and after the burst. The second row counts those patterns where only one isolated
loss occurs in such a window. The third row allows for multiple losses in this window. The fourth row counts those patterns
where the inter-burst gap is less than T . Note that the contribution of burst plus isolated losses is significant particularly for
the second channel when the delay T = 50.
In Fig. 6(a) and Fig. 7(a), we plot the residual loss rate on the y-axis and ε, which corresponds to the loss probability in
the good state on the x-axis whereas Fig. 6(b) and Fig. 7(b) illustrate the burst histograms associated with the GE channels.
All codes in Fig. 6(a) are selected to have a rate of R = 12/23 ≈ 0.52 and the delay is T = 12. The black horizontal line
is the loss rate of the Strongly-MDS code. It achieves B = N = 6. Thus its performance is limited by its burst-correction
capability. The red-curve which deteriorates rapidly as we increase ε is the Maximally Short codes (MS). It achieves B = 11
and N = 1. Thus in general it cannot recover from even two losses occurring in a window of length T + 1. The remaining
two plots correspond to the E-RLC codes and MiDAS codes, both of which achieve B = 9 and N = 2. The loss probability
also deteriorates with ε for both codes, although at a much lower rate. Thus a slight decrease in B, while improving N from
1 to 2 exhibits noticeable gains over both MS and Strongly-MDS codes.
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Strongly−MDS (N,B) = (20,20)
MIDAS (N,B) = (4,30)
PRC (N,B) = (4,25)
(a) Simulation results. All codes are evaluated using a decoding delay of T =
50 symbols and a rate of R = 50/88 ≈ 0.6.
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Fig. 7. Simulation Experiments for Gilbert-Elliott Channel Model with (α, β) = (5 × 10−5, 0.2).
In Fig. 7(a) the rate of all codes except PRC is set to R = 50/88 ≈ 0.57 while the rate of the PRC codes is 0.6. The delay
is set to T = 50. The Strongly-MDS codes achieve B = N = 20 whereas the MS codes achieve N = 1 and B = 33. Both
codes suffer from the same phenomenon discussed in the previous case. We also consider the MiDAS code with N = 4 and
B = 30. We observe that its performance deteriorates as ε is increased, mainly because it fails on burst plus isolated loss
patterns, which are dominant in this regime (see Table IV). The PRC code which achieves N = 4 and B = 25 and can also
handle burst plus one isolated loss exhibits the best performance in this plot.
Interestingly Table IV also indicates that the probability of having burst plus multiple isolated losses associated with the
burst is also significant for the second GE channel with T = 50. The PRC code will not handle more than one isolated loss
associated with the erasure burst. Nevertheless we did not notice a performance degradation due to this in the simulations. To
explain this, note that for the GE channel of interest the average burst length is only 1
β
= 5 and as shown in Fig. 7(b) the burst
length distribution is an exponential function. Our proposed PRC code uses a shift of ∆ = 46 (c.f. section (V-A)). It turns out
that the isolated erasures which result in decoding failures must be concentrated in the interval [∆− 1,∆+B − 1] following
the burst rather than the entire interval of length T . As B is generally small, it is unlikely that more than one isolated loss is
seen in this interval, and hence the effect of multiple isolated losses does not appear to be significant. Similarly for the first
GE channel, since the average burst length is only 2, the use of PRC codes to recover from burst plus isolated losses was not
found to be effective.
VII. CONCLUSION
We consider new low delay streaming code constructions based on a layered design principle. Our proposed codes are
designed for a class of packet-erasure channels that are restricted to introduce a certain set of erasure patterns. These patterns
correspond to the dominant set of error events associated with the Gilbert-Elliott channel. The first class of channels introduce
either an erasure burst or a certain number of isolated erasures in any sliding window of interest. We show that there exists a
fundamental tradeoff between the burst-error correction and isolated-error correction capability of any streaming code for such
channels and propose a class of codes — MiDAS Codes — that achieve a near optimal tradeoff. In these constructions, we
first construct an optimal code for the burst-erasure channel and then concatenate an additional layer of parity checks for the
isolated erasures. We also consider a more complex channel model that involves both a burst erasure and an isolated erasure,
and propose streaming codes that recover all but one source symbol for each such erasure pattern . Numerical simulations over
the Gilbert Elliott channel indicate that the proposed codes indeed provide significant performance gains over baseline codes.
APPENDIX A
PROOF OF LEMMA 1
We begin by introducing the j−th column distance dcj of an (n, k,m) convolutional code. Consider the window of the first
j +1 symbols and let the truncated codeword associated with the input sequence (s[0], . . . , s[j]) be (x[0], . . . ,x[j]). Then the
j-th column distance is defined as
dcj = min
s≡(s[0],...,s[j])
s[0] 6=0
wtc(x[0], . . . ,x[j]), (34)
where recall that each channel symbol x[i] has n sub-symbols, i.e., x[i] = (x0[i], . . . , xn−1[i]) and wtc(v) counts the number
of non-zero sub-symbols in the codeword v.
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It is well-known that for any (n, k,m) convolutional code dcj ≤ (n − k)(j + 1) + 1 for all j ≥ 0. A special class of
convolutional codes – systematic Strongly-MDS codes – satisfy this bound with equality for j = {0, . . . ,m} [9, Corollary
2.5]. In our setup, since the entire channel packet is either transmitted perfectly or erased, it is more convenient to express the
column-distance by counting the number of non-zero symbols. We define the column-distance dj as the minimum number of
non-zero symbols in the j+1 truncated codeword (x[0], . . . ,x[j]), i.e.,
dj = min
s≡(s[0],...,s[j])
s[0] 6=0
wt(x[0], . . . ,x[j]), (35)
where wt(v) counts the number of non-zero symbols in the codeword v.
Clearly for any (n, k,m) code, we must have that8 dj ≥
⌈
dcj
n
⌉
. Thus for a Strongly-MDS code we have that
dj ≥
⌈
(n− k)(j + 1) + 1
n
⌉
=
⌈
(1−R)(j + 1) + 1
n
⌉
≥ ⌊(1 −R)(j + 1)⌋+ 1 (36)
where the last relation is justified as follows. If v = (1 − R)(j + 1) is an integer, ⌈v + 1
n
⌉
= v + 1 = ⌊v⌋+ 1, and thus the
last step follows with equality. Otherwise, we have
⌈
v + 1
n
⌉ ≥ ⌈v⌉ = ⌊v⌋+ 1 and the last step still holds.
To establish P1, consider the interval [0, j] and consider two input sequences (s[0], . . . , s[j]) and (s′[0], . . . , s′[j]) with s[0] 6=
s′[0]. Let the corresponding output be (x[0], . . . ,x[j]) and (x′[0], . . . ,x′[j]). Note that the output sequences differ in at-least dj
symbols since otherwise the output sequence (x[0]−x′[0], . . . ,x[j]−x′[j]) which corresponds to (s[0]− s′[0], . . . , s[j]− s′[j])
has a Hamming weight less than dj while the input s[0] − s′[0] 6= 0, which is a contradiction. Thus if (s[0], . . . , s[j]) is
transmitted, for any sequence of dj − 1 erased symbols, there will be at-least one symbol where (x′[0], . . . ,x′[j]) differs from
the received sequence. Thus from (36), s[0] is recovered uniquely at time j provided that:
N ≤ ⌊(1 −R)(j + 1)⌋ (37)
from which P1 in Lemma 1 immediately follows.
Link: · · ·
W0
WB−1
B
Period = j + 1
Fig. 8. The periodic erasure channel used in proving P2 in Lemma 1, and indicating the first and last windows of interest, W0 and WB−1, respectively.
Grey and white squares resemble erased and unerased symbols respectively.
In order to establish property P2, we consider a periodic erasure channel of period length j + 1 as shown in Fig. 8. In
each period, a burst of length B symbols is introduced followed by j −B + 1 un-erased symbols. First consider the interval
W0 = [0, j]. Using the previous part and since B ≤ (1−R)(j + 1) we are guaranteed that s[0] is recovered at time t = j. At
this point we have recovered s[0] and treat it as a non-erased symbol. We next consider the interval W1 = [1, j + 1]. There is
a burst of length B − 1 spanning the period [1, B] and an additional erasure at time x[j + 1]. By property P1 we can recover
s[1] by time t = j+1. However since x[j+1] is erased, this is equivalent to recovering s[1] at time t = j. In a similar fashion
by considering the intervals Wi , [i, i+ j] for i = {2, . . . , B − 1} we recover s[2], s[3], . . . , s[B − 1] at time j. At this point
all the erased symbols in the first burst have been recovered and the claim follows.
APPENDIX B
PROOF OF DECODING IN THEOREM 3
We first begin with the following extension of Lemma 1 which considers two bursts in the interval [0, j].
Lemma 3. In the interval [0, j] suppose that there are two erasure bursts spanning the intervals [0, B1 − 1] and [r, r +
B2 − 1]. A (n, k,m) Strongly-MDS convolutional code with rate R = kn , can recover all the erased B1 +B2 source symbols
s[0], . . . , s[B1 − 1], s[r], . . . , s[r +B2 − 1] by time t = j provided that
r ≤ B1
1−R and B1 +B2 ≤ (1−R)(j + 1) (38)
for any j = 0, 1, . . . ,m.
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Link: · · ·
W0
WB1−1
B1 B2
Period = j + 1
Fig. 9. The periodic erasure channel used in proving Lemma 3, and indicating the first and last windows of interest, W0 and WB−1, respectively. Grey
and white squares resemble erased and unerased symbols respectively.
Proof: Consider a periodic erasure channel of period length j+1 as shown in Fig. 9. In each period, the channel introduces
an erasure burst of length B1 symbols followed by another burst of length B2 symbols starting r symbols from the start of
the first burst and the rest of the period is not erased. In the first period starting at time t = 0, the two bursts of length B1
and B2 span the intervals [0, B1 − 1] and [r, r +B2 − 1] respectively, where r < B11−R .
We consider the intervals Wi = [i, i+ j − 1] for i = {0, 1, . . . , B1 − 1}. In each such interval, the total number of erasures
equals B1 +B2 ≤ (1−R)(j + 1). Thus as in the proof of property P2 in Lemma 1, we can recover s[0], s[1], . . . , s[B1 − 1]
by time j since x[j + 1],x[j + 2], . . . ,x[j +B1 − 1] are erased.
For the second burst we consider the interval [r, j] of length j − r + 1. At this point all the source symbols in the first
burst have been recovered and only a total of B2 erasures remain. The property P2 in Lemma 1 can be used to for recovering
s[r], . . . , s[r +B2 − 1] by time j since,
B2 ≤ (1−R)(j + 1)−B1
≤ (1−R)(j + 1)− (1−R)r
= (1−R)(j − r + 1) < dj−r . (39)
where the second step uses (38) and the last step follows using (36). At this point all the erased symbols in the first period
have been recovered by time j and the claim follows.
We now proceed to prove Theorem 3. For any given erasure pattern, in which the channel introduces a burst of length B
and one isolated erasure in a sliding window of length 2T + B, the decoder can recover all symbols with a delay of T but
one. We divide these patterns into two main categories. In the first case the erasure burst is followed by an isolated erasure
whereas in the second case an isolated erasure preceeds the erasure burst.
A. Erasure Burst followed by an Isolated Erasure
Without loss of generality assume that the channel introduces an erasure burst in the interval [0, B− 1] and that the isolated
erasure occurs at time t ≥ B. Since the associated isolated erasure follows the erasure burst from Def. 1 it must occur in
the interval [B, T +B − 1]. This implies that the interval [−T,−1] is free of any erasure so that there is only one burst and
isolated erasure in the interval [−T, T + B − 1], which is of length 2T + B. Since the memory of the code equals T , any
erased symbols before t < −T will not affect the decoder. Thus we assume that there are no erasures before t = 0.
We further consider two cases as stated below.
Burst and Isolated Erasures Recovered Simultaneously: In this case, the burst and the isolated erasures are close enough
such that all the v[·] symbols are recovered simultaneously. This case is illustrated in Fig. 10(a). The isolated erasure happens
at time t where B ≤ t < B
B+1∆. The recovery of the erased symbols proceeds as follows:
1) Recover {v[0], . . . ,v[B − 1],v[t]} at time τ = ∆ − 1 using the (v + u + s, v) Strongly-MDS code C12 in the interval
[0,∆− 1].
2) Recover {u[0], . . . ,u[B − 1],u[t]} at time τ = ∆, . . . ,∆+B − 1 and τ = t+∆ respectively from the associated parity
checks q[·].
To justify the recovery of v[0], . . . ,v[B − 1],v[t] in the first step we consider the available parity checks of C12 in the
interval [0,∆− 1]. We first note that the interfering symbols u[·] in this interval are not erased and can be cancelled out from
q[·] to recover the parity checks p1[·]. We apply Lemma 3 with B1 = B, B2 = 1, r = t and R = R12 and j = ∆ − 1.
Note that t < B
B+1∆ also satisfies t <
B1
1−R12
since R12 = ∆−B−1∆ from (23). Thus the first condition in (38) in Lemma 3 is
satisfied. Furthermore note that (1−R12)(j +1) = B+ 1 and thus the second condition in (38) in Lemma 3 is also satisfied.
Thus Lemma 3 applies and the recovery of v[0], . . . ,v[B − 1],v[t] at time ∆− 1 follows.
To justify the recovery of {u[0], . . . ,u[B − 1],u[t]}, recall that q[i] = u[i − ∆] + p1[i]. Since all the v[·] symbols have
been recovered in step (1), the associated parity checks p1[i] can be computed and cancelled by the decoder to recover the
u[·] symbols as claimed.
As a final remark we note that all the erased symbols are recovered for the above erasure pattern.
8We use ⌈v⌉ and ⌊v⌋ to denote the ceil and floor of a real number v.
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Fig. 10. Various erasure patterns of the Channel II codes in the decoding analysis. The erasures are shaded grey boxes, the parity check symbols used to
recover the v[·] symbols are marked using diagonal stripes whereas the parity check symbols involved in the recovery of the u[·] symbols are marked using
horizontal stripes.
Burst and Isolated Erasures Recovered Separately: In this case, there is a sufficiently large gap between the burst and
the isolated erasures so that the v[·] symbols of the erasure burst are recovered before the isolated erasure takes place. This
case is illustrated in Fig. 10(b). The isolated erasure happens at time t ≥ B ∆
B+1 . The recovery of the erased symbols proceeds
as follows:
1) Recover {v[0], . . . ,v[B − 1]} by time τ =
⌈
B ∆
B+1
⌉
− 1 using the (v + u+ s, v) Strongly-MDS code C12 in the interval
[0, τ ].
2) Recover {u[0], . . . ,u[t−∆− 1]} from q[∆], . . . ,q[t− 1] respectively by cancelling the interfering p1[·] symbols.
3) Recover v[t] by time τ = t+ T −∆+ 1 using the (v + s, v) Strongly-MDS code C2 in the interval [t, t+ T −∆+ 1].
4) Recover {u[t−∆+ 1], . . . ,u[B − 1],u[t]} from q[t+ 1], . . . ,q[B +∆− 1],q[t+∆] by cancelling the interfering p1[·]
symbols.
To justify the recovery of {v[0], . . . ,v[B − 1]} in the first step above, we consider the available parity checks of C12 in
the interval [0, τ ]. Note that the interfering u[·] symbols in this interval are not erased and can be cancelled out from q[·] to
recover the underlying parity checks p1[·]. Furthermore,
(1 −R12)(τ + 1) ≥ (1 −R12)
(
B
B + 1
∆
)
= B (40)
where we substituted (23) for R12. Thus using property P2 in Lemma 1 we recover the v[0], . . . ,v[B− 1] by time τ as stated.
To justify step (2) above note that q[i] = u[i − ∆] + p1[i] and the interfering p1[i] are only functions of v[·] symbols that
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have either been recovered in step (1) or are not erased. To justify (3) we consider the interval [t, t+T −∆+1] and consider
the parity checks of C2 in this interval. Note that using (24) we have:
(1−R2)(T −∆+ 2) ≥ 1 (41)
holds and hence using property P2 in Lemma 1 we recover v[t] by time t + T −∆+ 1. To justify step (4), note that once
v[t] is recovered in step (3), the parity checks p1[t+ 1], . . . ,p1[B +∆],p1[t+∆] can be computed and cancelled from the
associated q[·] symbols, and the claim follows.
As a final remark, we note that when if t ∈ [∆,∆+B− 1] the symbol u[t−∆] which is erased in the first burst, cannot be
recovered as its repeated copy at time t is also erased. This is the only symbol that cannot be recovered in the above erasure
pattern.
B. Isolated Erasure followed by an Erasure Burst
We assume without loss of generality that the isolated erasure happens at time zero and that the burst erasure happens at
time t > 0. Since the isolated erasure precedes the erasure burst, it follows that the erasure burst must begin in the interval
t ∈ [1, T ] from Def. 1. This implies that there cannot be any erasure in the interval [−T,−1] since the interval [−T, T +B−1]
must have only one isolated erasure and one erasure burst. Since the memory of the code equals T , any erased symbol before
time t = −T will not affect the decoder. Thus in what follows we assume that there are no erasures before time 0.
This class of patterns is sub-divided into two cases discussed below.
Isolated and Burst Erasures Recovered Simultaneously: In this case the burst erasure and the isolated erasure are close
enough so that all the v[·] symbols are simultaneously recovered. This case is illustrated in Fig. 10(c). The burst erasure begins
at time t < ∆
B+1 . The recovery of the erased symbols proceeds as follows:
1) Recover {v[0],v[t], . . . ,v[t +B − 1]} using the (v + u+ s, v) Strongly-MDS code C12 in the interval [0,∆− 1].
2) Recover {u[0],u[t], . . . ,u[t+B − 1]} at time τ = ∆, t+∆, . . . , t+B +∆− 1 respectively from the associated parity
checks q[·].
To justify step (1) we note that the interfering u[·] symbols in q[·] in the interval [0,∆ − 1] are not erased and can be
cancelled to recover p1[·]. We apply Lemma 3 to code C12 in the interval [0,∆− 1] using B1 = B, B2 = B and r = t. Note
that by assumption on t and from (23) we have that
r <
∆
B + 1
=
1
1−R12 (42)
and thus the first condition in (38) holds. Furthermore from (23) we also have that (1−R12)∆ = B + 1 and thus the second
condition in (38) also holds. Thus Lemma 3 guarantees the recovery of {v[0],v[t], . . . ,v[t+B − 1]} by time τ = ∆− 1.
To justify step (2), note that there are no further erasures in the interval [∆,∆ + t + B − 1]. Since all the erased v[·]
symbols are recovered in step (1), the decoder can compute p1[∆],p1[i+∆], . . . ,p1[i+B +∆− 1] and subtract them from
the corresponding q[·] symbols to recover u[0],u[i], . . . ,u[i+B − 1], respectively with a delay of ∆ ≤ T .
As a final remark we note that all the erased symbols are fully recovered in this erasure pattern.
Isolated and Burst Erasures Recovered Separately: In this case the gap between the isolated erasure and the burst erasure
is sufficiently large so that v[0] is recovered before the burst erasure begins. This case is illustrated in Fig. 10(d). In this case
we have that t ≥ ∆
B+1 . The recovery of the erased symbols proceeds as follows:
1) Recover the symbol v[0] by time τ =
⌈
∆
B+1
⌉
− 1 using the (v + u+ s, v) Strongly-MDS code C12 in the interval [0, τ ].
2) Recover the symbols v[t], . . . ,v[t + B − 1] by time t + ∆ − 1 using the (v + u + s, v) Strongly-MDS code C12 in the
interval [t, t+∆− 1].
3) Recover u[t], . . . ,u[t+B−1] from q[t+∆], . . . ,q[t+B+∆−1] respectively by cancelling the associated p1[·] symbols.
To justify the above steps note the interfering u[·] symbols in q[·] for t ∈ [0,∆− 1] are not erased and can be cancelled out
to recover p1[·]. In step (1), it suffices to use P1 in Lemma 1 and show that v[0] is recovered by time τ =
⌈
∆
B+1
⌉
− 1. Note
that
(1−R12)(τ + 1) ≥ (1−R12) ∆
B + 1
= 1 (43)
where we substitute (23) for R12 above. Since by assumption on t, v[0] is the only symbol erased in the interval [0, τ ] it
follows that v[0] is recovered by this time.
To justify step (2), consider the interval [t, t + ∆ − 1] and recall that the erasure burst spans [t, t + B − 1]. Furthermore
even though v[0] has been recovered in step (1) and its effect can be cancelled out, the symbol u[0] appears in q[∆] and
may contribute to one additional erasure when t ≤ ∆. In this case, we assume that a total of B + 1 erasures occur in the
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above stated interval. We use Lemma 3 applied to the code C12 with B1 = B and B2 = 1, in order to show the recovery of
v[t], . . . ,v[t +B − 1]. Note that the first condition in (38) is satisfied since
∆− t ≤ ∆ B
B + 1
=
B
1−R12 (44)
is satisfied and the second condition is satisfied as well since (1 − R12)∆ = B + 1. By time t + ∆ − 1, the decoder has
recovered all the erased v[·] symbols. If instead we had t > ∆ then u[0] can be recovered at time t = ∆ and there remain
only B erasures in the interval [t, t+∆− 1], so the recovery of v[t], . . . ,v[t+B − 1] again follows.
Finally to recover the u[·] symbols in the interval [t, t+∆− 1], we compute the parity check symbols p1[·] in the interval
[t+∆, t+B +∆− 1], subtract them from the corresponding q[·] symbols, and recover u[t], . . . ,u[t+B− 1] respectively as
stated in step (4).
As a final remark we note that the symbol u[0] my not be recovered if its repeated copy at time ∆ is erased as part of the
erasure burst. Thus we may have one unrecovered symbol for the above erasure pattern.
This completes the proof of the decoder in Theorem 3.
REFERENCES
[1] E. N. Gilbert, “Capacity of a burst-noise channel,” Bell Systems Technical Journal, vol. 39, pp. 1253–1265, 1960.
[2] E. O. Elliott, “Estimates of error rates for codes on burst-noise channels,” Bell Systems Technical Journal, vol. 42, pp. 1977–1997, 1963.
[3] Y. Li, P. Vingelmann, M. V. Pedersen, and E. Soljanin, “Round-robin streaming with generations,” CoRR, vol. abs/1206.3014, 2012.
[4] E. Martinian and C.-E. W. Sundberg, “Burst erasure correction codes with low decoding delay,” IEEE Transactions on Information Theory, vol. 50,
no. 10, pp. 2494–2502, 2004.
[5] E. Martinian and M. Trott, “Delay-optimal burst erasure code construction,” in Proc. Int. Symp. Inform. Theory, Nice, France, July 2007.
[6] O. Tekin, T. Ho, H. Yao, and S. Jaggi, “On erasure correction coding for streaming,” in ITA, 2012, pp. 221–226.
[7] D. Leong and T. Ho, “Erasure coding for real-time streaming,” in ISIT, 2012.
[8] T. Ho, M. Me´dard, R. Koetter, D. R. Karger, M. Effros, J. Shi, and B. Leong, “A random linear network coding approach to multicast,” IEEE Transactions
on Information Theory, vol. 52, no. 10, pp. 4413–4430, 2006.
[9] H. Gluesing-Luerssen, J. Rosenthal, and R. Smarandache, “Strongly MDS convolutional codes,” IEEE Transactions on Information Theory, vol. 52,
no. 2, pp. 584–598, 2006.
[10] A. Badr, A. Khisti, W. Tan, and J. Apostolopoulos, “Streaming codes for channels with burst and isolated erasures,” in INFOCOM, 2013.
