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The Road Not Taken
Two roads diverged in a yellow wood,
And sorry I could not travel both
And be one traveler, long I stood
And looked down one as far as I could
To where it bent in the undergrowth;
Then took the other, as just as fair,
And having perhaps the better claim,
Because it was grassy and wanted wear;
Though as for that the passing there
Had worn them really about the same
And both that morning equally lay
In leaves no step had trodden black.
Oh, I kept the first for another day!
Yet knowing how way leads upon way,
I doubted if I should ever come back.
I shall be telling this with a sigh
Somewhere ages and ages hence:
Two roads diverged in a yellow wood, and I–
I took the one less travelled by,
And that has made all of the difference.
– Robert Frost
This document is dedicated to my parents.
Without their loving support, I never would have turned this way.
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Simulating the Electric Field Mediated Motion
of Ions and Molecules in Diverse Matrices
Joseph D. Hickey
Abstract
Electroporation is a methodology for the introduction of drugs and genes into cells.
This technique works by reducing the exclusionary nature of the cell membrane [125, 129,
186, 189]. Electroporation has successfully been used in electrochemotherapy and electro-
genetherapy [57, 68, 86, 87, 110, 112, 131]. The two major components of electroporation
are an induced transmembrane potential and the motion of the deliverable through a com-
promised cell membrane into the target cell [38, 55, 62, 114, 131]. These two components
are both dependent on the electrophoretic motion of charged species in an applied electric
eld [45, 64, 75, 77, 177].
Currently, the methods outlined for understanding electroporation have been focused
on either a phenomenological perspective, e.g. what works, or modeling the electric eld
strength in certain regions [12, 56, 87, 129, 146, 204, 205]. While this information is nec-
essary for the clinician and the laboratory scientist, it doesn’t expand the understanding of
how electric eld mediated drug and gene delivery works or EFMDGD. To increase the
understanding of EFMDGD, new models are required that predict the motion of ions and
deliverables through tissues to target areas [75, 77].
xiv
This document examines the design and creation of an electric eld mediated drug and
gene delivery model, EFMDGDM. Two example scenarios, ionic motion in tissues and gel
electrophoresis, are examined in depth using the EFMDGDM. The model requires tuning
for each scenario but only utilizes experimental parameters and one tunable parameter that
is computed from regressed experimental data. The EFMDGDM successfully describes the
two examples.
Future work will incorporate the EFMDGDM as the backbone of an electric eld me-
diated drug and gene delivery modeling package, EFMDGDMP. This modeling software
package will be optimized to assist clinicians and scientists in the selection of electric eld
signatures for the delivery of drugs and genes. By utilizing a software package that fully
describes the motion of ions and molecules in and around either in vitro or in vivo cell
systems improved delivery could be accomplished.
xv
1 Prelude
Electroporation is a modern technology used to deliver native and non-native molecules
to in vivo and in vitro cells by overcoming the exclusionary nature of the cell membrane [76,
77]. This technology was rst described by Sale and Hamilton in their seminal work on
irreversible poration [66, 128, 171, 172]. Their three paper series examined the Effects of
Electric Fields on Microorganisms primarily the killing of microorganisms, the lysis of
non-walled cells, and the mechanism of the process.
The rst purposeful usage of electroporation was accomplished by Neumann and Rosen-
heck. They demonstrated reversible poration via the release of vesicular components and
proposed that the method of action was due to the density of ions in the ion cloud [on the
inside of the cell membrane] is higher than the ion density of the surrounding medium [132].
Extending the work of Neumann and Rosenheck, Zimmerman et al. and Kinosita and
Tsong electroporated individual cells, measured ion ow and ascertained the potential dif-
ference required for poration [30, 31, 9698, 162, 221, 222]. Zimmermann et al. and Mir
et al. electroporated cells for the uptake of chemotherapeutic agents for the treatment of
cancer [93, 121, 122, 138, 220, 225]. This technique has become a localized treatment of
cancer termed electrochemotherapy, ECT [59,60,7072,122,196]. Mir et al. and Heller et
al. drove ECT through phase I and II clinical trials [41, 59, 60, 70, 115, 115].
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Wong and Neumann et al. extended the usefulness of electroporation from a scientic
curiosity to a laboratory technique via the successful in vitro transfection of mammalian
cells [127, 214, 220]. Electrotransfection’s efciency was increased, through pulse param-
eter optimization, allowing it to produce stable transfectants [27, 47, 52, 91, 100, 155, 156,
195]. Titomirov et al. and Heller et al. performed and optimized electric eld mediated
in vivo gene delivery [69, 194]. In Vivo transfection of mammalian cells via DNA electro-
transfer is a proven and effective non-viral technique with results of 10 to 1000 fold over
direct DNA injection [49, 69, 89, 118, 131, 182, 187, 211]. Electrogenetherapy with inter-
leukin coding plasmids is a successful treatment for established tumors and tumor growth
inhibition [73, 109111].
Understanding the phenomena of electroporation has been attempted through three ba-
sic model types, single cell models, electronic current models and electric eld based mod-
els. The single cell electroporation models, SCEMs, have primarily dealt with the required
transmembrane breakdown voltage on a circular bilayer lipid membrane [34,169,172,189].
These models break up into two camps, the voltage breakdown electroporation models,
VBEM, and the force breakdown electroporation models, FBEM. The breakdown voltage
models propose that once the cell membranes breakdown voltage is exceeded the mem-
brane porates to reduce the transmembrane potential [37, 38, 131, 133, 190, 201]. The
force dependent models propose that the membrane is ruptured by the force applied by
the electric eld [4, 21, 22, 84, 125, 186, 220]. The electronic current electroporation mod-
els, ECEMs, have primarily dealt with modeling the electronic current past a cell due to an
applied electric eld [12, 18, 35, 36, 103, 104, 197]. The electric eld electroporation mod-
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els, EFEMs, predict the electric eld strength at specic points in the tissue as a function
of applied electric eld [102, 117, 118, 159, 203, 204].
Each model type has specic strengths and weaknesses when compared to experimental
data. The SCEM family seemingly ignores how the transmembrane voltage difference
occurs, the ECEM family treats the ionic current like an electronic current, and the EFEM
family ignores the current carriers. These three families of models have greatly increased
the understanding of electroporation and electric eld mediated delivery but none provide
a complete description.
The topic of this dissertation is the inception, development and characterization of an
alternative method of modeling the process that leads to an electric eld mediated drug
or gene delivery model. The long term goal for this research is to enunciate clearly the
elemental model requirements and subsequent tasks needed to develop and assemble an
electric eld mediated drug or gene delivery modeling package, EFMDGDMP.
Figure 1.1, indicates the two media regimes that an electric eld mediated drug and
gene delivery modeling package would have to describe. This software tool should allow
the user to model the entrance, movement and subsequent delivery of a therapeutic agent
within a heterogeneous or homogeneous matrix in an in vivo or in vitro situation. Although
this dissertation research does not culminate with the complete software package including
an appropriate graphical user interface, GUI, it does explore, develop and demonstrate
many of the model subsystems that constitute an EFMDGDMP.
This dissertation establishes an electric eld mediated ow eld model, EFMFFM, as
3
EFMDGDMP
GUI
EFMFFM
Heterogeneous Matrix
Ions, Drugs DNA, Protein
Homogeneous Matrix
Ions, Drugs DNA, Protein
Figure 1.1: Model Components of the EFMDGDMP
The electric field mediated drug and gene delivery modeling package, EFMDGDMP, will provide
a user interface allowing a user to employ the electric field mediated flow field model to follow the
flow of charged deliverables in homogeneous and heterogeneous matricies.
the operational system for an EFMDGDMP. This software will link the user inputs via the
model parameter options to various model subsystems. The electric eld mediated ow
eld model, EFMFFM, represents a new alternative method of modeling the processes that
lead to electric eld mediated drug and gene delivery. The electric eld mediated ow eld
model considers the motion of ions and charged molecules in diverse matrices in an applied
electric eld.
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Part I
5
2 Literature Examination
2.1 Historical Review
The experimental application of electric elds to cells and tissues has a rich history in
the scientic canon, beginning in 1664 with the nerve stimulation of frog muscles experi-
ment of Jan Swammerdam. This experiment used silver wires and a copper loop in direct
contact with the motor nerve of a frog muscle [114]. This is the rst account of nerve
stimulation via a bimetallic junction. An early statement about the use of electricity was in
1743 when Johann Gottlob Kr¤uger said All things must have a usefulness; that is certain.
Since electricity must have a usefulness, and we have seen that it cannot be looked for either
in theology or in jurisprudence, there is obviously nothing left but medicine. [114, 183]
In 1781, an assistant of Luigi Galvani stimulated a dissected frog leg using an elec-
tric machine and a scalpel, as the assistant contacted the table where the electric machine
resided and the frog’s leg with the scalpel, the frog’s leg contracted and the electric ma-
chine generated a spark [114, 177]. This demonstration is the rst documented experiment
in neuromuscular stimulation from an external current source [114]. Galvani continued
stimulation experiments using atmospheric and bimetallic apparatus. Galvani set up a cur-
rent in a frog leg and simultaneously applied a bimetallic arch of copper and zinc to the
frog’s nerve and muscle, which resulted in a contraction [114,177]. Galvani explained this
6
phenomena as the bimetallic arch discharging animal electricity [114, 177]. This is the
historical reference most often cited to demonstrate external electric nerve stimulation.
Alessandro Volta continued the work of Galvani and recognized that the source of the
charge was not the frog but the two metals [114, 177]. Volta substituted inorganic material
for the frog muscle and produced a similar effect [177]. His next move was to create
a continuous current source via dissimilar metals separated by a cloth soaked in a salt
solution [177], this is know as a Voltaic pile or battery.
Medical application of electric elds came into experimental usage during the 1870’s.
The rst successful medical application of electric elds was cardiorespriatory resuscita-
tion [114]. This was accomplished by T. Green in 1872 using 200 of Volta’s piles. The
piles generated approximately 300 Volts and were applied to the patient between the neck
and the lower ribs [114]. This process successfully resuscitated at least ve patients who
had suffered respiratory arrest due to chloroform anesthesia [114]. In 1874, Dr. Robert
Bartholomeu began using induction coils, invented by Michael Faraday in 1831, for neuro-
stimulation [114, 177]. Dr. Bartholomeu exposed a patients cerebral cortex and stimulated
it with Faradic currents [114]. The result of this exposure was the motion of the patients
limbs on the opposite side of their body and the turning of the head [114]. Cardiac deb-
rillation was rst reported on in 1899 by Jean Louis Prevost and Fr·ed·eric Battelli. Their
report stated that low voltage electric shocks induced ventricular brillation while high
voltage electric shocks restored normal heart rhythm [114].
As the technology used in measuring the bulk electrical properties of cells and tissues
emanated in the late 19th and early 20th century, the associated science grew dramatically.
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The advent of the electron tube in 1906 by Lee de Forest allowed for the amplication
of electric signals [114]. Researchers in the elds of bioelectronics and biophysics used
this technology to shown that the electrical properties of tissues vary as a function of eld
frequency [50, 209]. DuBois, as reported by Foster and Schwann, found that the skin of
animals behaved like a capacitor if subjected to DC currents [50]. For DC elds, cells
and tissues act as capacitors charging up while in AC elds of 1 kHz or greater, the cells
and tissues act as conductors with a much lower resistance [50].
During WWI increased understanding of the effects of electric elds on cells and tis-
sues was accomplished through the actions of cell biologists and physiologists, rather than
physicians, physicists and electrical engineers as in the previous three centuries [50]. After
WWII the studies continued and the sodium-potassium pump protein components of the
cell membrane were elucidated through voltage clamp studies and mathematical modeling
of the efux of K+ and the inux of Na+ [95, 123]. Maintenance of the concentration gra-
dient is sustained by the ATP controlled sodium potassium pump [44, 95]. This pump was
the rst documented example of active transport, it was discovered in the mid 50’s [11]
and was later found to be a transmembrane protein. Other transmembrane proteins act as
sodium co-transporters, transporting membrane impermeable xenomolecules through the
cell membrane powered by the extracellular/intracellular Na+ ions imbalance [11]. This
interaction between the membrane channels and the sodium-potassium pump act to main-
tain both the concentration and voltage gradients in cells. The different resting potentials
8
in a cell are graphically displayed in gure 2.11. The dotted line at the bottom of gure 2.1
is the bulk intracellular potential and is designated by ψo. The bulk extracelluar potential,
ψ1 as referenced to the bulk intracellular potential is show on the left hand side of the g-
ure. ψ2, at the membrane-extracellular interface is the potential difference between the bulk
extracellular potential and the external membrane potential. The membrane component of
the model acts as a leaky conductor with the voltage rise acting like simple diffusion, the
potential rise between the extracellular membrane face and the intracellular membrane face
is designated by ψ3. ψ4 is the difference between the bulk intracellular potential and the
internal membrane potential. The right hand side of the gure is the intracellular section.
It represents the change from the membrane to the intracellular bulk. Both the intracellular
and the extracellular graphs are similar to diffusion graphs from the bulk to a surface [15].
6
?
6
?
+
− ψ1
ψ3
ψ4ψ2
ψo
}
Extracellular Membrane Intracellular
Figure 2.1: Potential Distributions [25]
1Note: In figure 2.1 a postive potential is up and a negative potential is down. This follows with the
literature convention.
9
2.2 Current Charged Species Modeling Practices
Electrophoresis and dielectrophoresis are methods of moving natively or induced charged
species through liquids [6, 151, 152, 184, 193]. These techniques were advanced by Arne
Tiselius and Herbert Pohl respectively [28, 151, 193]. Electrophoresis is the motion of
[charged] suspended particles produced by the action of electrostatic elds [151]. Di-
electrophoresis is the motion of charge induced suspended particles in the presence of an
electric eld [151]. Electrophoretic motion is a function of the sign of the electric eld and
dielectrophoretic motion is a function of the square of the eld’s magnitude [6, 150, 153].
Uncharged particles can also be indirectly moved by electrophoresis and dielectrophoresis.
The uncharged particles respond to the tidal motion produced by the motion of the natively
or induced charged particles in the suspensor and the motion of the suspensor itself in an
applied electric eld [150, 153].
Electroporation is an increased permeability of a cell’s membrane to typically im-
permeable molecules [68, 69, 110, 121, 190, 220, 223]. Electroporation is believed to be
the result of a rapid intense charge difference spanning a cell’s bilayer lipid membrane,
BLM [132, 169, 172, 189]. This rapid intense charge difference overcomes the ability of
the cell to maintain near membrane homeostasis via typical cell channeling systems and
the Na+-K+ pump [37, 38, 131, 190]. Figure 2.1 represents the resting state of a cell. This
resting state varies for different cells but typically cells have a negative tranmembrane po-
tential difference. This potential difference is show in gure 2.1 as ψ1. The difference in the
electric eld between the intracellular region and the extracellular region can be deduced
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from gure 2.12. There is a large electric eld in the region of the intracellular membrane
especially near membrane spanning domains. This transmembrane charge imbalance is the
result of an applied electric eld [138, 190, 220].
Modeling the transmembrane voltage has been a focus of electroporation researchers
since the inception of the technique [133]. The rst and most common models deal with a
single spherical cell in homogeneous media with applied homogeneous electric elds [34,
133, 169, 172, 189]. They are aptly named voltage breakdown electroporation models,
VBEMs, a subset of the family of single cell electroporation models or SCEMs3 .
VBEMs relate the transmembrane voltage, VTM , to the applied electric eld, E, and
the cell radius, b, via adaptations of the Sale and Hamilton equation, see equation 2.1
page 13 [172]. Additions to this model have improved it by relating the off equatorial
dependence of the electric eld to the variation of the transmembrane voltage, see equa-
tion 2.2, page 13 [126, 133, 166, 201]. The directional cos θ term of equation 2.2 exem-
plies the dependence of the transmembrane voltage to the perpendicular electric eld
around the cell [32, 99, 177]. The greatest applied electric eld will be equatorial, while
the least applied eld will be polar, this result has been repeatedly veried experimen-
tally [164, 165, 191, 192].
A ne tuning to equation 2.1 was the addition of a cell physiology factor f . This factor’s
purpose is twofold, rst, to allow the same equation to describe multiple time frames during
the electroporation process and second, to describe the pre-electroporation state of different
2 ψ3
Thmem
where Thmem is membrane thickness.
3SCEMs are a family of electroporation models that deal solely with the electroporation of a single cell
in situ.
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cell types with the same radii but different electric eld response characteristics [128,166].
The initial value of this factor corresponds to a cell’s resting state conductivity in the elec-
troporation media, see appendix C [128]. The value can also be modeled as a function of
pore formation thereby allowing the conductivity of the cell membrane to change during
the poration process [3638, 131].
The next step in complexity for the electroporation transmembrane voltage equation
was the addition of charging time, tc, and a corresponding time constant, τc [125,166,189].
The introduction of tc into the VBEM family introduced time dependence of electropo-
ration on the applied electric eld duration. This simple addition took the model from
being wholly steady state to having dynamic response as a function of pulse length [114].
τc reects the charge buildup relationship on either side of the cell membrane4. It is a
modied capacitor time constant that relates the membrane conductance, Gm, and the
membrane capacitance per unit surface area, Cm, to the charging rate of the cell mem-
brane [114, 128, 169, 174, 175, 177].
The introduction of τc allowed the VBEMs, a subset of the SCEM family, to incorporate
a time course analysis of electroporation for different pulse durations and shapes [116,128,
166, 189]. For the VBEM, voltage breakdown electroporation model, family of equations,
see equations 2.1 through 2.4, a cell is treated as a conducting sphere within a dielec-
tric5 [32, 172]. As indicated by the number of papers, [116, 128, 131, 133, 146, 166, 189],
and the equation’s metamorphosis and continuance, this technique has provided great in-
4For more information about the effect of τc, see appendix D
5Except for τc which is a function of the associated conductivities, for more information see appendices A
and D
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sight into the electroporation phenomena.
VTM =
3
2
bE(2.1)
VTM =
3
2
bE cos θ(2.2)
VTM =
3
2
f bE cos θ(2.3)
VTM =
3
2
f bE cos θ
(
1− exp
(−t
τc
))
(2.4)
The emphasis on VTM , the transmembrane voltage, is primarily due to the fact that
membrane breakdown has been predicted to occur at VTM values in the range of ≥ 100 −
500 mV depending on cell radius, viability and suspensory conductivity [53,118,130,131,
165, 189]. Such low transmembrane voltage values have been seen to effectively electro-
porate cells primarily at the on-eld equator of spherical and spheroid cells [53, 169, 192].
Electroporation is hypothesized to be the most effective equitorially because of edge effects
and transmembrane voltage amplication as described by the 3
2
cos θ term of equations 2.1
through 2.4, see gure 2.2 [130, 169].
µª6
º
a b d
-
1
θ
ﬀ E
Figure 2.2: Thin Walled Approximation [133, 172]
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The voltage breakdown electroporation model, VBEM, approach stems from the ex-
amination of the effect of the applied electric eld inducing a transmembrane potential,
which when over a certain value would induce increased cellular permability. Alterna-
tively, the FBEMs or force breakdown electroporation models, another subfamily of the
SCEM, deal with the impact of force due to an applied electric eld on a bimolecular lipid
membrane or BLM and are dependent on the transmembrane voltage [34,161,210]. FBEMs
either use the results from VBEMs, voltage breakdown electroporation models, or directly
model electric elds to predict the forces applied to cell membrane patches [22,23,54,55].
FBEM models are separated into two subgroups by their hypotheses. The rst hypothesis is
membrane thinning to rupture produces electropores [30,220] and the second hypothesis
electropores are caused through the removal of membrane sections or membrane compo-
nents [22, 23]. Examples of both FBEMs are provided below.
The lipid thin lm literature is studded with research promoting the thinning to rupture
hypothesis. This is particularly prevalent in studies that involve embedded particles [2,4,8,
26,81,140,141,143,167]. In studies of BLM compression due to electric elds, the FBEM
is developed from the breakdown voltage modeled as a relation between a membrane’s
Young’s modulus and the applied electric eld pressure [34].
The Young’s modulus, My =
∆F
A
∆L
Lo
, of a non-conductive insulating layer surrounded
by a conductive media can be calculated by setting an expression for the elastic force,[
ln
(
l
Lo
)
×My
]
, equal to the electric compressive tension, −εV
2
2l2
, see equation 2.5 [34,
210]. The BLM is compressed by the pressure produced by the incident electric eld,
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given by V
L
[34, 210]. The variables Lo and l are the diameters of the uncompressed and
compressed membranes, respectively.
(2.5) −εV
2
2l2
= My · ln
(
l
Lo
)
The FBEM developed in equation 2.5, assumes that only balanced forces affect the
stability of the resting membrane and does not deal with dynamic systems [34]. If a force
is not identically compensated then it will cause the cell to stretch or compress and make the
membrane thin or buckle [30, 220]. This alteration of the membrane may produce defects
that allow for increased transport into the cell.
The second subgroup of FBEMs hypothesize that the force of the electric eld on the
cell membrane is great enough to forcefully remove a sections of the membrane either
into or out of the soma [22, 23]. This model incorporates Newton’s second law, ~F =
m ·~a, a friction factor, f (x, T ), and an induced polarization gradient across the membrane,
−qdΨ
dx
, [22,23] when assembled the result is equation 2.6 below. For an in depth discussion
of the second law electroporation force model see appendix B.
(2.6) −qdΨ
dx
− f(x, T ) = md
2x
dt2
The validity of explaining poration due to mechanical forces is reafrmed by both the
lipid thin lm and the surgical literature [116]. Cell wounding produced by intense electric
elds resembles areas that had mechanical stress imposed, implicating mechanical stress
as the disruptive agent [116]. The opinion that electrical damage is due not only to heating
and current but also to force, is held for the cell, tissue and organ levels. Rafael Lee of the
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University of Chicago Department of Plastic Surgery has stated that physicians who have
had extensive clinical experience with electrical trauma compare it to a mechanical crush
injury [107].
The ECEM, electronic current electroporation model, approach uses a core conductor
electroporation model, CCEM, to describe the induction of electroporation on cylindrical
cells see equation 2.7. The CCEM is the most complex analytical model currently used
to describe electroporation. The core conductor model has traditionally been applied to
describing ion and electron motion down neurons and coaxial cables. A diagram of the
CCEM model is similar to gure 2.2 on page 13 only as a down the barrel of a cylin-
der rather than cross section of a sphere [36]. The CCEM parameters are assembled as
equation. 2.7
(2.7) a
2
(
ρi +
ρe
s
) ∂2Vm
∂x2
= Cm
∂Vm
∂t
+ ILRd + Iep
In this equation, ρi and ρe are the internal and external resistivities respectively, Cm
is the specic membrane capacitance, a the inner radius as in gure 2.2, and s the ratio
of intracellular to extracellular cross sectional area. The variable x represents the distance
measured from the center of the ber, t is the time, Vm is the transmembrane potential, ILRd
is the active membrane current and Iep is the electroporation current [36].
The variable ILRd is from the Luo-Rudy dynamic membrane kinetics model that is
commonly used with the re-polarization of ventricular myocytes [36, 217]. The Luo-Rudy
model takes into account electric currents that naturally ow through the cell membrane
via the voltage gated channels and through the specic pumps [36, 217] and also relates
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the change in the transmembrane potential with respect to distance. The Luo-Rudy model
is based on data for guinea pig ventricular myocytes but was used as a model for all cardiac
bers in this study.
The electroporation current, Iep, equation used by DeBruin and Krassowska is de-
scribed by Iep = gpNVm. The components of this equation are the number of pores,
N , the transmembrane potential, Vm, and the conductance of a single pore, gp. While,
solving for the number of electropores or the conductance of a single pore are both dif-
cult tasks, they have been derived from both thermodynamic and rst principle direc-
tions [128, 130, 140, 141, 143].
The usage of the core conductor model has been extended to spheroid or prolate spheroid
cells with moderate success [37, 38, 125, 205]. Integral to models based on the core con-
ducting model is the hypothesis that the most common transmembrane potential equation,
equation 2.1 [39, 131, 199201], only applies until the time that electroporation occurs.
Authors that adopt this argument therefore contradict the popular thinking outlined in the
literature of the pseudo-steady state electroporation hypothesis and have utilized a time
course approach to electroporation [37, 38, 125, 205]. The basis of these time dependent
models includes pore density and duration of the applied electric eld [37,38]. These mod-
els represent the rst efforts to examine electroporation kinetics using material balance
methods.
Equation 2.8 is based on the diffusion equation and its components are, ∂[ζ]i
∂t
which de-
scribes the intracellular6 concentration change of species ζ as a function of time, Dζ∇2[ζ]i
6The subscript i stands for intracellular not ıˆ the normalized x directional vector
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describes the diffusion of species ζ into the cell, andDζ denotes the diffusivity of species ζ .
The second section of the model on the right hand side of equation 2.8 is the drift of ions
in the intracellular electric eld induced by cell polarization [38]. Its components are zζ ,
the charge of the ions, F , Farraday’s constant,R, the universal gas constant, T , temperature
in kelvin, Φi, the intracellular potential, and ∇Φi, the intracellular electric eld, Ei7.
(2.8) ∂[ζ]i
∂t
= ∇ ·
[
Dζ∇[ζ]i + DζzζF
RT
[ζ]i∇Φi
]
In summary, the objective of this literature search was to examine the employed model-
ing approaches in the electroporation community and to ascertain their strengths and weak-
nesses. From that analysis, novel viable modeling possibilities were ascertained. The ulti-
mate goal for an electroporation model is to explain the phenomena and facilitate protocol
development decisions. Currently, there are many different protocols for electroporation
all being successful to a certain degree. The different protocols approach electroporation
conditions from two different anks. The two different routes represented are high voltage
- short duration, 500−1500 V
cm
for≤ 100µs [68,89,90,176] and low voltage - long duration
30− 200 V
cm
for ≥ 25ms conditions, see gure 2.3 [90].
To date, models found in the literature do not account for or explain the effect of a long
duration pulse compared to a short duration pulse. In the transmembrane voltage models
the only time characteristics examined are the charging time constant of the membrane and
the duration of the pulse. The only model that actually uses time and depth dependence
is the application of the core conducting model by DeBruin and Krassowska [37] but this
7The subscript i stands for intracellular not indicie.
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Figure 2.3: Electric Field Strength Versus Field Duration [80]
treats the membrane as an isotropic material with respect to the time dependence of an
applied electric eld and does not take into account differences in membrane capacitance.
The realization that electric eld mediated drug and gene delivery is dependent on mul-
tiple factors was the impetus for the creation of a new model idea. A few of those factors are
applied electric eld duration, transmembrane voltage value, applied electric eld strength,
conductivity of the media and the membrane region, and also a material component for
both the motion of the deliverable and the chage to the cell membrane. Realizing the effect
of these factors on delivery presents an opportunity to develop a new electric eld mediated
transport phenomenological model.
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3 Project Description
3.1 Current Status of Electroporation Modeling
Current electroporation modeling research has primarily attacked the problem of under-
standing electroporation using single cell electroporation models, SCEMs, from two views.
They are the voltage breakdown electroporation models, VBEMs, and the force breakdown
electroporation models, FBEMs. While both of these methods have extended the under-
standing of the electroporation phenomenon, they have avoided the subject of the motion
of the ions, the primary charge carriers [114].
The electroporation literature has examined the transmembrane potentials and the trans-
membrane forces from applied electric elds in great detail but these venues are limited to
the examination of a single cell or small portions of a cell. For example, the VBEMs cal-
culate transmembrane voltage values as a function of cell radius and θ, see gure 2.2, but
the limitations of the model require that the cell is spherical, the inside of the cell is a
homogeneous lipid with a dielectric constant of approximately 2, and the extracellular ma-
trix is a homogeneous saline solution with a constant dielectric constant of approximately
80 [125,126,133,166,189,201]. This simplication of reality has produced a model that de-
scribes the single spherical cell system and predicts a transmembrane voltage required for
poration but requisite renements are difcult with this method. Alternately, the FBEMs
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are simple to use, scalable, and cell shape independent but examine only a patch of the cell
membrane [22, 23]. This technique although an interesting theoretical application for por-
tions of a single cell, cannot be applied to populations of cells and has only been applied
to very simple lipid bilayer systems. For an electroporation model to be applicable and
useful in a clinical or laboratory sense, it needs to adequately describe the problem of both
electroporation and the delivery of molecules to the treatment site.
3.2 Electric Field Mediated Flow Field Model
This dissertation describes and implements the mathematical and theoretical base, and
descriptive framework of a new model idea, the electric eld mediated ow eld model
or EFMFFM, that can simultaneously examine the motion of ions, molecules, and/or DNA
fragments driven by an electric eld in diverse matrices1. The new idea, rather than utilizing
the transmembrane potential of a homogeneous single cell, addresses the problem from an
electrophoretic direction. Electrophoresis is the motion of charged species through a matrix
in an electric eld applied by electrodes in contact with the suspension [6,29]. The motion
of ions in applied electric elds causes a circle of ion accumulation at the ecliptic in the
eld direction2, see gure 3.1, and thereby increasing the induced polarization and in turn
the transmembrane potential, see equation 3.1 [32, 99, 186, 224]. The induced polarization
and the transmembrane potential are both functions of the charge accumulation at the poles
1The term matrices is used here not in the mathematical sense but as a structural frame work. The matrices
implied here are any grouping of elements that act to impede flow.
2The ecliptic is the circle that cuts a spherical object in plane in the in-field direction. The circle of ion
accumulation is similar to a circle of illumination created by the homogeneous light emission of the sun on
the curved surface of the earth.
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due to the applied electric eld, see gure 3.1. The yellow regions in gure 3.1 are the
areas where the charge buildup has taken place and where electroporation is predicted by
equation 3.1. The left side of gure 3.1 is the anode side of the process and the right side is
the cathode3. The regions of inuence are electrode shape dependent. In this graphic and
in equation 3.1, the electrodes are assumed to be nite points.
(3.1) ∇ · E = ∇ · (−∇Φ) = ρ
²o
The transmembrane potential, Φ, can be calculated from ρ, the volume charge den-
sity4. If ρ(x,y,x) was know for both sides of the membrane then the transmembrane potential
would be calculated by integrating over the inner surface to compute the inner surface
voltage, Vis =
∫
Qis
4pi²or2
dr =
∫ ∫∫ ρisdA
4pi²or2
dr, and outer surface to compute the outer
voltage, Vos =
∫
Qos
4pi²or2
dr =
∫ ∫∫ ρosdA
4pi²or2
dr.5 Subtracting these two voltages yields
the transmembrane potential, Φ. The transmembrane potential described here is the same
value utilized by the VBEMs but it is applied in a different manner for a completely differ-
ent solution, see appendix A.
Understanding the motion of the ions in the applied electric eld via electrophoresis
also allows for a prediction of the applied force. The force due to a static charge is described
3This stems from the cosine dependance of the transmembrane voltage equation, 2.1
4ρ is the number of charge carriers per unit volume. While ρ is typically considered a constant, in the
inhomogeneous matrix where electroporation occurs it is extremely directional dependent.
5
∫∫
dA is used here as the symbol for taking the closed integral on the surface of a region. It can also
be represented as
∮
dA. The Jacobian is dependent on the coordinate system used, e.g. for a spherical
coordinate system the Jacobian is r2 cos θdθdφ and for a rectangular coordinate system the Jacobian is dxdy,
dydz or dxdz. [177]
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Figure 3.1: Applicator Pole Specic Ion Accumulation Ecliptics
by Coulomb’s law, F = 1
4pi²o
q1 × q2
r2
[177]. The forces applied to the membrane by
a distribution of ions could be ascertained using Coulomb’s law and the predicted ionic
concentration due to the applied electric eld in a manner similar to those employed in
molecular dynamics. The EFMFFM incorporates portions of nodal analysis, time evolving
nite difference, molecular and uid dynamics into one descriptive system.
This task is accomplished using a self descriptive array, or SDA, where each node con-
tains the pertinent information about node content, available ow directions, content ow
velocities and eld strength. The SDA has the capabilities to be expanded to a computer
dependent size and thereby posses the ability to describe highly complex systems. The
SDA was used to examine ion ow in tissue for two electrodes, DNA motion in tissue and
DNA motion in electrophoresis gels.
Node content begins with an initial concentration or normalized value of the chosen
ionic species. This initial distribution can be randomly or patterned throughout the array
approximating experimental conditions, e.g. concentric distribution of analyte from
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injection. After the electric eld is applied this initial concentration distribution will ow
between nodes by a time evolving nite difference technique.
Biological matrices are modeled as a oweld where the ow of charged species is
limited to allowable directions and dened ow rates [13, 75, 77, 124]. This permits the
creation of matrices with diverse structures limited only to the resolution of the chosen array
size. Flowelds are typically utilized to describe the dynamics of the motion of uids in
complex systems, like smoke emerging from a chimney or rivulets creating caverns [124].
In this oweld, the force governing motion is an applied electric eld gradient. This is
different from most owelds where the motion is governed by gravity, temperature or
pressure. The force due to the applied electric eld acting on the charged species is the
calculated Lorentz force. This value is countered by retarding forces that are dependent on
the distinct matrix being examined.
Field strength was modeled using a resistor model for the region between electrodes
and an inverse distance squared relationship, 1
r2
, model outside of the electrodes. This
method allows for the electric eld to be modeled as a constant during application. This
simplication is justied because the time response of an ion’s motion in an electric eld
is on the order of femtoseconds, see table 5.4 [6, 114, 177]. This eld strength modeling
method ignores the charging of the cell membrane because it is concentrated on the motion
of the charged species rather than membrane breakdown.
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3.3 Problem Denition
The challenge associated with the creation of the EFMFFM, electric eld mediated ow
eld model, is the development of the method to be utilized to examine electrophoresis
in diverse matrices. Succinctly stated, this task is preformed by solving equation 3.2, a
relatively simple differential equation for the ux of charged species, jcs [45, 64] using
numerical techniques. Equation 3.2, combines Fickian diffusion, −Dcs∇ccs(x, y, z) with
Einstein’s absolute mobility equation, M = DAB
kbT
, and the Lorentz force equation, F =
qE. This differential equation has an analytical solution in liquids and simple systems
but not in diverse biological matrices. The EFMFFM produces a time evolving solution
for this equation by examining the ow of charged species in liquids and expanding the
work to tissue and agarose gels. The model was veried by simulation and comparison to
experimental data for two electrode varieties in a hypothetical tissue and for DNA motion
in agarose gels, see chapters 8 through 13. The techniques utilized to create the general
model and the simulations are also described and characterized, see chapters 5 through 7.
(3.2) jcs(x, y, z) = −Dcs∇ccs(x, y, z) + ccs(x, y, z)Dcs
(
qEapplied
kbT
)
6
6In the diffusivities the carrier suspensory is understood, hence the diffusivities are Dcs rather than DAB
where A is the charged species and B is the suspensory.
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4 Material and Methods
4.1 Introduction
The operating systems and the software used in the research and during the writing of
this dissertation was GNU/Linux created by Red Hat, Fedora, the Free Software Founda-
tion, FSF, and the GNU project. The use of this software/operating system combination
was chosen because of the stability, reliability and portability of the nal results. This fol-
lows the ideals of C programming where code should be portable with only recompilation
required, regardless of the users system.
4.2 Materials
This section is broken up into two parts, research and document. In the research portion,
the computers, operating systems and the utilized programs, as well as the materials used
for the gel electrophoresis process are listed. In the document portion, the software used
to create this dissertation is listed. Although including the document preparation software
in the materials section of the document is rare, it is included here for completeness. My
goal for this research was to produce a descriptive model of the motion of charged species
in diverse matrices in an source open source format from research through documentation
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to presentation. This goal was accomplished and the programs required are reected here
in the materials section.
4.2.1 Research
The research for this project had four phases. First, literature and experimental data
was collected and interpreted. Second, computer based mathematical models were created.
Third, the motion of ions and molecules were simulated in silico. Fourth, the individual
images produced by the simulations were compared to the original data and converted into
animated gifs.
4.2.1.1 Computers
Manufacturer Model Processor Speed (MHz) Ram (Mb)
Dell Dimension v400 Pentium II 400 384
HP ze5170 Pentium IV 2000 512
HJD1 Workstation Pentium IV ht 2600 1024
4.2.1.2 Operating Systems
Red hat 9.0 and Fedora Core 1 were used in every element of this dissertation. From the
initial planning, to the code writing, to processing, post processing, plotting and animation
of the data. Choosing open source operating systems was requisite to producing an open
source dissertation.
1This is HickeyJosephDesigned, a homebuilt pc continuing with the open system idea.
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4.2.1.3 Research Programs
The operating systems, compilers, shells and graphics packages used in the research
contained in this dissertation as well as the creation of the dissertation itself are listed in
table 4.1 below.
Table 4.1: Operating Systems and Software Used in the Dissertation
Operating System Red hat 9.0 Fedora Core 1
Compiler GCC-3.2.2-5 GCC-3.3.2-1
Shell BASH-2.05b-20.1 BASH-2.05b-34
Scripting Language Perl-5.8.0-88.3 Perl-5.8.3-16
Plotting Program Gnuplot-3.7.3-2 Gnuplot-3.7.3-4
Graphics Program tetex-1.0.7-66 tetex-2.0.2-8
Animation Program ImageMagick-5.4.7-10 ImageMagick-5.5.6-5
4.2.1.4 Gel Electrophoresis
Materials Used in Gel Electrophoresis Experiments
1. Electrophoresis Buffer (TAE or TBE)
(a) TAE 50x Stock Solution pH ∼8.5
i. 242 g Tris base
ii. 57.1 ml glacial acetic acid
iii. 37.2 g Na2EDTA·2H2O
iv. H2O to 1 liter
(b) TAE 1x Working Solution
i. 40 mM Tris acetate
ii. 2 mM EDTA
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(c) TBE 50x Stock Solution pH ∼8.5
i. 242 g Tris base
ii. 55 g boric acid
iii. 40ml 0.5 M EDTA, pH 8.0
iv. H2O to 1 liter
(d) TBE 1x Working Solution
i. 89 mM Tris base
ii. 89 mM boric acid
iii. 2 mM EDTA
2. Ethidium Bromide Solution
(a) 1000x Stock solution, 0.5mg
ml
i. 50 mg ethidium bromide
ii. 100 ml H2O
(b) Working solution, 0.5µg
ml
i. Dilute stock 1:1000 for gels or stain solution
3. Agarose electroporation grade
4. 10 X loading buffer
(a) 5 mM CaCl2
(b) 0.4 M mannitol
(c) Make up solution in solution of PBS
5. DNA molecular weight markers
6. Horizontal gel electrophoresis apparatus
7. Gel casting platform
8. Gel combs
9. DC power supply
Methods Used in Gel Electrophoresis Experiments [7] 1
1. Prepare the gel, using electrophoresis buffer and electrophoresis-grade agarose, see
table 4.2, by melting in a microwave oven or autoclave, mixing, cooling to 55◦C,
pouring into a sealed gel casting platform, and inserting the gel comb. Ethidium
bromide can be added to the gel and electrophoresis buffer at 0.5 µg
ml
.
2
1The methods listed in this section are reproduced verbatim from Short Protocols in Molecular Biology
by Ausubel et al. 1997.
2CAUTION: Ethidium bromide is a potential carcinogen. Wear gloves when handling.
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2. After the gel has hardened, remove the seal from the gel casting platform and with-
draw the gel comb. Place into an electrophoresis tank containing sufcient elec-
trophoresis buffer to cover the gel ∼ mm.
3. Prepare DNA samples with an appropriate amount of 10x loading buffer and load
samples into wells with a pipettor. Be sure to include appropriate DNA molecular
weight markers, see gure 12.1
4. Attach leads so that the DNA migrates to the anode or positive lead and electrophorese
at 1 to 10 V
cm
of gel.
5. Turn off the power supply when the bromophenol blue dye from the loading buffer
has migrated a distance judged sufcient for separation of the DNA fragments.3
6. Photograph a stained gel directly on a UV transilluminator4 or rst stain with 0.5 µg
ml
ethidium bromide 10 to 30 min, destaining 30 min in water, if necessary.
Table 4.2: Agarose Concentrations for the Separation of DNA Fragments
Agarose (%) Effective range of resolution
of linear DNA fragments (kbp)
0.5 30 to 1
0.7 12 to 0.8
1.0 10 to 0.5
1.2 7 to 0.4
1.5 3 to 0.2
4.2.2 Document Preparation
This dissertation was typeset, prepared, edited and processed on a Fedora Core 1 ma-
chine using LATEX 2ε. This document preparation system was chosen for two reasons. The
3Bromophenol blue comigrates with the ∼ 0.5kb fragments.
4Photography of DNA in Agarose Gels
(a) Illuminate the gel with UV light (> 2500 µW
cm2
) using a UV transilluminator.
(b) Photograph with a Polaroid MP4 camera using and orange filter (Kodak Wratten # 23A) and a clear
UV blocking filter (Kodak Wratten #2B) with Polaroid type 667 film (ASA 3000)
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rst reason is compatibility with future writings and the control over the document prepa-
ration process. The second reason is LATEX 2εas a document preparation system innately
possesses a bibliography manager, BIBTEX, extensive equation editing capabilities and
the ability to produce PDFs, using PDFLATEX. LATEX 2εcan also be used to create presenta-
tions 5, posters, envelopes and mass mailings as well as all of one’s document needs. Due
to its expansive scaling from add on packages, callable sources, exhaustive examples, and
practicality, LATEX 2εis an all in one system for producing documents from one page letters
to two hundred page dissertations.
5Creating presentaitons required a separate add on package called PPower4. This package adds pauses to
the pdf output of the latex file. PPower4 requires the latex⇒ dvips⇒ ps2pdf.
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5 Modeling Electrophoresis in Fluids
5.1 Introduction
There are several computational and logical steps required to plan and ultimately con-
struct an electrophoresis model for uids. This chapter describes the efforts that focused
on force and velocity calculations. The rst step in modeling the time dependent motion
of ionic or charged molecule concentration in complex matrices, is to calculate the drift
velocity of different species in various liquids. This is important because mobility is a
function of the analyte, the suspensate, and the driving force. The analyte’s contributions
are its charge and ionic radius, while the suspensate adds drag due to its viscosity. The
driving force is generated by the interaction of the charged species and the applied electric
eld. This chapter examines the motion of ions, chemotherapeutic agents, and plasmid
DNA in deionized water, 0.9% saline solution and blood. Drift velocities, ionic mobilities,
and distances traveled for common delivery conditions are computed for carrier ions and
deliverables.
5.2 Examining Ionic Motion in Solution
This section explains the motion of a system of potassium ions in deionized, DI, water,
0.9 % sodium chloride and human blood. This analysis is performed to establish abso-
32
lute baseline expectations with respect to speed, acceleration, and applied force for small
charged entities. It also accents situations where the hydrodynamic radius and charge of
the species heavily inuences the results.
The fundamental equations for describing the motion of ions in solution were developed
by Lorentz and Stokes. The force on an ion due to the electric eld is described by the
Lorentz’s force equation, F = zeE = ze∆φ
l
, while the retarding force on the ion due to
the liquid is predicted by Stoke’s law, Ff = fs = 6piηrs. When these two forces are in
equilibrium, an ion with its given charge and radius, will be traveling at its fastest possible
rate for the applied electric eld in that solvent1. Solving for the speed of the ion yields
s = zeE
f
= zeE
6piηr
. The viscosities, η, of the different solutions are 0.890 cP, 1.014 cP and 3.4
cP for DI water, 0.9 mass % saline and human blood, respectively [19, 108]. An example
speed calculation for a potassium ion in DI water for an electric eld strength of 1500 V
cm
is presented in equations 5.1 through 5.6.
s =
zeE
f
=
zeE
6piηr
=
1× 1.602× 10−19C × 1500 V
cm
6× 3.14× 0.890cP × 138pm(5.1)
=
1× 1.602× 10−19C × 1500 J
cm C
6× 3.14× 0.890× 1× 10−3 kg
ms
× 138pm(5.2)
=
1× 1.602× 10−19C × 1500 kg m2
s2 cm C
6× 3.14× 0.890× 1× 10−3 kg
ms
× 138pm(5.3)
=
1× 1.602× 10−19 × 1500 m3
s cm
100cm
m
6× 3.14× 0.890× 1× 10−3 × 138pm1×10−12m
pm
(5.4)
=
1× 1.602× 10−19 × 1500× 100
6× 3.14× 0.890× 1× 10−3 × 138× 1× 10−12
m
s
(5.5)
s = 0.0104
m
s
= 1.04
cm
s
(5.6)
1When the driving force and the retarding force are in equilibrium an object is said to be moving at its
terminal velocity, the maximum possible velocity for a given size object, in a give media, and for a given
attractive or repulsive force
33
For a 1500 V
cm
electric eld, the speed values of a potassium ion in 0.9 mass % sodium
chloride solution and blood are 0.912 cm
s
and 0.272 cm
s
respectively. For an applied electric
eld of 150 V
cm
the speed values are 0.104 cm
s
, 0.0912 cm
s
and 0.0272 cm
s
for DI water, 0.9
mass % sodium chloride and blood respectively. In liquids, a ten fold increase in electric
eld produces a ten fold increase in velocity. This is a direct result of the linearity of Stoke’s
law.
Figure 5.1: Three Dimensional Structure of Bleomycin [215]
5.3 Examining Molecular Motion in Solution
Molecular systems add a level of complexity to the modeling because of their larger
more complex three dimensional shape. Large complex molecules may have multiple three
dimensional conformations for the same primary structure. Therefore, a molecular motion
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model must be tuned to a specic molecule. Bleomycin was chosen as the molecule to be
examined because it is commonly used for both in vivo and clinical electrochemotherapy
treatments [41, 60, 70, 86, 87]. Bleomycin demonstrates the additional elements and the
increased level of complexity in a molecular mobility calculation.
The rst step to calculating speeds of three dimensional objects in uids is the cal-
culation of their hydrodynamic shape. For this analysis the A form of Bleomycin was
chosen, it has a molecular weight of 1415.5 g
mol
. This decision required the Lewis struc-
ture diagram [215] of the molecular structure of the A form of Bleomycin, see gure 5.1.
From the Lewis structure, bond angles and lengths were collected from chemistry refer-
ences [6, 94, 184] and a lookup table [108]. From the literature data an approximate length
and width for the molecule was computed, 2460 pm and 1935 pm respectively, the third
dimension is based on isomeraization and was approximated as equal to the width. The
prolate spheroid shaped molecule was then approximated by an equal volume sphere with
a radius of 2200 pm. An equal volume radius was chosen because the charge was approxi-
mated as being at the center of the molecule [6].
The next step was to calculate an approximate valence number for this form of bleomycin.
Bleomycin is a highly polar molecule but the only sections that will affect the ionic char-
acteristics of the molecule are at the edges [6]. The central sections are shielded by other
atoms. As a molecule becomes larger its ionic characteristics are masked by its solvation ra-
dius [6,85]. A value of seven electron charges was calculated for Bleomycin’s overall ionic
charge. This value was calculated by averaging the valency of the molecule’s constituents
in solution, e.g−OH ⇒ −O− +−H+ and−NH2 +−H+ ⇒ −NH+3 . Bleomycin’s hydro-
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dynamic radius, averaged valency, the applied electric eld strength and the viscosity of a
0.9 mass % sodium chloride solution were used to compute the approximate speed limit.
s =
zeE
f
=
zeE
2piηr
=
7× 1.602× 10−19C × 1500 V
cm
6× 3.14× 1.014cP × 2200pm(5.7)
=
7× 1.602× 10−19C × 1500 J
cm C
6× 3.14× 0.890× 1× 10−3 kg
ms
× 2200pm(5.8)
=
7× 1.602× 10−19C × 1500 kg m2
s2 cm C
6× 3.14× 1.014× 1× 10−3 kg
ms
× 2200pm(5.9)
=
7× 1.602× 10−19 × 1500 m3
s cm
100cm
m
6× 3.14× 1.014× 1× 10−3 × 2200pm1×10−12m
pm
(5.10)
=
7× 1.602× 10−19 × 1500× 100
6× 3.14× 1.014× 1× 10−3 × 2200× 1× 10−12
m
s
(5.11)
s = 0.00357
m
s
= 0.357
cm
s
(5.12)
The speed of bleomycin in 0.9 mass % sodium chloride is 0.357 cm
s
for a 1500 V
cm
eld
while the velocity in blood and DI water for the same conditions would be 0.107 cm
s
and
0.407 cm
s
respectively. For the 150 V
cm
cases the values are 0.0357 cm
s
, 0.0107 cm
s
and
0.0407 cm
s
respectively.
5.4 Examining a Plasmid’s Motion in Solution
Modeling the motion of a plasmid in the different solutions and applied voltages is a
more complex task than predicting the theoretical speed for bleomycin. This is due mainly
to the size of the molecule and the intricacies of the tertiary structure. The plasmid can be
assumed to be supercoiled and 1000 base pairs long. Part of the difculty in modeling the
motion of a plasmid in solution is due to an applied electric eld. To use Stoke’s law for
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describing the motion of the charged molecule both the hydrodynamic radius and molecular
charge are required. In the example discussed below both the hydrodynamic radius and the
molecular charge values were calculated from known values using extensions of common
methods, see appendix E [108, 181, 184].
The rst step in computing the hydrodynamic radius is to calculate an approximate vol-
ume for a representative purine-pyrimidine base pair. One molecule of Deoxyadeonsine is
approximately 634 pm by 280 pm and one molecule of Deoxythymine is approximately
280 pm by 430 pm [184]. The two of them joined together have a footprint that is approx-
imately 560 pm by 634 pm. The second step to computing the hydrodynamic radius is to
approximate the representative purine-pyrimidine pair with a 600 pm radius sphere. The
third hydrodynamic radius computation step is to calculate an approximate volume for the
entire plasmid. Assuming that the plasmid will be supercoiled and utilize the minimum
effective space possibles, the DNA molecule’s volume can be elucidated with the approxi-
mated radius. Now after some simple packing analysis, see appendix E, the plasmid system
was approximated by a sphere with a radius of 6000 pm. This volume approximation is in
agreement with literature values and the bleomycin approximation presented above [185].
A radial doubling produces a volumetric factor of eight change, and a radial increase of 2.7
causes a 20.3 fold volume increase. Therefore, the hydrodynamic sphere of the plasmid is
approximately twenty times larger than for bleomycin.
Computing the valency of the DNA plasmid was accomplished with the aid of a litera-
ture value that was measured and regressed by examining the motion of an attached linear
strand of DNA [181]. The conversion factor, taken from literature values, was used to cal-
37
culate the charge of the DNA fragment from the number of base pairs 0.06 e−
basepair
[181]2.
Therefore the valency on a 1000 base pair plasmid is 60 for a charge of 60 e−. A sample
calculation is show below in equations 5.13 through 5.18.
s =
zeE
f
=
zeE
2piηr
=
60× 1.602× 10−19C × 1500 V
cm
6× 3.14× 1.014cP × 6000pm(5.13)
=
60× 1.602× 10−19C × 1500 J
cm C
6× 3.14× 0.890× 1× 10−3 kg
ms
× 6000pm(5.14)
=
60× 1.602× 10−19C × 1500 kg m2
s2 cm C
6× 3.14× 1.014× 1× 10−3 kg
ms
× 6000pm(5.15)
=
60× 1.602× 10−19 × 1500 m3
s cm
100cm
m
6× 3.14× 1.014× 1× 10−3 × 6000pm1×10−12m
pm
(5.16)
=
60× 1.602× 10−19 × 1500× 100
6× 3.14× 1.014× 1× 10−3 × 6000× 1× 10−12
m
s
(5.17)
s = 0.0126
m
s
= 1.26
cm
s
(5.18)
The speed of the plasmid, as developed in equations 5.13 through 5.18, in 0.9 mass %
sodium chloride is 1.26 cm
s
for a 1500 V
cm
eld while the velocity in blood and DI water
for the same conditions are 0.376 cm
s
and 1.44 cm
s
. For the 150 V
cm
cases the values are
0.126 cm
s
, 0.0376 cm
s
and 0.144 cm
s
respectively. Table 5.1 summarizes the drift velocity
calculation results for ions, bleomycin and plasmids in DI water, 0.9% NaCl and blood.
Ionic mobility, u, is the modeling parameter typically used when comparing the motion
of ions or molecules in uids, it is the velocity of that ion or molecule in a given uid
times the charged species’ radius divided by the applied electric eld. The assumptions
in calculating ionic mobility are steady state driven and include constant viscosity of the
2The constant e− in the units of this conversion factor is the charge of an electron, the value used in this
document was1.602× 10−19Coulombs.
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Table 5.1: The Drift Velocities of Various Substances Used in Molecular Delivery
Substance and Voltage DI Water Saline Blood
K+ @ 1500 V
cm
1.04 cm
s
0.912 cm
s
0.272 cm
s
K+ @ 150 V
cm
0.104 cm
s
0.0912 cm
s
0.0272 cm
s
Bleomycin @ 1500 V
cm
0.406 cm
s
0.357 cm
s
0.107 cm
s
Bleomycin @ 150 V
cm
0.0406 cm
s
0.0357 cm
s
0.0107 cm
s
1000 bp Plasmid @ 1500 V
cm
1.44 cm
s
1.26 cm
s
0.376 cm
s
1000 bp Plasmid @ 150 V
cm
0.144 cm
s
0.126 cm
s
0.0376 cm
s
solution and constant velocity of the ion or molecule. The ionic mobilities were calculated
from the data listed in table 5.1 and are presented in table 5.3.
The calculations of this section included blood as one of the suspensors to help explain
through comparison what happens in an in vivo situation. This computation assumes that
the interstitial uid has the same or similar viscosity as blood. After the applied electric
eld is extinguished the cells will slowly come to a stop and then be affected solely by
diffusion, Brownian motion, and clearance.
A recent paper in the journal Gene Therapy [216] examined the exact case of the elec-
trophoretic motion of DNA in tissue. The authors concluded that electrophoretic motion is
5 to 6 orders of magnitude faster than straight diffusion for ions and charged molecules.
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Table 5.2: Distances Traveled for Common Field Conditions
Substance, Voltage and Time DI Water Saline Blood
K+ @ 1500 V
cm
for 100 µs 1.04 µm 0.912 µm 0.272 µm
K+ @ 150 V
cm
for 150 µs 0.156 µm 0.137 µm 0.0408 µm
Bleomycin @ 1500 V
cm
for 100 µs 0.406 µm 0.357 µm 0.119 µm
Bleomycin @ 150 V
cm
for 150 µs 0.0609 µm 0.0536 µm 0.0176 µm
1000 bp Plasmid @ 1500 V
cm
for 100 µs 1.44 µm 1.26 µm 0.376 µm
1000 bp Plasmid @ 150 V
cm
for 150 µs 0.216 µm 0.189 µm 0.0564 µm
This means that the greatest distance traveled for molecules like DNA and Bleomycin is
during an electrophoretic pulse.
5.5 Velocity and Acceleration of Charged Species in Electric Fields
Knowing the nal velocity of charged species in a liquid is important since it can be
used to calculate the absolute distance traveled. Alternatively, the instantaneous veloc-
ity and acceleration as a function of time are very useful when examining the motion of
charged species for short time intervals. The computation of the acceleration and veloc-
ity as a function of time was accomplished utilizing the rst principle methods outlined in
equations 5.19 and 5.23.
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Table 5.3: Ionic Mobilities of Various Substances Used in Molecular Delivery
Substance and Voltage DI Water Saline Blood
K+ 6.93 ×10−4 cm2
s V
6.08 ×10−4 cm2
s V
1.81 ×10−4 cm2
s V
Bleomycin 2.76 ×10−4 cm2
s V
2.38 ×10−4 cm2
s V
0.713 ×10−4 cm2
s V
1000 bp Plasmid 9.60 ×10−4 cm2
s V
8.40 ×10−4 cm2
s V
2.51 ×10−4 cm2
s V
F = Fe − Ff = ma(5.19)
F = z eE − 6pi η r s = ma(5.20)
s = so + a t(5.21)
a =
z eE
6pi η r t +m
(5.22)
s = so +
z eE
6pi η r t +m
t(5.23)
Solving for the acceleration and speed as a function of time produces a system of two
independent equations, equations 5.22 and 5.23, with three unknowns, speed, acceleration
and time. This system of equations was solved by setting the initial speed, so, to zero
and selecting a range of times from 1 ×10−16 to 1 ×10−13 seconds, see appendix F for
the calculation technique employed. The results of these calculations are listed in table
5.4. The interaction between an ion’s acceleration and speed can be seen in gure 5.2. The
maximum speed that theK+ ion would achieve for a 1500 V
cm
100 µs pulse is 1.038×10−2 m
s
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and it would reach that speed in 1.23× 10−13 seconds or so, see table 5.43 on page 45 and
gure 5.2 below.
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Figure 5.2: Plot of Acceleration and Speed in 0.9% NaCl Solution
From equations 5.22 and 5.23, it can be seen that the greatest acceleration is between
time equal to zero and time equal to zero +∆to which physically makes sense because
that is also when the greatest change in speed also takes place. Table 5.4 lists the ion’s
velocity prole from an initial speed of 0m
s
and slowly increasing to a maximum value
3In table 5.4 a large number of digits are expressed after 4.96 × 10−14 seconds, this is to demonstrate
the effect of the acceleration term on the velocity term. The physical significance is limited to 3 significant
figures.
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of 1.038 × 10−2 m
s
, see table 5.4. The effect of the mass of the ion or molecule on the
acceleration or velocity is minimal except when m À 6pi η r t. Potassium ions in a 0.9%
NaCl solution reach their drift velocity in 10 ns. This type of analysis could be performed
for other deliverables and the pulse strength and duration could be tuned per molecule.
5.6 Summary
Modeling electrophoresis in uids can be accomplished using Stoke’s law and Lorentz’s
force equation. This process requires the hydrodynamic radius and valency of the charged
species and the applied electric eld strength. The hydrodynamic radii and valency of ions
are listed in various books but molecules are a more difcult subject. The three dimen-
sional structure of molecules requires that their structure be computed from the constituent
elements and that a representative hydrodynamic radius be approximated. The valency of
molecules can be approximated by averaging the valency of the end groups.
For the demonstration examples presented here, the hydrodynamic radius and valency
for Potassium was taken from literature values while the hydrodynamic radius for bleomycin
and a one kilobasepair plasmid were calculated. From these values the velocities for com-
mon deliverables in typical carrier uids were computed for high eld and low eld elec-
troporation/electrophoresis signature components, see table 5.1. From the drift velocities,
the distances travelled for common delivery conditions were calculated, see table 5.2. From
the distances travelled per unit time, ionic mobilities were calculated, see table 5.3.
Ionic mobilities were reported because they are time and velocity independant for ions
traveling in steady state, and could be used for comparision against literature values. Since
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ionic mobilities are only useful after the ions have reached steady state, a time series anal-
ysis on potassium ions was performed to understand the motion of ions4 after the onset
of the electric eld. The results for this time series analysis are presented in table 5.4.
These calcuations and these calculated values are useful to understand the motion of di-
verse molecules in various carrier uids. The work and results from this chapter have been
presented and published [75, 77].
4As well as create a method for other charged species, utilizing the method of appendix F and values for
r, η, E, z, m and t
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Table 5.4: Velocity and Acceleration for K+ Ions in a 0.9 Mass % NaCl Solution
Time (sec) Acceleration (m
s2
)
Velocity
(
m
s
)
0 3.700 ×1011 0
1.0 ×10−16 3.687 ×1011 3.687 ×10−5
3.0 ×10−16 3.648 ×1011 1.463 ×10−4
6.0 ×10−16 3.571 ×1011 3.605 ×10−4
1.05 ×10−15 3.273 ×1011 1.836 ×10−3
3.6 ×10−15 2.454 ×1011 3.495 ×10−3
6.6 ×10−15 1.431 ×1011 6.364 ×10−3
1.05 ×10−14 6.154 ×1010 8.653 ×10−3
3.0 ×10−14 2.795 ×108 1.0372 ×10−2
4.96 ×10−14 5.337 ×105 1.037973∗ ×10−2
7.03 ×10−14 5.152 ×102 1.037975 ×10−2
8.2 ×10−14 9.541 ×100 1.037975 ×10−2
9.03 ×10−14 5.557 ×10−1 1.037975 ×10−2
1.04 ×10−13 5.978×10−3 1.037975 ×10−2
1.23 ×10−13 9.0531×10−6 1.037975 ×10−2
∗The number of significant figures increases to show the reduction in effect of
acceleration on speed, these values are not stated as significant and are only
included for pedagogical purposes.
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6 Contrasting In Vivo and In Vitro EFMDGD Flow Systems
6.1 Introduction
Chapter 5 described the motion of ions, molecules and plasmids in electric elds in liq-
uids. While the calculations and knowledge are useful and interesting, the motion described
is not entirely representative of electric eld mediated drug and gene delivery, EFMDGD,
conditions [68,89]. EFMDGD is performed in both in vivo and in vitro experimental venues
and while in vivo and in vitro experimental procedures for EFMDGD are different the
methods of action are primarily the same, with electrophoresis being the driving force for
delivery. Electrophoresis is the motion of charged species in an applied electric eld [193].
This chapter will review the different venues for electrophoresis in EFMDGD and examine
the effect of void fraction on EFMDGD.
6.2 Importance of Electrophoresis on Electroporation
Understanding the equations that govern the motion of ions and molecules in suspen-
sion yields insight into how to control their motion with electric elds. Examination of the
in vitro case produces the greatest result for the least intellectual energy expenditure since it
is a simpler case. In this type of experiment, cells are placed into a cuvette with an analyte
that is selectively excluded by the cell membrane. The cell-analyte solution is then exposed
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to a single, or multiple, poration pulse(s) and the measurement of analyte uptake begins.
In vitro experiments are used to measure the relative effectiveness of a treatment before
moving to a more expensive model, e.g. to test the efcacy of a drug-electric eld com-
bination, to test anticancer drugs against different cell lines [88] or to measure the rate of
uptake of small uorescent or radioactive tracer molecules [74]. These studies are typically
done with the analyte in excess, thereby maintaining rst order kinetics1. The positives of
in vitro experiments lie in the fact that they can be done easily, inexpensively, and rapidly.
The negatives include the fact that the resultant values are not always indicative of in vivo
systems.
Two possible reasons why in vitro systems are not exact models of in vivo systems
for electroporation experiments are packing factor and tissue structure. Packing factor
is dened as the ratio of the sum of cell volumes to the system volume [5]. In cuvette
experiments, with 5 × 106 cells
mL
, the packing factor of the cells is small and highly cell
diameter dependent. For mammalian cells with an average cell diameter of 50 µm [3],
the total volume taken up by cells is 327µL, see table 6.1. As the cell diameter decreases
the void fraction increases rapidly, see table 6.1. For diameters less than 32 µm the cells
comprise only 10% of the system volume. An increased void fraction reduces cell-cell
1This is actually a pseudo-first order system because holding the concentration of analyte in great excess
removes it from the rate equation by holding it constant.If [analyte] is constant, it can be divided out of both
sides of the second order equation, see equation 6.1 and the result is equation 6.2, a first order equation with
respect to concentration of cells, [cells].
(6.1) Second order system rate = k[cells][analyte]
(6.2) First order system rate = k[cells]
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Table 6.1: Volume and Void Fraction for Cells of Different Diameters [88]
Diameter Volume of 5E6 cells (mL) % Void Fraction of 1 mL Suspension
15 0.0088 99.12
20 0.0209 97.91
25 0.0409 95.91
30 0.0706 92.94
35 0.1123 88.77
40 0.1676 83.24
45 0.2385 76.15
50 0.3273 67.27
interaction which in turn affects in solution cell rotation and ion ow past the cell. Both of
these factors reduce residence time for the ions contacting the cell membrane.
A 10% packing factor is very small when compared with an in vivo system. On the or-
ganism level, the human body is 70% intracellular space and 30% extracellular space [123].
Therefore, a much larger fraction of the body is cells rather than free space for the ions to
roam [123]. While this difference does not affect the applied electric eld, it affects the
induced transmembrane potential, see appendix A, the current pathways and the motion
of the molecule being delivered. In cuvette experiments the ions are free to move as they
please and produce a pseudo-homogeneous eld. However, in tissue the current must ow
48
in either the intracelluar or extracellular uid via the intracellular or extracellular pathways
respectively.
If cell diameter was the only factor affecting electroporation then selecting the requisite
electric eld strength would be simple. Figure 6.1 shows that factors other than cell diam-
eter play a large role in permeabilizing cell membranes. Another possible factor is tissue
structure. A closer examination of a few of the cell types in gure 6.1 yields insight into the
tissue structure parameter. Lewis Lung 2 cells are loosely adherent to asks, yet typically
suspend in clumps while Ishikawa and B16 cells are strongly adherent to ask and typically
suspend as single cells. A single cell radii is small but a group of cells may act like a large
single cell, thereby reducing required electric eld. Cell membrane components may also
affect poration. Zahroff et al have associated electroporation with cell membrane collagen
content [216]. Clumping of cells or cell membrane components may help to explain the
random scatter shape of the eld intensity plot shown in gure 6.1 and the tortuosity of the
pathways in undissociated cell clumps will increase the effect of an applied electric eld
on the participating cells2.
The tortuosity and porosity of tissue may also explain why rotating the electric eld be-
tween pulses produces increased poration for in vivo electroporation treatments [58,59,69].
In in vivo experiments, the electric eld is in one direction for a given period of time. Ro-
tating the electric eld mobilizes the ions at a right angle to the previous path of travel.
Changing the eld direction causes the ions to have a more uniform interaction around
2Depending on the size of the undissociated cell clump, the applied electric field effect could range from
full single faced field, for the cells on the outside of the clump in line of sight with an electrode, to no field
felt, for cells on the inside of the clump.
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Figure 6.1: Relationship Between Cell Diameter and Electroporation Field Intensity [88]
each cell. The rotating eld is similar to turning the cell in a homogeneous electric eld.
Rotating the eld also allows the greatest number of cells to experience the greatest local
effect while promoting two dimensional travel of deliverables through the tissue. Three di-
mensional travel of the ions is caused by local interaction with other ions and the tortuosity
of the tissue itself.
Ions in an electric eld continue to travel in a straight line, building up speed until they
achieve terminal velocity in that media or until they interact with the oppositely charged
electrode, ion or a cell [135,177,213]. Once the eld is switched off the ions will continue
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to travel in the same direction until their momentum runs out via the frictional drag of the
media or intersections with cells. The ions will then return to their lowest energy state if
not acted on by an outside force.
6.3 Molecular Delivery
Control of electrophoretic molecular delivery is done via control of the applied electric
eld. While homogeneity of the electric eld produces positive results for electroporation,
electrophoresis in tissue prots more from an inhomogeneous eld. Ionic molecules may be
driven anywhere in the tissue between the two electrodes by altering the direction of the
electric eld. Alternatively a neutral dipolar compound could be driven via an oscillating
electric eld. The electric eld would apply a torque to the dipole and given the correct
combination, typically a cosine function, the dipolar compound would seemingly cartwheel
along in the direction of travel. A joint electrophoresis-electroporation protocol that prots
from the synergy of the two techniques would not only improve delivery to individual cells
but also distribution of the analyte in the tissue.
6.4 Summary
While drift velocities and ionic mobilities are important in liquid systems, their rele-
vance diminishes when applied to electric eld mediated drug and gene delivery, EFMDGD,
conditions and models. This chapter discussed the effects of cell radii, cell membrane com-
position and cell adherence as possible factors inuencing the minimum electroporation
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signature3 parameters. The void fraction of the cells in tissue or an electroporation cuvette
was examined and proposed as one of the possible reasons for the difference between effec-
tive in vivo and in vitro electroporation signatures. The last topic presented in this chapter
focused on the control of the molecular delivery by an applied electric eld and has inti-
mated the dependence of EFMDGD on the applicator. For delivery of large molecules and
plasmids the voltage difference imposed across the applicator plays a signicant role [58].
This chapter briey illustrates why the delivery of drugs and genes to cells by electric elds
is a complex problem dependent on the applied electric eld component of the electropora-
tion signature, applicator design, tissue pathways, and cell membrane components. Chapter
7 focuses on two common electroporation applicators, an emphasis is placed on the impact
of applicator geometry and conguration on the induced electric eld.
3Electroporation signatures are defined as the pulse parameters utilized to induce electroporation. They
include but are not limited to pulse duration, width, shape, number of pulses and time between pulses.
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7 Common Electroporation Electrodes
7.1 Introduction
The dissertation premise that a new model is needed that examines the electric eld
induced motion of ions, molecules, and DNA fragments was introduced in chapter 3. This
electric eld mediated ow eld model, EFMFFM, begins with an inductive understanding
of the Lorentz force driving ions, Stoke’s law acting to retard the ow of particles though
a viscous uid, and Maxwell’s equation that correlates the divergence of the electric ux
density vector, D1, with the volume charge density, ∇ · D = ρ. This axiom of Maxwell
connects the electric potential scalar Φ with the electric eld vector E via the gradient
operator, E = −∇Φ. The divergence of the electric eld, ∇ · E = −∇2Φ = ρ
²o
, usually
know as Poisson’s equation provides information about the volume charge density of the
region affected by the applied electric eld2.
Chapters 5 and 6 introduced the concept that the components of an electroporation-
electrophoretic signature, the applied electric eld strength, duration, and shape, affect the
velocity and direction of the deliverables in liquids, cuvettes, and tissues. This chapter
1The electric flux density vector has units of C
m2
. A constitutive relation is used to convert between D and
E, D = ²E. The units for E are V
m
and the units for ² are C
2
Nm2
. The units of D = ²E are C
m2
= C
2
Nm2
V
m
,
since a C = J
V
and a J = Nm the units work out.
2A special case of Poisson’s equation is Laplace’s equation ∇2Φ = 0, this equation describes regions
where there is no charge distribution
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introduces and describes the shape and use of two of the most commonly used electrodes
in clinical and laboratory treatments, the parallel plate and the six needle array [58, 65, 69,
72, 198]. This chapter also expands on the idea that applicator geometry and conguration
inuence the shape of the eld produced by the applied potential.
7.2 Electroporation Electrode Background
The primary electrodes used for this research were parallel plate caliper electrodes and
needle electrodes. The parallel plate and 4 needle, needle electrodes were chosen because
they are commonly used for in vivo electroporation experiments and clinical treatments [56,
73, 86, 87, 173]. The plates of the parallel plate caliper electrode, see gure 7.1-a [58],
are two stainless steel electrodes afxed to the arms of a plastic Vernier caliper. The two
(a) (b)
Figure 7.1: Photographs of the Parallel Plate and Six Needle Electrodes
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electrodes can then be set to a specic separation for easy calculation of the voltage required
for a chosen applied electric eld strength, V
cm
. The parallel plate electrodes were some
of the rst tissue electrodes used for animal work because of their non-invasive nature
and the homogeneous eld that they produce. The 4 needle, needle array conguration
was chosen for its simplicity and ease of expansion to an alternative design, e.g. 6 needle
array. The electroporation research group at USF uses a 6 needle applicator3, see gure
7.1-b, but customarily only activate four needle subgroups, in a square conguration, at a
time. This is why a 4 needle electrode model is representative [58, 59, 144]. Two graphical
representations of this applicator are show in gure 7.2. Figure 7.2-a is a down the barrel
look at the applicator’s needle electrodes. It displays the center to center distance between
the different needles. While gure 7.2-b depicts the needle array rotated 40◦ from the
horizontal and 80◦ from the vertical.
ﬀ 1 cm -
6
1 cm
?
(a)
6
?
1 cm
(b)
Figure 7.2: Four Needle, Needle Array
3In addition to other applicators.
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7.3 Summary
The electric eld is a function of the geometry and conguration of the applicator.
Two common electroporation applicators are the parallel plate and multi-needle electrodes.
These electrode applicator congurations are currently used in both laboratory and clinical
settings [5961,7072,119,196]. The induced electric eld from these electrodes has been
modeled extensively in electroporation literature [37,38,51,101,157,203,204,208]. While
the resultant electric eld from these electroporation/electrophoresis applicators has been
modeled extensively, besides calculating induced transmembrane voltages very little has
been done with the results of these calculations. Known electric eld patterns were utilized
in modeling the electric eld for the distribution of ions and plasmid DNA in the next few
chapters.
56
Part II
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8 Electric Field Mediated Flow Field Model
Part I of the document spans chapters 2 to 7 and has dealt with the electric eld aspect
of the electric eld mediated ow eld model, EFMFFM. It has provided a review of the
electroporation literature and ascertained an area or deeper examination, specically the
motion of ions, drugs, and DNA in tissues. It also described the motion of ions, drugs, and
DNA fragments in viscous liquid systems. The examination of the motion of deliverables
in electric elds was examined in detail at different voltages and suspensories.
Ionic mobilities, drift velocities, and distances traveled for common eld conditions
were calculated for the suspensates in the diluents. Next, a time series analysis of the
acceleration and speed of a K+ ion in a 0.9% NaCl solution was performed for two reasons,
rst to ascertain the eld duration required for steady state speed of ions in an applied
electric eld and second to understand the process and to create and implement adaptable
computer code for use in other systems, e.g. plasmids in buffer, drugs in tissues.
In chapter 6 the differences between in vitro and in vivo systems were explored. The
importance of electrophoresis on electroporation was introduced. The effect of cell density
was examined and the common packing factors for different cells in in vitro electropora-
tion cuvette experiments were described. The difference between a common cuvette ex-
periment’s packing factor, 10%, and a human was compared. The nal result was that in
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tissue ions have much less room to travel than in cuvettes. This may partially account for
the reduced required in vivo electroporation voltages when compared to in vitro values.
Chapter 7 described two common electroporation electrodes and the electric eld shapes
created by an applied potential. It described how the electric eld shape and density is a
direct cause of applicator shape. A brief description of how the modeling of the electric
elds from the different electrodes was also included.
In part II of this document the ow eld model, FFM, is introduced and its integral and
requisite elements, and their extension into an EFMFFM are described. Chapter 9 describes
the creation of a simple, scalable tissue model for examining the motion of a single charged
species. The ow eld tissue model, FFTM, is of immediate interest because of its scala-
bility and extensibility to a wide variety of electric eld mediated delivery problems. The
FFTM consists of 5 interacting elements that combine to describe two dimensional ow of
ions through a tissue. Chapter 10 contains the main results and conclusions for the FFTM.
Appendices I to O contain all of the simulation results in graphical form, supplemental
information on the model, regressed parameters, and the accompanying computer code.
Chapters 11 to 13 describe the background, creation, and analysis of a novel application of
a ow eld model applied to gel electrophoresis. Appendices P to Z contain the simulation
results in graphical form, supplemental information on the model, regressed parameters,
and the computer code for the gel electrophoresis ow eld model.
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9 Flow Field Tissue Model
9.1 Introduction
Modeling the motion of ions in a target tissue is more difcult than modeling the motion
of ions in solution. Motion in all directions is allowable for ions in a liquid through either
Fickian diffusion, Brownian motion, or the inuence of an applied electric eld, conversely
in a tissue ions are more constrained to move in the extracellular space around cells, refered
to as extracellular channels, or in the intracellular channels of cells. Modeling the motion
of ions in the extracellular and intracellular channels is one of the unique features of the
ow eld tissue model, FFTM, a primary component of the electric eld mediated ow
eld model, EFMFFM, and this process is described in this chapter.
The ow eld tissue model, FFTM, component of the EFMFFM is composed of ve
interacting segments. These ve elements include an odd number on a side, square element
self descriptive array, SDA, a set of randomly generated ow eld values, an initial con-
centration prole of analyte, a set of ow rules, and a set of force values associated with
the applied electric eld. The SDA is self descriptive because it conveniently packages the
other elements of the FFTM into one array while providing a surface for the simulation to
time evolve on. The FFTM can be extended to study a variety of ions and molecules in
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diverse matrices. The SDA is described briey below while the other four elements of the
FFTM are then examined in detail.
9.2 Odd Number on a Side Square Array
The array for the FFTM is the most important element of the model. It is based on
an inhomogeneous, one square centimeter slice of tissue1. This tissue block was assumed
to be of a homogeneous tissue type that had a random ow pattern between the different
cells [64]. By imposing random ow obstructions between the different array nodes the
analyte is randomly distributed throughout the tissue yet in the direction of the applied
electric eld.
The example array geometry show in table 9.1 is an eleven node by eleven node square,
where each node is a model focal point. This format was selected for two reasons, rst
for a sparse array, the creation of the ow rules was simplied and could be coded easier
and second an odd number per side array facilitates the selection of a true center, see table
9.1. A true center is requisite to the creation of balanced rules and to provide an area for
the initial concentration to be centered around. It is also useful when modeling intra-tumor
injection electroporation experiments in tissue since the injection sight is commonly chosen
as the registration mark for the placement of the electroporation electric eld applicators, be
they needle or parallel plate experiments. In table 9.1 the center point is boxed and bold for
visual ease. The array center point can also be used for orienting the initial concentration
prole.
1This geometry and area is typical of tissue treatment areas for testing electrode designs [58].
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Table 9.1: Tissue Model Lattice
1 2 3 4 5 6 7 8 9 10 11
12 13 14 15 16 17 18 19 20 21 22
23 24 25 26 27 28 29 30 31 32 33
34 35 36 37 38 39 40 41 42 43 44
45 46 47 48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63 64 65 66
67 68 69 70 71 72 73 74 75 76 77
78 79 80 81 82 83 84 85 86 87 88
89 90 91 92 93 94 95 96 97 98 99
100 101 102 103 104 105 106 107 108 109 110
111 112 113 114 115 116 117 118 119 120 121
9.3 Randomly Generated Flow Field Values
The random ow values alluded to in section 9.2 represent the possible normalized
ow in the forward, reverse, right, or left directions2 and the order of ow choice from
each node3. The random ow values, RFVs, and directions, RFDs, are the two components
that describe the ow eld and are generated using two Park and Miller random number
generators4, PMRNGs, that ranged from 0 to 1 and right or left respectively5 [158]. A value
of 0 related to completely obstructed ow while a value of 1 corresponded to completely
2The possible flow directions for a Cartesian flow field are forward, reverse, right, or left. The sum of the
flow in these four directions adds up to one.
3The order of flow choice can be any of the directions are chosen first, followed by any other direction
except the first one chosen, there are only two choices for the third flow direction and the fourth flow direction
is fixed after the random selection of the other three.
4Park and Miller random number generators were chosen for this application because they are robust and
initial seed independent. PMRNG pass all of the tests for random number generators and have accumulated
a large amount of successful use [158].
5Flow in direction of the electric field was selected first and designated as the forward direction, flow
against the electric field was not allowed, the last two allowable directions were right and left.
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unobstructed ow. Obstructions act to impede ow and cause the streams of ions to diverge
partially or wholly in another direction. In this manner a tissue block is treated as regions
with averaged ow parameters rather than individual cells. The regions could be shrunk
down to any realistic size desired, e.g. individual cells or portions of cells but for exploring
transport through tissue that resolution is not required.
FV 1= Flow Value 1
RV = Random Value
SFD= Second Flow Direction
FV 2= Flow Value 2
TFD= Third Flow Direction
FV 3= Flow Value 3
First Flow
Direction
Along E-Field
- Flow Value 1
1 > RV > 0
FV 1 = RV
- SFD
L
R
-
-
Second Flow
Direction
SFD = Left
Second Flow
Direction
SFD = Right
- Flow Value 2
FV 2 = RV · (1− FV 1)
- Flow Value 2
- Third Flow
Direction
TFD = Right
- Third Flow
Direction
TFD = Left
- Flow Value 3
FV 3 = 1− FV 1− FV 2
- Flow Value 3
Figure 9.1: Flow Field Value and Direction Algorithm
The FFTM works by an iterative repeated selection of a random ow direction, RFD,
followed by generating a random ow value, RFV. The algorithm for generating the RFVs
and RFDs used in the FFTM is presented in gure 9.1. The rst selection of a RFD for
a node was always along the in-eld direction, or direction A, see gure 9.2. This was
designated the forward direction, and a value, FV 1, from 0 to 1 was randomly generated
and multiplied by the concentration of the node. The second RFD, SFD was randomly
chosen, see the conditional diamond in gure 9.1, the choices were right or left, and are
shown in gure 9.2 as C or E respectively. The second RFV was then randomly generated
and multiplied by the quantity one minus rst ow value, FV 2 = RV · (1 − FV 1) for
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a possible value between 0 and (1 − FV 1). The value for the third ow direction is the
unused direction6 either right or left, SFD, and the the third ow value is the residual,
FV 3 = 1− FV 1− FV 2.
CE
B
D
A
F
µ
E Field
Figure 9.2: Random Flow Direction Axis Labels
For describing the motion of ions out of each node, the ow was dened to be 100% of
the total value of ow into that node7. Therefore, for each computational iteration the con-
tents of each node of the array was emptied into the three surrounding nodes and then was
lled to some degree from the three nodes in the F, C and E directions. When the electric
eld mediated ow eld model, EFMFFM, is used to model 2-D ow eld situations, the
other three ow directions, reverse, F, up, B, and down, D.
9.4 Initial Concentration Prole
An example initial concentration prole for a 2-D ow eld is illustrated in gure 9.3.
The analyte is constrained as a 3 node on a side, square of equal concentration value and
is placed in the middle of the model tissue. This concentration distribution is the best ap-
6The road less traveled [106]
7The flow into a node equals the flow exiting a node equals the volume of a node. This means that each
node empties and fills each iteration.
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proximation of a typical single injection deliverable prole possible within a sparse array.
A deliverable prole can easily be changed into any shape desired limited only by the ne-
ness of the mesh. A circular initial concentration distribution with tapering concentration
values from the center is closer to the usual clinical or in vivo system where the deliverable
would be injected into the tissue.
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Figure 9.3: Initial Concentration Prole
9.5 Tissue Flow Rules
The tissue ow rules adopted for the movement of analyte from node to node simplify
the solution of equation 3.2, from page 25, by mathematically describing the velocity and
direction of the ionic ow through the nodes that make up the hypothetical tissue. Fol-
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lowing the time evolving motion of the analyte is accomplished through nodal analysis
techniques, commonly used in the numerical analysis of heat and mass transport, and the
Gauss-Seidel iterative method [32,147]. Nodal analysis is performed by calculating steady-
state pictures of the system under investigation [147]. This type of numerical solution is
well tuned for solving electrophoresis type situations where deliverables travel slowly, pre-
dictably and their pathways are primarily unidirectional with secondary travel stemming
from ow impediments.
(3.2) jcs(x, y, z) = −Dcs∇ccs(x, y, z) + ccs(x, y, z)Dcs
(
qEapplied
kbT
)
Equation 3.2 summarizes the ux, jcs, calculation of charged species movement through
a node as arranged in table 9.1. The rst half of equation 3.2 is an extension of Fick’s rst
law of diffusion [15, 78]. Fick’s rst law, jDcs(x, y, z) = −Dcs∇ccs(x, y, z), characterizes
the random walk of an individual particle in a suspensory in the concentration gradient
of the charged species, cs8. If the analyte is homogeneously distributed in the suspensate
then the random walk of the individual particles maintains the systemic homogeneity of the
distribution, local homogeneity may temporarily be overcome.
The second half of equation 3.2 is derived from the denition of mobility,9 see equa-
tion 9.1, which correlates the average velocity10, v¯ associated with a particle with the ap-
plied force times the particle’s absolute mobility [48, 105]. Charged particles in an electric
8Gradient in this instance is being defined as, “The rate at which a physical quantity, such as temperature
or pressure, increases or decreases relative to change in a given variable, especially distance” [137]
9Einstein linked ionic mobility with Brownian motion in 1905 [48]
10The bar over the v means use the average instantaneous value.
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eld are described by Lorentz’s law,11 see equation 9.2, which correlates the force on a
charged species, F, with its charge times the electric eld that it is exposed to. Substitut-
ing equation 9.2 into equation 9.1 yields an equation relating the velocity of an ion in an
electric eld to that ions mobility, see equation 9.3. Substituting Einstein’s denition of
mobility, M = DAB
kbT
, into equation 9.1 and multiplying by the concentration of the charged
species, Ccs, under examination yields the second term of equation 3.2, which is the ux
of that species due to an applied electric eld, see equation 9.4. Summing the two uxes
yields the ux, jEcs(x, y, z), due to diffusion and the applied electric eld of a concentration
of charged particle.
v¯ = FM(9.1)
F = qE(9.2)
v¯ = qEM(9.3)
jEcs(x, y, z) = ccs(x, y, z)Dcs
(
qEapplied
kbT
)
(9.4)
The computation of the ow pattern through the nodes was accomplished in a two fold
manner, rst the number of regions was optimized and then the equations describing those
regions were subsequently optimized. After an iterative process the array was modeled
using six regions, see gure 9.4. The six equations were created for the six regions by
examining where the ions would ow. Each region has an equation that describes the to
and from motion of deliverables.
11Lorentz’s law is shown here ignoring the magnetic field component, see equation 9.2
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Figure 9.4: Array Described by Six Regions
The six equations that describe the ow pattern use the RFDs and RFVs described
in section 9.3 and are expressed in pseudo-code format for simplicity, see equations 9.5
through 9.10. Details for the development of those equations follow in sections 9.5.1 and
9.5.2. The nodes that constitute the array were dened to be of equal volumes with com-
plete mixing, all of the equations are related via concentration as a function of position
and time, conc[i,t]. Positions in the array are a function of i because for the small array,
a unidimensional system with an external accounting method simplied computation time
and memory allocation. Time is specied in nite increments with only the last iteration
affecting the current iteration, per the Gauss-Seidel technique.
The formulation of equations 9.5 through 9.10 proceeded in a two part fashion. First,
the array was separated into the i ≤ 11 and the i > 11 sections. The i ≤ 11 is the rst
row from gure 9.4 and i > 11 is the rest of the matrix. Separation into these two sections
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allowed for the generation of the rst pass lters, ie. i > 11 or i ≤ 11. Second, equations
were generated that dealt with the specic ow conditions for each of the regions specied
in gure 9.4. The i ≤ 11 has the more complex rule structure and will be described rst.
9.5.1 Section 1 : The First Row, i ≤ 11
The rst row is the most difcult section because on three sides it borders areas outside
of the experimentally considered space. Flow into regions 1, 2, and 3 from above and on
the the left and right of regions 1 and 2 respectively, see gure 9.4, was ignored because
those areas are considered on the line of eld inversion and ow would primarily have
been driven away. The three selectors that individuate the regions of the rst row are i = 1,
1 < i < 11, and i = 11. The three equations that deal with these regions are equations 9.5,
9.6 and 9.7, respectively.
Equations 9.5 through 9.7 describe the concentration of deliverable in node i at time
t by rst referencing the concentration of deliverable in node i at the previous time, t −
i. Second, the amount of deliverable that ows out from node i from the A, C, and E
directions, see gure 9.2, are subtracted from node i. Third, the amount that ows into
node i from the C and E directions, see gure 9.2, are added. Flow into node i from the
F direction is ignored in section 1 since it is on the other side of the electrode. Flow into
node i in region 1, see gure 9.4, and equation 9.5 is only from the E direction of node i,
which is the C direction of node i + 1. Flow into node i in region 2, see gure 9.4 and
equation 9.6, is from the C and E directions of nodes i − 1 and i + 1 respectively. Flow
into node i in region 3, see gure 9.4 and equation 9.7, is only from the node i − 1 in the
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C direction. The rules for computing the time, position and electric eld dependent ow
values required a two prong ltering approach rst by region and then by array position.
conc[i, t] = conc[i, t− 1]− conc[i, t− 1] ∗ f [i].A(9.5)
− conc[i, t− 1] ∗ f [i].C − conc[i, t− 1] ∗ f [i].E
+ conc[i+ 1, t− 1] ∗ f [i+ 1].C
conc[i, t] = conc[i, t− 1]− conc[i, t− 1] ∗ f [i].A(9.6)
− conc[i, t− 1] ∗ f [i].C − conc[i, t− 1] ∗ f [i].E
+ conc[i− 1, t− 1] ∗ f [i− 1].C
+ conc[i+ 1, t− 1] ∗ f [i+ 1].E
conc[i, t] = conc[i, t− 1]− conc[i, t− 1] ∗ f [i].A(9.7)
− conc[i, t− 1] ∗ f [i].C − conc[i, t− 1] ∗ f [i].E
+ conc[i− 1, t− 1] ∗ f [i− 1].E
9.5.2 Section 2 : The Rest of the Tissue, i > 11
The equations describing ow through the rest of the tissue. The rest of the tissue is
broken up into three regions in a similar manner to that described in section 9.5.1. The three
regions of section 2 shown in gure 9.4 break up into columns sharing similar transport
scenarios. Regions 4 and 6 are selected by computing the modulus of i. If i mod 11 = 1
then i is in region 4 and if i mod 11 = 0 then i is in region 6. The third selection equation
is if i mod 11 6= 1 or 0 and i > 11 then i is in region 5. Equation 9.8 describes the ow
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to and from ow for nodes in region 4, see gure 9.4, and has the same characteristics as
equation 9.5 except there is ow into node i from node i − 11, the node directly behind
it. Region 5 is described by equation 9.9. Equation 9.9 describes outow in the A, C and
E directions and inow from the A, C, and F directions. Flow in from the F direction is
outow from the A direction of node i− 11. Flow into and out of region 6 is described by
equation 9.10. This equation has similar characteristics to equation 9.7, except for the ow
in from node i− 11 behind.
conc[i, t] = conc[i, t− 1]− conc[i, t− 1] ∗ f [i].A(9.8)
− conc[i, t− 1] ∗ f [i].C − conc[i, t− 1] ∗ f [i].E
+ conc[i+ 1, t− 1] ∗ f [i+ 1].C
+ conc[i− 11, t− 11] ∗ f [i− 11].A
conc[i, t] = conc[i, t− 1]− conc[i, t− 1] ∗ f [i].A(9.9)
− conc[i, t− 1] ∗ f [i].C − conc[i, t− 1] ∗ f [i].E
+ conc[i− 1, t− 1] ∗ f [i− 1].C
+ conc[i+ 1, t− 1] ∗ f [i+ 1].E
+ conc[i− 11, t− 11] ∗ f [i− 11].A
conc[i, t] = conc[i, t− 1]− conc[i, t− 1] ∗ f [i].A(9.10)
− conc[i, t− 1] ∗ f [i].C − conc[i, t− 1] ∗ f [i].E
+ conc[i− 1, t− 1] ∗ f [i− 1].E
+ conc[i− 11, t− 11] ∗ f [i− 11].A
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9.6 Modeling the Effect of an Electric Field on a Flow Pattern
Electric elds inuence the ow of charged particles [32, 177, 193]. Modeling the ef-
fect of the applied electric eld on ions is accomplished using the techniques described in
section 5.2. The electric eld shape followed from the denition of potential difference and
from Ohm’s law, see equations 9.11 and 9.12 [178]. This approach assumes that the cur-
rent pathways in tissue are Ohmic conductors [154] and that the tissue can be broken down
into a series of resistors. Thereby maintaining the electric eld constant for on-axis current
paths [213]. Using this idea, the parallel plate electrodes are treated as charged parallel
plates, see gure 9.5(a), and paired needle electrodes are treated as a pair of dipoles, see
gure 9.5(b) [213]. This allows the four needle array to be treated as imbricated interacting
paired dipoles with the eld from one dipole overlapping the other. Each anode is individ-
ually paired with the opposing cathodes and then the electric eld values are summed.
(9.11) Vb − Va = −
∫ b
a
E · ds = Ex
∫ l
0
dx = Exl
(9.12) V = I
(
l
σA
)
= IR
For this dissertation, the parallel plate electrode’s homogeneous eld was incorporated
into the tissue model as a ubiquitous ow eld between the two electrodes. This was
accomplished by multiplying each ow value by a set value of 1, see appendix L for the
code that implements this. This allowed the ow eld electrophoresis model to be created
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Figure 9.5: Electric Field Lines for Parallel Plates
and Dipoles in Homogeneous Media [213]
from three individual parts. Those parts are the random ow directions, the random ow
values, and the ow due to the electric eld.
The electric eld created by the needle electrode was a more involved modeling pro-
cedure. This process was simplied by assuming that the greatest strength electric eld
is directly between the cathode and the anode, see gure 9.5(b) [213]. In gure 9.5, the
greatest density of eld lines can be seen between the anode and cathode. The gure also
depicts the reduction in eld strength at different distances from the electrode bisection.
The two pairs of needle electrodes that comprise the needle electroporation applica-
tor, see gure 7.1-b, were modeled as two interacting dipoles with overlapping elds, see
gure 9.6. This method was chosen for two reasons. First, because it most closely fol-
lowed the diverse electric eld shapes reported in the literature for tissue, cells, and non-
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conducting spheres and spheroids [32, 118, 160, 197, 203, 206]. Second, a minimal array
density limits the resolution of the possible applied electric eld values. The resulting
applied electric eld pattern model is shown in gure 9.6 and has a hourglass shape.
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Figure 9.6: Modeled Needle Electric Field Shape
The hourglass shape of gure 9.6 is created through the superposition of the four
different interacting electric elds produced by the four electrodes of the four needle ar-
ray [32, 177]. The ridge in the center of the graphic traversing point (5,5)12, see gure 9.6,
is due to the interaction of the diagonal electric eld magnitudes. When the electric eld
12The value presented here is in row-column format, i.e. (row,column).
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vectors are separated into their respective x and y components, the respective values can
be summed and in certain regions, e.g. (5,3), the x-values destructively sum to cancel each
other while the y-values constructively contribute to the electric eld value.
The effect of this electric eld contribution on the ionic ow was two fold and was
approximated by incorporating a normalized force term into the model equations. This
force affects the speed with which the ions travel from one node to the next and as the
electric eld strength is reduced so is the velocity of the ions, see chapter 5. In summary,
the shape of the electric eld from the needle array adjusted two variables, electric eld
intensity and ionic velocity. The needle array dened region felt different electric eld
intensities and the velocity of the ions through those regions varied as dictated by the locally
dened electric eld strengths.
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10 Flow Field Tissue Model Results and Discussion
10.1 Results
The motion of potassium ions in deionized water at an applied electric eld of 1500
V
cm
were the chosen parameters for testing the FFTM. These two substances were chosen
for two reasons. First, they are simplied representatives of biological materials. Second,
since electroporation is dened as an increase of the permeability of cell membranes due
to a transmembrane potential difference produced by electric voltage pulses [131], one half
of that potential difference would be due to cations with potassium being a common cation
used in cellular regulation [184]. Very little data exists in the literature that covers the ow
of ions in tissue under the inuence of an applied electric eld. Due to the sparseness
of preexisting data, the inuence of the electric eld produced by the parallel plate elec-
trode was compared against the needle electrode to see the effects of the different electrode
shapes on the motion of charged ions. While having experimental data would have been
the ideal situation, comparing the electric eld induced ion motion of one applicator to
another applicator creates a very interesting and important study in itself. Comparing the
mathematically modeled and computer simulated motion of ions under the inuence of the
different applicators allows for a time series analysis of the electroporation phenomenon.
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Figures 10.1 and 10.4 below show the induced ionic motion in a 1500 V
cm
electric eld
for 450 ms as applied across parallel plate and needle electroporation applicators, respec-
tively. The x and y axes correspond to the row and column nodes. The z-axis was nor-
malized to the initial concentration and the scale ranged from 0 to 2.5. This z-scale range
was selected because it spans the maximum concentration difference for both applicator
designs.
10.1.1 Parallel Plate Model
Figure 10.1 displays the effect of the parallel plate electrode on the motion of the K+
ions. The homogeneity of the applied electric eld is evident in the undulating motion
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Figure 10.1: Parallel Plate Induced Motion in a 1500 V
cm
Field for 450 ms
of the concentration of ions. Figure 10.1(a) displays the initial concentration prole of
the potassium ion after injection into the target tissue. The time between sub-gures is
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150 ms in the presence of the applied electric eld. Figures 10.1(b), 10.1(c) and 10.1(d)
show the spread of the analyte as the simulation progresses. Figure 10.1(b) clearly shows
a smoothing and distribution of the initial concentration pattern from gure 10.1(a). At
the end of the simulation, see gure 10.1(d), the ions are moving uniformly out the back
portion of the modeled region.
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Figure 10.2: Parallel Plate Induced Motion in a 1500 V
cm
Field for 50 ms
Figure 10.1 gives the impression that the ionic motion produced by parallel plate elec-
trodes is isotropic. This is not the case when the motion of the ions is examined at shorter
time intervals than the ones examined in gure 10.1. Figure 10.2 displays the ionic motion
after 50 ms. The concentration of ions is clearly not isotropic, three peaks have formed
at nodes (3,5), (6,6), and (7,6), with the peak at node (6,6) begin almost double the initial
concentration. As the simulation progresses, these peaks smooth and 200 ms into the sim-
ulation, see gure 10.3, there is one dominant peak at node (7,8). The early on anisotropy
of the ionic motion and subsequent charge accumulation is possibly what generates the
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transmembrane voltage difference1 that leads to electroporation. The complete series of
concentration contour plots for the parallel plate electrodes are in appendix J.
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Figure 10.3: Parallel Plate Induced Motion in a 1500 V
cm
Field for 200 ms
10.1.2 Needle Electrode Results
Figure 10.4 displays the effect of the needle electrode on the motion of the K+ ions. The
inhomogeneity of the applied electric eld is evident in the progression from initial condi-
tion, gure 10.4(a), to after 450 ms in the applied electric eld, gure 10.4(d). Conversely
to the effect of the parallel plate electrodes, the needle electrodes drive ionic ow to create
two dense regions of concentration change within the applied electric eld. As the simu-
lation progresses, the anisotropy of the electric eld is clearly present, see gure 10.4(b)
compared to the parallel plate electrode, see gure 10.1(b). The needle electrode seems to
have a more intense effect on the ions in a smaller region than the parallel plate electrode,
compare gures 10.1 and 10.4.
1aka transmembrane potential
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Figure 10.4: Needle Array Induced Motion in a 1500 V
cm
Field for 450 ms
The duration of a needle array generated electric eld has a profound effect on charged
species distribution. On large time scales, the needle array creates a drastic change in the
distribution of ions, see gure 10.4. By contrast, on shorter time scales the electric eld
has a more gentle effect on ionic distribution, see gure 10.5. The contour plot2 below the
zero concentration plane in gure 10.5 shows an intact initial distribution with the change
occurring primarily at the center. The contour plot below the zero concentration plane in
gure 10.6 shows the time evolution of the distribution and a general motion to the far left
corner of the graphic. The complete series of concentration contour plots for the needle
array electrode are in presented appendix K,
2A contour plot is a 2-D mapping of a 3-D graphic, using lines to express a gradient change.
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Figure 10.5: Needle Array Induced Motion in a 1500 V
cm
Field for 50 ms
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Figure 10.6: Needle Array Induced Motion in a 1500 V
cm
Field for 200 ms
10.2 Discussion
Delivery of a therapeutic agent to the treatment site is a critical step in any treatment
protocol. Delivery can be intravenous, intratumorally or interstitially [77]. Recent in
vitro research has experimentally demonstrated that diffusive transport of large molecules
is orders of magnitude slower than electric eld mediated transport in tissue [216]. For
plasmid DNA diffusion coefcients within tissue in the 10−12 cm2
s
range suggest that dif-
81
fusive transport after injection is not a signicant event. In vivo research has indicated
that combinations of electric signatures for transport and poration impact gene expres-
sion [57, 67, 120, 173]
In summary, the ow eld electrophoresis model has demonstrated the effect that dif-
ferent electrode congurations can have on therapeutic delivery. The importance of this is
two fold, it can aid in the formulation of electric eld signatures for the delivery of charged
species and it can aid in the prototyping of new applicators or electrode designs for electric
eld mediated delivery. The simplicity of this model allows it to be applied to different
charged species knowing only the carrier viscosity and size and charge of the deliverable.
This allows the model to be used to test the motion of ions or charged molecules in tissue
for a given electric eld pattern. Conversely, a desired electric eld pattern, from a new
electrode or electric eld signature3, could be loaded into the model and the effectiveness
of that eld pattern could be examined in silico.
For a nal analysis, this rst principle model was compared against DNA electrophore-
sis literature data for tissue [216]. Zaharoff et al. experimentally showed that a 5.1 kbp
plasmid in a 10 pulse, 50 ms, 465 V
cm
electric eld would travel 3.69 µm and 1.01 µm for
B16.F10 and 4T1 tumors respectively [216]. The ow eld tissue model, FFTM, predicts
that a 5.1 kpb plasmid in a 500 V
cm
electric eld for 500 ms would travel 7.42 µm [76]4.
Zaharoff et al stated in their seminal work, Electromobility of Plasmid DNA in Tumor
Tissues During Electric Field-Mediate Gene Delivery, that one possible reason for the
3More electric field elements or different voltages on the different elements of an electrode.
4The viscosity used for this analysis was 0.9 poise, see appendix O
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difference in the distance traveled by the DNA was due to tissue collagen [216]. Collagen
is believed to increase the structural stability of certain tissue types by reducing the void
fraction of the extracellular space [44, 123].
One possible reason why the ow eld tissue model predicted slightly faster linear
velocities than the experimental values is path radii and tortuosity between cells. As the
path between cells becomes more torturous the plasmid DNA has to work its way through
and its progression slows. This is analogous to the phenomena used in the laboratory
technique gel electrophoresis [7]. The separation of the single DNA band into multiple
bands is a function of the smaller DNA fragments traveling faster through the homogeneous
gel [7]. Thus, the inuence of the tortuosity difference between the B16.F10 and 4T1
tumors is mirrored by the different agarose concentrations5 in gel electrophoresis separation
of DNA fragments but not acknowledged in the FFTM. This code could be written into the
FFTM but that model was specically designed to examine the motion of small charged
particles traveling through heterogeneous spaces.
5Different agarose concentrations are used to increase the tortuosity and decrease the porosity of an
agarose gel for DNA fragment separation. The different concentrations are used to increase gel resolution
for different band sizes. As the agarose concentration increases, the gel has a higher resolution for smaller
fragment sizes. Therefore a higher agarose gel concentration will retard the flow of larger fragments and
allow for greater band separation of the smaller fragment sizes.
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11 Electric Field Mediated DNA Fragment Delivery Model, EFMDFDM
11.1 Introduction
The work of Zaharoff et al. on the motion of DNA in tissue suggests the limitations of
the FFTM, ow eld tissue model, described in chapter 9 [216]. The FFTM is limited to
one charged species at a time and is dependent on external values for the viscosity of the
carrier uid. These characteristics reduce the FFTM’s functionality for two reasons. First,
modeling the electric eld mediated ow eld delivery of a single charge/radius species is
only useful for prototyping delivery conditions and electrodes. Second, the external carrier
viscosity values may not aptly describe the motion of large molecules, like large plasmids
and proteins, through the conned interstitial space.
Integral to the creation of a versatile software based electric eld mediated drug and
gene delivery modeling package, EFMDGDP is the demonstration that the ve main ele-
ments of the FFTM, the SDA, ow eld values, ow rules, initial concentration prole, and
the set of force values, see chapter 9, can be utilized to produce a simultaneous and reliable
multiparticle/multicharge/multiradius/multivelocity characterization model. Once created,
this tool could be used to more accurately provide a descriptions of ion, drug, plasmid and
protein motion in electric eld mediated delivery by simultaneously simulating their mo-
tion through complex biological matrices. In pursuit of this objective a 1% agarose gel was
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chosen as the representaive matrix. Gels have similar properties to tissue [149,212], and al-
though gels and tissues do not have the exact same characteristics, the ber-matrix network
of the two systems are similar enough that for ow modeling gels produce an acceptable
1-D model of tissue [134, 136, 149, 212]. DNA was chosen as the simulation deliverable
for two reasons. First, DNA is the deliverable in electrogenetherapy [67, 110, 112, 218].
Second, electrophoretic separation of DNA is a common biology lab procedure [113,193].
Creating a model that describes the motion of DNA in an electrophoresis gel is the rst step
towards the better understanding of site specic electric eld mediated delivery of drugs
and genes into tissue. This chapter describes the ow eld tissue model framework issues
for the creation of an electric eld mediated DNA fragment delivery model, EFMDFDM,
the element of the EFMDGDP that is responsible for the velocity calculations and simulates
the motion of multiple DNA fragments in a homogeneous material under the inuence of an
electric eld. This chapter describes the specic modications in the SDA, self descriptive
array, and the rational behind the model ow rules for electrophoresis gel applications.
11.2 Building an EFMDFDM for DNA Delivery Prediction
The electric eld mediated DNA fragment deliver model, EFMDFDM, was created
utilizing the same techniques employed in the development of the ow eld tissue model,
FFTM, presented in chapter 9. The elements utilized in the EFMDFDM are a SDA, an
initial concentration prole of DNA1, appropriate ow rules and the force from the applied
1The initial concentration profile describes the different sizes of DNA fragments and the respective con-
centration of those fragments.
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electric eld. While these structural elements of the EFMDFDM are the same as those
used in the FFTM, subtle differences in the array shape and size, ow rules, and the initial
concentration prole of the deliverable change the simulation dramatically.
11.2.1 Selecting an Array Size
The coarseness of the SDA in the FFTM, while useful for prototyping electrode designs
or electric pulse signatures, was prohibitive when examining diverse populations of charged
species. The selected array size for this demonstration of the EFMDFDM was a 1331 by
50 element array. This size array was selected for both visual and ow resolution reasons.
The visual reason was the nal graphics needed to have a similar aspect ratio and visual
representation to a picture of a gel, length much greater than width, while not requiring
an immensely large array size. The resolution required a ner mesh because each species
travels at a velocity dependent on its valency and hydrodynamic radius [6, 184]. A second
resolution issue dealing with the time evolving separation between the deliverables is de-
pendent on the mesh density [6, 184]. Without a large enough mesh the different speeds
of the deliverables would not be resolvable. The selected array size attempts to mimic the
aspect ratio of a DNA lane in an agarose gel while attaining the required resolution for
visual separation and maintaining a minimal array size.
11.2.2 Gel Flow Rules
The rst generation electric eld mediated DNA fragment delivery model, EFMDFDM
for DNA delivery prediction and motion simulation was developed for the characterization
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of DNA movement in a gel matrix. It utilized the rst principle charge/velocity force equa-
tions introduced and described in chapter 5 [7577]. Packing factors were calculated and
speed predictions for DNA in gels were computed and compared against experimental data,
see columns 1 and 32 of table 12.1 on page 93. Since the computed data did not correlate
well with the experimental results a force, unaccounted for by the model, was hypothesized
to be limiting the motion of the DNA fragments through the agarose gel and affecting the
ow rules employed at this time. This deviation of prediction from experiment required
a reexamination of the mathematical model employed for the compuation of velocity of
DNA fragments in an agarose gel.
Reptation is an excellent starting point for examining the motion of DNA fragments
through an agarose gel [9, 40, 42, 43]. In this approach an agarose gel is described utilizing
a tube model because the actual topological interaction is extremely difcult [40]. The tube
geometry assumes that the topological constraints of the agarose gel and the 1-D applied
electric eld produce a unidirectional tube network [40]. In the reptation approach DNA
fragments are simulated by dividing the linear fragment into N units called reptons [20].
The space between the reptons is between 400 to 800 	A, the approximate persistence length
of a DNA fragment, a few hundred base pairs or so [134]. An exact reptation model was
discarded because of the intense computational time requirements requisite for each, in-
stead a ow network based on a tube model with the DNA simulated as a deformable
blob3 was utilized to build an appropriate set of gel ow rules on [9, 134].
2Special thanks to Dr. Loree Heller from the CMD at USF for providing the DNA velocity data
3 Treating the DNA as a group of linked blobs is the basis of the reptation model. The blobs congeal at
low velocities, field strengths, or large diameter tubes and are then described by equation 11.1. Therefore,
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The modied ow rules developed for the EFMDFDM are similar to the tissue ow
rules described in section 9.5. The main differences are the FFTM was focused on a single
deliverable and the random ow through the tissue. In the EFMDFDM there are multiple
deliverables, yet they are constrained to ow in one dimension as dictated by the tube
model geometry. The Gauss-Seidel method was used in conjunction with nodal analysis
to approximate the iterative motion of the DNA fragments through the agarose gel [32,
147]. For this demonstration a ve level array was created to follow the movement of ve
representative DNA fragment sizes. The representative fragments were 200, 600, 1000,
2500 and 5000 base pairs. These 5 bands were selected because they span the range of
fragment sizes yet they don’t clutter the nal graphic.
the EFMDFDM is utilizing portions of the reptation model but in a limiting case.
(11.1) v¯ ≈ EN ≈ F
Equation 11.1 links the applied electric field times the number of reptons to the force applied to the DNA
fragment’s average velocity, for further analysis of the theory behind equation 11.1 ‘see section 9.5
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12 Modeling Electrophoresis in Gels Using a Force Model
12.1 Examining DNA Fragment Motion in an Agarose Gel
Understanding the motion and the governing equations of a molecule’s path in a tis-
sue is an ultimate requirement for the repeatable, site specic delivery of molecules in a
tissue [75, 76, 148]. Producing an accurate, descriptive, two dimensional large molecule
through tissue model from rst principles is a very complex and difcult task due to a lack
of literature data to support model precepts. As in the velocity and acceleration devel-
opment discussed in section 5.5, DNA position predictions in gel electrophoresis requires
good estimates of experimental parameters. This chapter describes the process undertaken
to use dissertation developed model elements to predict the motion of known large molec-
ular weight molecules1 in a 1% agarous gel for a given applied electric eld duration and
strength with a prioi knowledge of the viscosity of the running buffer.
Since representative values of the electric eld strength, duration, and distance traveled
for common DNA fragment sizes were not available in the literature they were experimen-
tally determined for this demonstration effort. A gel was ran using DNA standards at a
specic voltage, 6.56 V
cm
2
, for a specic time, 1 hr3. An image of this gel is shown in
1More specifically DNA fragments.
2A value of 105 Volts was measured across the 16 cm gel apparatus
3Special thanks to Dr. Loree Heller of the USF Center for Molecular Delivery, CMD
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gure 12.1. Lane 3 of the gel was loaded with HyperLadder I, made by Bioline USA Inc.,
Canton Ma., catalog number BIO-33025 [14]. The band sizes in HyperLadder I are 10k,
8k, 6k, 5k, 4k, 3k, 2500, 2000, 1500, 1000, 800, 600, 400, and 200 basepairs [14]. Lane 5
of the gel was loaded with a 100 bp ladder made by Bayou Biolabs, Harahan, La., catalog
number L-101 [10]. The 100 bp ladder spans from 100 bp to 4000 bp in increments of 100
bp, e.g. 100 bp, 200 bp, 300 bp, ..., 3900 bp, and 4000 bp [10]. The gel matrix was a 1%
agarose gel and the carrier solution was 1x TAE buffer [7] and the applied electric eld was
6.56 V
cm
.
The DNA fragment displacements shown in lane 3 of gure 12.1 were selected as the
data frame for the model because of the wider separation between bands both in the number
of base pairs and the separation between bands over a larger region, see gure 12.1. Clear
delineation between bands in the range from 200 bp to 5000 bp was observed. Knowing
the electric eld strength, duration and the number of base pairs of each of the segments al-
lowed for this rst generation DNA fragment motion model with experimental renement.
12.2 DNA Fragment Motion Retardation
Section 5.4 described a method for examining the motion of a plasmid in solution un-
der the effect of an applied electric eld. This technique utilized the radius of the plasmid
along with other experimental parameters. A simple way of approximating the radius of an
amalgam is through an equal volume sphere. Appendix G describes a technique for calcu-
lating the volume of a DNA molecule from the number of base pairs. This method assumes
that the DNA purine-pyrimidine pairs join to form a cylindrical shape that minimizes void
90
Cathode Side
10000 bp
2000 bp
800 bp
200 bp
Anode Side
Lane 3 5
Figure 12.1: Photograph of a Typical Electrophoresis Gel
space. By minimizing void space, the cylinders are deformed into amorphous bodies. The
cylinder’s volume was then multiplied by the number of base pairs of each DNA fragment.
The resultant volume was then related to an equal volume sphere, the assumed resting state
condition of the DNA fragments used in this research [1,136,180]. The radius of the equal
volume spheres was calculated for each of the base pairs and used throughout the rest of
calculations.
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Figure 12.2: DNA Fragment Radii as a Function of Base Pairs
This gel was used to prototype the data rules and speeds. Figure N.1, in appendix N
on page 211, is an image of the gel used for optimizing the model.
As in chapter 5, the computation for a particle’s speed from charge, radius and carrier
solution viscosity was derived. This method was used to calculate the drift velocity of
the DNA fragments in the given conditions. The calculated values were then compared
with experimental values and the differences were noted, see table 12.1. The experimental
velocity of the 100 bp fragment was faster than the value predicted by the rst principle
model. To account for this discrepancy a shape correction factor was utilized4. This shape
correction factor, c, was regressed and deconstructed using c = a
b
5 where a is the length of
the minor axes and b is the major axis of a prolate spheroid [6]6. The factor values were
4The physical basis behind the shape correction factor is due to the deviation from sphericity as a function
of velocity, this type of shape correction factor is typically know as eccentricity.
5The variable c is used here rather than the typical e that is used for eccentricity because e has already
been used for the charge of an electron and since the speed of light doesn’t show up in this dissertation, c was
unclaimed.
6When describing eccentricity usually the three axis lengths of the spheroid are defined. The common
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Table 12.1: Speeds of DNA Fragments in a 1% Agarose Gel at 6.56 V
cm
DNA Fragment Experimental Calculated Corrected Difference
Size (bp) Speed
(
cm
hr
)
Speed
(
cm
hr
)
Speed
(
cm
hr
)
(Cor-Exp)
100 6.70 2.80 6.70 0.00
200 6.34 4.45 10.64 4.30
300 6.09 5.83 13.95 7.86
400 5.78 7.06 16.90 11.12
600 5.28 9.26 22.14 16.86
800 4.80 11.21 26.82 22.02
1000 4.50 13.01 31.12 26.62
1500 3.83 17.05 40.78 36.95
2000 3.40 20.66 49.40 46.00
2500 3.11 23.97 57.33 54.22
3000 2.89 27.07 64.74 61.85
4000 2.60 32.79 78.42 75.82
5000 2.39 38.05 91.00 88.61
ascertained by comparing the velocity of the 100 bp line of lane 5 in gure 12.1 to the
calculated velocity of a 100 bp DNA fragment.
A difference between the shape factor corrected and the experimental values was ex-
pected but a divergence between the experimental and calculated values was not. Experi-
mental speed values decrease with an increase in number of base pairs while the calculated
speeds increase with an increase in number of base pairs. Upon examination of the model
description is e = a
b
or e = a
c
or e = b
c
where a and b are the two minor axis lengths and c is the major axis
length. For this analysis the two minor axis were set equal to each other a = b and designated as a and the
major axis designation was changed from c to b.
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structure, this divergence was theorized to be due to the model’s inability to describe the
gel’s retarding effect on the motion of the DNA fragment. Column 5 of table 12.1 shows
the divergence between the shape factor corrected model and the experimental values. This
discrepancy between predicted and experimental values indicated that a modication of the
equations that describe‘ the motion of ions, molecules, and plasmids in electric elds in
liquids is required, see chapter 5. This force balance, as described in chapter 5, had two
terms, one that represented the driving force of the electric eld, Coulombic, and the other
the uid frictional retarding force of the suspensory, Stoke’s law, the vector sum of these
two forces was set equal to zero, FE − Ff = 0. For the data in table 12.1, the sum of these
two forces was not zero but was proportional to the difference in the speed between the
shape factor corrected model and the experimental data. For this representative system the
Coulombic, FE , and Stoke’s law, Ff , forces were calculated, see gure 12.3, and then sub-
tracted, see equation 12.1. The result was the experimentally developed gel DNA retarding
force, Fg see equation 12.1.
Coulombic Forces− Stoke′s Law Forces = Gel DNA Retarding Force
FE − Ff = Fg(12.1)
12.3 Modeling the Retarding Force of the Gel
The retarding force of the gel was modeled using two techniques. Both techniques uti-
lized the interaction of the DNA fragment with the agarose gel, but the model development
principles were decidedly different. The rst technique directly modeled the retarding force
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Figure 12.3: Forces Acting on the DNA Fragment
interaction of the DNA fragment with the agarose gel, see appendix P, pages 214 through
217. The second technique modeled the speed of the DNA fragment directly and then back
related the results to the retarding force on the DNA fragment as exerted by the agarose
gel, see appendix P, pages 218 through 222. Although an in depth description of each of
these modeling efforts to describe the speed of the DNA fragments through the agarose
gel is presented in appendix P only the utilized model with its appropriate parameters is
described here in section 12.3.1. However, the octave source code for each of the models
is given in appendices R through V for reference and comparison.
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12.3.1 Exponential Correction DNA Fragment Speed Model
This document subsection reviews the characteristics of the exponential correction DNA
fragment speed model, ECDFSM, that was ultimately used to obtain gel retardation force
values, Fg. The single tunable parameter ECDFSM has an exponential correction factor
that compensates for the differences between the predicted and the experimental speed val-
ues. The ECDFSM uses the shape distortion corrected model initial speed value and adjusts
the speeds using the number of base pairs as an independent variable.
Equation 12.2 was used to calculate the predicted speeds, s. The equation also describes
the damping of the DNA fragment’s speed, the rst term in equation 12.2, by the agarose
gel. While, the second term represents the damping contribution of the gel to the DNA
fragment’s speed. Values for Dgel represent the maximum decrease in fragment speed for
the smallest fragment caused by the gel. The parameter Egel represents the attenuation
factor on this maximum speed decrease as reected by the number of base pairs in the
DNA fragment. The value for Egel was 750 bp and the value for Dgel was 4.91915 cmhr ,
the speed of a 750 bp DNA fragment in this gel at this electric eld strength. The fact that
Dgel and Egel are both dependent on the number of base pairs means that there is only 1
tunable parameter in the ECDFSM. Examination of gure 12.4 reveals that at 750bp the
graph leaves a linear region and transitions to a region of curvature. From 100 to 750 bp
the graph of the experimental data is essentially a straight line but from 750 to 3000 bp the
graph has a distinct curvature. At 3000 bp the graph becomes linear again. Therefore there
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seem to be three regions to the effect of the gel retarding the speed of the DNA fragment
depending on the number of base pairs.
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6piηrpore
−Dgele
−Egel
bp
 2
 2.5
 3
 3.5
 4
 4.5
 5
 5.5
 6
 6.5
 7
 0  500  1000  1500  2000  2500  3000  3500  4000  4500  5000
Sp
ee
d 
(c
m/
hr
)
DNA Fragment Size (bp)
Experimental
Model Predicted
Figure 12.4: Experimental Speed vs ECDFSM Predicted Speed
Figure 12.4 displays the predicted and the experimental speeds for the DNA fragments
as a function of base pairs. The t of this model is visually quite good, as can be seen in
Figure 12.4. Although, there is some variation at the edges of resolution of the gel in the
working region of the 1% agarose gel7, the model performs well. The R2 value for this
model is 0.99409. The code for the regression is listed in appendix V.
7Table 4.2 on page 30 states that a 1% agarose gel is used for DNA fragments in the range of 500 to
10,000 bps
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13 Simulating DNA Motion in Gels Using the ECDFSM Model
13.1 Simulation Framework
The exponential correction DNA fragment speed model, ECDFSM model, described
in section 12.3.1 was used in conjunction with the nodal analysis techniques, chapter 9,
to simulate the motion of DNA fragments in a 1% agarose gel in a 6.56 V
cm
electric eld.
To impliment the simulation, some initial element values needed to be determined. Those
elements were DNA fragment band sizes, array size, initial distribution of the DNA frag-
ments, descriptive and applicable ow rules through the gel and electric eld distribution.
The folowing sections of this chapter describe the process of creating and running the sim-
ulation and then processing the nal data.
13.1.1 DNA Fragment Band Selection
The simulation is initiated after the selection of a representative sample of DNA frag-
ments to run in the theoretical gel. For this demonstration the sample sizes chosen were
200, 600, 1000, 2500, 5000 bps. These samples were chosen for two reasons, rst this
range of DNA fragments spans the resolution of a 1% agarose gel and second, they show
distinct differences or similarities when compared to the DNA separation distances of the
experimental gels. If the bp values selected were closer together in number of fragements
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then the resolution of the simulation would have reduced and the bands would have ran
together like bands do in experimental gel, see gure 12.1.
13.1.2 Simulation Components
Simulating the motion of DNA fragments in an agarose gel utilized four elements of the
FFTM, uid ow tissue model. Those components were, rst, create an array capable of
representing the gel, second, dene an initial distribution, third, determine an appropriate
set of ow rules, and fourth, select and implement a force model of the electric eld. As
expected at this point these tasks are similar to the activities required to build the FFTM
model discussed in chapter 9 with minor differences. For this application ow rules are not
as intense because the DNA motion is not obstructed by cells and the applied electric eld
is only due to one applicator conguration1. The primary important distinction between
this simulation and the simulation from chapter 9 is the fact that this analysis examines the
motion of a diverse array of sized and charged molecules.
13.1.2.1 Array Size
The simulation array is composed of 1331 elements× 50 elements, for a total of 65,550
elements. This size array was selected because it provides the required resolution for the
DNA fragments in an agarose gel. Since the dimensional resolution of an array is depen-
dent on the number of elements in a given dimension, more elements in one dimension
increases the resolution in that dimension. Increased resolution in the dimension of travel
1The wire electrode in the gel apparatus was modeled as a parallel plated electrode
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was important for this application because each DNA fragment moves at its own velocity.
An increased number of steps allows the modeled DNA fragments to move freely at their
respective speeds independent of each other.
13.1.2.2 Initial Distribution
The initial DNA fragment distribution was dened in the same manner as described in
section 9.4. Each node was initialized with a value for the ve chosen DNA fragment sizes.
The initial distribution was based on equal participation for each DNA fragment. Each
fragment size was assumed to be homogeneous and one-fth of the total DNA amount.
The summed initial amount of DNA was normalized for simplied plotting.
The layout of DNA in the model matrix was created to mimic the layout in one lane
of an agarose gel. This meant that all of the DNA was originally lumped into a well at
the cathode side of the agarose gel, see gure 12.1. The cathode side is located on the
0 node side of the gure and the anode side is at the 1400 node side of the gure. To
model this system and maintain the proper visual aspect the well consisted of a 50 element
× 50 element square. The well in an agarose gel is not square but the nodal resolution
mismatch, approximately 133:5, allowed for a square to visually approximate a high aspect
ratio rectangle, see gure 13.1 below.
13.1.2.3 Flow Rules
The ow rules for this model were chosen to be unidirectional because the electric eld
was assumed to be homogeneous. The primary difference in the ow rules for this applica-
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Figure 13.1: DNA Fragment Initial Distribution
tion compared to the rules developed in section 9.4 lies in the fact that this simulation must
deal with the different speeds due to the different DNA fragment radii and charges. The
modeled rules were created via a two step process. First, the speed values were calculated
for each DNA fragment size from the ECDFSM, subsection 12.3.1 page 96, and imple-
mented as an index, and second, the ow values for a specied node were only dependent
on the previous values for that node and the values of the node directly behind.
These, ow rules were entirely a function of speed. Since speed is dened as distance
time
,
this was accomplished by converting the number of nodes into a representative distance and
then utilizing the predicted speeds to compute the rate at which different DNA fragments
would travel between the different nodes. The speed calculated from the ECDFSM was
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converted into a rate with units of nodes
iteration
. This rate was then implemented into the c-code
as an a function of the row index. For this simulation, the fastest components moved at a
rate of just greater than three times the slowest components, and the 200 bp DNA fragment
traveled greater than 3 times as far as the 5000 bp DNA fragment. The interaction of speed
differences dictates the array’s length. As the array increases in size the speed resolution
increases. This allows for the DNA fragments to travel at their respective speeds.
13.1.2.4 Electric Field Distribution
The electric eld for this simulation was modeled as homogeneous. The photograph
of the actual gel chromatograph, Figure 12.1, shows that the DNA fragments are moving
in primarily a forward direction with very slight twist toward the center. This minor twist
to the center was ignored for the purpose of this simulation. Although it is a common
occurrence when running DNA fragments in agarose gels, it was primarily due to Joule
heating [28, 63, 207]. In experimental apparatus, the electric eld that the gel is exposed to
is not perfectly homogeneous and the center of the gel actually receive a higher current [16,
17,145,207]. A homogeneous model was utilized for this simulation because the difference
is minimal and Joule heating can be minimized if the gel is run at a lower voltage for a
longer period of time. The simulation used an equal electric eld being spread across the
entire gel for the duration of the applied electric eld for the analysis.
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13.2 Simulation Processing and Results
From a technical perspective, the simulation works in a ternary format. First, the c-code,
see appendix Y, was executed to collect the simulation data. Second, the simulation data
was processed into two graphics formats using Perl2 and Bash3 scripts. The output graphic
formats were encapsulated postscript, EPS4, and portable network graphics, PNG5, in both
monochrome and color formats using Gnuplot6. Third, the color PNGs were converted
into an animated GIF using Convert7, a utility of the ImageMagick8 tool and library col-
lection. The result is an animated GIF that steps through the frames of the simulation. The
individual graphics that comprise this demonstration simulation are shown in appendix Z.
The nal results for the simulation are shown in gure 13.2 below. To illustrate the mod-
eling tool’s effectiveness, the graphic combines the nal slide of the simulation juxtaposed
with the lane from the agarose gel. The simulation results visually match the experimental
results. The rst four DNA fragments clearly match within the error of the data collection,
see table 13.1 nd gure 13.2, while the 5000 bp fragment is seemingly lost in a sea of DNA
at the lower resolution of the agarose gel. This graphic reinforces the impact of using only
ve DNA fragments in the simulation.
2For information about Perl, see chapter 4
3For information about Bash, see chapter 4
4EPS is a high resolution image format for print
5PNG is the open source answer to Compuserve’s GIF
6For information about Gnuplot, see chapter 4
7For information about Convert, see chapter 4
8For information about ImageMagick, see chapter 4
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Table 13.1: Comparison of Simulation Results with the Experimental Data
Fragment size 200 600 1000 2500 5000
Experimental
Distance 6.34 5.28 4.50 3.11 2.39
Traveled (cm)
Simulation
Distance 6.340 5.280 4.499 3.044 2.283
Traveled (cm)
% error 0.00 0.06 1.13 2.12 4.45
Table 13.2 shows the maximum error as 2.73%. While this is a considerable error, it
is consistant with both the experimental error of the electrophoresis gel system and the
resolution of a small array. Part of this error could be easily reduced by using a larger array
for the gel. As stated in section 13.1.2.1 the demonstration array was only 1331 nodes by
50 nodes. Increasing the number of nodes would increase the possible resolution of the
system but would require either more ram, more processor time or a faster processor. The
original code was written as a marraige of experimental data, speed of execution, ability to
perform on diverse hardware and simulation. The interaction of these four elements was
integral to the design and execution of this simulation software.9
9Primary to the creation of this code was the final product which would be run on all forms of computers
from pentium III’s to 64 bit pentium IV’s. While 64 bit pentium IV’s will possibly be supercomputers in their
own right, most labs won’t have advanced machines for a few years yet and this code will run on a pentium
II 400, the prototype machine for this code.
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Figure 13.2: DNA Fragment Final Distribution
13.3 Simulation Summary
The nal result for this DNA fragment modeling effort was a graphic simulation that
described the real time progress of DNA fragments through an agarose gel at 6.56 V
cm
for 1
hour. The technical development of this simulation of DNA fragment motion is an agarose
gel required many of the FFTM components. Those components included the usage of a
modied force model, the selection of a representative assortment of DNA fragment sizes, a
lattice array of a capable size, a representative initial distribution, ow rules, and an electric
eld model. The c-code written to handle these components was executed and followed
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by scripted data processing. The data processing was accomplished using Gnuplot via
both Bash and Perl scripts to make identical graphs in the multiple formats used for print
graphics and animation. Colored PNGs were converted into an animated gif using Convert.
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14 Conclusion
14.1 Introduction
The research associated with this dissertation resulted in the creation of an alternative
method of modeling the processes that lead to electric eld mediated drug and gene de-
livery. The long term goal for this research effort is to create, develop, characterize, and
ultimately implement the various modeling elements required for a practical electric eld
mediated drug and gene delivery modeling package, EFMDGDMP. The EFMDGDMP is
a tool kit that describes the motion of particles of diverse sizes and charges in diverse ma-
trices. This tool kit contains a primary model, the electric eld mediated ow eld model,
EFMFFM, which describes the motion of charged particles using Lorentz’s force equa-
tion, Stokes’ Law and experimental renement. Primary model usage options depend on
whether the matrix being modeled is homogeneous, e.g. a uid or a gel, or heterogeneous,
e.g. stratied liquid or gel or a tissue1, See gure 14.1. The differences in the modeling
options demonstrated in gure 14.1 reect how the matrix is handled. This dissertation
veried the feasibility of the EFMDGDMP by demonstrating model simulations for both
matrix situations, each with a different particle size regime.
1The tissue may be homogeneous but from the perspective of flow a tissue is herterogenous. It has
differences in flow depending on position.
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Homogeneous matrices were modeled using a 1-D homogeneous ow model with travel
restricted to the in eld direction of the applied electric eld. The applied electric eld was
a function of the applicator geometry and each node held a eld force value which directed
ow. The homogeneous model treated the pathways identically with no constrictions to
ow and is described in chapter 5
Heterogeneous matrices were modeled using a randomly generated 2-D ow eld tissue
model, which is describe in chapter 9. This treated the pathways through tissue as random
constrictions with a possible normalized ow range from 0 to 1. The electric eld effect on
the ow of charged species was incorporated into the model to allow for the prediction of
the effect of different electric eld applicator geometries and pulse signatures.
The value of the EFMDGDMP is more clearly demonstrated when the selection exi-
bility of entity motion to be investigated is considered. Figure 14.1 indicates the optional
entity selection menu path. These entity options include small molecules and ions, or large
molecules, like DNA or proteins. The reason for these EFMDGDMP is the interaction of
the molecules and the various paths that they might travel through. For example, in liq-
uids the motion of molecules and ions is only inhibited by the viscosity of the suspensory,
deformation only occurs for large molecules traveling at very high velocities. In gels and
tissues small molecules and ions will also travel freely because their effective radii is much
smaller than the pore that they are traveling through. By contrast, large molecules will de-
form in gels and tissues as the effective radius of the molecule approaches that of the pore
the molecule will deform. This deformation is an interaction between the retarding force
of the matrix and the structural stability of the molecule.
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Figure 14.1: Model Components of the EFMDGDP
The electric field mediated drug and gene delivery tool, EFMDGDP, utilizes the electric field medi-
ated flow field model, EFMFFM, to simulate the flow of charged deliverables through homogeneous
and heterogeneous matricies.
14.2 Contributions
The contribution of this work to the eld of electroporation research is three fold. The
rst, from a human perspective, a document was created that coalesced much of the infor-
mation referred and alluded to in the electroporation modeling and associated physics and
chemistry literature. Although this contribution may not be perceived as glamorous, it will
be extremely useful to future researchers developing and rening mathematical models for
electroporation.
The second contribution is the creation of a new mathematical model that follows the
motion of charged deliverables through random paths created in heterogeneous matrices.
This technique had not been applied in electroporation research previously and it allows
researchers to address difcult questions that arise when examining electroporation results;
e.g. When will the applied electric eld produce non-isotropic charged species ow?,
Where will the charged species congregate to produce an electroporation effect?, Where
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will delivery occur?, What electroporation signature is required to ensure delivery of this
molecule?. Although, these questions have not been completely explored by the demon-
strations here utilizing the EFMDGDP, the models associated with this package have been
created and characterized.
A third signicant contribution to the discipline is the development of a process to
examine the motion of multiple deliverables with different charges and sizes in a homoge-
neous matrix simultaneously. This process was successfully demonstrated with the exam-
ination of the motion of different DNA fragments through a 1% agarose gel. While this
demonstration was not an exact rst principle model, because it utilizes regressed experi-
mental parameters, it successfully describes the motion of DNA in agarose gels.
14.3 Future Work
One of the future applications of the electric eld mediated drug and gene delivery tool
will be to examine the effects of kilovolt microsecond pulses versus megavolt nanosecond
pulses. The EFMDGDP will need to be adapted to a large array covering a small scale
thereby producing the proper time scale for delivery. The work done in chapter 5 will need
to be reexamined and adjusted for short time scale but the theory describes the motion of
ions in that time scale for kilovolt pulses, see table 5.4.
A second application of this work would be to expand the electric eld mediated DNA
fragment delivery model to identify unknowns. Given the distances traveled for the DNA
fragment standards and a desired DNA fragment size in base pairs the model could show
the theoretical placement of that fragment. Conversely, given the distances traveled for the
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DNA fragment standards and the distance traveled for different bands of DNA the model
could predict the number of base pairs and produce a 3-D graphic.
The third application of this work would be to examine the motion of DNA and proteins
through gels and tissues. This could be used to examine matrix-deliverable interaction. A
model could be created using the methods outlined in chapters 8 and 9. The purpose of this
model would be to characterize the transport phenomena of large molecules in tissues for
delivery applications. To complete this application, ow rules for the hypothetical tissue
and velocity proles for different molecules through different tissues are required.
The EFMDFDM could also be used as a stand alone tool for the analysis and character-
ization of electrophoresis gels. The required elements for producing images of theoretical
DNA bands are innate in the code of the EFMDGDM. Reworking the code is required to
acquire inputs from the user via either a command line interface or a GUI. The necessary
inputs from a user would be the distance traveled of a representative set of standards, the
% agarose of the gel, the applied electric eld strength, the duration of the applied electric
eld, the number of base pairs, and the column postion of the fragments whose predicted
motion is desired.
The purpose of this stand-alone program would be to create underlays or overlays
that would aid in representing the data. The current method for presenting DNA gel data is
a picture of the gel and the standards. The standards are spread over a range and typically
either run together or are spread too far. Either way they represent a very imprecise method
of presenting the data. If a prediction underlay or overlay could be included with the gel
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picture documenting where the selected standards show up and where the data bands ex-
isted, the gel picture would then be more precise.
A second purpose of the stand-alone software would be to deconvolve messy or
smeared bands. When two bands do not fully separate they form a single band of ex-
tended length in the travel direction. This extended length band can be deconvolved into
its subsequent bands and the number of base pairs of each of the fragments could be as-
certained through an alteration of the existing code. Also, the percentage of the each data
band that made up the smeared band could also be deconvolved from the gel data. In this
instance resolution of the model would be greater than for the gel.
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Appendix A: Potential Difference1,2
A.1 Problem Description
Potential difference problems are typically governed by Laplace’s equation, see equa-
tion A.1. Problems vary as a function of the initial and boundary conditions.
(A.1) ∇2φ = 0
From Laplace’s equation we can deduce that φ is a constant or a rst order function. For
conductors in electrostatic elds or for electrodes undergoing owing current in a conduc-
tor φ = 0. But in a dielectric φ is a function of position relative to the electrode and
∫
∂φ
∂ t
dS
is related to the total charge on a conductor or the total current between two electrodes.
Since in electroporation the electric eld conditions are nite in both strength and distribu-
tion, φ → 0 at innity. Another limitation for electroporation conditions are the multiple
medias, e.g. the electrodes, the extracellular media, the intracellular media and cell mem-
brane. This structure is 2 conductors and 3 dielectrics with varied dielectric constants from
81 for water to 2 for cholesterol [85, 202, 208].
For simple systems like spheres or parallel plates in a homogeneous media, the value of
φ is known or can be simply derived but for more complex systems φ is a series of harmonic
functions. The simplest harmonic function is 1
r−ro
with ro = 0. Other examples of simple
harmonic functions are r cos θ and cos θ
r2
. The three examples presented here are cases of
the spherical harmonic functions known as Legendre polynomials. The most commonly
used electroporation models used are the VBEMs and they are directly derived from the
spherical harmonics. Figure A.1 is the basis for the VBEMs. It shows the initial and
boundary conditions that are applied to the model.
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Figure A.1: Voltage Breakdown Electroporation Model [133]
Solving this model is accomplished using the spherical harmonics as described be-
fore. Spherical harmonics are typically created from the Legendre polynomials, Pl(u),
see table A.1 and the associated coefcients, al [163, 170, 179]. The Legendre polyno-
mials can be calculated from the Rodrigue formula Pl(u) = 12l·l!
dl
dul
(u2 − 1)l [163]. The
coefcients of the spherical harmonics used to solve Laplace’s equation are of the form,
al = Al ·rl or Alrl+1 . Since φ needs to be nite at∞, al = Alrl+1 for l ≥ 1. φ is calculated by
taking an innite sum of the associated coefcients times the Legendre polynomials, see
equations A.2 - A.5.
Table A.1: Legendre Polynomials
Short Hand Notation Expanded Form
P0(u) 1
P1(u) u
P2(u)
1
2
(3u2 − 1)
P3(u)
1
2
(5u3 − 3u)
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A.2 Conducting Sphere in a Vacuum
Deriving the VBEM is done by rst selecting initial and boundary conditions. The
initial condition is that the cell membrane is intact and that Laplace’s equation is satised,
see boundary condition BC.1.1. If the cell is treated like a sphere the surface closest to
the electrodes will feel the greatest amount of voltage, see gure BC.1.A.1. Therefore the
on-equitoral boundary condition must have an cos θ term, see boundary conditions BC.1.3
and BC.1.2. The two boundary conditions BC.1.3 and BC.1.2 deal with the value of φ at
r = 0 and r = ∞. At both of those regions the value of φ must be nite. The third
boundry applied to the system is that the value of φ is equal to 0 at the surface of the cell.
Table A.2: Boundary Conditions for the VBEM Model
BC.1.1 ∇2φ = 0 In a vacuum
BC.1.2 φ+ Eo r cos θ = nite at r = 0
BC.1.3 φ+ Eo r cos θ = nite at r = ∞
BC.1.4 φ = 0 for r < a The voltage inside a conductor is 0.
The general equation that fullls the requirements of the model is equation A.2. This
equation is the combination of an exact part from boundary conditions 2and 3 and an in-
nite sum. The coefcents of the innite sum need to be solved using the boundary condi-
tions listed in table A.2.
(A.2) φ+ Eo r cos θ =
∞∑
0
al · Pl(cos θ)
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Expanding the summation for the Legendre polynomial terms.
φ+ Eo r cos θ = a0 · P0(cos θ) + a1 · P1(cos θ) + a2 · P2(cos θ) + · · ·(A.3)
φ+ Eo r cos θ =
A0
r1
· P0(cos θ) + A1
r2
· P1(cos θ) + A2
r3
· P2(cos θ) + · · ·(A.4)
φ+ Eo r cos θ =
A0
r1
· P0(cos θ) + A1
r2
· P1(cos θ) + A2
r3
· P2(cos θ) + · · ·(A.5)
Substituting the Legendre Polynomial values into equation A.5 yields equation A.6
φ+ Eo r cos θ =
A0
r1
· 1 + A1
r2
· cos θ + A2
r3
· 3
2
(cos2 θ − 1) + · · ·(A.6)
Simplifying equation A.6 and setting A0 = 0 because it does not have cylindrical
symmetry produces equation A.7.
φ = −Eo r cos θ + A1
r2
· cos θ + A2
r3
· 3
2
(cos2 θ − 1) + · · ·(A.7)
Further simplication of equation A.7 and the application of boundary condition 4
yields equation A.8.
0 =
(
A1
a2
− Eo a
)
· cos θ + A2
a3
· 3
2
(cos2 θ − 1) + · · ·(A.8)
Setting A1 = Eo · a3 and setting A2 · · ·A∞ = 0 yields
0 =
(
Eo · a3
a2
− Eo a
)
· cos θ(A.9)
Substituting Eo · a3 in for A1 produces
φ =
(
a3
r2
− r
)
· Eo · cos θ(A.10)
Therefore, the nal result is
φ =
(
a3
r2
− r
)
· Eo · cos θ =
(
a3 − r3
r2
)
· Eo · cos θ(A.11)
Once φ has been calculated, the induced surface charge density of the sphere can easily
be calculated. This value relates directly to the transmembrane voltage. Calculating the
induced surface charge, σsc, via the substitution of equation A.11 into σsc²o = −
(
∂φ
∂r
)
r=a
[33]
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σsc
²o
= −
(
∂φ
∂r
)
r=a
= − ∂
∂r
[(
a3
r2
− r
)
· Eo · cos θ
]
r=a
(A.12)
=
[
− ∂
∂r
a3
r2
−
(
− ∂
∂r
r
)]
r=a
· Eo · cos θ(A.13)
=
[
−a3 ∂
∂r
r−2 + 1
]
r=a
· Eo · cos θ(A.14)
=
[−a3 (−2 · r−3) + 1]
r=a
· Eo · cos θ(A.15)
=
[
−a3
(−2
r3
)
+ 1
]
r=a
· Eo · cos θ(A.16)
=
[(
2 · a3
r3
)
+ 1
]
r=a
· Eo · cos θ(A.17)
=
(
2 · a
3
a3
+ 1
)
· Eo · cos θ(A.18)
σsc
²o
= 3 · Eo · cos θ(A.19)
σsc = 3 · ²o · Eo · cos θ(A.20)
Therefore the induced surface charge density described in equation A.20 is only de-
pendant on the applied elecctric eld strength and the incident angle. This is not a true to
life scenario for electroporation but it is descriptive of a Van de Graff generator, which is
described by φ =
(
a3−r3
r2
)
· Eo · cos θ + Q4pi²r .
A.3 Dielectric Sphere in Dielectric Media
Creating a mathematical model closer to actual systems is accomplished using a dielec-
tric sphere in dielectric media, DSDM, is accomplished by dening the initial and boundary
conditions. The DSDM model treats the system as a solid sphere of dielectric constant ²1
imbedded in a inifnite bulk media with a dielectric constant of ²2, see gure A.2. This
137
Appendix A. (Continued)
model employs spherical symetry which is not shown in the 2-D representation of g-
ure A.2. The radius of the dielectric sphere is dened as a, see gure A.2.
--
R
I
a
²1
²2
Figure A.2: Dielectric Sphere in Dielectric Media
The initial and boundary conditions are listed in table A.3. The boundary conditions
are Laplace’s equation applied to the two regions, inside and outside the dielectric sphere,
BC.2.1. The potential outside the dielectric sphere, φ1, will be nite at ininity, BC.2.2.
The potential inside the dielectric sphere, φ2, will be nite, BC.2.3. The two potentials will
be equal at the surface of the dielectric sphere in every direction, BC.2.4. The last boundary
condition is deals with the electric displacement, Dn, and is dened to be continuous at the
interface between the two regions, BC.2.5.
Creating the mathematical model for this system is similar to the method of section A.2.
The same techniques are employed, e.g. using the spherical harmonics with the Legendre
polynomials and then applying the boundary conditions of table A.3 one at a time to elim-
inate or evalutate constants. The process starts with the general solution of potential dif-
ference problems with spherical symetry as shown in equation A.2 above. The difference
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Table A.3: Boundary Conditions for the DSDM Model
BC.2.1 ∇2φ1 = 0, ∇2φ2 = 0
BC.2.2 φ1 + E1 r cos θ = nite at r = ∞
BC.2.3 φ2 = nite at r ≤ a
BC.2.4 φ1 = φ2 at r = a for all θ
BC.2.5 ²1 ∂φ1∂r = ²2
∂φ2
∂r
at r = a for all θ
is that it is solved simultaneously for the two different regions, inside the dielectric sphere
and the bulk, outside of the dielectic sphere.
φ1 + Eo r cos θ =
∞∑
0
al · Pl (cos θ) Solution for bulk(A.21)
φ2 =
∞∑
0
bl · Pl (cos θ) Solution inside sphere(A.22)
The solution inside the sphere lacks the electric eld term because the effect of the
applied electric eld is damped by the bulk dielectric and the eld inside the sphere is
uniform. The next step is to solve for the constants in the expanded forms of the general
solutions. The same techniques used above are repeated for the bulk solution. Inside the
sphere is a different story. Since the sphere contains the point r = 0 it requires the other
form of the Legendre polynomials rn and not r−n like before.
139
Appendix A. (Continued)
φ1 + Eo r cos θ =
A1
r2
cos θ(A.23)
φ2 =
∞∑
0
rl ·Bl · Pl (cos θ)(A.24)
φ2 = r
0 ·B0 · P0 (cos θ) + r1 ·B1 · P1 (cos θ)(A.25)
+ r2 ·B2 · P2 (cos θ) + r3 ·B3 · P3 (cos θ) · · ·
Solving for the values of the associated constants, Bls, is accomplished by applying the
boundary conditions. Primarily BC.2.1, ∇2φ2 = 0 which requires that Bl for l ≥ 2 be
set = 0. The constant B0 is set equal to zero because the associated terms are of constant
form, r0 = 1 and p0 (cos θ) = 1. Therefore, the solution for inside the dielectric sphere
is φ2 = B1 · r1 · cos θ, this satises boundary conditions BC.2.1 and BC.2.3. Boundary
condition 4 is satised by setting θ = 0, r = a and φ1 = φ2, see equation A.28.
φ1 = φ2(A.26)
A1
r2
cos θ − Eo r cos θ = B1 · r · cos θ(A.27)
A1
a2
− Eo a = B1 · a(A.28)
The next step is to solve for the constants A1 and B1, using boundary conditions BC.2.4
and BC.2.5. First, the boundary condition BC.2.5 is applied to the respective sides of
equation A.27. This efftively removes the radial dependance of the equation, while simul-
tanously introducing the dielectric constants, see equation A.30. Removing the common
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denominator of cos θ from equation A.30 produces equation A.31
²1
∂
∂ r
(
A1
r2
cos θ − Eo r cos θ
)
r=a
= ²2
∂
∂ r
(B1 · r · cos θ)r=a(A.29)
²1
(
−2A1
a3
cos θ − Eo cos θ
)
= ²2 (B1 cos θ)(A.30)
²1
(−2A1
a3
− Eo
)
= ²2B1(A.31)
Dropping the subscripts on the coeffcients and rearranging equations A.31 and A.28 results
is a 2 equation, 2 unknown system that can be solved through simple substitution.
A
a2
− Eo a = B · a(A.32)
²1
(−2A
a3
− Eo
)
= ²2B(A.33)
Now to solve for A.
²1
²2
(−2A
a3
− Eo
)
=
A
a3
− Eo(A.34)
²1
²2
−2A
a3
− ²1
²2
Eo =
A
a3
− Eo(A.35)
²1
²2
−2A
a3
− ²2A
²2 a3
=
²1
²2
Eo − Eo(A.36)
2 ²1 + ²2
²2 a3
A =
²2 − ²1
²2
Eo(A.37)
A =
²2 − ²1
2 ²1 + ²2
a3Eo(A.38)
Now to solve for B. This is accomplished by rst solving equation A.32 for A, see equa-
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tion A.39, and then substituting the result into equation A.33, see equation A.40.
from equation A.32 A = (B + Eo) · a3(A.39)
²1 (−2 (B + Eo)− Eo) = ²2B(A.40)
−2 (B + Eo)− Eo = ²2
²1
B(A.41)
−3Eo = ²2 + 2 ²1
²1
B(A.42)
B =
−3 ²1
²2 + 2 ²1
Eo(A.43)
The last step is to substitute equations A.42 and A.43 into equation A.27. The resulting
equation, A.44 is the specic solution for the dielectric sphere in dielectric media system
at the interface between the two discrete elements.
²2−²1
2 ²1+²2
a3Eo
r2
cos θ − Eo r cos θ =
( −3 ²1
²2 + 2 ²1
Eo
)
· r · cos θ(A.44)
Simplifying the above equation yields(
²2 − ²1
2 ²1 + ²2
)
a3
r2
Eo cos θ − r Eo cos θ =
( −3 ²1
²2 + 2 ²1
)
Eo · r · cos θ(A.45)
Since this is an area of interest for the electroporation modeler a deeper examintation is
in order. Values for the dielectric constant of saline and cholesterol, 79.8 and 5.41, were
found in the literature and were used to simplify the system of equations at the sphere-bulk
interface [85, 168, 202]. The nal result of equation A.47 is the result listed in most of the
electroporation literature and was rst described by Turnbull in 1973 for the transmembrane
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potential of a cell in a dielectric media.
φ1 =
(
5.41− 79.8
2 · 79.8 + 5.41
)
a3
r2
Eo cos θ − r Eo cos θ(A.46)
φ2 =
( −3 · 79.8
5.41 + 2 · 79.8
)
Eo · r · cos θ ≈ −3
2
Eo · r · cos θ(A.47)
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The acceleration of an object is directly proportional to the net force acting on
it and is inversely proportional to its mass.
-Sir Issac Newton
Sir Issac Newtion is stating that a = F
m
or more precisely a =
∑
F
m
. Not only does this
simple equation govern billiard balls and car wrecks, it also leads directly to electroporation
because as long as the sum of the forces acting on a region of cell membrane are equal to
zero, there is no acceleration and the membrane may not rupture.
The rst step to understanding the forces applied by an electric eld on a cell is to learn
the permeability of a bilayer lipid membrane, BLM, to common biological substances.
These values range from 1 × 10−12 cm
s
for small ions to 5 × 10−2 cm
s
for water [184], see
table B.1. Since an average biological membrane is ∼ 40 	A [85, 184], or 4 × 10−7 cm in
thickness most of these substances can rapidly travel except the ions. The limited diffusive
properties of the ions is the reasons that cells have created transmembrane proteins to usher
in ions. The effect of the electric eld on these ions may be what causes electroporation
and blebbing of the cell membrane.
The force model that this appendix refers to is essentially a force balance that eventually
ends in imbalance if the eld duration or strength exceeds the membrane’s capability for
elastic deformation. Examining this force balance from the anode side of the membrane
has the form of FT = Fef− − Fef+ − Ff − Fmr, schematically this is represented in gure
B.1. The four forces as described here are the attractive force of the anode on anions, Fef− ,
the force of cations pushing towards the cathode, to satisfy the charge imbalance in the cell,
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Table B.1: Bilayer Lipid Membrane Permeabilities to Common Biological Substances
Biological Substance Na+ K+ Cl− Glucose &Tryptophan
Permeability cm
s
1× 10−12 6× 10−11 2× 10−10 4× 10−7
Biological Substance Urea Glycerol Indole H2O
Permeability cm
s
5× 10−5 5× 10−5 8× 10−3 5× 10−2
Fef+ , the frictional force keeping the membrane patch from slipping its bonds, Ff and the
restoring force of the membrane to external forces, Fmr. The restoring force is analogous to
Hooke’s law, F = −k× x. This model is an adaptation of existing FBEMs [22,23,54,55].
-Fef−
ﬀ Fef+
ﬀ Ff
ﬀ Fmr
Figure B.1: Sum of the Forces During Electroporation
Deriving the model in question from rst principles is done through Newton’s second
law, the driving force Fdf , and the retarding forces, Frf . The driving force in this instance
is Coulomb’s law. This process is described in equations B.1 through B.3 below. There
are a few tricks used below E = ∆V
∆x
, a =
d2x
dt2
and separation of variables was used to
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simplify f(x, t) to f(x, T ) = f1(T )f2(x).
FT =
∑
F = ma(B.1)
FT = Fdf − Frf = −qE − f(x, T ) = ma(B.2)
FT = −qdV
dx
− f1(T )f2(x) = md
2x
dt2
(B.3)
0 L
-q dV
dx
ﬀ φw exp
(
∆Ed
RT
)
- x
Figure B.2: Simplied Sum of the Forces During Electroporation
Setting up the integrals to solve equation B.3 yields equation B.4. Solving these inte-
grals required two small tricks. The rst trick is the identication of almost the result of a
chain rule operation in the right hand side of equation B.4, d2xdx. The actual chain rule
result is d(dx2) = 2dxd2x, since there is not a free 2 in equation B.4 both a 2 and a 1
2
was introduced. The second trick is a change of limits, the dv2 term in equation B.6 was
changed to a v and the limit was changed to v2d.
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−q
Ve∫
Vi
dV − f1(T )
L∫
0
f2(x)dx = m
vd∫
0
d2x
dt2
dx(B.4)
−q
Ve∫
Vi
dV − f1(T )
L∫
0
f2(x)dx =
1
2
m
vd∫
0
d
(
dx2
dt2
)
=
1
2
m
vd∫
0
d
(
dx
dt
)2
(B.5)
−q
Ve∫
Vi
dV − f1(T )
L∫
0
f2(x)dx =
1
2
m
vd∫
0
d
(
v2
)(B.6)
q (Vi − Ve)− f1(T ) [f2(L)− f2(0)] = 1
2
mv2d(B.7)
The nal solution was simplied with two substitutions for the separation of variables
components. The two substitions are for the temperature dependant motion of the mem-
brane patch and the energy required to remove the membrane patch. The Arrhenius equa-
tion was substituted in for the temperature rate of motion of the phospholipid-protein patch,
f1(T ) = exp
(
∆Ed
RT
)
. This is consistant with the material science method of ionic and crys-
tal motion [5]. The terminology for the energy requried to remove the membrane patch was
absconded from the materials science term for the energy required to remove an electron
from a material. This is know as the work function and is designated by Φ. The substitution
here was ∆f2 = Φw [5, 188]. The result after these two substitutions and a rearrangement
is equation B.8. This equation can be used to calculate the transmembrane voltage required
to porate cells.
(B.8) ∆V = 1−q
(
Φw exp
(
∆Ed
RT
)
+
1
2
mv2d
)
This equation agrees with experimental data, r = 0.914 [22].
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Appendix C: Conductivity [128]
C.1 Introduction
Conductivity is the scientic measure of conductance. It typically refers to the ow of
electric charge, ionic charge or heat from a dense region to a sparce region. This appendix
deals with the ionic conductivity of a three part system. The three components of the syster
are intracellular, membrane, and extracellular of a cell. The different regions have their
own specic conductivity. The inside of a cell is an aqueous cationic environment with
high concentrations of potassium and low concentrations of sodium, chloride, magnesium
and calcium [123], see table C.1. The uid bilipid membrane is a leaky conductor with
active and passive tranport for different ions. By maintaining this concentration gradient a
cell creates an inate transmembrane electrical potential, know as the resting potential [44].
Table C.1: Concentrations of Critical Ions in Body Fluids [44, 123]
Region Na+ K+ Cl− Nondiffusable Charged
ions sum
Extracellular 145 4 120 None +29Fluid
Membrane None None None None None
Intracellular 12 155 4 155 -8Fluid
The concentration units for the ions presented here are in milimoles
l
This electrical and chemical gradient is maintained through both active and passive
transport mechanisms [123]. Passive transport is accomplished via ion channels that work-
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ing with a concentraion gradient and may contain a selectivity region for a specic species.
Active transport is mediated by carriers, which act to carry ions or molecules against a
concentration gradient. Carriers utilize two main methods of transport for moving ions and
molecules, primary transport or gradient facilitated transport. The most common example
of primary transport is the Na+-K+ ATPase1. This active transport system maintains the
electrical and chemical gradient by using ATP to power a protein that moves three Na+
ions out of the cell, while moving two K+ ions into the cell along with a dephosphorylation
of and ATP molecule.
An increase in the concentration of ions in a region decreases the resistance to current
ow and increases the conductivity of a region [44, 45]. Table C.1 shows the difference in
the concentration of ions in the different regions associated with a cell. This in turn means
that the different regions will respond differently to applied electric elds.
C.2 Examining the Conductivity in a Three Part System 2
(C.1) f(λ) =
2λo
[
2λm + λi + (λm − λi)
(
a− d
a
)3
− 3λm
(
a− d
a
)]
(2λm + λi) (2λo + λm) + 2
(
a− d
a
)3
(λi − λm) (2λm − λo)
The conductivity factor f described in chapter 2 is dependant on the conductivity of
the cell membrane, λm, the extracellular media, λo, and the intracellular media, λi. Equa-
1Other examples of ATPases are the H+-K+ ATPase responsible for H+ secretion in the gastic mucosa
and the Ca++ ATPase that pumps Ca++ into the sarcoplasmic reticulum [123]
2This section is based loosely on the work of Eberhard Neumann in Electroporation and Electrofusion in
Cell Biology [126]
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Figure 2.2: Thin Walled Approximation
tion C.1 describes the conductivity term for the mixed three part system. The derivation
of this equation is beyond the scope of the document and is only presented here for com-
pleteness [128]. Equation C.1 incorporates the three λs as well as the associated radii, see
gure 2.2 from the introduction section.
For most mammalian cells a >> d and this allows for the substitution
[
a− d
a
]3
≈
1− 3d
a
and that substitution simplies C.1 to equation C.2.
(C.2) f(λ) =
λoλi
(
2d
a
)
(2λo + λi)λm +
(
2d
a
)
(λo − λm) (λi − λo)
If the intracellular ionic concentration drops or the extracellular ionic concentration
increases this conductivity factor, f(λ), increases. This factor is typically ignored when
dealing with electroporation because the describing equations were created for phospho-
lipid membranes rather than cells [24, 25, 140143, 190]. The leakiness or transmission of
ions through the membrane is typically ignored for electroporation but it should not be. If
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λm is large that would have a signicant contribution of the equations. This is especially true
if small regions of a cell were modeled.
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Appendix D: Deriving the Time Constant: τc
Equation 2.4 from chapter 2 alluded to a time constant associated with membrane charg-
ing prior to electroporation. This time constant stems from relaxation theory where applied
or removed elds, while having instantaneous effects on the regions encompased by the
elds, the elements affected by those elds do not respond instantaneously [174]. This
time lag results in a distortion of the responce curve when compared to the input, see g-
ure D.1.
(2.4) VTM = 32 f bE cos θ
(
1− exp
(
−t
τc
))
-
6
A
pp
lie
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-
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Figure D.1: Responce Curve With Time Lag
This time constant for the polarization of the transmembrane eld is a possible reason
for the effectiveness of different voltage/duration electroporation signatures. Current lit-
erature has the electroporation signature from hundreds of volts for millisecond pulses to
kilovolts at microsecond pulses to megavolts at nanosecond pulses [79, 80, 92, 145]. The
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time constant of the transmembrane potential describes the responce of the ions to the ap-
plied electric eld.
One description of the time constant of a cell membrane was postulated by Schawn
in 1957. This equation describes the transmembrane time constant as a function of the
specic conductivities of the inside, λi, membrane, λm, and outside, λo regions, and the
cell membrane’s capacitance, Cm and conductance, Gm, see equation D.1.
(D.1) τc = a · Cm λi + 2λo
2λiλo + a ·Gm (λi + 2λo)
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Appendix E: Packing Analysis for Spheres
The packing analysis presented here represents a sphere created by the interaction of
1000 equal sized spheres. It assumes that the spheres are deformable and produce zero void
space. Since the initial sphere radii are an approximation this approximation may or may
not affect the analysis. The initial radii for the individual spheres is 600 pm.
volume of a individual sphere =
4pi
3
r3(E.1)
=
4pi
3
(600 pm)3(E.2)
=
4pi
3
× 2.16× 108 pm3(E.3)
equal volume of 1000 spheres = 1000× 4pi
3
× 2.16× 108 pm3(E.4)
=
4pi
3
× 2.16× 1011 pm3(E.5)
radius of a sphere of know volume =
3
√
3
4pi
v(E.6)
radius of an equal volume sphere =
3
√
3
4pi
4pi
3
× 2.16× 1011 pm3(E.7)
radius of an equal volume sphere = 3
√
2.16× 1011 pm3 = 6000 pm(E.8)
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Appendix F: Computing Acceleration and Velocity of Ions in Viscous Media
This appendix is an extension of chapter 5, solving for the speed and acceleration of
potassium ions in a 0.9% NaCl solution in a 1500 V
cm
electric eld.
s = so + a t(F.1)
F = Fe − Ff = ma(F.2)
F = z eE − 6pi η r s = ma(F.3)
s =
ma− z eE
−6pi η r(F.4)
Substituting equation F.4 into equation F.1 for s yields equation F.5.
ma− z eE
−6pi η r = so + a t(F.5)
ma − z eE = −6pi η r so − 6pi η r a t(F.6)
ma + 6pi η r a t = z eE − 6pi η r so(F.7)
a · (m+ 6pi η r t) = z eE − 6pi η r so(F.8)
a =
z eE + 6pi η r so
m+ 6pi η r t
(F.9)
Rearranging equation F.9 and substituting it into equation F.1
a =
z eE
6pi η r t +m
(F.10)
s = so +
z eE
6pi η r t +m
t(F.11)
(F.12)
The two equations are solved by assuming that so is zero and a table of times. The rst
acceleration value is computed using equation F.10 with so equal to zero and time is ti− to
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where to = 0. The result of that is plugged into F.1 with so equal to zero and time is ti− to
where to = 0. This process is repeated by setting so = s, incrementing ti, and subtracting
the current value of ti from the previous value of ti, e.g. in pseudocode ti(i) − ti(i − 1).
Using this value for so This process was repeated for time values ranging from 1 × 10−16
to 1× 10−10, see gure 1.
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Figure F.1: Plot of Acceleration and Speed in 0.9% NaCl Solution
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Table F.1: Velocity and Acceleration for K+ Ions in a 0.9 Mass % NaCl Solution
Time (sec) Acceleration (m
s2
)
Velocity
(
m
s2
)
0 3.700 ×1011 0
1.0 ×10−16 3.687 ×1011 3.687 ×10−5
3.0 ×10−16 3.648 ×1011 1.463 ×10−4
6.0 ×10−16 3.571 ×1011 3.605 ×10−4
1.05 ×10−15 3.273 ×1011 1.836 ×10−3
3.6 ×10−15 2.454 ×1011 3.495 ×10−3
6.6 ×10−15 1.431 ×1011 6.364 ×10−3
1.05 ×10−14 6.154 ×1010 8.653 ×10−3
3.0 ×10−14 2.795 ×108 1.0372 ×10−2
4.96 ×10−14 5.337 ×105 1.037973 ×10−2
7.03 ×10−14 5.152 ×102 1.037975 ×10−2
8.2 ×10−14 9.541 ×100 1.037975 ×10−2
9.03 ×10−14 5.557 ×10−1 1.037975 ×10−2
1.04 ×10−13 5.978×10−3 1.037975 ×10−2
1.23 ×10−13 9.0531×10−6 1.037975 ×10−2
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Appendix G: Packing Analysis for Cylinders
The packing analysis presented here represents a sphere created by the interaction of
1000 equal sized cylinders. It assumes that the cylinders are deformable and produce zero
void space. Since the initial cylinder length and radii are experimental and accepted litera-
ture values, this is a better approximation than appendix E. The initial radii and length for
the individual cylinders is 2.1 nm and 0.34 nm respectively [113, 185].
volume of a individual cylinder = pi × r2cyl × lcyl(G.1)
= pi × (2.1nm)2 × 0.34nm(G.2)
= pi × 4.41nm2 × 0.34nm(G.3)
= pi × 1.50nm3(G.4)
equal volume of 1000 cylinders = 1000× pi × 1.5nm3(G.5)
= pi × 1500nm3(G.6)
radius of a sphere of known volume =
3
√
3
4pi
v(G.7)
radius of an equal volume sphere =
3
√
3
4pi
pi × 1500nm3(G.8)
radius of an equal volume sphere =
3
√
1125nm3 = 10.4nm(G.9)
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Appendix H: Packing Analysis for Cells in Cuvette
The packing analysis presented here represents 5× 106 cells in one mL of media. It is
used to calculated the void fraction for electroporation cuvette experiments. The cells have
a diameter of 50 µm.
Vcell =
4pi
3
r3 =
4pi
3
(25µm)3 =
4pi
3
× 15625µm3 = 6.545× 104µm3(H.1)
VTotal = # of cells× volume of aCell(H.2)
= 5× 106 × 6.545× 104µm3 = 3.273× 1011µm3(H.3)
= 0.3273mL(H.4)
The packing fraction is only 32.7%. Therefore, the cells only take up 1
3
of the solution
volume for cells with a diameter of 50 µm.
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Appendix I: Flow Pattern by Direction
Forward Right Left
0.120818 0.510931 0.368252
0.267348 0.235076 0.497576
0.635589 0.122484 0.241927
0.091262 0.150115 0.758624
0.652168 0.344283 0.003549
0.533845 0.313671 0.152485
0.762832 0.216919 0.02025
0.000932 0.32818 0.670888
0.13544 0.569263 0.295297
0.565513 0.180995 0.253491
0.655744 0.031831 0.312425
0.030192 0.430353 0.539455
0.120139 0.155263 0.724598
0.824013 0.031342 0.144646
0.159548 0.44086 0.399592
0.137434 0.124618 0.737948
0.840371 0.018462 0.141167
0.829565 0.085598 0.084837
0.992458 0.005727 0.001815
0.106606 0.236403 0.65699
0.65731 0.138888 0.203802
0.676188 0.098387 0.225424
0.345125 0.313913 0.340962
Forward Right Left
0.24235 0.135212 0.622438
0.420033 0.292815 0.287152
0.457975 0.441016 0.101009
0.074456 0.568375 0.357169
0.853056 0.099949 0.046995
0.132008 0.565399 0.302594
0.855436 0.046053 0.098511
0.118903 0.531226 0.349871
0.814216 0.086536 0.099248
0.502735 0.263967 0.233298
0.206651 0.149451 0.643897
0.110444 0.683865 0.205691
0.260276 0.338376 0.401348
0.112048 0.169936 0.718015
0.528267 0.274382 0.197351
0.748096 0.062105 0.189799
0.629983 0.045464 0.324553
0.062928 0.596564 0.340508
0.762834 0.01343 0.223736
0.270766 0.558205 0.171029
0.216025 0.212937 0.571038
0.021564 0.416175 0.562261
0.804714 0.033695 0.161591
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Appendix J: Parallel Plate Concentration Contour Plots
N
o
r
m
a
li
ze
d 
Co
nc
en
tr
at
io
n
 0
 2
 4
 6
 8
 10
Row Nodes
 0
 2
 4
 6
 8
 10
Column Nodes
 0
 0.5
 1
 1.5
 2
 2.5
N
o
r
m
a
li
ze
d 
Co
nc
en
tr
at
io
n
 0
 2
 4
 6
 8
 10
Row Nodes
 0
 2
 4
 6
 8
 10
Column Nodes
 0
 0.5
 1
 1.5
 2
 2.5
N
o
r
m
a
li
ze
d 
Co
nc
en
tr
at
io
n
 0
 2
 4
 6
 8
 10
Row Nodes
 0
 2
 4
 6
 8
 10
Column Nodes
 0
 0.5
 1
 1.5
 2
 2.5
Figure J.1: Parallel Plate Induced Motion, 1500 V
cm
Field after 0, 50, and 100 ms
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Figure J.2: Parallel Plate Induced Motion, 1500 V
cm
Field after 150, 200, and 250 ms
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Figure J.3: Parallel Plate Induced Motion, 1500 V
cm
Field after 300, 350, and 400 ms
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Figure J.4: Parallel Plate Induced Motion, 1500 V
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Field after 450, and 500 ms
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Appendix K: Needle Array Concentration Contour Plots
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Figure K.1: Needle Array Induced Motion in a 1500 V
cm
Field after 0, 50, and 100 ms
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Figure K.2: Needle Array Induced Motion in a 1500 V
cm
Field after 150, 200, and 250 ms
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cm
Field after 450, and 500 ms
168
Appendix L: Parallel Plate Electroporation Applicator Flow Model Code
This appendix contains all of the code required to repeat the paralell plate electropora-
tion applicator ow model project. Just type it in and compile it using make. It is broken
up into the separate sections, they are each a different c code or header le.
The following sections are Makele, see page 170, it contains a list of all the ccode and
header les required to run the code. It make compilation simple using gnu make program.
Next is rndsqr.c on page 171, this is the main program. It initializes the arrays, prototypes
the variables, calls all of the subprograms and handles all of the returns and reads from
and writes to les. Following that are the Park and Miller random number generator les.
There is a header le and a code le, ran0.h and ran0.c see pages 183 and 184 respectively.
This code randomly select a ow value between 0 and 1. The next set of included les are
rand2.h and rand2.c, see pages 186 and 187 respectively. This code is used to select the
direction of travel. There is a safety check in rndqr.c to guarantee that the direction is only
chosen once.
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L.1 Makele
# makefile for the random number generator
ran: ran0.o rndsqr.o rand5.o rand2.o
g++ -o ran ran0.o rndsqr.o rand5.o rand2.o
rndsqr.o: rndsqr.c ran0.h rand5.o rand2.o
g++ -c rndsqr.c
ran0.o: ran0.c ran0.h
g++ -c ran0.c
rand5.o: rand5.c rand5.h
g++ -c rand5.c
rand2.o: rand2.c rand2.h
g++ -c rand2.c
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L.2 Parallel Plate Electroporation Model Ccode, rndsqr.c
/* rndsqr.c update 20030315 */
#include <stdio.h>
#include <time.h>
#include <math.h>
#include "ran0.h"
#include "rand5.h"
#include "rand2.h"
struct flow {float A; float C; float E;};
/* this program calls the random number generator ran0.c and */
/* uses that program to calculate random numbers to fill a matrix */
/* the matrix is going to be used as a tissue model. */
/* the first random number is dropped because it is not all that random */
float conc[121];
main()
{
int i, k, l;
float m, n;
float sconc[121], conc_ph = 0.0;
float j;
long int t, u;
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float result;
FILE* datafile;
FILE* datafile2;
FILE* datafile3;
FILE* datafile4;
FILE* datafile5;
FILE* datafile6;
FILE* datafile7;
FILE* datafile8;
/* priming the random number generator seeds */
u = sqrt(time(NULL))+cbrt(time(NULL))+time(NULL);
t = sqrt(time(NULL))+cbrt(time(NULL))+time(NULL);
/* result = ran0(&t);*/
m = ran0(&u);
n = rand2(&t);
/* This is to randomly generate a number between 1 and 2 */
/* and to decide if that number has alread been used */
datafile = fopen("test.data","a");
datafile2 = fopen("f_A.data","a");
datafile3 = fopen("f_C.data","a");
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datafile4 = fopen("f_E.data","a");
datafile5 = fopen("f_out_right.data","a");
datafile6 = fopen("f_out_left.data","a");
datafile7 = fopen("init_conc.data","w");
datafile8 = fopen("first_change.data","w");
/* setting up counters */
k=0;
/* I am using an 11 by 11 square */
/* This allows for easily finding the center and having a
midpoint to start from */
/* the value of of x in f[x] has to be 1 greater than i */
struct flow f[122];
for(i=1; i<=121; i++)
{
/* o[1]=0;
o[2]=0;
o[3]=0;*/
n = 0;
f[i].A = ran0(&u);
while (n != 1 && n != 2)
{
n= (int) rand2(&t);
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}
/* these two conditional statements describe the pick process */
/* if the first # chosen is a 1 then the first statement
executes */
/* if the second # chosen is a 1 then the second statement
executes */
if(n==1)
{
f[i].C=(1-f[i].A) * ran0(&u);
f[i].E=(1-f[i].A-f[i].C);
}
if( n==2)
{
f[i].E=(1-f[i].A) * ran0(&u);
f[i].C=(1-f[i].A-f[i].E);
}
/* This next line puts all of the data into one file */
fprintf(datafile,"%i %f\t%f\t%f\t%f\n",i,f[i].A, f[i].C, f[i].E,
f[i].A+f[i].C+f[i].E);
/* This next line puts the f.A data into one file, one
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data point per line */
/* It also puts a second carraige return every 11 data points */
fprintf(datafile2,"%f\n",f[i].A);
if ( i % 11 == 0)
fprintf(datafile2,"\n");
/* This next line puts the f.C data into one file, one
data point per line */
/* It also puts a second carraige return every 11 data points */
fprintf(datafile3,"%f\n", f[i].C);
if ( i % 11 == 0)
fprintf(datafile3,"\n");
/* This next line puts the f.E data into one file, one
data point per line */
/* It also puts a second carraige return every 11 data points */
fprintf(datafile4,"%f\n", f[i].E);
if ( i % 11 == 0)
fprintf(datafile4,"\n");
}
for ( i=1; i <=121; i++)
{
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/* this set of code keeps the sides from cycling back on
themselves */
if (i%11 !=0)
fprintf(datafile5," %0.3f \n",f[i].C-f[i+1].E);
if(i%11 == 0)
fprintf(datafile5,"%0.3f \n",f[i].C);
if(i %11 ==0 )
fprintf(datafile5,"\n");
if ((i)%11!=1)
fprintf(datafile6," %0.3f \n",f[i].E-f[i-1].C);
/* printf(" %0.3f \n",f[i].E-f[i-1].C); */
if((i)%11==1)
fprintf(datafile6,"%0.3f \n",f[i].E);
/* printf(" %0.3f \n",f[i].E);*/
if(i %11 ==0 )
fprintf(datafile6,"\n");
}
/* This subroutine creates the initial conc. profile and writes
it to 2 files */
/* The first file is the initial conc. profile file and the 2nd
file is the moving conc. profile */
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for(i=1; i<=121; i++)
{
if (i==49 || i==50 || i==51 || i==60 || i==61 || i==62 || i==71
|| i==72 || i==73)
{
j=1;
sconc[i]=j;
}
else
{
j=0;
sconc[i]=j;
}
fprintf(datafile7,"%f\n",sconc[i]);
fprintf(datafile8,"%f\n",sconc[i]);
/* printf("%1.0f ",sconc[i]);*/
if (i%11==0)
{
fprintf(datafile7,"\n");
fprintf(datafile8,"\n");
/* printf("\n");*/
}
if(i==121)
fprintf(datafile8,"\n");
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conc_ph = conc_ph + sconc[i];
}
/* printf("%f \n",conc_ph);*/
/* conc[i] has to be a function of position i and time t so it
should be conc[i,t] the more general but harder to write to
a file and call from gnuplot or conc[i].t where t = 0 -> 5
for this first example */
printf("\n");
/* for(i=1; i<=121; i++)
{
printf("%0.3f ",sconc[i]);
if (i%11==0)
printf("\n");
}*/
conc_ph=0;
for (k=1; k<=10; k++)
{
for(i=1; i<=121; i++)
{
if(i<=11)
{
if (i==1)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E - sconc[i]*f[i].A -
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sconc[i]*f[i].C - sconc[i]*f[i].E;
}
if (i>1 && i<11)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E + sconc[i-1]*f[i-1].C -
sconc[i]*f[i].A - sconc[i]*f[i].C - sconc[i]*f[i].E;
}
if (i==11)
{
conc[i] = sconc[i] + sconc[i-1]*f[i-1].C - sconc[i]*f[i].A -
sconc[i]*f[i].C - sconc[i]*f[i].E;
}
}
if(i>11)
{
if(i%11!=0 && i%11!=1)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E + sconc[i-1]*f[i-1].C +
sconc[i-11]*f[i-11].A - sconc[i]*f[i].A - sconc[i]*f[i].C
- sconc[i]*f[i].E;
}
if( i%11==1)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E + sconc[i-11]*f[i-11].A
- sconc[i]*f[i].A - sconc[i]*f[i].C - sconc[i]*f[i].E;
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}
if(i%11==0)
{
conc[i] = sconc[i] + sconc[i-1]*f[i-1].C + sconc[i-11]*f[i-11].A
- sconc[i]*f[i].A - sconc[i]*f[i].C - sconc[i]*f[i].E;
}
}
fprintf(datafile8,"%f \n",conc[i]);
/* printf("%f ",conc[i]); */
if(i%11==0)
{
/* printf("\n");*/
fprintf(datafile8,"\n");
}
/* This next line writes the conc[i] values to a holder variable that
can be accessed */
/* in the next loop to be used as last time values */
/* sconc[i] = conc[i];*/
/* this line has to be after all of the tests but before the close
of the i indicie */
conc_ph = conc_ph + sconc[i];
if(i==121)
{
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fprintf(datafile8,"\n");
/* printf("\n"); */
}
}
for(i=1;i<=121;i++)
{
/* This next line writes the conc[i] values to a holder variable that
can be accessed */
/* in the next loop to be used as last time values*/
sconc[i] = conc[i];
}
printf("%f \n",conc_ph);
conc_ph =0;
/* printf("\n");*/
}
/* this block of code is a test to see what the system is
outputing
printf("%1.0f ",conc[i,k]);
if(i%11==0)
printf("\n");
if(i==121)
{
181
Appendix L. (Continued)
printf("\n");
}
/* this block of code is a test to see what the system
is outputing */
fclose(datafile);
fclose(datafile2);
fclose(datafile3);
fclose(datafile4);
fclose(datafile5);
fclose(datafile6);
fclose(datafile7);
fclose(datafile8);
}
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L.3 Flow Value Random Number Generator Header File, ran0.h
/* this is the header file for ran0.c a random number generator */
float ran0(long *idum);
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L.4 Flow Value Random Number Generator Ccode File, ran0.c
#include <stdio.h>
/* this program generates random numbers using the method presented */
/* in the book "Numerical Recipies in C" */
/* it is listed on page 278 by Park and Miller */
/* this generates a random number between 0.0 and 1.0 */
#include "ran0.h"
#define IA 16807
#define IM 2147483647
#define AM (1.0/IM)
#define IQ 127773
#define IR 2836
#define MASK 123459876
float ran0 (long *idum)
{
long k;
float ans;
/* printf("%12i\t", *idum); */
/* the ˆ= is and exclusive or */
*idum ˆ= MASK; /* The ˆ= is an XOR */
k = (*idum)/IQ;
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*idum = IA * (*idum - k * IQ) - IR * k;
if (*idum < 0) *idum += IM;
ans = AM * (*idum);
*idum ˆ= MASK;
return ans;
}
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L.5 Directional Random Number Generator, rand2.h
/* this is the header file for ran0.c a random number generator */
float ran0(long *idum);
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L.6 Directional Random Number Generator Ccode File, rand2.c
#include <stdio.h>
/* this program generates random numbers using the method presented */
/* in the book "Numerical Recipies in C" */
/* it is listed on page 278 by Park and Miller */
/* this generates a random number between 0.0 and 1.0 */
#include "ran0.h"
#define IA 16807
#define IM 2147483647
#define AM (1.0/IM)
#define IQ 127773
#define IR 2836
#define MASK 123459876
float ran0 (long *idum)
{
long k;
float ans;
/* printf("%12i\t", *idum); */
/* the ˆ= is and exclusive or */
*idum ˆ= MASK; /* The ˆ= is an XOR */
k = (*idum)/IQ;
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*idum = IA * (*idum - k * IQ) - IR * k;
if (*idum < 0) *idum += IM;
ans = AM * (*idum);
*idum ˆ= MASK;
return ans;
}
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Appendix M: Needle Array Applicator Electroporaiton Flow Model Code
This appendix contains all of the code required to repeat the needle array applicator
electroporation ow model project. Just type it in and compile it using make. It is broken
up into the separate sections, they are each a different c code or header le.
The following sections are Makele, see page 190, it contains a list of all the ccode and
header les required to run the code. It make compilation simple using gnu make program.
Next is needle.c on page 191, this is the main program. It initializes the arrays, prototypes
the variables, calls all of the subprograms and handles all of the returns and reads from
and writes to les. Following that are the Park and Miller random number generator les.
There is a header le and a code le, ran0.h and ran0.c see pages 204 and 205 respectively.
This code randomly select a ow value between 0 and 1. The next set of included les are
rand2.h and rand2.c, see pages 207 and 208 respectively. This code is used to select the
direction of travel. There is a safety check in needle.c to guarantee that the direction is only
chosen once.
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M.1 Makele
# makefile for the random number generator
ned: ran0.o needle.o rand5.o rand2.o
g++ -o ned ran0.o needle.o rand5.o rand2.o
needle.o: needle.c ran0.h rand5.h rand2.h
g++ -c needle.c
ran0.o: ran0.c ran0.h
g++ -c ran0.c
rand5.o: rand5.c rand5.h
g++ -c rand5.c
rand2.o: rand2.c rand2.h
g++ -c rand2.c
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M.2 Needle Applicator Electroporation Model Ccode, needle.c
/* needle.c update 20030605 */
#include <stdio.h>
#include <time.h>
#include <math.h>
#include "ran0.h"
#include "rand5.h"
#include "rand2.h"
struct flow {float A; float C; float E;};
/* this program calls the random number generator ran0.c and */
/* uses that program to calculate random numbers to fill a matrix */
/* the matrix is going to be used as a tissue model. */
/* the first random number is dropped because it is not all that random */
float conc[121];
main()
{
int i, k, l,o=121;
float m, n, p, nf[o];
float sconc[121], conc_ph = 0.0;
float j;
long int t, u;
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float result;
FILE* datafile;
FILE* datafile2;
FILE* datafile3;
FILE* datafile4;
FILE* datafile5;
FILE* datafile6;
FILE* datafile7;
FILE* datafile8;
FILE* needleforce;
/* priming the random number generator seeds */
u = sqrt(time(NULL))+cbrt(time(NULL))+time(NULL);
t = sqrt(time(NULL))+cbrt(time(NULL))+time(NULL);
/* result = ran0(&t);*/
m = ran0(&u);
n = rand2(&t);
/* This is to randomly generate a number between 1 and 2 */
/* and to decide if that number has alread been used */
datafile = fopen("test.data","a");
datafile2 = fopen("f_A.data","a");
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datafile3 = fopen("f_C.data","a");
datafile4 = fopen("f_E.data","a");
datafile5 = fopen("f_out_right.data","a");
datafile6 = fopen("f_out_left.data","a");
datafile7 = fopen("init_conc.data","w");
datafile8 = fopen("first_change.data","w");
needleforce = fopen("needshape.data","r");
/* setting up counters */
k=0;
/* I am using an 11 by 11 square */
/* This allows for easily finding the center and having a midpoint
to start from */
/* the value of of x in f[x] has to be 1 greater than i */
struct flow f[122];
for(i=1; i<=121; i++)
{
/* o[1]=0;
o[2]=0;
o[3]=0;*/
n = 0;
f[i].A = ran0(&u);
while (n != 1 && n != 2)
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{
n= (int) rand2(&t);
}
/* these two conditional statements describe the pick process */
/* if the first # chosen is a 1 then the first statement
executes */
/* if the second # chosen is a 1 then the second statement
executes */
if(n==1)
{
f[i].C=(1-f[i].A) * ran0(&u);
f[i].E=(1-f[i].A-f[i].C);
}
if( n==2)
{
f[i].E=(1-f[i].A) * ran0(&u);
f[i].C=(1-f[i].A-f[i].E);
}
/* This next line puts all of the data into one file */
fprintf(datafile,"%i %f\t%f\t%f\t%f\n",i,f[i].A, f[i].C, f[i].E,
f[i].A+f[i].C+f[i].E);
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/* This next line puts the f.A data into one file, one data point
per line */
/* It also puts a second carraige return every 11 data points */
fprintf(datafile2,"%f\n",f[i].A);
if ( i % 11 == 0)
fprintf(datafile2,"\n");
/* This next line puts the f.C data into one file, one data point
per line */
/* It also puts a second carraige return every 11 data points */
fprintf(datafile3,"%f\n", f[i].C);
if ( i % 11 == 0)
fprintf(datafile3,"\n");
/* This next line puts the f.E data into one file, one data point
per line */
/* It also puts a second carraige return every 11 data points */
fprintf(datafile4,"%f\n", f[i].E);
if ( i % 11 == 0)
fprintf(datafile4,"\n");
}
for ( i=1; i <=121; i++)
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{
/* this set of code keeps the sides from cycling back on
themselves */
if (i%11 !=0)
fprintf(datafile5," %0.3f \n",f[i].C-f[i+1].E);
if(i%11 == 0)
fprintf(datafile5,"%0.3f \n",f[i].C);
if(i %11 ==0 )
fprintf(datafile5,"\n");
if ((i)%11!=1)
fprintf(datafile6," %0.3f \n",f[i].E-f[i-1].C);
/* printf(" %0.3f \n",f[i].E-f[i-1].C); */
if((i)%11==1)
fprintf(datafile6,"%0.3f \n",f[i].E);
/* printf(" %0.3f \n",f[i].E);*/
if(i %11 ==0 )
fprintf(datafile6,"\n");
}
/* This subroutine creates the initial conc. profile and
writes it to 2 files */
/* The first file is the initial conc. profile file and the
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2nd file is the moving conc. profile */
for(i=1; i<=121; i++)
{
if (i==49 || i==50 || i==51 || i==60 || i==61 || i==62 || i==71
|| i==72 || i==73)
{
j=1;
sconc[i]=j;
}
else
{
j=0;
sconc[i]=j;
}
fprintf(datafile7,"%f\n",sconc[i]);
fprintf(datafile8,"%f\n",sconc[i]);
/* printf("%1.0f ",sconc[i]);*/
if (i%11==0)
{
fprintf(datafile7,"\n");
fprintf(datafile8,"\n");
/* printf("\n");*/
}
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if(i==121)
fprintf(datafile8,"\n");
conc_ph = conc_ph + sconc[i];
}
/* printf("%f \n",conc_ph);*/
/* conc[i] has to be a function of position i and time t
so it should be conc[i,t] the more general but harder
to write to a file and call from gnuplot or conc[i].t
where t = 0 -> 5 for this first example */
printf("\n");
/* for(i=1; i<=121; i++)
{
printf("%0.3f ",sconc[i]);
if (i%11==0)
printf("\n");
}*/
i =1;
while(!feof(needleforce))
{
fscanf(needleforce,"%f",&p);
nf[i]=p/100;
/* printf("%6.1f ",nf[i]);
if(i%11 ==0)
{
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printf("\n");
}*/
i++;
}
conc_ph=0;
for (k=1; k<=10; k++)
{
for(i=1; i<=121; i++)
{
if(i<=11)
{
if (i==1)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E*nf[i+1]
- sconc[i]*f[i].A*nf[i] - sconc[i]*f[i].C*nf[i]
- sconc[i]*f[i].E*nf[i];
}
if (i>1 && i<11)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E*nf[i+1]
+ sconc[i-1]*f[i-1].C*nf[i-1] - sconc[i]*f[i].A*nf[i]
- sconc[i]*f[i].C*nf[i] - sconc[i]*f[i].E*nf[i];
}
if (i==11)
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{
conc[i] = sconc[i] + sconc[i-1]*f[i-1].C*nf[i-1]
- sconc[i]*f[i].A*nf[i] - sconc[i]*f[i].C*nf[i]
- sconc[i]*f[i].E*nf[i];
}
}
if(i>11)
{
if(i%11!=0 && i%11!=1)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E*nf[i+1]
+ sconc[i-1]*f[i-1].C*nf[i-1] + sconc[i-11]*f[i-11].A*nf[i-1]
- sconc[i]*f[i].A*nf[i] - sconc[i]*f[i].C*nf[i]
- sconc[i]*f[i].E*nf[i];
}
if( i%11==1)
{
conc[i] = sconc[i] + sconc[i+1]*f[i+1].E*nf[i+1]
+ sconc[i-11]*f[i-11].A*nf[i-11] - sconc[i]*f[i].A*nf[i]
- sconc[i]*f[i].C*nf[i] - sconc[i]*f[i].E*nf[i];
}
if(i%11==0)
{
conc[i] = sconc[i] + sconc[i-1]*f[i-1].C*nf[i-1]
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+ sconc[i-11]*f[i-11].A*nf[i-11] - sconc[i]*f[i].A*nf[i]
- sconc[i]*f[i].C*nf[i] - sconc[i]*f[i].E*nf[i];
}
}
fprintf(datafile8,"%f \n",conc[i]);
/* printf("%f ",conc[i]); */
if(i%11==0)
{
/* printf("\n");*/
fprintf(datafile8,"\n");
}
/* This next line writes the conc[i] values to a holder
variable that can be accessed in the next loop to be
used as last time values */
/* sconc[i] = conc[i];*/
/* this line has to be after all of the tests but
before the close of the i indicie */
conc_ph = conc_ph + sconc[i];
if(i==121)
{
fprintf(datafile8,"\n");
/* printf("\n"); */
}
}
201
Appendix M. (Continued)
for(i=1;i<=121;i++)
{
/* This next line writes the conc[i] values to a holder variable
that can be accessed in the next loop to be used as last
time values*/
sconc[i] = conc[i];
}
printf("%f \n",conc_ph);
conc_ph =0;
/* printf("\n");*/
}
/* this block of code is a test to see what
the system is outputing
printf("%1.0f ",conc[i,k]);
if(i%11==0)
printf("\n");
if(i==121)
{
printf("\n");
}
/* this block of code is a test to see what
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the system is outputing */
/* i =1;
while(!feof(needleforce))
{
fscanf(needleforce,"%f",&p);
nf[i]=p;
printf("%6.1f ",nf[i]);
if(i%11 ==0)
{
printf("\n");
}
i++;
}*/
fclose(datafile);
fclose(datafile2);
fclose(datafile3);
fclose(datafile4);
fclose(datafile5);
fclose(datafile6);
fclose(datafile7);
fclose(datafile8);
fclose(needleforce);
}
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M.3 Flow Value Random Number Generator Header File, ran0.h
/* this is the header file for ran0.c a random number generator */
float ran0(long *idum);
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M.4 Flow Value Random Number Generator Ccode File, ran0.c
#include <stdio.h>
/* this program generates random numbers using the method presented */
/* in the book "Numerical Recipies in C" */
/* it is listed on page 278 by Park and Miller */
/* this generates a random number between 0.0 and 1.0 */
#include "ran0.h"
#define IA 16807
#define IM 2147483647
#define AM (1.0/IM)
#define IQ 127773
#define IR 2836
#define MASK 123459876
float ran0 (long *idum)
{
long k;
float ans;
/* printf("%12i\t", *idum); */
/* the ˆ= is and exclusive or */
*idum ˆ= MASK; /* The ˆ= is an XOR */
k = (*idum)/IQ;
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*idum = IA * (*idum - k * IQ) - IR * k;
if (*idum < 0) *idum += IM;
ans = AM * (*idum);
*idum ˆ= MASK;
return ans;
}
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M.5 Directional Random Number Generator, rand2.h
/* this is the header file for rand2.c a random number generator */
float rand2(long *idum);
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M.6 Directional Random Number Generator Ccode File, rand2.c
#include <stdio.h>
/* this program generates random numbers using the method presented */
/* in the book "Numerical Recipies in C" */
/* it is listed on page 278 by Park and Miller */
/* this generates a random number either 1 or 2
selecting flow direction */
#include "rand2.h"
#define IA 16807
#define IM 2147483647
#define AM (1.0/IM)
#define IQ 127773
#define IR 2836
#define MASK 123459876
float rand2 (long *idum)
{
long k;
float ans;
/* the ˆ= is and exclusive or */
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*idum ˆ= MASK; /* The ˆ= is an XOR */
k = (*idum)/IQ;
*idum = IA * (*idum - k * IQ) - IR * k;
if (*idum < 0) *idum += IM;
/* to change this to picking any value add 1 to the value
and replace 3.0, 3.0 means 2 choices */
ans = 3.0 * AM * (*idum);
/* printf("%12i\t", ans); */
*idum ˆ= MASK;
return ans;
}
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Modeling the ow of the DNA fragments in the gel matrix was initially attempted using
the rst principle charge/velocity model of chapter 5 [7577]. From the rst principle
charge/velocity model and the packing factor methods, predicted speeds for DNA in gels
were calculated, see column 3, table N.1. The next step was to acquire a reference data set
from the literature. After an extensive literature search a vacuum was noted. The values
for both the strength and duration of the applied electric elds were both vacant from all
of the DNA gel literature. The exact or even approximate distances traveled by the DNA
bands was also absent from the journal articles. Molecular biologists must not nd this
information important, but for this analysis those three pieces of data were paramount.
Since representative values of the electric eld strength, duration, and distance traveled
for common DNA fragment sizes were not available in the literature they were experimen-
tally determined for this demonstration effort. A gel was ran using DNA standards at a
specic voltage, 6.56 V
cm
1
, for a specic time, 1 hr2. An image of this gel is shown in
gure N.1. Lane 3 of the gel was loaded with HyperLadder I, made by Bioline USA Inc.,
Canton Ma., catalog number BIO-33025 [14]. The band sizes in HyperLadder I are 10k,
8k, 6k, 5k, 4k, 3k, 2500, 2000, 1500, 1000, 800, 600, 400, and 200 basepairs [14]. Lane 5
of the gel was loaded with a 100 bp ladder made by Bayou Biolabs, Harahan, La., catalog
number L-101 [10]. The 100 bp ladder spans from 100 bp to 4000 bp in increments of 100
bp, e.g. 100 bp, 200 bp, 300 bp, ..., 3900 bp, and 4000 bp [10]. The gel matrix was a 1%
1A value of 105 Volts was measured across the 16 cm gel apparatus
2Special thanks to Dr. Loree Heller of the USF Center for Molecular Delivery, CMD
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agarose gel and the carrier solution was 1x TAE buffer [7] and the applied electric eld was
6.56 V
cm
.
Cathode Side
15000 bp
10000 bp
4000 bp
1000 bp
300 bp
Anode Side
Lane 3 5
Figure N.1: Photograph of the Data Electrophoresis Gel
This is a scan out of my lab notebook of the actual gel used to optimize the model.
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Table N.1: DNA Fragment Experimental and Computed Speeds in an Agarose Gel
DNA Fragment Experimental Calculated Corrected Difference
Size (bp) Speed
(
cm
hr
)
Speed
(
cm
hr
)
Speed
(
cm
hr
)
(Cor-Exp)
100 6.70 2.80 6.70 0.00
200 6.34 4.45 10.64 4.30
300 6.09 5.83 13.95 7.86
400 5.78 7.06 16.90 11.12
600 5.28 9.26 22.14 16.86
800 4.80 11.21 26.82 22.02
1000 4.50 13.01 31.12 26.62
1500 3.83 17.05 40.78 36.95
2000 3.40 20.66 49.40 46.00
2500 3.11 23.97 57.33 54.22
3000 2.89 27.07 64.74 61.85
4000 2.60 32.79 78.42 75.82
5000 2.39 38.05 91.00 88.61
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Calculating the average viscosity in a tissue is accomplished by rst solving the veloc-
ity equation for ions in a liquid from chapter 5 and then multiplying by the duration of the
electric eld, see equation O.1 below. In the Zharoff paper, a 5.1 kbp plasmid with an ap-
plied electric eld of 465 V
cm
for 10 50 ms pulses. Computing the charge and approximate
radius of the plasmid is performed using the methods of chapter 5 and appendicies G and
E. The valency for the 5.1 kbp plasmid is 306 e− and the radius is either 10.3 or 17.9 nm
depending on the approximation, computed with equations O.2 and O.3 respectively. The
viscosities that correspond to these radius values are 1.59 and 0.916 poise.
(O.1) η = zeE
f
=
zeE
6pisr
· tfield applied
(O.2) radiussphere(pm) = 3
√
2.16×# of base pairs× 108 pm3
(O.3) radiuscyl(nm) = 3
√
1.125×# of base pairs
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Appendix P: Gel Retarding Force and Speed Model Iterations
P.1 Modeling the Retarding Force of the Gel
The retarding force of the gel on a DNA fragment was modeled using the following
assumptions, the gel is made up of tubes, the tubes are constant radii, and the DNA is pliable
and exible [42, 43, 134]. Tubes were chosen as the pathway for the DNA to travel for two
reasons. First, polymeric knot theory predicts that agarose gels form a three-dimensional
gel with cross-links that interact to approximate a tube [40, 134], and second, treating the
DNA pathways as tubes allowed for the utilization of the ow eld model of chapter 8.
P.1.1 Cross Sectional Area Interaction Model, CSAIM
From these assumptions it was realized that the difference in the cross sectional area of
the DNA fragment and the gel tube is the major contributor to the retarding force. Therefore
the retarding frictional force of the gel on the DNA fragment was modeled with a Fg =
pi × (rDNA − rpore)2 dependence. The rpore value was ascertained from gel resolution.
The agarose content of gels is chosen as a function of the desired separation gradient. As
the DNA fragment size decreases the agarose content of the gel must increase to maintain
band denition. This also minimizes the maximum size of the DNA fragment that can
travel through the gel. A 1% agarose gel is commonly used to resolve DNA down to 100
bp [7, 10, 14]. The radius of the 100 bp DNA fragment was chosen as the gel pore radii,
rpore = 4.8268 nm. The parameter Agel was regressed and its value was calculated to be
5.688×10−17 N
nm2
. The frictional force of the model compared to the experimental frictional
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force is shown in gure P.1. The R2 value for the model is 0.9989 [139]. The code for the
regression and the statistics in listed in appendix R
(P.1) Fg = Agel × pi × (rDNA − rpore)2
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Figure P.1: Gel Frictional Force Model
P.1.2 Calculating DNA Fragment Speeds Using the CSAIM
Theoretically, the DNA fragment would be at its greatest speed when the sum of the
forces in the cumulative force equation were in equilibrium. Therefore, equation P.2 was
set equal to zero and solved for speed, see equation P.3. The values used in equation P.3
to calculate the speed for the different DNA fragments traveling in the gel matrix. The
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calculated values are listed in appendix W and the code to compute those values is in
appendix R.
ΣForces = zeE − 6piηrsc− Agel pi(rDNA − rpore)2(P.2)
s =
zeE − Agel pi(rDNA − rpore)2
6piηrc
(P.3)
P.1.3 CSAIM Results and Discussion
The experimental speeds, the model predicted speeds and the differences are listed in
table X.1, appendix X. Figure P.2 displays the experimental speeds and the model predicted
speeds. The R2 value of the model compared to experimental data is 0.66756.
As an extension of the rst principle model, the cross sectional area interaction model,
CSAIM, initially had positive results. The agreement between the force due to the gel and
the Coulombic force as seen in gure 12.3 seemed promising. The cross sectional area
model, described in section P.1.1, represented the experimental value well. This can be
seen in gure P.1 and in the computed R2 value of 0.99870. Figure P.2 displays that the
speed computed by the CSAIM does not effectively model the speed of the various DNA
fragments in the DNA gel. The R2 value for the model compared to the experimental values
is 0.66756. This result was disappointing and surprising because of the superb t of the gel
frictional force model, see gure P.1. The cause of the variation of the speeds predicted by
the CSAIM and the experimental speeds is primarily due to the variation in between the
calculated frictional force and the experimental frictional force divided by 6piηrc.
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Figure P.2: Experimental Speed vs CSAIM Predicted Speed
P.1.3 Surface Area Interaction Model, SAIM
After the poor result of the CSAIM, it was hypothesized that modeling the cross sec-
tional area of the DNA fragment did not suitably and properly describe the DNA fragment,
agarose gel interaction. Using the prolate spheroid eccentricity factor c, the spheroid shape
was subsequently modeled as a cylinder and the major and minor axes where decomposed
from the different representative volumes for the individual sized fragments. The interact-
ing surface area, ISA, of the DNA fragment cylinder without the end caps was calculated
using equation P.4. The force due to the gel, Fg was calculated with P.5. A single param-
eter, Agel see equation P.5, was regressed to t the data. The regressed value of Agel was
1.247× 10−17 N
nm2
. The R2 value for this model was 0.9640, not as good as the CSAIM but
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still an interesting model. After comparing gures P.3 and P.1, the SAIM was ignored due
to poor t with the experimental data.
ISA = 2pi (r − rpore)L(P.4)
Fg = Agelpi (r − rpore)L(P.5)
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Figure P.3: Gel Frictional Force Model
P.2 Modeling the Speed of the DNA Fragments in an Gel
After the shortcomings of the CSAIM, where modeling the speed of the DNA fragment
was attempted by modeling the error of the rst principle model, the following series of
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models use the rst principle model as a starting point but solves directly for the speed of
the DNA fragment. The three following models begin with the rst principle model solved
for speed and add a correction factor as a function of radius or number of base pairs. The
three models are the area correction DNA fragment speed model, ACDFSM, the parabolic
correction DNA fragment speed model, PCDFSM, and the exponential correction DNA
fragment speed model, ECDFSM.
P.2.1 Area Correction DNA Fragment Speed Model
The ACDFSM uses a similar technique to the CSAIM except instead of creating a
model to solve for the lost frictional force, the model solves the error in the speed, see
equation P.6 [46, 219]. Moving the correction factor into an equation that directly mod-
els the speed, reduces the propagation of error.The regressed value for Bgel was 10.2427
hr nm2
cm
. The computer code written to compute the speed values is in appendix T The graph
comparing the experimental speed to the model predicted speed is gure P.4. The R2 value
for this model is 0.90713. This is a marked improvement over the CSAIM model but the
ACDFSM model does not match the shape of the experimental data and diverges at radii
larger than 14 nm.
(P.6) S = FE
6piηrpore
− pi
(
r2 − r2pore
)
Bgel
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Figure P.4: Experimental Speed vs ACDFSM Predicted Speed
P.2.2 Parabolic Correction DNA Fragment Speed Model
The PCDFSM is an extension of the ACDFSM. It uses a parabola to model the speed er-
ror in the rst principle model. The other main difference is that it uses the number of base
pairs as its independent variable rather than the DNA fragment radius. This reduces the re-
liance of the model on approximated values and brings the model one step closer to known
data. A parabolic equation, see equation P.7, was used because it closely modeled the er-
ror between the rst principle model and the experimental values [46, 219]. Appendix U
contains the computer code used to regress the parameter Cgel. The graph comparing the
model speed to the experimental speed is shown in gure P.5. The regressed value for Cgel
was 0.004513 cm2
hr2 bp
and the R2 value for the model is 0.96395. This model more closely
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predicted the speed of the DNA fragments and more closely follows the shape of the curve
but it diverges for DNA fragments greater than 3700 basepairs.
(P.7) S = FE
6piηrpore
−
√
Cgel ∗ (bp− bpo)
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Figure P.5: Experimental Speed vs PCDFSM Predicted Speed
P.2.3 Exponential Correction DNA Fragment Speed Model
The ECDFSM utilizes an exponential correction factor for modeling the error in the
speed between the rst principle model and the experimental values. It builds on the tech-
niques from the previous three models. The ECDFSM uses the rst principle model for
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the initial value while an exponential model is used to handle the error in the speed. Like
the PCDFSM the number of base pairs is used as the independent variable. Equation P.8
was used to calculate the predicted speeds. This equation uses two tunable parameters to
describe the damping of the DNA fragment’s speed by the agarose gel. The parameter Dgel
tunes the rate of change in speed. The parameter Egel acts to change the steepness of the
graph. The value for Dgel was 4.91915 cmhr and the value for Egel was 750 bp. The value of
Dgel is the speed of a 750 bp DNA fragment in this gel at this electric eld strength. The
code for the regression is listed in appendix V.
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Figure P.6: Experimental Speed vs ECDFSM Predicted Speed
Figure P.6 displays the predicted and the experimental speeds for the DNA fragments
as a function of base pairs. The t of this model is quite good as can be seen in Figure P.6.
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There is some variation at the edges of resolution of the gel but in the working region of
the gel the model performs well. The R2 value for this model is 0.99409.
(P.8) S = FE
6piηrpore
−Dgele
−Egel
bp
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Appendix Q: Gel Electrophoresis Force Model Code
#! /usr/bin/octave -qf
##############################################################
# frictional_force3.m
# Joseph D. Hickey Feb. 23, 2004
# This is an octave program for computing the coulombic and
# frictional forces on a DNA fragment in a liquid given the
# viscosity, speed and number of basepairs
# The results are in Newtons
#
##############################################################
#format long;
time_conversion = 3.6e5;
# this is the converstion from m/s to cm/hr
eta = 0.890e-12; # viscosity di water
# 0.890 cP = 0.890 e -3 kg/(m s)
# = 0.890 e -12 kg/(nm s)
#
e = 1.602e-19; # charge of an electron in Coulombs C
E = 656; # electric field 105 V /16 cm
# 6.56 V/cm = 6.56 J/(C cm)
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# = 6.56 (kg mˆ2)/(sˆ2 C cm)
# = 656 (kg m)/(sˆ2 C)
# the force of the electric field in Newtons
pi = 3.14157; # the value that I like for pi
r_c = 2.1; # nm
L_c = 0.34; # nm
bp = [100, 200, 300, 400, 600, 800, 1000, 1500, 2000, 2500,
3000, 4000, 5000];
s = [6.70, 6.34, 6.09, 5.78, 5.28, 4.80, 4.50, 3.83, 3.40, 3.11,
2.89, 2.60, 2.39];
s = s / time_conversion; # converts speed from cm/hr into m/s
r = [5.84, 7.35, 10.60, 12.57, 17.06, 21.50]; # radius in nm
z = 0.06 * bp;
v_c = pi * r_cˆ2 * L_c .* bp ; # Volume of a cylinder of bp size
r = ((3/(4*pi))*v_c).ˆ(1/3) ; # radius of an equal volume sphere
######################
# preloading values #
######################
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F_g(1) = 1;
a =1.25522;
b = 3;
form_factor = 0.3333; # was a/b
while((F_g(1) > 1e-24) || (F_g(1) < 0))
F_f = 6*pi*eta.*r.*s * form_factor;
F_e = z*e*E;
F_g = F_e - F_f;
F_g(1)
if(F_g(1) < 0)
form_factor = form_factor - 1e-5 * form_factor
elseif(F_g(1) > 1e-22)
form_factor = form_factor + 1e-5 * form_factor;
end
endwhile
form_factor
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Forces = [F_f’, F_e’, F_g’]
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Appendix R: Cross Sectional Area Interaction Model Code
#! /usr/bin/octave -qf
############################################################
# power3.m
# Joseph D. Hickey Feb. 24, 2004
# This is an octave program for computing the parameters
# for the frictional force due to a gel power equation. It
# keys off of the speed of the DNA in the gel
# Y = A_gel*(r_dna - r_pore)ˆ2
#
#
#
#############################################################
###############
## Constants ##
###############
e = 1.602e-19; # charge of an electron in Coulombs C
pi = 3.14157; # the value that I like for pi
r_c = 2.1; # nm
L_c = 0.34; # nm
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time_conversion = 3.6e5; # this is the converstion
# from m/s to cm/hr
form_factor = 0.4181; # regressed form factor parameter
E = 656; # electric field 105 V /16 cm
# 6.56 V/cm = 6.56 J/(C cm)
# = 6.56 (kg mˆ2)/(sˆ2 C cm)
# = 656 (kg m)/(sˆ2 C)
# the force of the electric field in Newtons
eta = 0.89e-12; # the viscosity of di water;
#0.890e-12; # viscosity of saline;
# 0.890 cP = 0.890 e -3 kg/(m s)
# = 0.890 e -12 kg/(nm s)
bp = [100, 200, 300, 400, 600, 800, 1000, 1500, 2000, 2500, 3000,
4000, 5000];
z = 0.06 * bp; # computing valency, unitless
s = [6.70, 6.34, 6.09, 5.78, 5.28, 4.80, 4.50, 3.83, 3.40, 3.11,
2.89, 2.60, 2.39];
s = s;# / time_conversion; # converts speed from cm/hr into m/s
F_F = [6.3055e-16, 7.5175e-16, 8.2661e-16, 8.6349e-16, 9.0294e-16,
9.0347e-16, 9.1241e-16, 8.8894e-16, 8.6856e-16, 8.5582e-16,
8.4511e-16, 8.3683e-16, 8.2864e-16];
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F_E = [6.3055e-16, 12.611e-16, 18.926e-16, 25.222e-16, 37.833e-16,
50.444e-16, 63.055e-16, 94.582e-16, 126.11e-16, 157.64e-16,
189.16e-16, 252.22e-16, 315.27e-16];
F_G = [0, 5.0934e-16, 10.650e-16, 16.587e-16, 28.803e-16, 41.409e-16,
53.931e-16, 85.693e-16, 117.42e-16, 149.08e-16, 180.71e-16,
243.85e-16, 306.99e-16];
v_c = pi * r_cˆ2 * L_c .* bp ; # Volume of a cylinder of bp size
r = ((3/(4*pi))*v_c).ˆ(1/3) ; # radius of an equal volume sphere
r_pore = r(1); # the radius of a 100 bp dna sphere
A_gel = 5.688e-17;#3.76e-17; # guess force value for the gel N/nm
j = 1;
s_dx = 1;
while((s_dx > 1e-8) && (j < 10000))
f_g = A_gel * pi *(r-r_pore).ˆ2;
f_E = z.*e*E;
num = f_E - f_g;
f_f = 6*pi*eta.*r.*s.*form_factor;
cs = s.*(f_E - f_g)./f_f;
cs = cs * time_conversion;
delt = cs - s;
dx = sqrt(delt.ˆ2);
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s_dx = sum(dx);
s_cs = sum(cs);
s_s = sum(s);
if(s_cs > s_s)
A_gel = A_gel + 0.001*A_gel;
endif
if(s_cs < s_s)
A_gel = A_gel - 0.001*A_gel;
endif
j = j +1;
s_dx;
endwhile
s
cs
dx = dx
A_gel
avg_speed = s_s/13;
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se = (s - cs).ˆ2;
st = (cs - avg_speed).ˆ2;
sse = sum(se);
sst = sum(st);
r_sqred = 1 - (sse/sst)
plot(r,f_g,r,F_G)
pause (10)
gset terminal postscript enh color ’times-roman’ 14
gset output "frictional_force.eps"
replot
gset terminal x11
plot(r,cs,r,s)
pause (10)
gset terminal postscript enh color ’times-roman’ 14
gset output "speeds.eps"
replot
f_g
F_G
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# diff_f_g = F_E - F_G;
#diff_e_g = f_E - f_g;
# plot(r,diff_f_g,r,diff_e_g,’b*’)
# plot(r,cs)
#plot(r,F_G,r,f_g,’r*’);
avg_F_G = sum(F_G)/length(F_G);
se = (F_G - f_g).ˆ2;
st = (f_g - avg_F_G).ˆ2;
sse = sum(se)
sst = sum(st)
R_sqred = 1 - (sse/sst)
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#! /usr/bin/octave -qf
#######################################################
# saim.m
# Surface Area Interaction Model Code
# Joseph D. Hickey Jul. 6, 2004
# This is an octave program for computing the surface
# area interaction between DNA fragments and the
# electrophoresis gel tubes. It utilizes the length and
# radius of a cylindrical DNA fragment from the number
# of base pairs and the length and radius of an individual
# base pair.
# The results are in nanometers
#
############################################################
bp = [100, 200, 300, 400, 600, 800, 1000, 1500, 2000, 2500, 3000,
4000, 5000];
F_F = [6.3055e-16, 7.5175e-16, 8.2661e-16, 8.6349e-16, 9.0294e-16,
9.0347e-16, 9.1241e-16, 8.8894e-16, 8.6856e-16, 8.5582e-16,
8.4511e-16, 8.3683e-16, 8.2864e-16];
F_E = [6.3055e-16, 12.611e-16, 18.926e-16, 25.222e-16, 37.833e-16,
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50.444e-16, 63.055e-16, 94.582e-16, 126.11e-16, 157.64e-16,
189.16e-16, 252.22e-16, 315.27e-16];
F_G = [0, 5.0934e-16, 10.650e-16, 16.587e-16, 28.803e-16,
41.409e-16, 53.931e-16, 85.693e-16, 117.42e-16,
149.08e-16, 180.71e-16, 243.85e-16, 306.99e-16];
pi = 3.14157; # the value that I like for pi
r = 2.1; # radius of DNA in nanometers
l = 0.34; # length of DNA in nanometers
# these values came from strzelecka and rill
# J. Am. Chem. Soc. 1987, 109, 4513-4518
# c = a/b = minor/major axis of a prolate spheroid
c = 0.41841; # computed in frictional_forces3.m
V_sphere = pi * rˆ2 * l .* bp;
# computing the volume of the DNA sphere
L = ((1/(pi*cˆ2))*V_sphere).ˆ(1/3) ;
R = c*L;
SA = 2*pi*R.*L;
# surface area ignoring the endcaps,
# just the interacting surface area
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ISA = 2*pi*(R-R(1)).*L;
s_dx = 1; # priming the pump
A_gel = 1.1255e-17;
# the starting guess for the frictional parameter
while((s_dx > 1e-15) && (j < 100000))
f_g = A_gel *2*pi*(R-R(1)).*L;
delt = F_G - f_g;
dx = sqrt(delt.ˆ2);
s_dx = sum(dx);
s_f_g = sum(f_g);
s_F_G = sum(F_G);
if(s_f_g > s_F_G)
A_gel = A_gel - 0.001*A_gel;
endif
if(s_f_g < s_F_G)
A_gel = A_gel + 0.0001*A_gel;
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endif
j = j +1;
endwhile
s_dx
s_f_g
s_F_G
A_gel
f_g
F_G
avg_F_G = sum(F_G)/length(F_G);
se = (F_G - f_g).ˆ2;
st = (f_g - avg_F_G).ˆ2;
format long;
A_gel
sse = sum(se)
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sst = sum(st)
R_sqred = 1 - (sse/sst)
file = fopen("cylinder-paramters.data","w");
fprintf(file,"# bp \t L\t R\t SA\t \tISA\t\t F_G \t\t
f_g_comp\t diff\n");
for i = 1:length(bp)
fprintf(file,"%5i\t %2.3f\t %2.3f\t %2.3f\t %2.3e\t %2.3e
\t %2.3e\t %2.3e\n",bp(i),L(i),R(i),SA(i),ISA(i),
F_G(i),f_g(i),delt(i));
end
fprintf(file,"\n\n\n# Rˆ2 value = %2.6f",R_sqred);
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fprintf(file,"\n\n\n# A_gel = %2.6e",A_gel);
fprintf(file,"\n\n # f_g = A_gel *2*pi*(R-R(1)).*L");
fclose(file);
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#! /usr/bin/octave -qf
#########################################################################
# speeds.m
# Joseph D. Hickey Feb. 26, 2004
# This is an octave program for computing the predicted speed of the
# DNA fragment in the an agarose gel and the second model
# given the viscosity, speed and number of basepairs
# The results are in Newtons
#
#########################################################################
#format long;
time_conversion = 3.6e5; # this is the converstion from m/s to cm/hr
eta = 0.890e-12; # viscosity di water
# 0.890 cP = 0.890 e -3 kg/(m s)
# = 0.890 e -12 kg/(nm s)
#
e = 1.602e-19; # charge of an electron in Coulombs C
E = 656; # electric field 105 V /16 cm
# 6.56 V/cm = 6.56 J/(C cm)
# = 6.56 (kg mˆ2)/(sˆ2 C cm)
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# = 656 (kg m)/(sˆ2 C)
# the force of the electric field in Newtons
pi = 3.14157; # the value that I like for pi
r_c = 2.1; # nm
L_c = 0.34; # nm
bp = [100, 200, 300, 400, 600, 800, 1000, 1500, 2000, 2500, 3000,
4000, 5000];
s = [6.70, 6.34, 6.09, 5.78, 5.28, 4.80, 4.50, 3.83, 3.40, 3.11,
2.89, 2.60, 2.39];
s = s;# / time_conversion; # converts speed from cm/hr into m/s
z = 0.06 * bp;
v_c = pi * r_cˆ2 * L_c .* bp ; # Volume of a cylinder of bp size
r = ((3/(4*pi))*v_c).ˆ(1/3) ; # radius of an equal volume sphere
r_pore = r(1);
form_factor = 0.4181; # guess form factor parameter
######################
# preloading values #
######################
diff(1)=1
#F_e = z*e*E;
#F_f = 6*pi*eta.*r.*s*form_factor;
format long;
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A_gel = 10.391;
s_diff(1)=10;
j = 1#
form_factor
while((j < 10000) && (s_diff > 5) || (s_diff < 0))
difference = ((z*e*E)./(6*pi*eta.*r*form_factor))*time_conversion;
speed = ((z*e*E)./(6*pi*eta.*r*form_factor))*time_conversion \\
- (pi*(r.ˆ2 - r(1)ˆ2)/A_gel);
diff = speed - s;
s_diff(j+1) = sum(abs(diff));
values = [j,s_diff(j+1), A_gel];
if(s_diff(j+1) > s_diff(j))
A_gel = A_gel + 1e-5 * A_gel;
elseif(s_diff(j+1) < s_diff(j))
A_gel = A_gel - 1e-5 * A_gel;
end
j = j+1;
endwhile
delt = (r-r_pore);
m = diff./delt;
change = (pi*(r.ˆ2 - r(1)ˆ2)/10.391);
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A_gel
form_factor;
format short;
#diff = speed - s
values = [bp’, speed’, s’, diff’];
f_speed = ((z*e*E)./(6*pi*eta.*r*form_factor))*time_conversion;
f_diff = f_speed -s;
file = fopen("speeds.data","w");
fprintf(file, "# bp\t radius (nm)\t speed\t\t s\t\t delta \t \t \\
f_diff\t\t change\n");
for i = 1:length(bp)
fprintf(file,"%5i\t %9f\t%9f\t%9f\t%9f\t%9f\t%9f\n",bp(i),r(i),\\
speed(i),s(i),diff(i),f_diff(i),change(i));
end
format long
# calculating Rˆ2 for the speed model
avg_s = sum(s)/length(s);
se = (s - speed).ˆ2;
st = (speed - avg_s).ˆ2;
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sse = sum(se)
sst = sum(st);
R_sqred = 1 - (sse/sst)
# calculating Rˆ2 for the f_g model
avg_f_diff = sum(f_diff)/length(f_diff);
se = (f_diff - change).ˆ2;
st = (change - avg_f_diff).ˆ2;
sse = sum(se)
sst = sum(st);
R_sqred_2 = 1 - (sse/sst)
fprintf(file,"\n\n\n\n############################\n");
fprintf(file,"#\n");
fprintf(file,"# change = (pi(r-r_pore)ˆ2)/A_gel units \\
of A_gel is hr/(cm nm) \n");
fprintf(file,"# A_gel = %6f\n",A_gel);
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fprintf(file,"# form_factor = %6f\n",form_factor);
fprintf(file,"# Rˆ2 = %6f\n",R_sqred_2);
fprintf(file,"# S = F_E/(6*pi*eta*r*form_factor) \\
- pi(rˆ2 - r_poreˆ2)/A_gel\n");
fprintf(file,"# Rˆ2 = %6f\n",R_sqred);
fprintf(file,"#\n");
fprintf(file,"############################\n");
fclose(file);
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#! /usr/bin/octave -qf
########################################################
# parabola.m
# Joseph D. Hickey Mar. 1, 2004
# This is an octave program for computing the parameters
# for the frictional force due to a gel power equation.
# It keys off of the speed of the DNA in the gel
# Y = A - sqrt(B*bp - C)
# A = F_E/(6*pi*eta*r(100bp)), cm/hr
# B = cmˆ2/(hrˆ2 * bp)
# C = B * bp(1)
#############################################################
###############
## Constants ##
###############
e = 1.602e-19; # charge of an electron in Coulombs C
pi = 3.14157; # the value that I like for pi
r_c = 2.1; # nm
L_c = 0.34; # nm
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time_conversion = 3.6e5; # this is the converstion from m/s to cm/hr
form_factor = 0.4181; # regressed form factor parameter
E = 656; # electric field 105 V /16 cm
# 6.56 V/cm = 6.56 J/(C cm)
# = 6.56 (kg mˆ2)/(sˆ2 C cm)
# = 656 (kg m)/(sˆ2 C)
# the force of the electric field in Newtons
eta = 0.89e-12; # the viscosity of di water;
#0.890e-12; # viscosity of saline;
# 0.890 cP = 0.890 e -3 kg/(m s)
# = 0.890 e -12 kg/(nm s)
bp = [100, 200, 300, 400, 600, 800, 1000, 1500, 2000, 2500, 3000, \\
4000, 5000];
z = 0.06 * bp; # computing valency, unitless
s = [6.70, 6.34, 6.09, 5.78, 5.28, 4.80, 4.50, 3.83, 3.40, 3.11, \\
2.89, 2.60, 2.39];
#s = s / time_conversion; # converts speed from cm/hr into m/s
F_F = [6.3055e-16, 7.5175e-16, 8.2661e-16, 8.6349e-16, 9.0294e-16, \\
9.0347e-16, 9.1241e-16, 8.8894e-16, 8.6856e-16, 8.5582e-16, \\
8.4511e-16, 8.3683e-16, 8.2864e-16];
F_E = [6.3055e-16, 12.611e-16, 18.926e-16, 25.222e-16, 37.833e-16, \\
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50.444e-16, 63.055e-16, 94.582e-16, 126.11e-16, 157.64e-16, \\
189.16e-16, 252.22e-16, 315.27e-16];
F_G = [0, 5.0934e-16, 10.650e-16, 16.587e-16, 28.803e-16, 41.409e-16, \\
53.931e-16, 85.693e-16, 117.42e-16, 149.08e-16, 180.71e-16, \\
243.85e-16, 306.99e-16];
v_c = pi * r_cˆ2 * L_c .* bp ; # Volume of a cylinder of bp size
r = ((3/(4*pi))*v_c).ˆ(1/3) ; # radius of an equal volume sphere
r_pore = r(1); # the radius of a 100 bp dna sphere
avg_s = sum(s)/length(s);
B = 0.004515 ;# cmˆ2 / (hrˆ2 bp)
cs = (z(1)*e*E)/(6*pi*eta*r(1)*form_factor)*time_conversion \\
- sqrt(B*bp);
delta = cs - s;
se = delta.ˆ2;
st = (cs - avg_s).ˆ2;
sse = sum(se);
sst = sum(st);
R_sqred = 1 - (sse/sst);
j = 1;
s_dx = 1;
s_dk = 1;
s_r2_p = 1;
while((s_dk > 1e-8) && (j < 10000))
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cs = (z(1)*e*E)/(6*pi*eta*r(1)*form_factor)*time_conversion \\
- sqrt(B*bp - B*bp(1));
delta = cs - s;
se = delta.ˆ2;
st = (cs - avg_s).ˆ2;
sse = sum(se);
sst = sum(st);
R_sqred = 1 - (sse/sst);
s_r2 = R_sqred;
if(s_r2_p > s_r2)
B = B + 0.0001*B ;
endif
if(s_r2_p < s_r2)
B = B - 0.0001*B ;
endif
j = j +1;
s_dk = abs(s_r2_p - s_r2);
s_r2_p = s_r2;
endwhile
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j;
B
B*bp(1)
R_sqred
cs;
values = [cs’, s’]
file = fopen("parabola.data","w");
fprintf(file, "# bp\t speed\t\t computed speed\n");
for i = 1:length(bp)
fprintf(file,"%5i\t %9f\t%9f\n",bp(i),s(i),cs(i));
end
fprintf(file,"\n\n\n\n############################\n");
fprintf(file,"#\n");
fprintf(file,"# form_factor = %6f\n",form_factor);
fprintf(file,"# B = %6f, cmˆ2/(hrˆ2 bp)\n",B);
fprintf(file,"# Rˆ2 = %6f\n",R_sqred);
fprintf(file,"# S = F_E/(6*pi*eta*r(100bp)*form_factor) \\
- sqrt(B*bp)\n");
fprintf(file,"#\n");
fprintf(file,"############################\n");
fclose(file);
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#! /usr/bin/octave -qf
####################################################
# exp.m
# Joseph D. Hickey Feb. 27, 2004
# This is an octave program for computing the
# parameters for the frictional force due to a gel
# power equation. It keys off of the speed of the
# DNA in the gel
# Y = A - B*exp(-C/bp)
# A = F_E/(6*pi*eta*r(100bp)), cm/hr
# B = cm/hr
# C = bp
#
#########################################################################
###############
## Constants ##
###############
e = 1.602e-19; # charge of an electron in Coulombs C
pi = 3.14157; # the value that I like for pi
r_c = 2.1; # nm
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L_c = 0.34; # nm
time_conversion = 3.6e5; # this is the converstion from m/s to cm/hr
form_factor = 0.4181; # regressed form factor parameter
E = 656; # electric field 105 V /16 cm
# 6.56 V/cm = 6.56 J/(C cm)
# = 6.56 (kg mˆ2)/(sˆ2 C cm)
# = 656 (kg m)/(sˆ2 C)
# the force of the electric field in Newtons
eta = 0.89e-12; # the viscosity of di water;
#0.890e-12; # viscosity of saline;
# 0.890 cP = 0.890 e -3 kg/(m s)
# = 0.890 e -12 kg/(nm s)
bp = [100, 200, 300, 400, 600, 800, 1000, 1500, 2000, 2500, 3000, \\
4000, 5000];
z = 0.06 * bp; # computing valency, unitless
s = [6.70, 6.34, 6.09, 5.78, 5.28, 4.80, 4.50, 3.83, 3.40, 3.11, \\
2.89, 2.60, 2.39];
#s = s / time_conversion; # converts speed from cm/hr into m/s
F_F = [6.3055e-16, 7.5175e-16, 8.2661e-16, 8.6349e-16, 9.0294e-16, \\
9.0347e-16, 9.1241e-16, 8.8894e-16, 8.6856e-16, 8.5582e-16, \\
8.4511e-16, 8.3683e-16, 8.2864e-16];
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F_E = [6.3055e-16, 12.611e-16, 18.926e-16, 25.222e-16, 37.833e-16, \\
50.444e-16, 63.055e-16, 94.582e-16, 126.11e-16, 157.64e-16, \\
189.16e-16, 252.22e-16, 315.27e-16];
F_G = [0, 5.0934e-16, 10.650e-16, 16.587e-16, 28.803e-16, 41.409e-16, \\
53.931e-16, 85.693e-16, 117.42e-16, 149.08e-16, 180.71e-16, \\
243.85e-16, 306.99e-16];
v_c = pi * r_cˆ2 * L_c .* bp ; # Volume of a cylinder of bp size
r = ((3/(4*pi))*v_c).ˆ(1/3) ; # radius of an equal volume sphere
r_pore = r(1); # the radius of a 100 bp dna sphere
avg_s = sum(s)/length(s);
A = s(1);
B = 4.922;
C = 750;
cs = A - B .*exp(-C./bp) ;
se = (s - cs).ˆ2;
st = (cs - avg_s).ˆ2;
sse = sum(se)
sst = sum(st)
R_sqred = 1 - (sse/sst)
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format long
j = 1;
s_dx = 1;
s_dk = 1;
s_r2_p = 1;
while((s_dk > 1e-8) && (j < 100000))
cs = A - B .*exp(-C./bp) ;
delt = cs - s;
se = (s - cs).ˆ2;
st = (cs - avg_s).ˆ2;
sse = sum(se);
sst = sum(st);
R_sqred = 1 - (sse/sst);
s_r2 = R_sqred;
if(s_r2_p > s_r2)
B = B - 0.0001*B;
endif
if(s_r2_p < s_r2)
B = B + 0.0001*B;
254
Appendix V. (Continued)
endif
j = j +1;
s_dk = abs(s_r2_p - s_r2);
s_r2_p = s_r2;
endwhile
j
s_dk
se = (s - cs).ˆ2;
st = (cs - avg_s).ˆ2;
sse = sum(se);
sst = sum(st);
B
R_sqred = 1 - (sse/sst)
#values = [cs’,s’,delt’]
#plot(bp,s,bp,cs)
#pause(10)
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file = fopen("exp.data","w");
fprintf(file, "# bp\t speed\t\t computed speed\n");
for i = 1:length(bp)
fprintf(file,"%5i\t %9f\t%9f\n",bp(i),s(i),cs(i));
end
fprintf(file,"\n\n\n\n############################\n");
fprintf(file,"#\n");
fprintf(file,"# form_factor = %6f\n",form_factor);
fprintf(file,"# B = %6f, cm/hr\n",B);
fprintf(file,"# C = %6f, bp\n",C);
fprintf(file,"# Rˆ2 = %6f\n",R_sqred);
fprintf(file,"# S = F_E/(6*pi*eta*r(100bp)*form_factor) \\
- B*exp(-C/bp)\n");
fprintf(file,"#\n");
fprintf(file,"############################\n");
fclose(file);
for i = 1:(length(bp)-1)
dx(i) = (bp(i+1) - bp(i))/2;
x(i) = bp(i) + (bp(i+1) - bp(i))/2;
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dy(i) = cs(i+1) - cs(i);
end
drv = dy./dx;
values = [x,drv]
plot(x,drv)
#pause(10)
gset terminal png
gset output "dev_exp.png"
replot
file = fopen("dev_exp.data","w");
fprintf(file,"#######################################\n");
fprintf(file,"bp\t Derivative\n");
for i = 1:length(drv)
fprintf(file,"%3i\t%6f\n",x(i),drv(i));
end
fclose(file);
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Appendix W: Radius, Speed, Valency and Force Values
This section holds the experimental data values, the calculated data values, and the
computed force values that were used to create the different models in the document.
Table W.1: Values Used for the DNA Fragments in a 1% Agarose Gel at 6.5625 V
cm
Size (bp) Radius (nm) Speed cm
hr
Valency
100 4.8268 6.70 6
200 6.0814 6.34 12
300 6.9615 6.09 18
400 7.6621 5.78 24
600 8.7709 5.28 36
800 9.6536 4.80 48
1000 10.3990 4.50 60
1500 11.9039 3.83 90
2000 13.1020 3.40 120
2500 14.1137 3.11 150
3000 14.9980 2.89 180
4000 16.5074 2.60 240
5000 17.7821 2.39 300
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Table W.2: Force Values for the DNA Fragments in a 1% Agarose Gel at 6.56 V
cm
Size Coulombic Stoke’s Law Gel Gel Force
(bp) Force (N) Force (N) Force (N) Model (N)
100 6.01 ×10−16 6.01 ×10−16 0 0
200 1.20 ×10−15 7.10 ×10−16 4.92 ×10−16 2.69 ×10−16
600 3.60 ×10−15 8.37 ×10−16 2.77 ×10−15 2.67 ×10−15
1000 6.01 ×10−15 8.51 ×10−16 5.16 ×10−15 5.34 ×10−15
2500 1.50 ×10−14 7.14 ×10−16 1.43 ×10−14 1.49 ×10−14
5000 3.00 ×10−14 6.54 ×10−16 2.94 ×10−14 2.98 ×10−16
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Appendix X: Gel Velocity Values for the Four Models
This appendix contains the raw data and the graphs from the four mathematical models
examined in appendix P. The four models are the cross sectional area interaction model,
CSAIM, the area correction DNA fragment speed model, ACDFSM, the parabolic correc-
tion DNA fragment speed model, PCDFSM, and the exponential correction DNA fragment
speed model, ECDFSM. The graphs and data are included here for easy reference.
Table X.1: Speeds of DNA Fragments in a 1% Agarose Gel at 6.56 V
cm
Fragment
Size (bp)
Experimental
Values
CSAIM ACDFSM PCDFSM ECDFSM
100 6.70 6.700 6.704 6.705 6.697
200 6.34 8.267 6.446 6.033 6.584
600 5.28 5.857 5.690 5.202 5.291
1000 4.50 3.709 5.100 4.689 4.377
2500 3.11 1.225 3.377 3.413 3.056
5000 2.39 4.346 1.163 2.001 2.466
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Figure X.2: Experimental Speed vs ACDFSM Predicted Speed
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Figure X.3: Experimental Speed vs PCDFSM Predicted Speed
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Appendix Y: Gel Electrophoresis Simulation Code
This appendix contains all of the code required to repeat the gel electrophoresis simu-
lation project. Just type it in and compile it using make. It is broken up into the separate
sections, they are each a different c code or header le.
The following sections are Makele, see page 264, it contains a list of all the ccode and
header les required to run the code. It make compilation simple using gnu make program.
Next is gep.c on page 265, this is the main program. It initializes the arrays, prototypes
the variables, calls all of the subprograms and handles all of the returns and reads from
and writes to les. Following that are the two cube related subroutines and their associated
header les. The rst header le is cubebyvalue.h, on page 282, the associated ccode is
cubebyvalue.c located on page 282. This program essentailly takes an int and returns the
cube of that number as an int. It was written because math.h doesn’t have a cube function
and I wanted a simple pass style cube program. The next header le is cuberoot.h, on
page 283, its associated ccode is cuberoot.c and is located on page 284. This program is a
little more complex that cubebyvalue.c. It takes a value as a oat, it could be typecast as
a oat, and returns the cube root of that value as a oat. Float was chosen because it is a
more efcient use of resources than double.
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Y.0 Makele
# The makefile for the gep electrophoresis program
gep: gep.o cubebyvalue.o cuberoot.o
gcc -o gep gep.o cubebyvalue.o cuberoot.o -lm
gep.o: gep.c cubebyvalue.h cuberoot.h
gcc -c gep.c
cubebyvalue.o: cubebyvalue.c cubebyvalue.h
gcc -c cubebyvalue.c
cuberoot.o: cuberoot.c cuberoot.h
gcc -c cuberoot.c
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Y.1 Gel Electrophoresis Model Ccode, gep.c
/**********************************************************************
* Name: gep.c
* Author: Joseph D. Hickey
* Date: Dec. 16, 2003
* Requires: stdio.h, math.h, cubebyvalue.c, cubebyvalue.h, cuberoot.c,
* cuberoot.h
* This program takes a (float) variable and returns the cuberoot of that
* (float) variable as a (float).
* This program is an extension of gel.c, the main difference is that
* this program uses a row column format while gel.c used a single
* column format
*
*****************************************************************************************/
#include <stdio.h>
#include "cubebyvalue.h"
#include "cuberoot.h"
/* global struct definitions */
struct drawer {int base_pairs; double radius_DNA_sphere;
double speed_cmps; double initial_normalized_mass;};
/*struct fragments {double third; double first; double second;};
/* a struct of 2 dna fragments */
double fragments_first[51][1331][50];
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double fragments_second[51][1331][50];
double fragments_third[51][1331][50];
double fragments_fourth[51][1331][50];
double fragments_fifth[51][1331][50];
/* double fragments_sixth[51][1331][5];*/
double fragments_sum[51][1331][50];
main(){
int i,j,k,t; /* The three position indicies and time */
/* The number of base pairs */
int base_pairs = 1000;
/* Calculating the charge on the DNA sphere */
int z=1; /* a singly charged ion */
double elementary_charge = 1.6022e-19;
/* elementary charge in coulombs*/
double charge_per_base_pair = 0.066;
/* the fractional charge per base pair of DNA [1] */
double dna_charge; /* The charge of the DNA molecule */
/* Calculating the volume of the representative base pair. */
int radius_ppp = 560; /* radius of a DNA purine - pyrimadine pair */
int r_cubed; /* The radius cubed */
double pi = 360/(2 * 57.29578);
double volume_ppp;
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/* Calculating the apporoximate volume and radius of the
DNA sphere from the number of base pairs*/
double volume_DNA_sphere;
double three_fourths_volume_DNA_sphere;
double radius_DNA_sphere;
/* The electric field and associated forces */
int electric_field = 1500; /* V/cm */
double force_coulomibic;
double force_fluid_friction;
double eta = 1.014; /* The Greek letter eta*/
/* meaning dynamic viscosity in units of centiPoise */
/* speed = (z * elementary_charge * electric_field)/(6 * Pi * eta * r)
units of (kg * mˆ2)/(cg * pm) */
double speed_mps; /* the speed in meters per second */
double lump_conversion_cg_pm_to_kg_m =1e17;
/* lump conversion factor from 1e5 cg/kg * 1e12 pm/m */
double speed_cmps; /* the speed in centimeters per second*/
double lump_conversion_cg_pm_to_kg_cm = 1e19;
/* conversion factor from
1e5 cg/kg * 1e12 pm/m * 100 cm/m */
/* concentration * volume = mass */
/* initial normalized mass : the sum of the individual masses
divided by the total mass */
double initial_normalized_mass = 1;
/* Working on the array */
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double mass[51][1331];
/* the mass array is 1331 by 51, the bolus is 40 square */
/* defining the struct drawer */
struct drawer d;
/*struct fragments past_fragmentsize[51][1331][5];
/* an array of 66551 elements
structure of 2 dna fragments */
/*struct fragments current_fragmentsize[51][1331][5];
/* an array of 66551 elements
structure of 2 dna fragments */
/* Defining and opening the files */
FILE* datafile1;
datafile1 = fopen("array.first.data","a");
/* this is the data from the array */
FILE* datafile2;
datafile2 = fopen("array.second.data","a");
/* this is the data from the array */
FILE* datafile3;
datafile3 = fopen("array.third.data","a");
/* this is the data from the array */
FILE* datafile4;
datafile4 = fopen("array.fourth.data","a");
/* this is the data from the array */
FILE* datafile5;
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datafile5 = fopen("array.fifth.data","a");
/* this is the data from the array */
FILE* datafilesum;
datafilesum = fopen("array.sum.data","a");
/* this is the data from the array */
/* printf("Please enter the number of base pairs of your plasmid. ");
scanf("%i",&base_pairs);*/
/* Computing the charge and radius of the DNA sphere */
dna_charge = base_pairs * charge_per_base_pair * elementary_charge;
printf("The charge on your plasmid is %e Coulombs.\n",dna_charge);
r_cubed = cubebyvalue(radius_ppp);
/* cubing the radius of the purine pyrimadine pair */
volume_ppp = (double) (4*pi)/3 * r_cubed;
printf("Volume per base pair = %f pmˆ3.\n",volume_ppp);
volume_DNA_sphere = volume_ppp * base_pairs;
printf("Volume DNA sphere = %e pmˆ3.\n",volume_DNA_sphere);
three_fourths_volume_DNA_sphere = (double) 3/(4 * pi)
* volume_DNA_sphere;
radius_DNA_sphere = cuberoot(three_fourths_volume_DNA_sphere);
printf("Radius DNA sphere = %e pm.\n",radius_DNA_sphere);
/* Doing the force balance between the electric field and the fluid */
speed_mps = (z * elementary_charge * electric_field)/(6 * pi * eta
* radius_DNA_sphere) * lump_conversion_cg_pm_to_kg_m ;
printf("Speed = %e m/s\n",speed_mps);
speed_cmps = (z * elementary_charge * electric_field)/(6 * pi * eta
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* radius_DNA_sphere) * lump_conversion_cg_pm_to_kg_cm ;
printf("Speed = %e cm/s\n",speed_cmps);
d.base_pairs = base_pairs;
d.radius_DNA_sphere = radius_DNA_sphere;
d.speed_cmps = speed_cmps;
d.initial_normalized_mass = initial_normalized_mass;
printf("# of base pairs = %d. \n",d.base_pairs);
printf("speed in cmps = %e pm.\n",d.speed_cmps);
printf("Radius DNA sphere = %e pm.\n",d.radius_DNA_sphere);
for (i = 1; i <= 50; i++) /* 1331 * 50 = 66551 */
{
/* The front wall of the dna well */
for (j = 1; j<=35;j++)
{
fragments_first[i][j][1]=0;
fragments_second[i][j][1]=0;
fragments_third[i][j][1]=0;
fragments_fourth[i][j][1]=0;
fragments_fifth[i][j][1]=0;
fragments_sum[i][j][1]=0;
/*if(i % 50 == 1 || i % 50 == 2 || i % 50 ==3 || i % 50 ==4 ||
i % 50 == 5)
{
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mass[i][j]=0;
fragments_first[i][j][1]=0;
fragments_second[i][j][1]=0;
fragments_third[i][j][1]=0;
fragments_sum[i][j][1]= fragments_first[i][j][1]
+ fragments_second[i][j][1] //
+ fragments_third[i][j][1];
}
else
if(i % 50 == 46 || i % 50 == 47|| i % 50 ==48|| i % 50 ==49
|| i % 50 ==0)
{
mass[i][j]=0;
fragments_first[i][j][1]=0.4*mass[i][j];
fragments_second[i][j][1]=0.6*mass[i][j];
fragments_third[i][j][1]=0.1*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1]
+ fragments_second[i][j][1] //
+ fragments_third[i][j][1];
}
else
{
mass[i][j]=0;
fragments_first[i][j][1]=0.4*mass[i][j];
fragments_second[i][j][1]=0.6*mass[i][j];
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fragments_third[i][j][1]=0.1*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1]
+ fragments_second[i][j][1] //
+ fragments_third[i][j][1];
}*/
}
/* The dna filled well */
for (j = 36; j<=61;j++)
{
if(i % 50 == 1 || i % 50 == 2 || i % 50 ==3 || i % 50 ==4
|| i % 50 == 5)
{
mass[i][j]=0;
fragments_first[i][j][1]=0.2*mass[i][j];
fragments_second[i][j][1]=0.2*mass[i][j];
fragments_third[i][j][1]=0.2*mass[i][j];
fragments_fourth[i][j][1]=0.2*mass[i][j];
fragments_fifth[i][j][1]=0.2*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1]
+ fragments_second[i][j][1] + fragments_third[i][j][1]
+ fragments_fourth[i][j][1] + fragments_fifth[i][j][1];
}
else
if(i % 50 == 46 || i % 50 == 47|| i % 50 ==48|| i % 50 ==49
|| i % 50 ==0)
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{
mass[i][j]=0;
fragments_first[i][j][1]=0.2*mass[i][j];
fragments_second[i][j][1]=0.2*mass[i][j];
fragments_third[i][j][1]=0.2*mass[i][j];
fragments_fourth[i][j][1]=0.2*mass[i][j];
fragments_fifth[i][j][1]=0.2*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1]
+ fragments_second[i][j][1] + fragments_third[i][j][1] //
+ fragments_fourth[i][j][1] + fragments_fifth[i][j][1];
}
else
{
mass[i][j]=1;
fragments_first[i][j][1]=0.2*mass[i][j];
fragments_second[i][j][1]=0.2*mass[i][j];
fragments_third[i][j][1]=0.2*mass[i][j];
fragments_fourth[i][j][1]=0.2*mass[i][j];
fragments_fifth[i][j][1]=0.2*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1]
+ fragments_second[i][j][1] + fragments_third[i][j][1] //
+ fragments_fourth[i][j][1] + fragments_fifth[i][j][1];
}
}
/* The rest of the gel */
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for (j = 62; j<=1331;j++)
{
fragments_first[i][j][1]=0;
fragments_second[i][j][1]=0;
fragments_third[i][j][1]=0;
fragments_fourth[i][j][1]=0;
fragments_fifth[i][j][1]=0;
fragments_sum[i][j][1]=0;
/* if(i % 50 == 1 || i % 50 == 2 || i % 50 ==3 || i % 50 ==4
|| i % 50 == 5)
{
mass[i][j]=0;
fragments_first[i][j][1]=0.4*mass[i][j];
fragments_second[i][j][1]=0.6*mass[i][j];
fragments_third[i][j][1]=0.1*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1] //
+ fragments_second[i][j][1] + fragments_third[i][j][1];
}
else
if(i % 50 == 46 || i % 50 == 47|| i % 50 ==48|| i % 50 ==49
|| i % 50 ==0)
{
mass[i][j]=0;
fragments_first[i][j][1]=0.4*mass[i][j];
fragments_second[i][j][1]=0.6*mass[i][j];
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fragments_third[i][j][1]=0.1*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1] //
+ fragments_second[i][j][1] + fragments_third[i][j][1];
}
else
{
mass[i][j]=0;
fragments_first[i][j][1]=0.4*mass[i][j];
fragments_second[i][j][1]=0.6*mass[i][j];
fragments_third[i][j][1]=0.1*mass[i][j];
fragments_sum[i][j][1]= fragments_first[i][j][1] //
+ fragments_second[i][j][1] + fragments_third[i][j][1];
}*/
}
}
/* moving the DNA between the nodes */
t = 1; /* This is presetting the time value */
for(k=2; k<=50; k++)
{
for(i = 1; i <= 50;i++)
{
for(j=1;j<=1331;j++)
{
if(t%1==0 && j>25)
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{
fragments_first[i][j][k] = fragments_first[i][j-25][k-1];
}
else
{
fragments_first[i][j][k] = fragments_first[i][j][k-1];
}
if(t%1==0 && j>20)
{
fragments_second[i][j][k] = fragments_second[i][j-20][k-1];
}
else
{
fragments_second[i][j][k] = fragments_second[i][j][k-1];
}
if(t%1==0 && j>18)
{
fragments_third[i][j][k] = fragments_third[i][j-18][k-1];
}
else
{
fragments_third[i][j][k] = fragments_third[i][j][k-1];
}
if(t%1==0 && j>11)
{
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fragments_fourth[i][j][k] = fragments_fourth[i][j-11][k-1];
}
else
{
fragments_fourth[i][j][k] = fragments_fourth[i][j][k-1];
}
if(t%1==0 && j>8)
{
fragments_fifth[i][j][k] = fragments_fifth[i][j-8][k-1];
}
else
{
fragments_fifth[i][j][k] = fragments_fifth[i][j][k-1];
}
fragments_sum[i][j][k] = fragments_first[i][j][k]//
+ fragments_second[i][j][k] + fragments_third[i][j][k]//
+ fragments_fourth[i][j][k] + fragments_fifth[i][j][k];
}
}
t++;
}
printf("Moving the DNA between nodes complete \n");
/* Printing the data to a file */
for(j=1; j <= 1331; j++)
{
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for (i = 1; i <= 50; i++)
{
for (k = 1; k <= 50; k++)
{
fprintf(datafile1,"%f\t",fragments_first[i][j][k]);
fprintf(datafile2,"%f\t",fragments_second[i][j][k]);
fprintf(datafile3,"%f\t",fragments_third[i][j][k]);
fprintf(datafile4,"%f\t",fragments_fourth[i][j][k]);
fprintf(datafile5,"%f\t",fragments_fifth[i][j][k]);
fprintf(datafilesum,"%f\t",fragments_sum[i][j][k]);
if(k%50==0)
{
fprintf(datafile1,"\n");
fprintf(datafile2,"\n");
fprintf(datafile3,"\n");
fprintf(datafile4,"\n");
fprintf(datafile5,"\n");
fprintf(datafilesum,"\n");
}
}
if(i%50==0)
{
fprintf(datafile1,"\n");
fprintf(datafile2,"\n");
fprintf(datafile3,"\n");
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fprintf(datafile4,"\n");
fprintf(datafile5,"\n");
fprintf(datafilesum,"\n");
}
}
}
fclose(datafile1);
fclose(datafile2);
fclose(datafile3);
fclose(datafile4);
fclose(datafile5);
fclose(datafilesum);
}
/*
Bibliography:
[1] From S. B. Smith and Arnold J. Bendich, Electrophoretic Charge
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Density and Persistance Length of DNA as Measured by Fluorescence
Microscopy, Biopolymers (29) 1167-1173, 1990
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Y.2 Integer Cube Function Header File, cubebyvalue.h
/*******************************************************************
*
* Cube by value header file
* Joseph D. Hickey
* Nov. 6th, 2003
*
*
*******************************************************************/
int cubebyvalue(int n);
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Y.3 Integer Cube Function Code, cubebyvalue.c
/*************************************************************
*
* Name: cubebyvalue.c
* Author: Joseph D. Hickey
* Created: Nov. 6th, 2003
* Requires: cubebyvalue.h
* The program "cubebyvalue" takes an int and returns the
* cube of that int.
*
*****************************************************************/
#include <stdio.h>
#include "cubebyvalue.h"
int cubebyvalue(int n)
{
return n * n * n;
}
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Y.4 Iterative Cube Root Solver Header File, cuberoot.h
/**************************************************************
* Name: cuberoot.h
* Author: Joseph D. Hickey
* Date: Nov. 7, 2003
* Provides: cuberoot.h
*******************************************************************/
float cuberoot(float h);
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Y.5 Iterative Cube Root Solver Code, cuberoot.c
/******************************************************************
* Name: cuberoot.c
* Author: Joseph D. Hickey
* Date: Nov. 7, 2003
* Requires: stdio.h, math.h, cuberoot.h
* This program takes a (float) variable and returns the cuberoot
* of that (float) variable as a (float).
************************************************************************/
#include <stdio.h>
#include <math.h>
#include "cuberoot.h"
float cuberoot(float h)
{
int j,k,i;
double a,b=1.0,c,d,e;
double ul, ll, mp, cmp;
double accept_error = 1e-6;
ul = sqrt(h); /* calculating the upper limit value */
ll = sqrt(ul); /* calculating the lower limit value */
mp = (ul + ll) /2; /* calculating the midpoint value */
cmp = mp * mp * mp; /* calculating the cube of the midpoint value */
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j = 0;
while ( b > accept_error)
/* b is the difference between the guess and the root */
{
cmp = mp * mp * mp; /* cubing the midpoint */
if(cmp > h)
/* cube of the midpoint is greater than the passed value */
{
j = 1;
ul = mp;
mp = (ul + ll) / 2;
}
if(cmp < h)
/* cube of the midpoint is less than the passed value */
{
j = 2;
ll = mp;
mp = (ul + ll)/2;
}
a = (1/accept_error) *(cmp - h);
b = accept_error * sqrt(a*a);
/* printf(" the computed values are %9.8f, %9.8f \n",cmp, mp); */
}
return mp;
}
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Figure Z.1: DNA Fragment Motion in a 1% Agarose Gel in a 6.54 V
cm
Electric Field
Initial State, 3 Minutes and 6 Minutes After Onset of Electric Field
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Figure Z.2: DNA Fragment Motion in a 1% Agarose Gel in a 6.54 V
cm
Electric Field
9 Minutes, 12 Minutes and 15 Minutes After Onset of Electric Field
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Figure Z.3: DNA Fragment Motion in a 1% Agarose Gel in a 6.54 V
cm
Electric Field
18 Minutes, 21 Minutes and 24 Minutes After Onset of Electric Field
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Figure Z.4: DNA Fragment Motion in a 1% Agarose Gel in a 6.54 V
cm
Electric Field
27 Minutes, 30 Minutes and 33 Minutes After Onset of Electric Field
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Figure Z.5: DNA Fragment Motion in a 1% Agarose Gel in a 6.54 V
cm
Electric Field
36 Minutes, 39 Minutes and 42 Minutes After Onset of Electric Field
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Figure Z.6: DNA Fragment Motion in a 1% Agarose Gel in a 6.54 V
cm
Electric Field
45 Minutes, 48 Minutes and 51 Minutes After Onset of Electric Field
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