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ON THE EXTRINSIC TOPOLOGY OF
LAGRANGIAN SUBMANIFOLDS
PETER ALBERS
Abstract. We investigate the extrinsic topology of Lagrangian submanifolds and of their
submanifolds in closed symplectic manifolds using Floer homological methods. The first
result asserts that the homology class of a displaceable monotone Lagrangian submanifold
vanishes in the homology of the ambient symplectic manifold. Combining this with spectral
invariants we provide a new mechanism for proving Lagrangian intersection results e.g. en-
tailing that any two simply connected Lagrangian submanifold in CPn×CPn must intersect.
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1. Introduction
The fact that a manifold L admits an embedding into a symplectic manifold as a Lagrangian
submanifold yields restrictions on the topology of L. This intrinsic topology of Lagrangian
submanifolds has been studied quite extensively, cf. the recent survey [2].
In this paper, we investigate the extrinsic topology of Lagrangian submanifolds: We address
the question how a Lagrangian submanifold lies homologically in the ambient symplectic
manifold. Among other things this turns into a new Lagrangian intersection mechanism.
In the basic theorem 3.1, we provide for a monotone closed Lagrangian submanifold L
in a closed symplectic manifold M a Floer-theoretic representation of the homomorphisms
ιk : Hk(L;Z/2) −→ Hk(M ;Z/2) for degrees k > dimL + 1 − NL, where NL denotes the
minimal Maslov number of L (see definition 2.2). In the second basic theorem 3.3 we remove
the restriction on the degree of ιk for Hamiltonian functions having sufficiently small Hofer
norm. If the Lagrangian submanifold L is displaceable, theorem 3.1 implies a vanishing result
for the homomorphisms ιk : Hk(L;Z/2) −→ Hk(M ;Z/2):
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Theorem. Let (M,ω) be a monotone closed symplectic manifold and L ⊂ M a monotone
closed Lagrangian submanifold with NL ≥ 2. If the Lagrangian submanifold L is (Hamiltoni-
anly) displaceable, then the homomorphism ιk vanishes for degrees k > dimL+ 1−NL.
Corollary. For any displaceable monotone Lagrangian submanifold L with NL ≥ 2,
[L] = 0 ∈ Hm(M ;Z/2) .
Applying the basic theorems 3.1 and 3.3 to spectral capacities leads to a new mechanism
for producing Lagrangian intersection results. Namely, in a symplectic manifold with finite
spectral capacity all monotone Lagrangian submanifolds L of minimal Maslov number NL >
dimL+ 1 intersect each other, cf. theorem 5.5. An instance of this new mechanism is:
Corollary. Any two simply connected Lagrangian submanifolds in CPn × CPn intersect.
An example of a simply connected Lagrangian submanifold of CPn × CPn is the anti-
diagonal ∆¯ = {(z¯, z) | z ∈ CPn}.
Organization of the paper. In section 2 we recall the construction of Floer homology for
semi-positive symplectic manifolds and the Piunikhin-Salamon-Schwarz isomorphism. Fur-
thermore, we give the definition of the action selector and of spectral capacities via the action
filtration on Floer homology. Theorems 3.1 and 3.3 are stated in section 3 and proved in
section 4. In section 5 we derive various applications, which are divided into two subsections,
on the extrinsic topology and on Lagrangian intersections.
Acknowledgements. The results of this paper are by-products of my Ph.D. thesis [1] and
are partly contained therein. I would like to express my gratitude to my advisor Matthias
Schwarz.
I was financially supported by the DFG through the Graduiertenkolleg ”Analysis, Geome-
trie und ihre Verbindung zu den Naturwissenschaften” at the University of Leipzig and the
Schwerpunktprogramm ”Globale Differentialgeometrie”, grant SCHW 892/2-1.
2. Floer homology and spectral capacities
Despite the fact that we consider here Floer homology only for monotone symplectic mani-
folds we recall briefly and without proofs the construction of Floer homology for semi-positive
symplectic manifolds with the help of Novikov rings. Even though Novikov rings can be
avoided when dealing with monotone symplectic manifold, the statements are much clearer
when using Novikov rings. All details can be found in [11, 13, 9].
Definition 2.1. A closed symplectic manifold (M2m, ω) is called semi-positive if
ω(A) > 0, c1(A) ≥ 3−m =⇒ c1(A) ≥ 0 (SP)
for all A ∈ pi2(M), where c1 is the first Chern class of (M,ω).
Most symplectic manifolds treated here are monotone, i.e. they satisfy ω|pi2(M) = λ·c1|pi2(M)
for some constant λ > 0. Monotone symplectic manifolds are clearly semi-positive.
Definition 2.2. Let (M,ω) be a symplectic manifold and L ⊂M a Lagrangian submanifold.
The minimal area of a non-constant holomorphic sphere in M is
AM = inf
{ ∫
S2
s∗ω
∣∣ s is a non-constant holomorphic sphere in M } .
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The minimal area of a non-constant holomorphic disk on L is
AL = inf
{ ∫
D2
d∗ω
∣∣ d is a non-constant holomorphic disk with boundary on L } .
The infimum over the empty set is by definition +∞. Furthermore, the minimal Chern
number NM of M is the positive generator of the image c1(pi2(M)) ⊂ Z of the first Chern
class c1, and the minimal Maslov number NL of L is the positive generator of the image
µMaslov(pi2(M,L)) ⊂ Z of the Maslov index µMaslov. In case that c1 or µMaslov vanish we set
NM = +∞ or NL = +∞.
Remark 2.3. The Maslov index equals 2c1 on spheres and is congruent modulo 2 to the first
Stiefel-Whitney class w1(L) of L evaluated on the boundary loop of a disk. Since w1(L) = 0 if
L is orientable, the Maslov index is an even number for orientable Lagrangian submanifolds.
Due to the fact that we set NL = +∞ in case µMaslov ≡ 0 we conclude NL ≥ 2 for all
orientable Lagrangian submanifolds.
The Novikov ring. Let Γ be the finitely generated Abelian group
Γ :=
pi2(M)
ker c1 ∩ kerω
. (2.1)
A grading on Γ is defined via deg : Γ −→ Z, deg(A) := 2c1(A). We set Γk := deg
−1(k) and
define the Novikov ring associated to Γ by
Λ(Γ) :=
⊕
k Λk(Γ) , where
Λk(Γ) :=
{ ∑
A∈Γk
λAe
A
∣∣ #{A ∈ Γk |λA 6= 0, ω(A) ≤ c} <∞ ∀c ∈ R} , (2.2)
with coefficients λA in Z/2. The ring structure is given by
Λk(Γ)× Λl(Γ) −→ Λk+l(Γ) ,( ∑
A∈Γk
λAe
A
)
·
( ∑
B∈Γl
µBe
B
)
7→
∑
A
∑
B
(λA · µB) e
A+B
=
∑
C
(∑
A
λA · µC−A
)
eC .
(2.3)
Λ0(Γ) is a field and, in particular, Λ(Γ) is a vector space over Λ0(Γ).
Example (symplectically aspherical case). If the symplectic manifold (M,ω) is symplectically
aspherical, i.e. ω|pi2(M) = 0 and c1|pi2(M) = 0, then
Γ = Γ0 = {0} and Λ(Γ) = Λ0(Γ) = Z/2. (2.4)
Example (monotone case). If (M,ω) is monotone, i.e. ∃λ > 0 such that ω|pi2(M) = λ·c1|pi2(M),
then Γ0 = {0} and Γ ∼= Z. This implies that
Λ0(Γ) = Z/2 and Λ(Γ) ∼=
(
Z/2
)
[[q]][q−1] , (2.5)
i.e. Λ(Γ) is isomorphic to the ring of Laurent series with coefficients in Z/2.
There are various types of Novikov rings for which Floer homology and quantum cohomol-
ogy can be defined, cf. [11, chapter 11.1]. We choose here the field Λ0(Γ).
Floer homology over Λ0(Γ). The group Γ gives rise to a covering Γ→ L˜M → LM of the
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space LM of contractible loops in M . The elements of L˜M are represented by equivalence
classes x¯ ≡ [x, dx], where x ∈ LM and dx is an extension of the contractible loop x to the
unit disk D2. Two pairs (x, dx) and (y, dy) are equivalent if
(x, dx) ∼ (y, dy) ⇐⇒ x = y , c1(dx#d¯y) = 0 , ω(dx#d¯y) = 0 , (2.6)
where dx#d¯y is the sphere obtained by glueing the two disks along their common boundary
x = y. The group Γ acts on L˜M by concatenating the disk dx with the sphere A
x¯#A ≡ [x, dx]#A := [x,A#dx] for all A ∈ Γ and x¯ ∈ L˜M . (2.7)
For a Hamiltonian function H : S1×M −→ R we define the action functional AH on L˜M by
AH([x, dx]) :=
∫
D2
d∗x ω −
1∫
0
H
(
t, x(t)
)
dt (2.8)
and the Hamiltonian vector field XH associated to H by ω(XH , ·) = −dH. The time-1-
map ΦH of the flow induced by the Hamiltonian vector field XH is called a Hamiltonian
diffeomorphism. The set of critical points of AH is
P˜(H) =
{
[x, dx] ∈ L˜M | x˙(t) = XH
(
t, x(t)
)}
(2.9)
and is graded by the Conley-Zehnder index µCZ : P˜(H) −→ Z, [x, dx] 7→ µCZ([dx]). We
abbreviate P˜k(H) := µ
−1
CZ(k). The covering L˜M is chosen in such a way that the action
functional AH and the Conley-Zehnder index µCZ are R resp. Z-valued.
The action functional and the grading behave as follows under the action of the group Γ
AH(x¯#A) = AH(x¯) + ω(A) and µCZ(x¯#A) = µCZ(x¯) + deg(A) . (2.10)
For a non-degenerate Hamiltonian function H, i.e. if the graph of ΦH is transverse to the
diagonal ∆ ⊂M ×M , we define the Floer chain groups by
CFk(H) :=
{ ∑
x¯∈P˜k(H)
ax¯x¯
∣∣ #{x¯ | ax¯ 6= 0,AH(x¯) ≥ c} <∞ ∀c ∈ R} . (2.11)
The Floer chain groups become finite-dimensional vector spaces over the field Λ0(Γ) if we set( ∑
A∈Γ0
λAe
A
)
·
(∑
x¯
ax¯x¯
)
:=
∑
x¯
∑
A
λAax¯ x¯#(−A)
=
∑
x¯
(∑
A
λAax¯#A
)
x¯ ,
(2.12)
(cf. [9]). In particular, AH
(
eA · x¯
)
= AH(x¯#(−A)) = AH(x¯)− ω(A), i.e. the Novikov action
of A decreases the value of the action functional by ω(A).
The boundary operator is defined by counting connecting Floer cylinders. We define
M(x¯, y¯;J,H) :=
u ∈ C∞(R× S1,M)
∣∣∣∣∣∣∣
∂su+ J(u)
(
∂tu−XH(t, u)
)
= 0
u(−∞) = x, u(+∞) = y
dx#u ∼ dy
 , (2.13)
where dx#u ∼ dy is in the Novikov sense, namely c1(dx#u#d¯y) = 0 = ω(dx#u#d¯y), and
where J is a compatible almost complex structure on M .
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Theorem (Floer-Hofer-Salamon [7]). For generic choices of H and J the moduli space
M(x¯, y¯;J,H) is a finite-dimensional manifold of dimension
dimM(x¯, y¯;J,H) = µCZ(y¯)− µCZ(x¯) (2.14)
admitting a free R-action if x 6= y. Moreover, the moduli space
M̂(x¯, y¯;J,H) :=M(x¯, y¯;J,H)
/
R (2.15)
is a finite set for relative index one, i.e. if µCZ(y¯) − µCZ(x¯) = 1, and it can be compactified
by adding broken solutions for relative index two.
For relative index one we denote the (mod 2) number of elements by
n(x¯, y¯) := #2
(
M̂(x¯, y¯;J,H)
)
(2.16)
and define the boundary operator of the Floer complex on generators by
∂ : CFk(H) −→ CFk−1(H)
y¯ 7→ ∂y¯ :=
∑
µCZ(x¯)=µCZ(y¯)−1
n(x¯, y¯) · x¯ . (2.17)
We extend it linearly to a Z/2–vector space homomorphism. The Floer equation yields
n(x¯, y¯) 6= 0 =⇒ AH(x¯) ≤ AH(y¯) , (2.18)
i.e. our conventions imply that the value of the action functional and the Conley-Zehnder
index increase along Floer cylinders. Furthermore, the following compactness result holds∑
c1(A)=0, ω(A)≤c
#M̂(x¯, y¯#A;J,H) <∞ (2.19)
for all x¯, y¯ ∈ P˜(H) with µCZ(y¯) − µCZ(x¯) = 1 and every c ∈ R (cf. [9, 11]). These two facts
imply that ∂y¯ is a well-defined element in CFk−1(H). The identity n(x¯#A, y¯#A) = n(x¯, y¯)
implies that ∂ actually is a Λ0(Γ)-linear homomorphism. Floer’s fundamental theorem asserts
∂ ◦ ∂ = 0, so that Floer homology groups are defined and form Λ0(Γ) vector spaces
HF∗(H) := H∗(CF∗(H), ∂) . (2.20)
Example (monotone case). We recall that if (M,ω) is monotone, then
Γ0 = {0} and Λ0(Γ) = Z/2 . (2.21)
In particular, P˜k(H) is finite, although in general P˜(H) will be infinite. Furthermore, each
Floer chain group CFk(H) is a finite-dimensional vector space over the field Λ0(Γ) = Z/2.
In this case the Novikov conditions are empty. Nonetheless the full Novikov ring Λ(Γ) ∼=(
Z/2
)
[[q]][q−1] appears for instance in the following theorem by Hofer-Salamon.
For the moment let us denote the Floer homology over the full Novikov ring Λ(Γ) by
HF∗(H), which is not Z but Z/(2NM )-graded, where NM is the minimal Chern number of M
(cf. definition 2.2). Both homology groups are related by the isomorphism
HFk¯(H)
∼= HFk(H)⊗Λ0(Γ) Λ(Γ) ∀ k¯ ∈ Z/(2NM ) . (2.22)
Theorem (Hofer-Salamon [9]). There exists a Λ(Γ)-module isomorphism
HFk¯(H)
∼=Λ(Γ)
⊕
i≡k mod 2NM
Hm−i(M ;Z/2) ⊗Z/2 Λ0(Γ) . (2.23)
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The Piunikhin-Salamon-Schwarz isomorphism. In this section, we recall the construc-
tion of the Piunikhin-Salamon-Schwarz isomorphism, which we call PSS-isomorphism for
brevity. The construction is presented in [12] for semi-positive symplectic manifolds.
Since the PSS-isomorphism plays a crucial role in the basic theorems below, we give here
a fairly detailed exposition.
The PSS-isomorphism is defined via counting solutions of a special boundary value prob-
lem whose solutions we call plumber’s helper solutions. The corresponding moduli space
MPSS(q, x¯;J,H, f, g) consists of pairs (γ, u) of maps
γ : (−∞, 0] −→M and u : R× S1 −→M with E(u) =
∞∫
−∞
1∫
0
|∂su|
2 dt ds <∞ (2.24)
solving γ˙ +∇gf ◦ γ = 0 and ∂su+ J(u)
(
∂tu− β(s)XH(t, u)
)
= 0 , (2.25)
where β : R → [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 12 and β(s) = 1
for s ≥ 1. The function f : M → R is a Morse function on M and ∇g is the gradient with
respect to a Riemannian metric g. Again J is a compatible almost complex structure. The
pair (γ, u) is required to satisfy boundary conditions
γ(−∞) = q , γ(0) = u(−∞) and u(+∞) = x , (2.26)
(see remark 2.4 below) where q ∈ Crit(f) is a critical point of f and x¯ = [x, dx] ∈ P˜(H).
Furthermore, we require the homotopy condition ω(u#d¯x) = 0 = c1(u#d¯x). For brevity we
denote this moduli space by MPSS(q, x¯). A pair (γ, u) forms a plumber’s helper.
x
γ
u
q
Figure 1. A plumber’s helper solution (γ, u) ∈ MPSS(q, x¯).
Remark 2.4. MPSS(q, x¯) is composed of gradient flow half-lines γ for f and Floer cylinders
u. Because of the cut-off function β the cylinder u actually is holomorphic for s ≤ 12 . Since we
impose the finite energy condition E(u) <∞, the punctured holomorphic disk u
∣∣
(−∞,1/2)×S1
has a removable singularity at the origin (cf. [11]), i.e. u has a continuous extension u(−∞).
Therefore, the second boundary condition and the homotopy condition is meaningful.
For generic choices of H,J, f and g the moduli spaceMPSS(q, x¯) is a smooth manifold and
dimMPSS(q, x¯) = µCZ(x¯) + µMorse(q)−m, (2.27)
according to our normalization that for an autonomous C2-small Morse function f we have
µCZ(dx) = m−µMorse(x) for x¯ = [x, dx ≡ x] ∈ P˜(f), i.e. x ∈ Crit(f). As always dimM = 2m.
A standard computation for an element (γ, u) ∈ MPSS(q, x¯) shows
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0 ≤ E(u) ≤ AH(x¯) +
1∫
0
sup
M
H(t, ·)dt . (2.28)
This implies a universal energy bound on plumber’s helper solutions. In particular, sequences
converge up to breaking and bubbling.
Assumption (SP) ensures compactness of the 0-dimensional components ofMPSS(q, x¯). We
denote by CMm−∗(f) the Morse co-chain complex associated to f (and g), and define
PSS : CF∗(H) −→ CM
m−∗(f)
x¯ 7→
∑
µMorse(q)=m−µCZ(x¯)
#2M
PSS(q, x¯) · q . (2.29)
Theorem 2.5 ([12]). The 1-dimensional components of the moduli space MPSS(q, x¯) can be
compactified by adding either triples (γ, u, u′), where (u, u′) are broken Floer cylinders, or
(γ′, γ, u), where (γ′, γ) are broken Morse trajectories.
This implies that PSS commutes with the Morse respectively the Floer (co)-boundary oper-
ator, i.e. PSS descends to homology
PSS : HF∗(H) −→ HM
m−∗(f) . (2.30)
For proving that PSS is an isomorphism, an explicit inverse is constructed in the following.
The adequate moduli space MPSS,inv(x¯, q) is composed of pairs (u, γ) such that
u : R× S1 −→M with E(u) <∞ and γ : [0,∞) −→M (2.31)
solve the equations
∂su+ J(u)
(
∂tu− β(−s)XH(t, u)
)
= 0 and γ˙ +∇gf ◦ γ = 0 , (2.32)
and fulfill boundary conditions u(−∞) = x, u(∞) = γ(0) and γ(+∞) = q, where q ∈ Crit(f)
is a critical point of f and x¯ ∈ P˜(H). Finally, we impose the homotopy condition ω(dx#u) =
0 = c1(dx#u). As before, for generic choices we obtain a smooth manifold M
PSS,inv(x¯, q) of
dimMPSS,inv(x¯, q) = m− µMorse(q)− µCZ(x¯), which is compact in dimension 0. We define
PSS−1 : CM∗(f) −→ CFm−∗(H)
q 7→
∑
µCZ(x¯)=m−µMorse(q)
#2M
PSS,inv(x¯, q) · x¯ . (2.33)
As above a suitable compactification of the 1-dimensional components ofMPSS,inv(x¯, q) entails
PSS−1 : HM∗(f) −→ HFm−∗(H) . (2.34)
Up to here the nomenclature PSS−1 is purely formal. In what follows a justification is
sketched. The following arguments are taken from [12].
Composing PSS−1 ◦ PSS : HF∗(H) −→ HF∗(H) amounts to
PSS−1 ◦ PSS(x¯) =
∑
y¯
∑
q
#2M
PSS,inv(y¯, q) ·#2M
PSS(q, x¯) · y¯ , (2.35)
i.e. counting Floer cylinders emanating from x¯ ∈ P˜(H) connecting to gradient flow half-
trajectories ending at some critical point q ∈ Crit(f). From q further gradient flow half-
trajectories finally connect to Floer cylinders ending at y¯ ∈ P˜(H). The idea is to form a
cobordism between these configurations and the identity as follows:
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(1) We glue the two gradient flow half-trajectories at q to obtain a finite length gradient
flow trajectory.
(2) Shrink that finite length to zero, i.e. we end up with two Floer cylinders, which meet
at the same point.
(3) Due to the cut-off functions on the respective ends, these two Floer cylinders are
holomorphic near that point. We employ a glueing theorem for holomorphic curves
to obtain one Floer cylinder passing from x¯ to y¯.
(4) The Hamiltonian function for this Floer cylinder is not yet H due to the cut-off.
Therefore, we choose a (compactly supported) homotopy changing this Hamiltonian
function to H.
(5) We end up with counting Floer cylinders for the Hamiltonian function H connecting
periodic solutions x¯ and y¯ of the same Conley-Zehnder index. For dimension reasons
generically there are no such solutions unless x¯ = y¯, in which case there is only the
constant solution. This defines the identity homomorphism on Floer homology.
For the other composition PSS ◦ PSS−1 : HM∗(f) −→ HM∗(f) we obtain
PSS ◦ PSS−1(q) =
∑
p
∑
x¯
#2M
PSS(p, x¯) ·#2M
PSS,inv(x¯, q) · p . (2.36)
Here two Floer cylinders meet at a periodic solution x¯. This leads to the following cobordism:
(1) We glue the two Floer cylinders at x¯ to obtain a sphere obeying Floer’s equation.
(2) Since the Hamiltonian term vanishes outside a neighborhood of the equator of this
sphere we choose a homotopy of the Hamiltonian term to zero and end up with a
holomorphic sphere.
(3) Assuming for the moment that ω|pi2(M) = 0, this sphere is constant. We reduced the
problem to count gradient trajectories for index difference 0. As above this defines
the identity homomorphism.
In the paper [12] and in the book [11, chapter 12.1] are series of figures picturise the above
ideas. We conclude that our notation is meaningful, i.e. PSS is an isomorphism with inverse
(PSS)−1 = PSS−1. (2.37)
in the case ω|pi2(M) = 0. In the semi-positive case (SP) step (3) becomes much more delicate
since, in general, there will exist holomorphic spheres. Then an elaborate transversality
argument is necessary to allow for a time independent almost complex structure along the
sphere. Since only two points on the sphere are fixed by the gradient trajectories, an S1-
symmetry remains. In particular, solutions come in 1-dimensional families as long as the
sphere is non-constant. This contradicts the fact that the moduli space that we started with
has dimension 0. We end up with the same conclusion as in (3).
Definition 2.6. An element x¯ ∈ CF∗(H) is called essential if there are p, q ∈ Crit(f) s.t.
MPSS(p, x¯) 6= ∅ and MPSS,inv(x¯, q) 6= ∅ . (2.38)
Lemma 2.7. For essential elements x¯ ∈ CF∗(H) we can estimate (cf. inequality (2.28))
−
1∫
0
sup
M
H dt ≤ AH(x¯) ≤ −
1∫
0
inf
M
H dt . (2.39)
Proposition 2.8. All periodic orbits representing non-zero homology classes are essential.
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Proof. Pick x¯ ∈ CF∗(H) such that ∂x¯ = 0 and [x¯] 6= 0. IfM
PSS(p, x¯) = ∅ for all p ∈ Crit(f),
then PSS([x¯]) = 0.
The existence of q such that MPSS,inv(x¯, q) 6= ∅ follows via Poincare´ duality, cf.[14]. 
The action filtration and the definition of spectral capacities. The action filtration
and the action selector are used only to state and prove theorem 5.5. Therefore, we are very
brief about the definitions and properties. Detailed expositions can be found in [14, 11].
We define the action filtration on Floer homology by
CFak(H) :=
{ ∑
µCZ(x¯)=k
ax¯x¯ | ax¯ = 0 for AH(x¯) > a
}
, (2.40)
and check that
(
CFak(H), ∂
)
forms a subcomplex of the Floer complex (cf. [11]) due to the
chosen Novikov condition. In particular, we obtain the long exact sequence
· · · −→ HFa∗(H)
iaH−→ HF∗(H)
jaH−→ HF
(a,∞]
∗ (H) −→ · · · . (2.41)
This gives rise to the action selector
c(α,H) := inf{a ∈ R | PSS−1(α) ∈ im iaH} (2.42)
for all 0 6= α ∈ QH∗(M). We note here, that the quantum cohomology of the symplectic
manifold comes into play and refer the reader to [11, chapter 11.1].
The action selector is well-defined, i.e. c(α,H) is a finite number, since each representation
of the class PSS−1(α) contains an element x¯ ∈ P˜(H) with maximal action value, due to the
Novikov condition (but there might not be such an element with minimal action value).
Properties of the action selector. A full list of properties of the action selector c(α,H)
can be found in [11, chapter 12.4]. We shall need the following: For α, β ∈ QH∗(M), A ∈ Γ
and Hamiltonian functions H,K : S1 ×M −→ R we have
(Zero) c(α, 0) = 0
(Novikov action) c(α ∗ eA,H) = c(α,H) − ω(A)
(Product) c(α ∗ β,H#K) ≤ c(α,H) + c(β,K)
(Poincare´ duality) c(1,H) ≥ −c([ωm],H(−1))
(Non-degeneracy) for each H 6≡ 0 there exists a δ > 0 such that
c(1,H) + c(1,H(−1)) ≥ c(1,H) − c([ωm],H) ≥ δ .
Here, H#K(t,m) = H(t,m)+K
(
t, (ψtH)
−1(m)
)
and ddtψ
t
H = XH(t, ψ
t
H ); furthermore, we set
H(−1)(t,m) = −H(−t,m) and ∗ denotes the quantum-cup-product in QH∗(M).
With the help of the action selector we define two norms (cf. [11, 14])
γ(H) := c(1,H) − c([ωm],H) and γ˜(H) := c(1,H) + c(1,H(−1)) . (2.43)
Non-degeneracy implies γ˜(H) ≥ γ(H). These norms give rise to two symplectic capacities as
follows. For an open subset U ⊂M we set
cγ(U) = sup{γ(H) | suppXH ⊂ S
1 × U} and c˜γ˜(U) = sup{γ˜(H) | suppXH ⊂ S
1 × U} .
Again non-degeneracy implies c˜γ˜(U) ≥ cγ(U). We call the capacity cγ(U) the spectral capac-
ities of U . Most interesting to us is the case U =M . For a Lagrangian submanifold L ⊂M
we define cγ(L) as cγ(L) := inf{cγ(U) | U open, L ⊂ U} and c˜γ˜(L) accordingly.
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3. Basic theorems
The basic theorems which all other results rely on are the following theorems 3.1 and 3.3.
Theorem 3.1. Let (M2m, ω) be a monotone closed symplectic manifold and L ⊂M a mono-
tone closed Lagrangian submanifold with NL ≥ 2 (cf. definition 2.2). For each closed sub-
manifold S ⊂ L such that s := dimS satisfies
s > dimL+ 1−NL , i.e. NL > codimLS + 1 , (3.1)
the image of [S] ∈ Hs(M ;Z/2) under the PSS-isomorphism is represented by the cycle
PSS−1
(
[S]
)
=
 ∑
x¯∈P˜s−2m(H)
#2
(
M+(L,S)(x¯;J,H;0)
)
· x¯
 ∈ HF2m−s(H) , (3.2)
in the Floer cohomology of the (generically chosen) Hamiltonian H : S1×M → R, and dually
PSS−1
(
PD[S]
)
=
 ∑
x¯∈P˜s−2m(H)
#2
(
M−(L,S)(x¯;J,H;0)
)
· x¯
 ∈ HFs−2m(H) . (3.3)
The moduli spaces M±(L,S)(x¯;J,H;0) are defined with the help of a generically chosen almost
complex structures J as
M+(L,S)(x¯;J,H;0) :=
{
u : [0,∞)× S1 −→ (M,L)
∣∣∣∣∣ ∂¯J,H u = 0, [u#d¯x] = 0u(+∞) = x, u(0, 0) ∈ S
}
(3.4)
respectively
M−(L,S)(x¯;J,H;0) :=
{
u : (−∞, 0]× S1 −→ (M,L)
∣∣∣∣∣ ∂¯J,H u = 0, [dx#u] = 0u(−∞) = x, u(0, 0) ∈ S
}
, (3.5)
where ∂¯J,H abbreviates Floer’s equation, namely ∂su + J(u)
(
∂tu − XH(t, u)
)
= 0, and u :
[0,∞) × S1 −→ (M,L) means u({0} × S1) ⊂ L. Recall that x¯ = [x, dx]. The homotopical
condition [dx#u] = 0 in the definition of M
−
(L,S)(x¯;J,H;0) is meant in the Novikov sense,
i.e. ω([dx#u]) = 0 = µMaslov([dx#u]) and accordingly for M
+
(L,S)(x¯;J,H;0).
We count Floer half-cylinders u which are asymptotic to a periodic orbit and have boundary
on the Lagrangian submanifold, i.e. u(0, t) ∈ L for all t ∈ S1. An important feature of the
moduli spaces is the marking of the half-cylinders: we require them to map the marked point
(0, 0) on the half-cylinder to S. The closed submanifold S can be replaced by any singular
chain representing a cycle on L.
Remark 3.2. If S = L, we have dimL > dimL + 1 − NL, since NL ≥ 2. In particular,
theorem 3.1 implies that we always can represent the class [L] ∈ Hm(M ;Z/2).
If S = pt and NL > dimL + 1, we obtain a Floer-theoretic representation of the class
[pt] ∈ H0(M ;Z/2) and its Poincare´ dual [ω
m] ∈ H2m(M ;Z/2). The condition NL > dimL+1
excludes all displaceable (cf. definition 5.1) Lagrangian submanifolds. This is no coincidence
in view of theorem 5.2.
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Theorem 3.3. If we assume in addition to the assumptions of theorem 3.1 that the Hamil-
tonian function H : S1 ×M −→ R satisfies
||H|| ≤ min
{
AM , AL
}
(3.6)
(see definition 2.2 for AM , AL), then the representations (3.2) and (3.3) hold for all closed
submanifolds S ⊂ L regardless of their dimension.
The basic theorems 3.1 and 3.3 deal with the extrinsic topology of the Lagrangian subman-
ifold: They provide a Floer theoretic representation of the homomorphism ι : H∗(L;Z/2) −→
H∗(M ;Z/2) induced by the inclusion ι : L ⊂M .
4. Proof of the basic theorems
The proofs of theorems 3.1 and 3.3 rely both on the compactness theorem 4.3 stated below
for the moduli spaces M±(L,S)(x¯;J,H;0) in dimensions 0 and 1. The respective assumption
on the dimension of S or the Hofer norm of H prohibits bubbling-off, which in turn results
in the compactness of the moduli spaces in question. Before proving this compactness result
we make sure that the moduli spaces are smooth manifolds for generic choice of H and J .
Theorem 4.1. Let L be a closed Lagrangian submanifold of the closed symplectic manifold
(M,ω) and S ⊂ L a closed submanifold. For a generic Hamiltonian function H : S1×M → R
and a generic almost complex structure J the moduli spaces
M−(L,S)(x¯;J,H;0) and M
+
(L,S)(x¯;J,H;0) (4.1)
defined in (3.4) and (3.5) are smooth manifolds of dimension
dimM±(L,S)(x¯;J,H;0) = ±µCZ(x¯)− dimL+ dimS , (4.2)
where µCZ(x¯) denotes the Conley-Zehnder index of the periodic orbit x¯ ∈ P˜(H).
Proof. This is a standard result in Floer theory (cf. [7]) with one minor modification, cf. re-
mark 4.2 (i). First of all, for a non-degenerate H we can regard ∂¯J,H = ∂s + J(∂t − XH)
as a Fredholm-section in a suitable Banach-bundle and identify the moduli spaces with the
vanishing locus of this Fredholm-section. For generic H and J , this section will be trans-
verse to the zero-section. In particular, by the implicit function theorem, the moduli spaces
are smooth finite-dimensional manifolds. Computing the dimension of the moduli spaces is
achieved by the Riemann-Roch theorem and additivity of the Fredholm index. All details
within the setting of this paper can be found in [1]. 
Remark 4.2. (i) To prove the transversality result we need to assume, in addition to H
being non-degenerate, that there are no periodic orbits of H lying entirely on L. This
excludes s-independent solutions of the Floer equation, for which we were not able
to prove the necessary transversality statement. In contrast to the construction of
Floer homology there is no (immediate) automatic transversality result for half-
cylinders. Anyway, this additional assumption on H is clearly fulfilled generically.
(ii) The moduli spaceM±(L,S)(x¯;J,H;0) is a submanifold ofM
±
(L,L)(x¯;J,H;0) for generic
almost complex structures, because the evaluation map
ev :M±(L,L)(x¯;J,H;0) −→ L ev(u) := u(0, 0) (4.3)
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is a submersion if regarded on a universal moduli space, cf. [11, chapter 3.4], and
M±(L,S)(x¯;J,H;0) = ev
−1(S) . (4.4)
To complete the proofs of theorems 3.1 and 3.3 we need to show that
a) the 0-dimensional moduli spaces are compact,
b) the chains
∑
x¯#2M
±
(L,S)(x¯;J,H;0) · x¯ are cycles in the Floer complex,
c) they represent the claimed (co)-homology classes.
The first two points are the content of the following compactness results, theorem 4.3.
Since the assertions of theorem 3.3 are homological it suffices in the second case of theorem
4.3 to consider only essential elements since all elements representing non-vanishing homology
classes are essential, cf. proposition 2.8.
Theorem 4.3. Let (M2m, ω) be a closed monotone symplectic manifold and L ⊂M a mono-
tone closed Lagrangian submanifold with NL ≥ 2. If we choose a closed submanifold S ⊂ L
and a Hamiltonian function H : S1 ×M → R such that one of the following holds:
• dimS > dimL+ 1−NL ,
• ||H|| ≤ min
{
AM , AL
}
and x¯ ∈ P˜(H) is essential (cf. definition 2.6),
then the 0-dimensional moduli spaces M±(L,S)(x¯;J,H;0) are compact.
Furthermore, the 1-dimensional moduli spaces are compact up to splitting-off one Floer
cylinder, i.e. they can be compactified in such a way that the boundary of the compactification,
which we denote by the same symbol, decomposes as follows (cf. formula (2.15))
∂M−(L,S)(x¯;J,H;0) =
⋃
µCZ(y¯)=µCZ(x¯)+1
M̂(x¯, y¯;J,H)×M−(L,S)(y¯;J,H;0),
∂M+(L,S)(x¯;J,H;0) =
⋃
µCZ(y¯)=µCZ(x¯)−1
M+(L,S)(y¯;J,H;0) × M̂(y¯, x¯;J,H).
(4.5)
A typical element in ∂M−(L,S)(x¯;J,H;0) is depicted in figure 2.
Proof. The following inequality for elements u ∈ M−(L,S)(x¯;J,H;0)
E(u) =
0∫
−∞
1∫
0
|∂su|
2dt ds ≤ ω([dx#u])−AH(x¯)−
1∫
0
inf
L
H(t, ·)dt . (4.6)
is easily derived using Floer’s equation. Let us abbreviate from now on
inf
L
H :=
1∫
0
inf
L
H(t, ·)dt and sup
L
H :=
1∫
0
sup
L
H(t, ·)dt . (4.7)
By the definition of M−(L,S)(x¯;J,H;0) we have ω([dx#u]) = 0, therefore (4.6) reads
0 ≤ E(u) ≤ −AH(x¯)− inf
L
H (4.8)
and analogously for elements u ∈ M+(L,S)(x¯;J,H;0)
0 ≤ E(u) ≤ +AH(x¯) + sup
L
H . (4.9)
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L
x¯
y¯
v
u
Figure 2. A broken solution representing (v, u) ∈ ∂M−(L,S)(x¯;J,H;0).
Hence, the energy of elements of the moduli spaces is uniformly bounded.
The case S = L.
Since the energy is uniformly bounded and the marking u(0, 0) ∈ S = L for an element in
the moduli space is obsolete we conclude by the standard compactness results in Floer theory
that sequences (un) ⊂M
−
(L,L)(x¯;J,H;0) converge in the Gromov-Hausdorff topology
un → (u∞ ; v1, . . . , vΓ ; s1, . . . , sΣ ; d1, . . . , d∆) (4.10)
where
• u∞ ∈ M
±
(L,L)
(x¯0;J,H;0),
• vγ ∈ M̂(x¯γ , x¯γ−1;J,H), where x¯γ ∈ P˜(H) and x¯Γ = x¯,
• {sσ} are holomorphic spheres,
• {dδ} are holomorphic disks,
i.e. sequences converge to a finite family of adjacent Floer cylinders starting at x¯ and finally
connecting to a half-cylinder in M−(L,L)(x¯0;J,H;0). Furthermore, there are finitely many
holomorphic spheres and disks attached to this configuration.
The Fredholm index behaves additively with respect to this convergence, i.e. the Fredholm
index at an element un, which equals the dimension of M
−
(L,L)(x¯;J,H;0), is
indFun = indFu∞ +
∑
γ
indFvγ +
∑
σ
2c1(sσ) +
∑
δ
µMaslov(dδ) . (4.11)
Since the Lagrangian submanifold and therefore the symplectic manifold is monotone, the
Chern class and the Maslov index evaluate positively in case that sσ and dδ are non-constant.
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Moreover, by assumption the Maslov index is at least 2, and if the Floer cylinders vγ
are s-dependent, the Fredholm indices are at least 1. In particular, if the moduli space
M−(L,L)(x¯;J,H;0) has dimension 0 all maps but u∞ must be trivial. In other words, the
moduli space M−(L,L)(x¯;J,H;0) is compact.
If the moduli space M−(L,L)(x¯;J,H;0) is 1-dimensional, then a sequence converges to the
limit half-cylinder u∞ and at most one further Floer cylinder vγ . In particular, at most one
Floer cylinder may split-off. This gives rise to the compactification with the decomposition
of the boundary as asserted in the theorem.
Since twice the first Chern class evaluated on a sphere is a multiple of the minimal Maslov
number NL (cf. remark 2.3) we obtain the following refined statement. If the dimension of
the moduli space is less than the minimal Maslov number
dimM−(L,L)(x¯;J,H;0) = −µCZ(x¯) < NL (4.12)
the moduli space M−(L,L)(x¯;J,H;0) is compact up to splitting-off a finite number of Floer
cylinders. No holomorphic spheres or disks bubble off. A completely analogous statement
holds for the moduli space M+(L,L)(x¯;J,H;0).
The case dimS > dimL+ 1−NL.
We already noted above that the marked moduli spaceM±(L,S)(x¯;J,H;0) is a submanifold of
the moduli space M±(L,L)(x¯;J,H;0) for generic almost complex structures.
IfM±(L,S)(x¯;J,H;0) is 0 or 1-dimensional and in addition we require the condition dimS >
dimL+ 1 −NL to hold, we conclude that dimM
±
(L,L)(x¯;J,H;0) < NL. As explained at the
end of the first case we obtain the statement of theorem 4.3 in this case.
The case ||H|| ≤ min
{
AM , AL
}
and x¯ ∈ P˜(H) is essential.
Without the dimension restriction on the submanifold S we cannot expect compactness of all
0 and 1-dimensional moduli spaces M±(L,S)(x¯;J,H;0). In fact, some of our applications are
derived with help of this non-compactness. But as long as all elements in M±
(L,S)
(x¯;J,H;0)
have energy less than the minimal energy of a non-constant holomorphic sphere or disk, a
bubble would take away more energy than is available.
We assume that the Hamiltonian function H has sufficiently small Hofer norm, namely
||H|| ≤ min
{
AM , AL
}
, and the periodic orbit x¯ is essential, cf. definition 2.6. For such a
periodic orbit x¯ we recall from lemma 2.7 the inequalities − supM H ≤ AH(x¯) ≤ − infM H.
Combining this with inequality (4.8) resp. (4.9) we obtain
E(u) ≤ −AH(x¯)− inf
L
H ≤ sup
M
H − inf
M
H = ||H|| (4.13)
for an element u ∈M−(L,S)(x¯;J,H;0) and analogously
E(u) ≤ +AH(x¯) + sup
L
H ≤ − inf
M
L+ sup
M
H = ||H|| (4.14)
for an element u ∈M+(L,S)(x¯;J,H;0).
In particular, bubbling-off cannot occur for a sequence (un) ⊂ M
±
(L,S)(x¯;J,H;0). Indeed,
the energy E(u∞) of the limit solution u∞ is positive by the assumption on H that no periodic
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orbits lie entirely on L. Therefore,
E(b) < E(u∞) + E(b) ≤ lim inf E(un) ≤ ||H|| ≤ min
{
AM , AL
}
. (4.15)
We obtain E(b) = 0. Since we excluded bubbling-off of holomorphic spheres and disks the
relevant moduli spaces are compact or can be compactfied as asserted. This finishes the proof
of theorem 4.3. 
Remark 4.4. For later purposes we remark that in the proof of theorem 4.3 the assumption
||H|| ≤ min{AM , AL} is used only in combination with inequality (4.13) to derive the crucial
inequality E(u) ≤ min{AM , AL}. Therefore, if we assume this inequality right away, the
assertion of theorem 4.3 still holds.
Remark 4.5. A geometric explanation for the hypothesis dimS > dimL + 1 − NL is that
a holomorphic disk bubbling-off may take away the marking. If we disregard the marking
in a configuration as depicted in figure 3, it lies in the boundary of the higher dimensional
moduli space M±(L,L)(x¯;J,H;0). The assumption dimS > dimL + 1 − NL excludes such
configurations in M±(L,L)(x¯;J,H;0) for index reasons so that no bubble can take away the
marking.
S
u
x¯
d
L
Figure 3. A configuration in which the bubble d ”takes away” the marked point.
Theorem 4.3 immediately implies that the chain defined in theorem 3.1 resp. 3.3 is well-
defined and in fact a cycle. To finish the proof of theorems 3.1 and 3.3 we need to show that
the PSS-isomorphism maps [S] ∈ Hs(M ;Z/2) of the homology class of this cycle.
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End of the proof of theorems 3.1 and 3.3. We will define a cobordism relating the
counting procedures defining PSS−1([S]) and the explicitly given cycle. This shows that they
are chain homotopic and therefore agree in homology.
We define the moduli space MPSS,−(L,S) (q; g, f ;J,H;0) as the set of triples (R, γ, u), where
R ≥ 0, γ : (−∞, 0] −→M, u : (−∞, R]× S1 −→M (4.16)
subject to the equations
γ˙ +∇gf ◦ γ = 0 and ∂su+ J(u)
(
∂tu− β(s)XH(t, u)
)
= 0 , (4.17)
where β : R → [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 12 and β(s) =
1 for s ≥ 1. The function f : M −→ R is an auxiliary Morse function and ∇g is the
gradient with respect to an auxiliary Riemannian metric g on M. Furthermore, (R, γ, u) ∈
MPSS,−(L,S) (q; g, f ;J,H;0) has to satisfy the following boundary conditions
E(u) <∞ , γ(−∞) = q , γ(0) = u(−∞) and u(R, t) ∈ L ∀t ∈ S1 , u(R, 0) ∈ S , (4.18)
where q ∈ Crit(f) is a critical point of f . As in the definition of the PSS-isomorphism the
finiteness of the energy of u in conjunction with the cut-off function β allows for a continuous
extension u(−∞). In particular, topologically we can think of u as a disk. Finally, we impose
the homotopy condition [u] = 0 for the disk u, i.e. ω(u) = 0 = µMaslov(u).
The geometric ideas behind the definition of MPSS,−(L,S) (q; g, f ;J,H;0) are:
(1) The cycle PSS
(∑
x¯∈P˜(H)#2
(
M−(L,S)(x¯;J,H;0)
)
· x¯
)
is defined by counting gradient
half trajectories attached to Floer cylinders, i.e. plumber’s helper solutions, ending at
a periodic orbit x¯, from where Floer half-cylinders start which end on L.
(2) We glue such half-cylinders and Floer cylinders and obtain new half-cylinders which
obey Floer’s equation with respect to a Hamiltonian function different from zero only
near L.
(3) We regard this Hamiltonian function as a compactly supported deformation of the
zero Hamiltonian. Therefore, after a homotopy, we deal with holomorphic cylinders
which in fact are holomorphic disks since they have finite energy.
(4) The assumption on the homotopy type of this disk immediately implies that it is
constant. Thus, we are left with counting gradient half-trajectories starting at a
critical point and ending at S, due to the marking. It is easy to see that this represents
the class PD[S] ∈ HMs(M) in the Morse cohomology of M .
Let us come back to our object of study: MPSS,−(L,S) (q; g, f ;J,H;0). Combining the methods
from the definition of the PSS-isomorphism and from this chapter, it follows that these spaces
are smooth manifolds for generic choices of g, J and H and of dimension
dimMPSS,−(L,S) (q; g, f ;J,H;0) = dimS − dimL−
(
1
2 dimM − µMorse(q; f)
)
+ 1
= dimS − dimM + µMorse(q; f) + 1 .
(4.19)
The +1 accounts for the variable R. A straight forward computation implies for an element
(R, γ, u) ∈ MPSS,−(L,S) (q; g, f ;J,H;0) that
E(u) ≤ β(R) ·
(
sup
M
H − inf
L
H
)
≤ ||H|| . (4.20)
We note, that for R = 0 this inequality implies E(u) = 0.
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Exactly the same arguments as in theorem 4.3 imply that the moduli spaces are compact in
dimension 0 and can be compactified in dimension 1. We denote again the compactification
by the same letter. The boundary of the compactification decomposes as
∂MPSS,−(L,S) (q; g, f ;J,H;0) =
⋃
q′∈Crit(f)
µMorse(q
′)=µMorse(q)−1
M̂Morse(q, q′; f)×MPSS,−(L,S) (q
′; g, f ;J,H;0)
∪
⋃
x¯∈P˜(H)
µCZ(x¯)=m−µMorse(q)
MPSS(q, x¯)×M−(L,S)(x¯;J,H;0)
∪
{
(R, γ, u) ∈ MPSS,−(L,S) (q; g, f ;J,H;0)
∣∣ R = 0} .
If we consider a sequence (Rn, γn, un)n∈N, the first union collates breaking of the gradient
half-trajectory. In this case the sequence (Rn) converges. If the sequence Rn → ∞, the
sequence of half-cylinders un breaks into a pair consisting of a half-cylinder and a plumber’s
helper solution due to the chosen cut-off function β. This makes up the second union. The
last union appears for obvious reasons.
Since the moduli spacesMPSS,−(L,S) (q; g, f ;J,H;0) are compact in dimension 0, we can define
θ(S) :=
∑
µMorse(q)=dimM−dimS−1
#2M
PSS,−
(L,S) (q; g, f ;J,H;0) · q ∈ CM
∗(f ;Z/2) , (4.21)
which is not a cycle but merely a chain. Furthermore, we abbreviate the set
MPSS,−(L,S) (q;R = 0) :=
{
(R, γ, u) ∈ MPSS,−(L,S) (q; g, f ;J,H;0)
∣∣ R = 0} (4.22)
and define the cycles
ρ(S) :=
∑
µMorse(q)=dimM−dimS
#2M
PSS,−
(L,S) (q;R = 0) · q ∈ CM
∗(f ;Z/2) (4.23)
and Φ(S) :=
∑
x¯∈P˜s−2m(H)
#2
(
M−(L,S)(x¯;J,H;0)
)
· x¯ ∈ CF∗(H) . (4.24)
From the decomposition of moduli space ∂MPSS,−(L,S) (q; g, f ;J,H;0) we conclude
δMorse
(
θ(S)
)
= PSS
(
Φ(S)
)
− ρ(S) , (4.25)
where the minus sign is arbitrary as long as we are working with Z/2-coefficients. We conclude
that in cohomology [Φ(S)] = PSS−1
(
[ρ(S)]
)
. To finish the proof of theorems 3.1 and 3.3 we
need to show ρ(S) = PD[S].
Either from equation (4.20) or directly from the definition we conclude that for an element
(0, γ, u) ∈ MPSS,−(L,S) (q;R = 0), the map u is constant. Namely, since R = 0 the Hamiltonian
term in the Floer equation is 0, i.e. u is a holomorphic disk satisfying E(u) = 0 due to the
assumption [u] = 0. We conclude thatMPSS,−(L,S) (q;R = 0) is in bijection to the space containing
gradient half-trajectories γ : (−∞, 0] −→M such that γ(−∞) = q and γ(0) ∈ S.
Choosing for instance a Morse function on the manifold S and adding a quadratic function
in the normal direction this is easily seen to define the Poincare´ dual of the class [S] ∈
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Hs(M ;Z/2) of S, i.e. ρ(S) = PD[S]. The proof is immediately adjusted to the Poincare´ dual
case. This concludes the proof of theorems 3.1 and 3.3. 
5. Applications
5.1. Extrinsic topology of Lagrangian submanifolds.
Definition 5.1. We call a closed Lagrangian submanifold L displaceable in the closed sym-
plectic manifold (M,ω) if there exists a Hamiltonian diffeomorphism ΦH ∈ Ham(M,ω) such
that L∩ΦH(L) = ∅. In particular, ΦH displaces a sufficiently small neighborhood U(L) of L.
The displacement energy of L is e(L) := inf{||H|| | L ∩ ΦH(L) = ∅}, i.e. L is displaceable
iff e(L) <∞.
Theorem 5.2. In the situation of theorem 3.1 we denote by ιk : Hk(L;Z/2) −→ Hk(M ;Z/2)
the homomorphism induced by the inclusion ι : L ⊂ M . If the Lagrangian submanifold L is
displaceable, then the homomorphism ιk vanishes for degrees k > dimL+ 1−NL.
The homomorphism ι0 does not vanish, so that NL ≤ dimL + 1. This is well-known for
displaceable Lagrangian submanifolds.
Corollary 5.3. For any displaceable monotone Lagrangian submanifold L with NL ≥ 2,
[L] = 0 ∈ Hm(M ;Z/2) . (5.1)
Proof of theorem 5.2. This is an application of theorem 3.1, namely we take a non-zero
class 0 6= [S] ∈ Hk(L;Z/2) and represent its image ιk([S]) ∈ Hk(M ;Z/2) Floer theoretically
with the help of theorem 3.1. Using the fact that L is displaceable we will prove that this
cycle in Floer homology vanishes simply by the fact that all moduli spaces involved are empty
for a certain class of Hamiltonian functions. This shows that PSS−1
(
ιk([S])
)
= 0 and proves
the assertion of theorem 5.2.
In contrast to theorem 3.1 we denote here by [S] a class in Hk(L;Z/2) and by ιk([S]) its
image in Hk(M ;Z/2). We claim that under the assumption that L is displaceable there exists
a Hamiltonian function G : S1 ×M −→ R such that M−(L,S)(x¯;J,G;0) = ∅ for all x¯ ∈ P˜(G)
of Conley-Zehnder index −µCZ(x¯) < NL and analogously for M
+
(L,S)(x¯;J,G;0).
By assumption L is displaceable by the time-1-map ΦK ∈ Ham(M,ω) associated to a
Hamiltonian function K : S1 ×M −→ R, say. In particular, ΦK
(
U(L)
)
∩ U(L) = ∅ for some
small neighborhood U(L) of L. We choose an autonomous Hamiltonian function H : M −→
R≥0 such that the support of XH is contained in U(L) and H|L > 0. Since ΦK displaces the
support of XH , we draw the standard conclusion
P˜(ρH#K) = P˜(K) (5.2)
for all constants ρ ≥ 0 (cf. [10]). Furthermore, AρH#K(x¯) = AK(x¯), since by assumption
H ≡ 0 outside U(L) and all elements of P˜(K) and P˜(ρH#K) lie in M \ U(L).
We employ inequality (4.8) to obtain the inequality
0 ≤ E(u) ≤ −AρH#K(x¯)− inf
L
(
ρH#K
)
≤ −AK(x¯)− ρ · inf
L
H − inf
L
K (5.3)
for an element u ∈ M−(L,S)(x¯;J, ρH#K;0). We conclude that for ρ ≫ 0 the right hand side
becomes negative, since H|L > 0. In particular, all moduli spacesM
−
(L,S)(x¯;J, ρH#K;0) are
empty for sufficiently large ρ. This concludes the argument. 
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In contrast to theorem 5.5 below it is essential that we assume that L is displaced by a
Hamiltonian diffeomorphism and not a symplectic diffeomorphism as the examples S1×{pt} ⊂
S1 × S1 shows.
Theorem 5.2 was an application of theorem 3.1. Using the same idea we present a new proof
of Chekanov’s result [4] within our set-up as an application of theorem 3.3. We should mention
that in [4] this result is proved under the sole assumption that M is geometrically bounded.
Theorem 5.4 (Chekanov [4]). Under the same assumptions as in theorem 3.1 the displace-
ment energy e(L) of a monotone closed Lagrangian submanifold L with NL ≥ 2 is bounded be-
low by the minimal area of a non-constant holomorphic disk or sphere: e(L) ≥ min{AM , AL}.
Proof. This goes along the same lines as the proof of the preceding theorem. There is
nothing to prove in case e(L) =∞. Therefore, we assume from now on that L is displaceable.
We choose a Hamiltonian functionK such that such that Φ1K displaces a small neighborhood
U(L) of L. Let us assume that the assertion of the theorem is false, i.e. ||K|| < min
{
AM , AL
}
.
Again we choose a Hamiltonian function H : M −→ R≥0 such that the support of XH is
contained in U(L) and H|L > 0. For an element u ∈ M
−
(L,pt)(x¯;J, ρH#K;0) we combine
inequality (4.8) and the estimate of lemma 2.7 for ρ ≥ 0 to obtain
E(u) ≤ −AρH#K(x¯)− inf
L
(ρH#K)
≤ −AK(x¯)− inf
L
K − ρ · inf
L
H
≤ sup
M
K − inf
L
K − ρ · inf
L
H
≤ sup
M
K − inf
M
K = ||K||
< min
{
AM , AL
}
.
(5.4)
The second inequality is valid by exactly the same reasoning as in the proof of theorem 5.2.
Now we want to apply theorem 4.3. Although the assumption ||ρH#K|| < min
{
AM , AL
}
does not hold for large values of ρ we established the crucial inequality E(u) < min
{
AM , AL
}
directly. As explained in remark 4.4 we can still apply theorem 3.3 and thus represent the
class [pt] ∈ H0(M ;Z/2) in the Floer homology HF∗(ρH#K).
As in the proof of theorem 5.2 we conclude from the displaceability of L that the moduli
spaces M−(L,pt)(x¯;J, ρH#K;0) are empty if ρ is sufficiently large. This contradicts the fact
that counting the number of elements of M−(L,pt)(x¯;J, ρH#K;0) defines the class [pt] 6= 0.
Therefore, our assumption ||K|| < min
{
AM , AL
}
was false. This proves the theorem. 
5.2. Lagrangian intersections and spectral capacities.
If we apply theorem 3.1 in the special case S = pt to spectral capacities, we obtain.
Theorem 5.5. Let L0, L1 be two monotone closed Lagrangian submanifolds of the closed
monotone symplectic manifold (M2m, ω) of minimal Maslov number NLi > dimLi+1, i = 0, 1.
If the spectral capacity cγ(M) of M is finite, then L0 and L1 intersect.
Remark 5.6. We note that theorem 5.5 is concerned with any pair of Lagrangian submani-
folds. For example L1 is not assumed to be a Hamiltonian deformation of L0.
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Proof. As explained in remark 3.2, due to the assumption NLi > dimLi + 1, theorem 3.1
provides an explicit representation of PSS−1([ωm]) in the Floer chain complex. We can use
both, L0 and L1, for such a representation.
By definition, c([ωm],H) is the smallest action value of a representant of [ωm] in Floer
homology. In particular, from inequality (4.8) we conclude
c([ωm],H) ≤ − inf
Li
H and c(1,H) ≥ − sup
Li
H , i = 0, 1 (5.5)
using the property Poincare´ duality for the action selector in the second case. We obtain
γ(H) ≥ max
{(
− sup
L1
H + inf
L0
H
)
,
(
− sup
L0
H + inf
L1
H
)}
. (5.6)
If the Lagrangian submanifolds do not intersect, L0∩L1 = ∅, we can choose a sequence {Hn}
of Hamiltonian functions such that Hn|L0 = n and Hn|L1 = 0. In particular, γ(Hn) ≥ n and
thus cγ(M) = sup{γ(H)} =∞. This proves the theorem. 
Corollary 5.7. All monotone closed Lagrangian submanifolds L in a monotone closed sym-
plectic manifold of finite spectral capacity with minimal Maslov number NL > dimL+ 1 are
connected. Furthermore, L ∩ ϕ(L) 6= ∅ ∀ϕ ∈ Symp(M,ω).
Proof. Each connected component of L has minimal Maslov number at least NL. Therefore,
two such components of L intersect. For the second assertion is obvious from theorem 5.5. 
Remark 5.8. Theorem 5.5 says that if the monotone symplectic (M,ω) has two disjoint
Lagrangian submanifolds of sufficiently large minimal Maslov number, then it has infinite
spectral capacity.
The theorem allows for the following refinement: An arbitrarily small neighborhood of each
such Lagrangian has infinite spectral capacity, namely choose the sequence {Hn} from the
above proof such that Hn is supported in the small neighborhood. In particular, cγ(Li) =∞.
Remark 5.9. (1) The assumption of theorem 5.5 that the symplectic manifold has finite
spectral capacity is crucial as the example S1 × {pt} ⊂ S1 × S1 shows: S1 × {pt} is
monotone and NS1×{pt} =∞, but cγ(S
1 × S1) =∞.
(2) The assumption on the minimal Maslov number is necessary, since otherwise the
Lagrangian submanifold might be displaceable. Indeed, there exist displaceable La-
grangian spheres L in symplectic manifolds of the form Xn+1 × CPn, cf. [3]. Since L
is simply connected it is monotone and NL = dimL+ 1. Furthermore, an analogous
calculation as in lemma 5.12 shows cγ(X × CP
n) = cγ(CP
n) <∞ if ω|pi2(X) = 0.
(3) We do not know whether the Lagrangian submanifold L has to be monotone but we
suspect that theorem 5.5 does not generalize to non-monotone L. A counterexample
could consist of an analog of two S1 ⊂ S2 where one of them is not an equator.
Theorem 5.10. Any two monotone Lagrangian submanifolds L0, L1 of CP
n × CPn with
minimal Maslov number NLi > 2n+ 1 i = 0, 1 have to intersect.
Proof. In view of theorem 5.5 we have to proof that CPn×CPn has finite spectral capacity.
This is content of lemma 5.12 and is proved with help of lemma 5.11. 
Lemma 5.11. The monotone symplectic manifold (CPn, ωFS) has finite spectral capacity
c˜γ˜(CP
n) = cγ(CP
n) ≤ ωFS(CP
1) . (5.7)
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Proof. The equality is due to the fact that the minimal Chern number NCPn is sufficiently
large, namely 2NCPn > dimCP
n. We prove only the inequality.
The quantum cohomology ring of CPn over Λ0(Γ) = Z/2 is given by
QH∗(CPn) ∼=
(Z/2)[[q]][q−1][p]
< pn+1 = q >
, (5.8)
i.e. Laurent series in q and polynomials in p up to degree n, where the class of the symplectic
form corresponds to p. Furthermore, q corresponds to the class [CP1] of the holomorphic
sphere CP1. In particular, the relation pn+1 = q reads
[ωFS] ∗ [ω
n
FS] = 1CPn ∗ e
[CP1] . (5.9)
See [11] for details on the quantum cohomology ring of CPn.
Using the properties Novikov and Product of the action selector we find
c([ωFS] ∗ [ω
n
FS],H) = c(1CPn ∗ e
[CP1],H) = c(1CPn ,H)− ωFS(CP
1) and
c([ωFS] ∗ [ω
n
FS],H) ≤ c([ωFS], 0) + c([ω
n
FS],H) = c([ω
n
FS],H) .
(5.10)
This implies γ(H) = c(1CPn ,H)−c([ω
n
FS],H) ≤ ωFS(CP
1), and thus cγ(CP
n) ≤ ωFS(CP
1). 
Lemma 5.12. The spectral capacity of (CPn × CPn, ωFS ⊕ ωFS) is finite:
cγ(CP
n × CPn) ≤ 2ωFS(CP
1) . (5.11)
Proof. We abbreviate
a := [ωFS]⊕ 0 , b := 0⊕ [ωFS] , A := CP
1 × {pt} and B := {pt} × CP1 . (5.12)
The class anbn := (a ∪ · · · ∪ a) ∪ (b ∪ · · · ∪ b) represents (up to a factor
(2n
n
)
) the class
[(ωFS ⊕ ωFS)
2n]. Since both factors in CPn ×CPn have the same symplectic form we can use
the Kuenneth formula for quantum cohomology [11, chapter 11.1]. Therefore, together with
lemma 5.11 we compute in the quantum cohomology of CPn ×CPn:
(ab) ∗ (anbn) = (a ∗ an)(b ∗ bn) = (1CPn ∗ e
A)(1CPn ∗ e
B) = 1CPn×CPn ∗ e
(A+B) .
Now the reasoning is as above, namely
c
(
(ab) ∗ (anbn),H
)
= c(1CPn×CPn ∗ e
(A+B),H) = c(1CPn×CPn ,H)− 2ωFS(CP
1)
c
(
(ab) ∗ (anbn),H
)
≤ c(ab, 0) + c(anbn,H) = c(anbn,H) .
(5.13)
Note, that c(
(2n
n
)
· anbn,H) = c(anbn,H). The lemma follows. 
Corollary 5.13. Any two simply connected Lagrangian submanifolds in CPn×CPn intersect
each other. Furthermore, they are all connected.
Proof. Since a simply connected Lagrangian submanifold L in a monotone symplectic man-
ifold is monotone with minimal Maslov number equal to twice the minimal Chern number,
we conclude NL = 2NCPn×CPn = 2NCPn = 2(n+1) > 2n+1 and can apply theorem 5.10. 
Example 5.14. An example of a simply connected Lagrangian submanifold of CPn×CPn is
the anti-diagonal ∆¯ = {(z¯, z) | z ∈ CPn}. Unfortunately, we are not aware of any other exam-
ples of simply connected Lagrangian submanifolds of CPn×CPn or of non-simply connected
monotone Lagrangian submanifolds of sufficiently large minimal Maslov number.
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Remark 5.15. Biran informed us that using his techniques he can prove corollary 5.13, too.
Using tools adapted to four dimensions, Hind [8] proves that all Lagrangian spheres in S2×S2
are Hamiltonianly isotopic to the anti-diagonal. Since the minimal Maslov number of such
spheres equals 4 they are not displaceable and corollary 5.13 follows in the case n = 1.
Cornea [5] reported on an ongoing project with Lalonde at the ”SMS 2004” in Montreal1.
The following theorem is a special case of their results. We give here a new proof since it
demonstrates our method quite nicely. Another proof of theorem 5.16, in spirit of Gromov’s
theorem asserting that H1(L;R) 6= 0 for all closed Lagrangian L ⊂ R2n, was explained to us
by Salamon.
Theorem 5.16. Let (M,ω) be a symplectically aspherical manifold and L ⊂M a monotone
closed Lagrangian submanifold with NL ≥ 2. If L is displaceable, then through each point of
L passes a non-constant holomorphic disk with boundary lying entirely on L and which is of
Maslov index µMaslov ≤ dimL+ 1.
Proof. We argue by contradiction and assume that there is a point p0 ∈ L through which
passes no holomorphic disk of Maslov index µMaslov ≤ dimL+1. Then inspection of the proof
of theorem 4.3 shows that the moduli spacesM±(L,{p0})(x¯;J,H;0) are compact up to splitting
of multiple Floer cylinders for all Hamiltonian functions H. In other words, no bubbling-off of
holomorphic disks can occur. Furthermore, no holomorphic spheres exist since M is assumed
to be symplectically aspherical.
Now we argue as in the proof of theorem 5.2 or 5.4. Namely, since L is displaceable, we
can show that the moduli spaces M±(L,{p0})(x¯;J,H;0) are empty for appropriately chosen
Hamiltonian function H. On the other hand, we can represent the non-vanishing class [p0] ∈
H0(M ;Z/2) by counting the number of solutions. This contradiction finishes the proof. 
Since the dimension of M±(L,{p0})(x¯;J,H;0) equals ±µCZ(x¯) − dimL we can relax the
assumption of (M,ω) being symplectically aspherical to NM > dimL. In this case there
might be holomorphic spheres but the index formula (4.11) shows that the moduli spaces
M±(L,{p0})(x¯;J,H;0) are compact for all relevant x¯, more precisely for µCZ(x¯) = ± dimM .
For instance the theorem holds for CPn.
Combining the proofs of theorem 5.5 and 5.16 we obtain the following assertion for a
symplectic manifold (M,ω) of finite spectral capacity.
If there exists a point on the monotone Lagrangian submanifold L ⊂ M through which
passes no non-constant holomorphic disk of Maslov index µMaslov ≤ dimL + 1, e.g. NL >
dimL+ 1, then L ∩ ϕ(L) 6= ∅ for all ϕ ∈ Symp(M,ω).
The example S1 ⊂ S2 shows that this statement can’t be reversed. Through each point of
an equator passes a holomorphic disk of Maslov index 2 and each image under a symplecto-
morphism intersect the equator again. More generally, this holds true for the Clifford torus
in CPn, see [6].
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