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Abstract 
A direct derivation of a result by Hertz et al. is given; it deals with the construction of an 
optimal strategy for removing all conflicts when a subdivision of an FMS (flexible manufactur- 
ing system) into cells has been made: subcontracting jobs, duplicating machines and intercell 
moves of jobs are the possible actions. The problem is reduced to the determination of 
a maximum flow in a structured network. 
Key wor& Flexible manufacturing systems; Network flows; Totally unimodular systems; 
Group technology 
1. Introduction 
In a recent paper [3] a procedure was derived for destroying in an optimal way the 
conflicts which were generated by the division of an FMS into cells. Our purpose is to 
show that the problem can be formulated in terms of hypergraphs in a natural way 
(different from [3]) which will then give a simple formulation in terms of network flows. 
The next section will give all (hyper-)graph-theoretical concepts which are needed 
and Section 3 will contain the formulation of the optimization problem in the FMS 
with the solution procedure. 
2. Graph-theoretical preliminaries 
In this section we present the few concepts of graph and hypergraph theory which 
are needed for solving the optimization problem occurring in an FMS after machines 
and jobs have been grouped into almost independent cells. 
A hqlperguaph H = (X, 8) consists of a finite set X of nodes and of a collection 8 of 
subsets Ek of X called hyper edges (or simply edges). If for each Ek ~8 we have 
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1 Ek 1 < 2, then H is a multigraph (edges with 1 E, 1 = 2 are normal edges of graphs and 
those with 1 Ek I = 1 are loops). 
The node-edge incidence matrix A of H is an (n x m)-matrix (where n = 1 X 1, m = 161) 
defined by Uij = 1 if node Xi E Ej and aij = 0 otherwise. 
H is unimodular if its node-edge incidence matrix is totally unimodular. This class of 
hypergraphs is presented and studied in [I]. 
A family 9 of subsets of a set H is called nested if for any two subsets Fi, Fj E 9 we 
have Fi n Fj = 0 or Fi E Fj or Fj E Fi. 
It is known that if in an hypergraph H = (X, 8) the family 9 of edges can be 
written as 6 = 9i u Pz where each pi is a nested family i = 1,2) then H is unimodu- 
lar [2]. 
A node couer in H = (X, 8) is a subset C c 6 of edges such that U (E: E E C) = X. 
If each edge Ej E 8 has a weight wj, finding a node cover with minimum total weight 
can be formulated as follows (A is the node-edge incidence matrix of H). 
min w.y, 
s.t. Ay 3 1, y E (0, 11. (2.1) 
Here “?i = (w,, . . . ,w,,,), 1 = (1, . . . , 1) and y = (yi, . . . , y,). When A is a totally uni- 
modular matrix, we may replace (2.1) by - 
min w.y, 
s.t. Ay 3 1, y > 0. (2.2) 
It is well known that if the problem has an optimum solution, there will be an 
optimum solution where yj E (0, l} for all j. 
The dual of (2.2) can be written as 
max 1.5, 
s.t. %A<?, 330. (2.3) 
If the edge set 8 of H consists of the union of two nested families 8i, &, then we 
observe that (2.3) is a maximum flow problem in a capacitated network N constructed 
as follows: 
For each node x in X introduce two nodex x, x’ into N with an arc (x,x’) having 
capacity c(x, x’) = co . We may assume w.1.o.g. that all edges E in 6’ are different and 
nonempty. Also all weights Wj are positive integers. 
Consider now the subfamily &‘i of edges. We may complete 8i by including E,, = X 
and all missing singletons {x} as edges Ej with Wj = cc (&i remains nested). Introduce 
into N a node E for each edge E in &i with 2 < 1 E I; whenever two edges Ei, Ej in 
&‘i satisfy (a) Ei 1 Ej, (b) there is no Ek (k # i, j) such that Ei 1 Ek =J Ej, then 
introduce an arc (EC, Ej) with capacity C(Ei, El) = Wj into N. We also introduce a node 
s and an arc (s, EO) with c(s, E,) = wo. 
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H=(X,g, ug2,,> 
8, = (u, b, c, d, e, ah, ahc, de}, 
& = {ad, bc, bee). 
a a’ 
Fig. 1. A hypergraph H and the associated network N 
We next consider & and repeat the construction by starting from the nodes x’ 
associated with each x in X and by reversing the directions of the arcs. Each edge E in 
& is associated with a node called E’. An example of the construction is given in Fig. 1. 
Finally a node t and an arc (Eb, t) with c(Eb, t) = w. is introduced. 
The objective function in (2.3) is simply the sum of all flows in the arcs (x, x’) of N. 
Since these arcs form a cut separating s and t, it is simply the value of a flow in N from 
node s to node t. 
The constraints in (2.3) express that the flow into each node Ej corresponding to 
edge Ej in ~!?i (resp. out of each node Ej corresponding to edge Ej in &z) is at most Wj. 
All these requirements have been taken into account by the construction of N. It is 
then clear that if we solve (2.3) to optimality by a maximum flow algorithm (we obtain 
an optimum flow which has integral values in all arcs), we may derive the optimal 
values of the variables yj in (2.1). The minimum cut obtained by a maximum flow 
algorithm does not contain arcs of the form (x, x’) since they have an infinite capacity. 
It contains only arcs of the form (Ei, Ej) (possibly (s, E,)) or (Ei, EJ) (possibly (E&, t)); 
in the first case, we include Ej E JTl or E. in the node cover and in the second case we 
include Ei E 82 or Eo. 
The network N described here was constructed in a didactic way following the 
situation described in [2]. One can however simplify it in the following way: in each c$, 
we have a partial order of the edges defined by inclusion. We may call an edge 
maximal (resp. minimal) if it is not strictly contained in (resp. does not strictly contain) 
another edge of 4. 
The left and the right parts of N (i.e. all arcs representing the edges in &i u &) are 
constructed as before. Now for each minimal E in 8i and each minimal E’ in &z we 
introduce an arc (E, E’) with c(E, E’) = co if E A E’ # 8. It is easy to see that 
a maximum flow in the resulting network N’ will solve our problem. Observe that in 
this case we do not have to introduce the singletons. 
Furthermore in the special case where for all weights wj = 1, we may introduce in 
N’ only the maximal edges E of &?i and the maximal edges E’ of 6” with arcs (E, E’) of 
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infinite capacity whenever E n E’ # 0. Introducing a source s linked to each maximal 
E in &i by an arc (s, E) with c(s, E) = 1 and a sink t linked to each maximal E’ in &2 by 
an arc (E’, t) with c(E’, t) = 1, we can solve our problem which is now reduced to 
a maximum matching problem in a bipartite graph. 
3. Cell formation in an FMS 
Following the principles of group technology one tries in a production process to 
group together into cells parts which require similar operations and machines corres- 
ponding to these operations. Such a grouping tends to simplify the flow of parts and 
tools as well as to reduce the set-up times, throughput times and the inventory of 
work-in-process. Ideally machine cells should be mutually independent; however it is 
not always possible to have perfectly independent cells, some parts will have to be 
processed by machines assigned to different cells. 
The cell formation problem has been studied by many authors; various heuristics 
have been proposed (see references in 131). It may be formulated as follows: we are 
given an (m x n)-matrix A. Each row i is associated with a processor Pi and each 
column j with a part (or a job) Jj; Uij = 1 if Jj has to be processed on Pi and aij = 0 
otherwise. 
It is required to group the machines and the jobs in a given number, say p, of cells in 
such a way that the interactions between cells are as few as possible, i.e. each machine 
has only to work on the jobs assigned to the same cell. 
Mathematically rows and columns of A have to be reordered in such a way that we 
get a matrix consisting of p blocks arranged along the diagonal and such that there are 
as few l’s as possible outside of these blocks. 
Having obtained a partition of the jobs and machines into p cells, we shall say that 
each Uij = 1 outside of the diagonal blocks (cells) is a conflict. Suppose the entry (Pi, Jj) 
is a conflict; it means that the cell of Pi, denoted by cell(P,), and the cell of Jj, denoted 
by cell(Jj) are different. Such a conflict could be eliminated by either one of the 
following operations: 
(a) Subcontracting Jj with cost C(j: this will eliminate all conflicts involving Jj. 
(b) Duplicating machine Pi: we introduce a machine identical to Pi into cell(Jj): 
this will eliminate all conflicts involving Pi and jobs located in cell(Jj). The cost 
is Bi. 
(c) Moving Jj to some cell I = cell(P,): this will eliminate all conflicts involving 
Jj and processors in cell 1; the cost will be yjl. 
Some authors have suggested a two-phase approach: first obtain a reasonably good 
grouping of machines and jobs into p cells by a heuristic procedure. 
Then in a second phase, the extra cost of conflicts is minimized by using the 
operations (a), (b) and (c). In [3] a polynomial method is described for this second 
phase; we will give here a procedure which leads in a more straightforward way to 
a maximum flow problem. 
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Consider the matrix 2 obtained after rearrangement of rows and columns in order 
to have along the diagonal p blocks corresponding to the cells. 
We associate with A an hypergraph H = (X, 8) constructed as follows: 
Each conflict (P,, Jj) is associated with a node xih of X. 
(a) For each Jj involved in at least one conflict we introduce an edge Ej = {xii 1 (Pi, Jj) 
is a conflict for some Pi). The cost of Ej is xj. 
(b) For each machine Pi involved in at least one conflict we introduce edges 
Fi, = (xijI(Pi, Jj) is a conflict and cell(Jj) = 1); the cost of Fi, is Bi (it is 
independent of 1). 
(c) For each Jj involved in at least one conflict we introduce edges Gj, = {Xij 1 (Pi, Jj) 
is a conflict for some Pi with cell(P,) = I}; the cost of Gj, is yjl. 
One observes that the family 8r consisting of all edges Ej and all edges Gj, is nested; 
they can be viewed as “vertical” edges in A. 
So is the family &Z of all edges Fil (“horizontal edges”). Hence the hypergraph 
H = (X, 8’ = 6fl u &2) constructed above is unimodular. 
Furthermore, there is a one-to-one correspondence between node covers of H and 
choices of actions (duplication of machine, subcontracting of a job, move of a job) 
which eliminate all conficts. 
Let us call strategy such choices of actions. Our problem of finding a strategy with 
minimum cost is now equivalent to the determination of a node cover in H with 
minimum cost. Such a problem can be solved by a maximum flow algorithm as seen in 
Section 2. 
4. Final remarks 
The operations (a), (b) and (c) described in the above section for elimination of the 
conflicts lead to a very special hypergraph H; the nested families &r, C$ are very 
particular. One may think of more intricate operations for destroying the conflicts 
(some are mentioned in [3]). As long as &‘r and & remain nested families, the problem 
of finding a minimum cost strategy will be solvable by a maximum flow algorithm. In 
a more general framework, as long as H remains unimodular, a minimum cost 
strategy will be found by solving a linear programming problem. 
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