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Abstract
Data collected from the learning process of students can be used to improve
education in many ways. Such data can beneﬁt multiple stakeholders of
a programming course. Data about students’ performance can be used to
detect struggling students who can then be given additional support bene-
ﬁting the student. If data shows that students have to read a certain section
of the material multiple times, it could indicate either that that section is
possibly more important than others, or it might be unclear and could
be improved, which beneﬁts the teacher. Data collected through surveys
can yield insight into students’ motivations for studying. Ultimately, data
can increase our knowledge of how students learn beneﬁting educational
researchers.
Diﬀerent kinds of data can be collected in online courses. In programming
courses, data is typically collected from tools that are speciﬁcally made
for learning programming. These tools include Integrated Development
Environments (IDEs), program visualization tools, automatic assessment
tools, and online learning materials. The granularity of data collected from
such tools varies. Fine-grained data is data that is collected frequently,
while coarse-grained data is collected less frequently. In a programming
course, coarse-grained data might include students’ submissions to exer-
cises, whereas ﬁne-grained data might include students’ actions within the
IDE such as editing source code. An example of extremely ﬁne-grained data
is keystroke data, which typically includes each key pressed while typing
together with a timestamp that tells when exactly the key was pressed.
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In this work, we study what beneﬁts there are to collecting keystroke data in
programming courses. We explore diﬀerent aspects of keystroke data that
could be useful for research and to students and educators. This is studied
by conducting multiple quantitative experiments where information about
students’ learning or the students themselves is inferred from keystroke
data. Most of the experiments are based on examining how fast students
are at typing speciﬁc character pairs.
The results of this thesis show that students can be uniquely identiﬁed solely
based on their typing whilst they are programming. This information could
be used in online courses to verify that the same student completes all the
assignments. Excessive collaboration can also be detected automatically
based on the processes students take to reach a solution. Additionally,
students’ programming experience and future performance in an exam can
be inferred from typing, which could be used to detect struggling students.
Inferring students’ programming experience is possible even when data is
made less accurate so that identifying individuals is no longer feasible.
Computing Reviews (1998) Categories and Subject
Descriptors:
K.3.1 Computer Uses in Education
K.3.2 Computer and Information Science Education
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Chapter 1
Introduction
In the last few decades computers and software have become pervasive
throughout society. Technological innovations such as the Internet and
the World Wide Web have diversiﬁed education. While blackboards and
chalk are still widely used, modern classes can utilize technological elements
like clicker questions [10] and live demonstrations [24] in teaching. How-
ever, more recently, an even bigger change has started happening as many
courses are being only oﬀered online [52]. Being fully online has allowed in-
creased student intakes to courses. The largest online courses, often called
Massive Open Online Courses (MOOCs) can have tens or even hundreds
of thousands of students [15]. This change has happened as online courses
do not have the same physical limitations like the size of the lecture hall,
and with advances in automatic assessment [4, 18, 30], students can get
immediate automatic feedback on their progress [46].
The materials used to study have changed as well. Having the learning
materials online has allowed many advantages that traditional course books
cannot have. For example, online materials can have interactive elements
such as visualizations [76, 77] and embedded quizzes [13, 28]. Additionally,
the way students use these materials can be tracked. This has enabled
many new areas of research.
Data collected from online materials has been used, for example, to
improve learning materials [50], predict students’ success [2], and visualize
students’ progression in the material [32]. As utilizing data to improve edu-
cation has become more common, the data collected from learning materials
has become more and more ﬁne-grained.
The gradual increase of more ﬁne-grained data collection can be ob-
served in the context of programming courses as well. Traditionally, stu-
dents have returned solutions to assignments, which the instructor then
grades. More recently, intermediate solutions have been collected for anal-
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ysis. This is often done by collecting a snapshot of the source code at
diﬀerent stages of the programming process, for example when students
compile, run, or test their programs [44, 63]. Some systems even collect
each keystroke students type while they are programming [40,63].
In this thesis, we study what beneﬁts there are to collecting data at the
keystroke level in programming courses. Here and later in this work, “we”
refers to either the author or the author and his collaborators depending
on the context.
1.1 Motivation and Research Questions
Altogether, the overarching theme of this thesis is “What beneﬁts are there
to collecting keystroke level data in programming courses?” This theme is
analyzed through multiple research questions, which are detailed in this
section.
The ﬁeld of study where this research falls into is Computing Education
Research [74]. The ﬁeld is interdisciplinary and utilizes methods and prac-
tices from at least computer science, educational sciences, psychology, and
statistics. The research outlined in this thesis focuses on using machine
learning methods and statistics to infer information from keystroke data
collected in programming courses.
A previous study on keystroke data collected from programming by
Thomas et al. [82] found that how fast students type certain character
pairs correlates with their performance in an exam. Since programming
performance can be inferred from keystroke data, it could also be possi-
ble to infer programming experience of students. Such information would
be useful for many purposes, for example to estimate students’ proﬁciency
post hoc or validating questionnaire answers about previous programming
experience of students. A post hoc analysis might be necessary if a back-
ground survey was not answered by students. Additionally, survey answers
are based on self-evaluation, and thus might not be comparable between
students – one student might consider themselves a novice with a hundred
hours of programming experience, while another might consider themselves
an expert. This leads to the ﬁrst research question of this work:
• RQ1. How well can students’ programming performance and previous
programming experience be inferred from keystroke data?
Based on our results in Article I, keystroke data can be used to infer
students’ programming performance and experience. This yields sanguine
expectations that other information could be inferred from keystroke data
as well.
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While online courses have many beneﬁts such as being able to teach a
huge number of students at the same time, there are also problems. Stu-
dents often work alone, and can be thousands of kilometers away from the
institute and the teacher who organize the course. This leads into a situa-
tion where it is often hard for students to get help as they have to rely only
on online resources such as chat rooms. Additionally, these courses usually
still have deadlines that have to be met. Students might also see online
courses as less serious compared to traditional courses, and students usu-
ally only need an email address to sign up. This is evident by the fact that
MOOCs have a lot of dropouts with average completion rates of around
10% [41]. All this contributes to a common issue that plagues especially
online courses: plagiarism. Combatting plagiarism is especially important
in courses with high rewards as in some cases, online courses have partially
replaced traditional entrance examinations [51,84].
Plagiarism is particularly problematic in programming [71]. Students
are encouraged to work together, and at the same time prohibited from
submitting the exact same answer to exercises. Using external libraries
is advocated and it is one of the best practices in industry: you should
not reinvent the wheel. This leads into a situation where it can be hard,
especially for novice programmers, to draw the line between fair use and
plagiarism of other people’s source code. For the teacher, detecting pla-
giarism can be hard as the source codes for exercises are naturally more
similar to each other when the programs are solving the same problem com-
pared to, for example, essays in natural language. Thus, it might be hard
to say conclusively whether similarities have happened naturally or due to
plagiarism.
With keystroke data, it is possible to look into a student’s programming
process as the whole path the student took from the beginning to the end of
an exercise can be followed keystroke by keystroke. Using keystroke data to
look into students’ programming processes to detect plagiarism early would
be beneﬁcial as then the educator could intervene and guide the student
towards better study techniques. The second research question of this work
is:
• RQ2. How can keystroke data help with detecting plagiarism and
with source code authorship attribution in programming courses?
In Article II, we study how the processes students take while they are
programming could be used to detect plagiarism. While our results in
Article II are promising, and show that keystroke data is very helpful for
automatically detecting plagiarism, there are cases where the methods of
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that study will not work. The methods there are eﬀective in combating
simple cases of plagiarism, where the student either directly or indirectly
copy-pastes another student’s work. But what if the student has someone
else complete the whole exercise for them? Methods that rely on copy-
pasting or comparing students’ processes do not work in that case, since
all of the source code is new. An interesting question is whether we could
detect when the person behind the keyboard has changed.
Fortunately, there have been studies which show that a person’s typing
pattern can be used to identify them [57]. Identiﬁcation done this way is
based on the rhythm of typing, that is, keystroke dynamics. The previous
studies on the topic have mainly studied identiﬁcation within the context
of writing English or another natural language. If something similar would
be possible in the programming context, we could use keystroke dynamics
to detect cases of plagiarism where a student has a friend complete whole
exercises for them.
In Article III, we study whether identiﬁcation based on typing works
in the programming context and how the amount of data aﬀects identiﬁ-
cation accuracy. In Article IV, we reﬁne our identiﬁcation methodology by
studying the amount of features required for identiﬁcation, and how the
context of the data aﬀects identiﬁcation accuracy. More speciﬁcally, we
study whether we can identify students completing a programming exam
based on data from exercises, and whether the exam type (lab versus take-
home) aﬀects the accuracy. Lastly, in Article V, we extend the context
aspect by studying whether it is feasible to identify students when the con-
text of the text changes from programming to natural language.
Our results from Articles III-V show that students in programming
courses can be identiﬁed quite well based on their typing. This means that
keystroke dynamics can be used to enhance plagiarism detection. However,
this also means that keystroke data gathered from programming is sensitive
as people can be identiﬁed from it. For example, the European Commis-
sion states that “biometric data for the purpose of uniquely identifying a
natural person” is sensitive and thus has speciﬁc requirements within the
context of the GDPR legislation1. In addition to possible legal troubles,
this is also problematic for researchers. Is it ethical to share such data to
other researchers? This is especially problematic as open data is becoming
more and more common, with some publishers even requiring any published
studies to publish data as well. This dilemma leads to the ﬁnal research
question of this work:
1https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679
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• RQ3. How could privacy and information be balanced in keystroke
data?
The results of Article VI show that there are some methods that can be
used to prevent keystroke-based authentication while retaining other useful
information in the data. However, other possible methods for identifying
people in the data possibly exist and thus further research is needed on
balancing privacy and information in keystroke data.
1.2 Publications and Contribution
This dissertation includes and is based on six original peer-reviewed pub-
lications. All of the publications and the studies have been a joint eﬀort
where the author has been at least an equal contributor. The articles and
the author’s contributions are outlined below:
• Article I Juho Leinonen, Krista Longi, Arto Klami, and Arto Vi-
havainen. “Automatic Inference of Programming Performance and
Experience from Typing Patterns.” In Proceedings of the 47th ACM
Technical Symposium on Computing Science Education, pp. 132-137.
ACM, 2016.
Article I describes an experiment where students’ programming pro-
ﬁciency and previous programming experience were inferred based on
their typing. The candidate, together with the second author, led the
data analysis and contributed equally to the writing of the article.
• Article II Arto Hellas, Juho Leinonen, and Petri Ihantola. “Pla-
giarism in Take-home Exams: Help-seeking, Collaboration, and Sys-
tematic Cheating.” In Proceedings of the 2017 ACM Conference on
Innovation and Technology in Computer Science Education, pp. 238-
243. ACM, 2017.
Article II presents a study where diﬀerent ways of automatically de-
tecting plagiarism in take-home exams are examined. Possible pla-
giarists were identiﬁed based on their programming process during a
take-home exam, and were interviewed subsequently. The candidate
contributed to the design of the study and co-wrote the article.
• Article III Krista Longi, Juho Leinonen, Henrik Nygren, Joni Salmi,
Arto Klami, and Arto Vihavainen. “Identiﬁcation of Programmers
from Typing Patterns.” In Proceedings of the 15th Koli Calling Con-
ference on Computing Education Research, pp. 60-67. ACM, 2015.
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Article III outlines an investigation in identifying programmers based
on their typing. The candidate, together with the ﬁrst author, led the
data analysis and contributed equally to the writing of the article.
• Article IV Juho Leinonen, Krista Longi, Arto Klami, Alireza Ahadi,
and Arto Vihavainen. “Typing Patterns and Authentication in Prac-
tical Programming Exams.” In Proceedings of the 2016 ACM Confer-
ence on Innovation and Technology in Computer Science Education,
pp. 160-165. ACM, 2016.
Article IV is a continuation of Article III, and examines identiﬁcation
of programmers in exam conditions, which could be used to guarantee
that the same person has completed the course assignments and the
exam. The candidate was the lead author responsible for the design
of the study, data analysis and writing.
• Article V Petrus Peltola, Vilma Kangas, Nea Pirttinen, Henrik Ny-
gren, and Juho Leinonen. “Identiﬁcation Based on Typing Patterns
Between Programming and Free Text.” In Proceedings of the 17th
Koli Calling Conference on Computing Education Research, pp. 163-
167. ACM, 2017.
Article V explores how the text being written aﬀects the accuracy
of identifying the person typing. The candidate was responsible for
outlining the design and methodology of the study, and supervised
the data analysis and writing.
• Article VI Juho Leinonen, Petri Ihantola, and Arto Hellas. “Pre-
venting Keystroke Based Identiﬁcation in Open Data Sets.” In Pro-
ceedings of the Fourth (2017) ACM Conference on Learning @ Scale,
pp. 101-109. ACM, 2017.
Article VI discusses the balance between anonymity and informa-
tion through a study on how typing proﬁles could be anonymized to
prevent identiﬁcation of the people in the data while retaining some
useful information in the data. The candidate was the lead author
responsible for the design of the study, data analysis and writing.
1.3 Structure of the Dissertation
The structure of the dissertation is as follows. In Chapter 2, we discuss prior
work on using data in computing education and examine using keystroke
data in more detail. In Chapter 3, we detail our research approach, outlin-
ing and discussing the methodological choices made to answer the research
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questions of the thesis. Chapter 4 presents the main ﬁndings of the in-
cluded articles. The results are presented in sections that are based on the
research questions of the thesis. The results are then discussed in Chapter
5. Additionally, limitations of the work are presented. Chapter 6 concludes
this work by revisiting the research questions and outlining key contribu-
tions. Lastly, potential future research directions for keystroke data are
presented.
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Chapter 2
Background
The theme of this thesis is studying how keystroke data can be beneﬁcial
in programming courses. In this section, we present a brief overview into
topics related to this theme. More detailed descriptions of previous related
studies are within the articles included in this thesis.
First, in Section 2.1, we discuss using data in computing education in
general. Many types of data can be collected from the learning process,
with keystroke data being one of the possible types. Then, in Section 2.2,
we examine previous work on keystroke data in the context of programming
by presenting a few systems that have been used in computing education to
collect keystroke data. In Section 2.3 one particular use case of keystroke
data is analyzed in more detail: keystroke dynamics, which is studying
the rhythm of typing. Keystroke dynamics has been used, for example,
to identify people. In the educational context, identifying the person typ-
ing can be used to authenticate users completing online courses. Then, in
Section 2.4, automatic plagiarism detection in programming is discussed.
Keystroke data presents unique opportunities for automatic plagiarism de-
tection: for example, by reconstructing the programming process keystroke
by keystroke, trivial plagiarism by copy-pasting is easily detected. Lastly, in
Section 2.5, we discuss having keystroke data as open data. Since keystroke
data can be used to identify the person typing, having keystroke data as
open data can be problematic if the data should be anonymous.
2.1 Using Data in Computing Education
Data collected from the learning process of students can be used to im-
prove education. The learning process can include many types of activi-
ties: for example assignments, lectures, and studying course material. The
9
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ﬁeld of study in which using data to improve education is researched has
been called, for example, learning analytics, educational data mining, data-
driven instruction or data-driven education. There has been a lot of re-
search and multiple literature reviews on the topic [5, 61,69].
The activities and materials from which data has been collected in edu-
cation has sometimes been called smart learning content. Brusilovsky et al.
studied smart learning content, which they deﬁne as interactive web-based
learning content [9]. These include program visualization tools [25, 68, 76,
77], automatic assessment tools [4,18,30], and other interactive tools. One
of the advantages of smart learning content is the ability to collect data
about how students use these tools [50, 70]. Brusilovsky et al. note that
data collected from smart learning content can have beneﬁts to many stake-
holders: instructors, students, researchers, smart learning content authors
and the smart learning content platforms themselves.
Ihantola et al. [31] conducted a literature review on educational data
mining and learning analytics in programming. While Brusilovsky et al. [9]
focused on learning content, Ihantola et al. focused more on the data col-
lected from programming. They studied the types of data that have been
collected and analyzed in programming courses, focusing also on whether
studies have been replicated by other researchers. They found that more
studies used high-level data – such as submission data – than low-level data
– such as keystroke data. Additionally, most of the data sets used have not
been open. Ihantola et al. found that the most common way to collect data
from the programming process is to instrument the programming environ-
ment with automatic data collection.
Data collected from the learning process can be used to improve educa-
tion in many ways. For example, data about how a student is performing
in a course can be used to ﬁnd students who require additional help [26],
which allows instructors to stage an intervention [81]. An intervention can
take many forms: it could be additional assignments, additional teaching
opportunities, or simply showing the student a visualization about their
progress. Many students struggling with a certain concept might indicate
that there is something wrong with the learning material itself, and thus
data can be used to improve the learning material as well [50].
In the context of programming, one of the programming-speciﬁc ways to
collect data about a student’s learning process is to use an Integrated Devel-
opment Environment (IDE) in which students work on course assignments.
Using an IDE allows instructors and researchers to easily collect data about
the programming process of a student since many IDEs can be modiﬁed
to support data collection, for example, by customized plugins, which has
2.2 Systems that Collect Keystroke Data 11
been the most common way to collect data from programming [31]. De-
pending on the IDE, diﬀerent types of data can be collected. For example,
BlueJ, a popular IDE used in programming courses, collects anonymized
versions of students’ source code as well as IDE actions such as compiling,
running and testing code [8].
Hundhausen et al. [29] recently presented a process model for IDE-based
learning analytics. The process model they developed includes four stages:
1) collecting data, 2) analyzing the data, 3) designing an intervention, and
4) delivering the intervention. They reviewed diﬀerent systems that are
used to collect data from IDEs and studies that have used IDE-based data
to stage interventions to students. One of the call-to-action items they urge
future research to tackle is privacy of data collected from IDEs, which we
discuss later in this thesis.
One aspect of data is the granularity of the data. When considering
programming, keystroke data has been noted as the most ﬁne-grained type
of data usually collected from programming [9, 31] while submissions to
assignments [31] or student level data such as age [9] have been noted
as the most coarse-grained. However, one could argue that for example
physiological data [3] is even more ﬁne-grained than keystroke data, since
there could be multiple physiological data points between two keystrokes.
One of the beneﬁts of ﬁne-grained data is that it is possible to get a more
detailed view into the process a student took while programming [83].
2.2 Systems that Collect Keystroke Data
Keystroke data is data that is collected every time a key on the keyboard
is pressed. Generally, keystroke data can be collected with either a hard-
ware or a software keylogger. Academic studies have mostly used software
keyloggers as they do not require physical components and can be installed
remotely to a computer. Additionally, software-based keyloggers can easily
be conﬁgured to only capture keystrokes within a speciﬁc program, which
is good from a privacy perspective.
Many systems that collect keystroke data have been developed over the
years. We will discuss a few that collect data from programming as that is
the context of our studies. Many systems collect data from the program-
ming process, but only a few explicitly state that keystroke level data is
collected. For example, while Web-CAT [19], Marmoset [79] and BlueJ [44]
all collect data, they do not collect data at the keystroke level. The most
ﬁne-grained data that Web-CAT and Marmoset collect are snapshots when
students save their source code, and for BlueJ the most ﬁne-grained snap-
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shots are edit events where multiple edits to a single line of code are con-
densed into a single snapshot.
One example of a system in which keystroke data is collected from
programming is CloudCoder [62], which is a web-based programming as-
signment system. CloudCoder is designed to support short programming
exercises and the developers of CloudCoder provide an open repository of
assignments that are free to use. Students can submit the exercise directly
in CloudCoder, after which the submitted solution is tested against a test
suite. Students are shown the passing and failing test cases in the browser
to help them debug their program if all the tests do not pass. The data
collected in CloudCoder has been used to predict students’ success in in-
troductory programming courses [78].
The system that is used for collecting keystroke data in this thesis is
Test My Code (TMC) [63]. TMC is a service that facilitates students’
learning in many ways. It allows easy management of exercises: students
can download exercise templates and return completed exercises through
TMC. In addition, TMC can be used for automatic testing of students’
programs against a test suite that tests whether the students’ programs
work correctly according to the speciﬁcations of the exercise. An instruc-
tor can deﬁne as many test cases as they wish. If the program passes the
tests, students can get points for the completed exercise. For failing tests,
the instructor can deﬁne feedback to be given to the student. While origi-
nally developed for Java programming, TMC now supports a multitude of
programming languages such as Java, Python, and C. Students can return
their exercises for testing in multiple ways. TMC has a web UI that allows
zip-ﬁles to be uploaded. Additionally, there is a command line interface
and plugins for a couple of popular IDEs such as NetBeans and IntelliJ.
The IDE plugins add the functionality of TMC directly into the IDE by
implementng buttons for testing and submitting assignments.
In addition to providing an easy way to test and return exercises, TMC
also collects data from the process the students took while programming
if the students use one of the plugins that support TMC’s data collection
(for example the plugin for NetBeans). Data is collected based on actions
that the students take within the IDE as well as every time the contents of
a source code ﬁle change, for example when students write a character or
remove a character. Thus, the data is at the keystroke level. Data is also
collected every time students run or test their programs, as well as when
other IDE actions such as debugging are conducted.
There most likely exist many other systems that collect keystroke data
from programming, but where the ﬁne-grainedness of the collected data is
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not speciﬁed. Additionally, there are some studies [22,43] where keystroke
data from programming has been collected, but the speciﬁcs of the system
being used are not publicly available.
2.3 Keystroke Dynamics
A much studied research area that utilizes keystroke data is keystroke dy-
namics [23,36,38,57,86]. In keystroke dynamics, the rhythm of typing on a
keyboard is used to build typing proﬁles of people. Keystroke dynamics has
been mostly studied from the point of view of identifying someone based
on the uniqueness of the rhythm of typing [38].
Diﬀerent types of data can be collected from typing. The simplest
keyloggers collect just the keys pressed, while more sophisticated keyloggers
collect additional information such as the time of the keypresses or the
pressure of keystrokes [59]. Most commonly, keystrokes and their timings
are used, since collecting those does not require any special hardware as a
traditional keyboard can be used, whereas collecting information such as
the pressure of keystrokes is not possible with a traditional keyboard. This
keystroke data is processed into typing proﬁles.
Typing proﬁles can be used to identify the person using the keyboard
as it has been found that the way a person types is a biometric identi-
ﬁer [23,36,38]. Biometric identiﬁers are characteristics of a person that can
be used to uniquely identify them [33]; other typical biometric identiﬁers
include a person’s ﬁngerprint, the iris of the eye, and handwriting. Most
commonly, typing proﬁles include digraph latencies, also known as char-
acter pair latencies [64]. Digraphs are character pairs. For example, the
word pair has three digraphs: pa, ai, and ir. Average digraph latencies are
the average times it takes the person using the keyboard to type diﬀerent
digraphs that occur during typing. Depending on the context, diﬀerent
ways of calculating the average time have been used. This is often due to
technical details of the software / hardware used to collect the data: some
methods calculate the latency based on when a key is pressed, others cal-
culate it based on when a key is released, and some rely on visible changes
to text [53,64]. In Article III, we study identifying someone based on their
typing in the context of programming.
Even though the way a person types is a biometric identiﬁer, it can
be aﬀected based on the context of the typing. For example, some studies
have found that the keyboard being used aﬀects the reliability of identi-
ﬁcation [86]. Similarly, the type of text being written has been found to
aﬀect identiﬁcation [57]. In Articles IV and V we analyze how the context
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of typing aﬀects typing-based identiﬁcation. In Article IV we analyze how
identiﬁcation changes between assignments completed at home and pro-
gramming tasks in exams both at home and at the university. In Article V
we examine whether it is possible to identify someone typing Finnish based
on typing proﬁles built from programming data and vice versa.
In addition to identifying the person typing, keystroke dynamics has
been used to identify attributes related to the writer. There have been
some studies on recognizing emotional states based on typing patterns
[6,21,42,43]. The results of these studies indicate that the emotional state
of the typist aﬀects their typing patterns, which allows estimating the cur-
rent emotional state of the typist based on how they type. Additionally,
demographic factors such as gender have been inferred by keystroke anal-
ysis [7]. Keystroke dynamics have also been used to predict programming
performance [82]. The results indicate that more skilled programmers type
diﬀerently than less skilled programmers. In Article I we partially replicate
the study in [82] and also investigate whether prior programming experience
can be inferred based on typing patterns. Considering the R.A.P. taxonomy
presented in [31], our study is a reproduction as it involves new researchers
investigating new data with new methods to reproduce the results of the
previous study.
2.4 Automatic Plagiarism Detection in
Programming
Many tools have been developed to automatically detect plagiarism in pro-
gramming. These tools include, for example, JPlag [65] and MOSS1. Most
of the tools rely on comparing source code ﬁles to one another to ﬁnd
whether two ﬁles are similar enough to warrant plagiarism concerns. The
tools often employ methods to counteract typical measures plagiarists take
to hide and disguise plagiarism. For example, the tools might only compare
the structure of the program, and do not take the naming of variables into
account, since plagiarists typically try to disguise plagiarism by changing
variable names.
Plagiarism is common when learning programming [35]. One of the
reasons might be that the deﬁnition of plagiarism seems to not be very
clear to students [11, 34]. On one hand, students are often encouraged to
work together and to use external libraries – to not “reinvent the wheel”,
but at the same time students are expected to not copy-paste source code
1https://theory.stanford.edu/~aiken/moss/
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without attributing it to the original author. Traditionally, there has not
been a standard format for attributing borrowed code easily [75], which
exacerbates the problem. Additionally, as programming is done on the
computer, copying someone else’s code is trivial compared to having to
handwrite plagiarized answers. This is exacerbated by the wide availability
of example code: third party sources such as Stack Overﬂow2 are often
used to ﬁnd solutions with code examples to common problems students
can encounter, and services such as GitHub3 are used to host open source
projects from which students can potentially copy code.
In Article II we study automatically detecting excessive collaboration
in a take-home exam. We use keystroke data to reconstruct the process
students’ took while constructing their solutions and compare the processes
to identify cases where students may have plagiarized or collaborated with
others, which was not allowed during the take-home exam.
2.5 Keystroke Data as Open Data
Traditionally, research data has been closed and only speciﬁc people have
had access to it. Nowadays, there is a push to have open data [45]. The
most extreme example is to have all of the data available to anyone inter-
ested, although there have been other examples where data is only partly
open: for example, some features have been removed (for instance remov-
ing identifying information due to privacy concerns [16]), or data is only
shared for pre-speciﬁed purposes (for instance data might be released only
for non-commercial purposes [60]).
There are many beneﬁts to having open data in academia. Open data
makes it easy for third parties to replicate studies using the same data
to verify results, which increases the transparency of science [1, 31]. In
addition to verifying previous results, open data enables other researchers
to conduct novel studies, which advances science.
However, open data also has its downsides. In the case of data related to
people, one of the major problems is related to privacy. Data can easily in-
clude personally identiﬁable information, and it is not always obvious which
features of the data could be used to identify people. Identiﬁers in data can
be split into two categories: explicit identiﬁers and quasi-identiﬁers [14,80].
Explicit identiﬁers are features such as a person’s full name or their social
security number, which can be used by themselves to identify a person.
Quasi-identiﬁers on the other hand are features that by themselves can not
2https://stackoverﬂow.com/
3https://github.com/
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be used for identiﬁcation, but may form an identiﬁer when combined with
other features. For example, age is not an explicit identiﬁer, since many
people share the same age. However, if you combine age with a postal code,
it is possible that in a certain postal area, there is only a single person with
a certain age. Thus, combined together, age and postal code may form
an identiﬁer, and thus both age and postal code are quasi-identiﬁers. The
more quasi-identiﬁers you combine, the more likely it is that they become
an identiﬁer.
As an example of what can go wrong when data is released openly, when
Netﬂix4 released data about users’ movie ratings, researchers were able to
identify people as well as infer private information about them based on the
data [58]. They used another publicly available data set – movie ratings
in the Internet Movie Database (IMDb)5 – and combined data from both.
If a user had rated a movie at around the same time in both services, and
this occurred multiple times in the data, it was determined to be fairly
likely that the person rating the movies is the same in both data sets. The
problem here is that when a user is giving a rating in Netﬂix, they most
likely think that the given rating will remain private. However, the same
person could have a public IMDb proﬁle and avoid rating controversial
movies publicly. Based on how users’ rated certain movies, the researchers
were able to infer political preferences and even sexual preferences of the
users.
Keystroke data can be used to identify the person who did the typ-
ing [38], more speciﬁcally the combination of keystrokes and their timings
can be used to build a typing proﬁle that is unique to the person typ-
ing. Thus, keystroke timings are a quasi-identiﬁer – you need to combine
many of them to get an accurate typing proﬁle. This essentially means that
keystroke data contains personally identiﬁable information – the keystrokes
and their timings.
Since keystroke data can be used to identify people, having keystroke
data as open data is questionable. For example, if keystroke data collected
in a programming course was released openly, someone else with similar
data could connect the data sets and gain information about the person.
Keystroke data has been shown to be usable for identifying emotional states
[21, 42]. Thus, a possible, if unlikely, example could be that someone with
depression has participated in a programming course, and later applies for
a job at a company. If the company also has keystroke data about the
applicant (for example collected during a technical interview), they could
4https://www.netﬂix.com
5https://www.imdb.com/
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connect the data sets and potentially gain sensitive medical information
about the past emotional states of the applicant. Based on this, it might
not be ethical or fair to have keystroke data as open data. In Article VI
we examine anonymization of keystroke data. We investigate whether we
can ﬁnd a balance between anonymity and information in a way where the
people in the data can no longer be identiﬁed based on keystroke dynamics,
while retaining other information related to keystroke dynamics in the data
so that the data still has value to researchers.
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Chapter 3
Research Approach
In this chapter, we describe the research approach of this thesis. We ﬁrst
outline the context of the research conducted and the data used in the
studies in Section 3.1. We then explain the methodological choices of the
thesis and the articles in Section 3.2.
3.1 Context and Data
The studies in this thesis have been conducted with data collected from
multiple iterations of two introductory programming courses held at the
Department of Computer Science of the University of Helsinki in Finland.
The programming language taught is Java. Together, the courses last for
14 weeks (7 weeks each) and cover traditional introductory programming
topics such as variables, printing output, reading input, objects, classes,
interfaces, etc.
The course pedagogy relies on having many small automatically assessed
exercises instead of larger projects. The number of exercises has varied a
little based on the course iteration, but there have typically been around
10-30 exercises a week in the courses. With small exercises, students get
the feeling of accomplishment early and often [85]. Additionally, with small
exercises, students get feedback earlier and more often than with larger ex-
ercises, and are more likely to start working on them early compared to
larger more complex exercises [17]. Small exercises also guarantee that stu-
dents get repeated practice on important concepts, which has been shown
to increase long-term retention of information [39].
How students are assessed at the end of an introductory programming
course varies a lot between institutions [72, 73], but electronic examina-
tions can have beneﬁts such as being able to use automatic assessment and
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allowing students to debug code [67]. Thus, we have decided to use elec-
tronic examinations as the end of course assessment. The electronic exams
contain assignments similar to those completed as weekly exercises in the
course.
Students in the courses use an Integrated Development Environment
(IDE) with a custom plugin that allows exercise management. The courses
use an IDE starting with the very ﬁrst exercise. This has been done so
that students learn to use professional tools for programming at the same
time they are learning the concepts. The IDE of choice here is NetBeans.
NetBeans was chosen as it is open-source and commonly used for Java
development. The custom plugin we use for NetBeans to manage exercises
is called Test My Code [63] and is discussed in Chapter 2 under Section 2.2.
The data collected from Test My Code consists of diﬀerent types of
events students take whilst programming in the IDE. The most relevant
data for this thesis are edit events, which are collected when students edit
source code in the IDE. The edit events are based on comparing the source
code before and after a student edits it. Thus, they usually only contain a
single character addition or deletion, which is the case when students are
writing source code. If students remove larger blocks of text, or copy-paste
code from somewhere else, the edit events can include multiple characters
in these cases.
3.2 Methodology
The overarching theme of this work is “What beneﬁts are there to collecting
keystroke level data in programming courses”. This question is examined
through a series of experiments where diﬀerent uses of keystroke data are
studied. The used data has been gathered over the years and due to this,
most of the studies use post hoc quantitative analyses such as diﬀerent
machine learning methods. Additionally, in all of the studies, the focus is
on the usefulness of keystroke data and its applications for education.
The granularity of collected data aﬀects the usefulness of the data, but
also the resources needed to collect the data. From the usefulness perspec-
tive, more ﬁne-grained data should always be strictly more beneﬁcial as less
ﬁne-grained data can be obtained by ﬁltering more ﬁne-grained data. How-
ever, more ﬁne-grained data requires more disk space as well as uses more
bandwidth when being transmitted. A less obvious disadvantage is that
more ﬁne-grained data is also likely to contain more personally identiﬁable
information, and thus requires more careful handling.
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Figure 3.1: An illustration of digraphs and digraph latencies. A digraph
is a pair of two characters, for example “L” and “O” as in the picture. A
digraph latency is the time between two sequential keypresses, which form
the digraph.
Table 3.1: An example typing proﬁle built based on Figure 3.1. The typing
proﬁle consists of the average times it took the person typing to type two
diﬀerent digraphs, “LO” and “OL”.
Digraph Average digraph latency
Digraph1 L->O 137 ms
Digraph2 O->L 232 ms
We have decided to collect data at the keystroke level, that is, collecting
every keystroke of students while they are programming. More ﬁne-grained
data should allow a more accurate view into the learning process of stu-
dents, which could have beneﬁts to both researchers and educators. Seeing
the whole process instead of only the ﬁnal product could provide insight
on which parts of the process are hard for students, and which parts are
easy. This information could be used to – for example – stage appropriate
interventions where students are given more help on certain topics.
Many of the experiments we conduct are based on analyzing students’
typing proﬁles. The typing proﬁles consist of the average times it takes
students to write certain character pairs, that is, digraphs. Figures 3.1
and 3.2 contain two examples of keystroke chains and the latencies between
those keystrokes, and Tables 3.1 and 3.2 contain the resulting typing proﬁles
respectively.
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Figure 3.2: A sequence of ﬁve keystrokes: “L”, “O”, “L”, “O” and “D”.
Table 3.2: An example typing proﬁle built based on Figure 3.2. The typing
proﬁle consists of the average times it took the person typing to type three
diﬀerent digraphs, “LO”, “OL” and “OD”.
Digraph Average digraph latency
Digraph1 L->O 158 ms
Digraph2 O->L 232 ms
Digraph3 O->D 375 ms
We study the beneﬁts of keystroke data through three research ques-
tions. The methodologies used to study each question are presented here.
A mapping between the research questions and the included articles is in
Table 3.3.
• RQ1. How well can students’ programming performance and previous
programming experience be inferred from keystroke data?
In Article I, we study RQ1 by conducting a study where we replicate
a study by Thomas et al. [82] who found that keystroke data can be used
to infer students’ programming performance. They divided digraphs into
categories – for example numeric, alphabetic, browsing, etc. – based on the
types of keys the digraphs consisted of. The results of their study indicate
that the speed of writing numeric and “edge” (characters in the digraph are
in diﬀerent categories, but are not browsing characters) digraphs correlates
with students’ scores in a written test: those who wrote these digraphs
faster performed better in the test. In our replication, we only have data
for some of the categories as we do not have data on browsing or control keys
due to limitations of the software used to collect the data in our studies.
Additionally, we extend Thomas et al.’s study by exploring using diﬀer-
ent machine learning methods to predict exam performance and students’
previous programming experience based on students’ typing patterns. We
use the Random Forest and Bayesian Network machine learning classiﬁers
to predict students’ performance in a programming exam and whether stu-
dents’ have previous programming experience. We compare the results to
random guessing to see whether keystroke data can achieve better predic-
tion performance.
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RQ1. RQ2. RQ3.
Article I x x
Article II x
Article III x x
Article IV x x
Article V x
Article VI x
Table 3.3: Mapping between articles and research questions.
• RQ2. How can keystroke data help with detecting plagiarism and
with source code authorship attribution in programming courses?
In Articles II–V, we study RQ2. We use triangulation, that is, conduct
multiple experiments where we study diﬀerent ways of utilizing keystroke
data to automatically detect plagiarism and to identify the programmer.
There exist many methods to detect plagiarism based on ﬁnal submissions
to programming tasks, for example JPlag [65]. However, with keystroke
data, it is possible to reconstruct the programming process keystroke by
keystroke, and thus we focus on methods that explicitly rely on the ﬁne-
grained nature of the data.
In Article II, we examine automatic ways to detect plagiarism and ex-
cessive collaboration in take-home exams. We ﬁrst identify possible cases
of plagiarism and excessive collaboration based on multiple factors. We an-
alyze keystroke data collected during a take-home exam to analyze whether
plagiarism could be automatically identiﬁed from the data. We base the
analysis on examining the programming process and comparing students’
processes to one another. A single student’s process can indicate plagiarism
if it contains abnormalities such as copy-pasting while two or more students
having similar processes can indicate excessive collaboration.
In Articles III, IV and V we examine plagiarism from a diﬀerent angle
compared to Article II. In Article II, we focus on identifying programming
processes that indicate plagiarism. In Articles III–V we instead focus on
identifying the person completing the assignment. The methodology we
use in Articles III–V is based on keystroke dynamics, that is, the rhythm
of typing. Identiﬁcation based on typing in our studies is conducted by
building typing proﬁles of students in diﬀerent settings and then comparing
the typing proﬁles to ﬁnd whether a student’s typing proﬁle in one setting
matches the typing proﬁle in the other setting. For example, in Article IV,
we examine identifying a student in a take-home exam based on a typing
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proﬁle built from assignment data. If the same student who completed the
assignments attends the exam, the typing proﬁle in the exam should be a
close match to the typing proﬁle in the assignments.
• RQ3. How could privacy and information be balanced in keystroke
data?
In Article VI, we study RQ3 by conducting an experiment where we de-
identify1 typing proﬁles. Our goal is to ﬁnd a balance between anonymity
and information. This is based on the realization that when anonymity
of data is increased, the informational value of the data is decreased. For
example, for perfect anonymity, one could remove every possible feature of
data that could be used to identify someone, but this would result into a
lot of lost data. On the other hand, the more features there are in data,
the more likely it is that someone could be identiﬁed based on the data if
those features are quasi-identiﬁers. We focus on preventing identiﬁcation
based on typing and do not try to prevent identiﬁcation altogether. Even if
identiﬁcation based on typing can be prevented, other ways of identiﬁcation
based on, for example, textual content or stylometry (the style of the text)
could still be possible.
To explore the balance between anonymity and information, we con-
duct a case study where we examine how keystroke-based identiﬁcation
accuracy changes when we de-identify the typing proﬁles as a measure of
how anonymous the data is. To measure informational value, we use the
methodology used in Article I where typing proﬁles are used to classify
students into novice and more experienced programmers. For identifying
people, we use the methodology outlined in Articles III and IV. The goal
of the case study is to ﬁnd whether we can ﬁnd a balance where students
cannot be identiﬁed based on typing, but their programming experience
can still be inferred. If such balance is found, we can say that the data
is at least partially anonymized – against our keystroke-based identiﬁca-
tion approach – but the data still has value to researchers since students’
programming experience can be inferred.
1De-identiﬁcation is similar to anonymization, but the former term is more commonly
used in academic studies. Anonymization as a term seems to imply that identifying
people in the data is impossible, whereas de-identiﬁcation implies that certain ways of
identifying someone have been made harder.
Chapter 4
Results
In this chapter, we describe the main ﬁndings of the publications included
in this thesis. Only the key ﬁndings are presented. For more thorough anal-
ysis, see the original publications at the end of the thesis. Sections 4.1, 4.2,
and 4.3 present results related to research questions 1, 2, and 3 respectively.
Each research question is reiterated in the beginning of their corresponding
Section.
4.1 Inferring Programming Performance and
Experience from Keystroke Data
The ﬁrst research question of this thesis is “How well can students’ pro-
gramming performance and previous programming experience be inferred
from keystroke data?” Based on our results in Article I, the programming
experience and performance of students can be automatically identiﬁed
based on their typing to some extent.
In Article I, we partially replicated a study by Thomas et al. [82] and
found results that supported their ﬁndings. The main result of both studies
is that students who perform better in programming based on exam per-
formance are faster at writing certain digraphs. Both studies found that
better performing students are faster at writing digraphs where the type
of character changes (such as when going from a numerical key to an al-
phabetic key) – in our results, the correlation with exam scores was −0.227
and in Thomas et al.’s study the correlation was −0.276. Additionally, both
studies found that the speed of writing numeric digraphs (where both char-
acters are numbers) correlates with exam performance with correlations of
−0.170 and −0.333 for our and Thomas et al.’s study respectively.
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In addition to replicating Thomas et al.’s study, we examined classifying
students into high and low performing students – over or under median
exam score – based on their digraph latencies. We found a classiﬁcation
accuracy of 65% on the ﬁrst week of the course with the accuracy reaching
a little over 70% in the last week of the course compared to an accuracy of
around 52% for a baseline majority classiﬁer.
Lastly, we studied whether students’ prior programming experience can
be inferred from keystroke data. There are some digraphs which are com-
mon in programming and rare in natural language such as digraphs con-
taining special characters. The results of the study show that these pro-
gramming speciﬁc digraphs are the most telling of prior experience or skill
in programming as experienced programmers typed these digraphs faster
on average. An example of such digraph is i+ which is often written in
source code when incrementing a variable called i (i++). The diﬀerence in
typing speeds of i+ is visualized in Figure 4.1. The classiﬁcation accuracy
was around 75%, which is slightly better compared to a baseline majority
classiﬁer which always classiﬁes a student as not having any programming
experience, which had an accuracy of around 60%.
4.2 Plagiarism Detection and Authorship
Attribution Based on Keystroke Data
The second research question of this thesis is “How can keystroke data help
with detecting plagiarism and with source code authorship attribution in
programming courses?” Based on our results in Articles II-V, keystroke
data can help with detecting plagiarism and with source code authorship
attribution mainly in two ways: 1) by reconstructing the programming
process and looking for anomalies (Article II), and 2) by building typing
proﬁles of students and using those for authorship attribution (Articles
III-V).
In Article II we examined keystroke data collected from a take-home
programming exam. Students were able to choose a suitable time to start
the four hour long exam. Keystroke data allows a key-by-key reconstruc-
tion of the whole programming process and we found that reconstructing
the processes students took to reach their solutions can be used to detect
plagiarism. Firstly, from keystroke data, it is trivial to notice copy-pasting.
Looking at the reconstructed programming process, copy-pasting shows up
as a sudden inﬂux of text. Secondly, comparing students’ processes to
one another can reveal processes that are similar. We found that similar
processes can indicate excessive collaboration and plagiarism.
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Figure 4.1: Smoothed probability density function of the times taken be-
tween pressing the characters i and + by novice and experienced program-
mers [49].
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Table 4.1: The eﬀect of the amount of data used to build a typing proﬁle
on identiﬁcation accuracy. A typing proﬁle was built with data from the
“training weeks” and students were identiﬁed on the “identiﬁcation week”
[53].
Training
weeks
Identiﬁcation
week
Students Correctly identiﬁed Accuracy
1 2 153 119 77.8%
1-2 3 153 126 82.4%
1-3 4 153 135 88.2%
1-4 5 153 135 88.2%
1-5 6 153 133 86.9%
1-6 7 153 146 95.4%
In Article III we studied using keystroke dynamics to identify program-
mers. Our ﬁndings indicate that programmers can be identiﬁed based on
typing with a high accuracy – using data from the ﬁrst six weeks of a course,
students in the seventh week could be identiﬁed with a 95% accuracy. This
essentially means that students in programming courses can be identiﬁed
based on their typing when keystroke data is collected. Table 4.1 shows the
identiﬁcation accuracy based on how much data is used to build the typing
proﬁles.
In Article III, we studied keystroke-based identiﬁcation with data gath-
ered from programming assignments. One limitation of that study was that
all the data was related to assignments. Thus, it is not certain whether
identifying a programmer based on typing is possible when the context
is changed, for example if the programmer uses a diﬀerent keyboard or
if the context of the assignments is diﬀerent. In Article IV, we studied
whether data gathered from assignments could be used to identify a pro-
grammer in an exam. While the context is somewhat similar, for example
in both the text that is written is source code, there are some diﬀerences
as well. We studied both identifying students taking a take-home exam
as well as students attending an exam at university premises. In both
cases, it is likely that students are more stressed than during regular as-
signments as the exams are high-stakes and have a tight time limit. Ad-
ditionally, when students are completing the exam at university premises,
it is likely that they are using a diﬀerent keyboard than during regular
assignments. We found that identifying students in both types of exams is
possible based on the data gathered from assignments with over 85% accu-
racy (with n = 69, 61, 153, 128 for two campus and two take-home exams
respectively), but identiﬁcation accuracies are somewhat lower than when
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the data comes from a single context where the identiﬁcation accuracy was
around 95% (with n = 153).
We further explored how changing the context aﬀects identiﬁcation ac-
curacies in Article V. We gathered data from programming assignments,
programming exercises in an exam, and essay questions in an exam. We
studied how the accuracy of identiﬁcation varies when the text that is writ-
ten varies between programming and natural language. The results of the
study indicate that identiﬁcation is considerably more diﬃcult but still pos-
sible to some extent when the text someone types is of diﬀerent type than
the text that was used to build the typing proﬁle. We found that using data
from 12 weeks of programming assignments to build typing proﬁles, 73% of
students completing a programming exam assignment were correctly iden-
tiﬁed, while only 50% of students writing an essay answer were correctly
identiﬁed. This indicates that the context of the writing (essay versus pro-
gramming) does aﬀect the identiﬁcation accuracy. The 50% accuracy is still
considerably higher than random guessing (which would have an accuracy
of under 1%).
4.3 Anonymity and Information
The third research question of this thesis is “How could privacy and infor-
mation be balanced in keystroke data?” Based on our results in Article VI,
by de-identifying keystroke data, at least keystroke-based identiﬁcation can
be made less accurate while retaining some keystroke-related information
in the data.
In our case study, we tried to ﬁnd a balance where students’ program-
ming experience could still be inferred based on their typing (similar to
Article I), but the person typing could not be identiﬁed anymore (similar
to Articles III-V). Figure 4.2 shows how the identiﬁcation accuracy and the
programming experience classiﬁcation accuracy changes depending on the
amount of de-identiﬁcation. The method used for de-identiﬁcation here is
dividing keystroke latencies into categories – very slow, slow, average, fast,
and very fast – instead of having the exact average keystroke latency in
the typing proﬁle. In the article, we call these categories “buckets”. The
amount of categories depends on the amount of anonymization. For ex-
ample, if data contains latencies between 10 and 750 milliseconds, and if
the bucket size is 150 milliseconds, there are ﬁve buckets: 0-150, 150-300,
300-450, 450-600, 600-750 (see Article VI for details).
Based on our results, there is a de-identiﬁcation point where students
can no longer be identiﬁed reliably, but their programming experience can
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Figure 4.2: Identiﬁcation (solid line) and programming experience (dashed
lines) classiﬁcation accuracy compared against increasing de-identiﬁcation.
Students’ typing proﬁles were modiﬁed so that instead of having the exact
average latencies for digraphs, they only had information on which category
(bucket) each digraph belonged to (see Article VI for details). Programming
experience classiﬁcation accuracies are shown for three diﬀerent classiﬁers:
Bayesian Network, Random Forest, and the majority class classiﬁer ZeroR.
The x-axis represents bucket size and the y-axis expresses identiﬁcation and
classiﬁcation accuracy [47].
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still be inferred with an accuracy that is higher than simply guessing. For
example, with the data used in Figure 4.2, a suitable “balance” could be at
around x = bucket size = 300 milliseconds. At that point, the identiﬁcation
accuracy is quite low at around 7%, while the programming experience
classiﬁcation accuracy is at around 71% compared to around 59% with the
majority classiﬁer.
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Chapter 5
Discussion
In this chapter, we discuss the results of this thesis. First, the relation-
ship between performance and typing is discussed in Section 5.1. Then,
results on identifying students based on typing are reviewed in Section 5.2.
We then reﬂect on detecting plagiarism from keystroke data in Section 5.3.
Section 5.4 discusses possible applications of the results outside of educa-
tion and Section 5.5 discusses open data and anonymity. The ﬁne-grained
nature of the data is discussed in Section 5.6. Additionally, we present the
limitations of this work in Section 5.7.
5.1 Relationship Between Performance and
Typing
The results of our experiments indicate that the way students type tells
about students’ previous programming experience and their programming
performance, which supports earlier ﬁndings by Thomas et al. [82]. It
should be noted that experience and performance can be argued to be
similar measures to one another: as you get more experience on doing
something, you are likely to get better at it. On the other hand, there
could be diﬀerences due to someone having natural talent at a skill, and
thus learning it faster, in which case a more experienced person could still
perform worse than a less experienced one. Both are detected the same
way through typing: those with more experience, or more proﬁciency, in
programming are faster at typing programming-related digraphs such as i+
or ||.
While previous experience can be collected with a questionnaire and
performance can be inferred from assignment performance, the impact of
our results is that if we do not have any other information than keystroke
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data, these attributes can be estimated from the data. For example, it
is possible that we have keystroke data but a student did not complete
a background questionnaire on programming experience, or it is possible
there was no question about programming experience in any questionnaire.
Furthermore, questionnaire answers are subjective. As an example, a back-
ground questionnaire on programming experience might ask students about
the number of hours they have programmed before the course. If the topic
of the course is Java, having a 100 hours of Java experience could be many
times more beneﬁcial than having 200 hours of PHP experience, but merely
looking at questionnaire answers these diﬀerences might not be evident.
Moreover, students might not answer questionnaires truthfully, for exam-
ple in fear of appearing incompetent. Additionally, collecting keystroke
data is passive and non-intrusive, so getting any information through it
is good from the viewpoint of not having students spend time answering
questionnaires.
Since programming performance can be partly inferred based on key-
strokes, it is possible that keystroke data could be used to support decisions
on whether an intervention, for instance additional assignments, should be
given to a student. Using keystroke data to infer the performance of a
student could also be beneﬁcial in situations where the student has not yet
submitted a solution, for example due to being stuck on the assignment.
Furthermore, there could be open-ended assignments where the goals of
the assignment are not clear, and thus for example automatic assessment is
not possible. In these cases, keystroke-based performance inference could
still be possible, while more traditional methods that rely on, for example,
passing test cases would not be feasible.
When anonymizing typing proﬁles in Article VI, we found that the
exact average typing speeds of digraphs are not necessary for inferring stu-
dents’ previous programming experience from typing. In fact, just specify-
ing whether students are fast or slow at writing each digraph is suﬃcient.
This is most likely due to the predictions being mostly based on how fast
students are at typing programming speciﬁc digraphs. Thus, if enough pro-
gramming speciﬁc digraphs are classiﬁed as fast instead of slow, the student
is classiﬁed as likely having programmed before.
5.2 Identifying Students Based on Typing
Keystroke data can be used to build a typing proﬁle of a student. In our
studies, we decided to mostly use the information on how fast students
typed certain character pairs – digraphs – while they were programming.
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These average digraph latencies were found to be able to be used to iden-
tify students quite accurately: identiﬁcation accuracies varied depending
on diﬀerent factors, but were consistently at least around 90%. To the
best of our knowledge, these studies are the ﬁrst in which keystroke-based
identiﬁcation has been studied in the context of programming.
Being able to identify a student brings many beneﬁts. In our con-
text, we have a massive open online programming course (a programming
MOOC), where at the end of the course students can attend an exam and if
they perform well enough, they are granted a study right to the University
of Helsinki [84]. Our results show that with keystroke data we can check
whether the typing proﬁle the students had during programming assign-
ments completed at home matches the typing proﬁle of the student in the
exam. With this information, it is possible to detect cases where the stu-
dent who attended the exam is diﬀerent from the one who completed the
programming assignments. This type of authentication is not new and has
been used for example by Monaco et al. [56] and Coursera [12,54]. However,
our results conﬁrm that this also works with programming.
We found that identiﬁcation is also somewhat accurate when identifying
students writing an essay based on typing proﬁles built from programming
assignments and vice versa. This means that students can be identiﬁed even
when the text students write is quite diﬀerent (source code versus Finnish
text). Additionally, we found that just using data from the most common
25 digraphs in the data is suﬃcient to reach identiﬁcation accuracies that
are high enough for quite reliable identiﬁcation.
While we are able to achieve high identiﬁcation accuracies, there exists
the possiblity that a student is falsely identiﬁed as having cheated. Thus,
keystroke-based identiﬁcation should not be seen as an incontestable way
of detecting cheating, but only used for example to raise a ﬂag for manual
checking of students’ answers.
The beneﬁts of using keystroke data for user authentication in online
courses are many. For example, collecting keystroke data is passive and
non-intrusive compared to many other authentication methods during take-
home exams, which might rely on face scans [37,66] or supplying photos of
yourself and a government-issued ID [20]. Additionally, some laptops and
many desktop computers do not have web cameras, which are required for
many other online authentication methods, whereas keyboards are used in
practically all desktop and laptop computers. As keystroke data is collected
passively, continuous identiﬁcation is possible without a disruption to the
user experience of the students in the course, while face scans or supplying
a photograph require actions from the students.
36 5 Discussion
One downside of keystroke-based identiﬁcation is that if the data is
compromised, it could be possible for an attacker to spoof keystrokes and
impersonate the person whose keystrokes have been compromised [55]. This
is a downside of most biometric authentication methods: similarly, if the
iris of the eye is used for authentication and if the data containing infor-
mation about the iris is compromised, an attacker can submit the compro-
mised iris data as their own. This downside is similar to a password being
compromised, however, with traditional passwords a user can change their
password, but you cannot change your iris. It is also inconvenient to change
your natural typing rhythm.
A downside from the perspective of using keystroke data for detecting
if a student had someone help them in some of the assignments is that
a student could have someone else complete every exercise for them, and
then have that someone attend the exam for them as well. In this case, the
typing proﬁles during the exercises and in the exam would match, raising
no suspicions of cheating. This is especially a problem for courses that are
oﬀered only online, since if the exam is organized oﬄine, students’ identities
can be veriﬁed in the exam.
5.3 Detecting Plagiarism from Keystroke Data
With the typing proﬁles, we focused on identifying students and using that
information to check whether the same student attended the exam and com-
pleted the programming assignments [48, 53]. We also studied other ways
of detecting plagiarism using keystroke data that are based on classifying
the processes students took while programming instead of focusing on iden-
tifying the students themselves [27]. We examined whether keystroke data
could be used to classify a process as either genuine (no cheating occured)
or disingenuous (cheating occured). We found that there are some quite
trivial ways of detecting plagiarism through keystroke data. As it is possi-
ble to see the whole process through the keystrokes, directly copy-pasting
someone else’s answers was very obvious. In addition to these trivial ways,
we found that the linearity of the process could also indicate cheating. For
example, in a genuine process students usually modify their source code
quite a lot when they are refactoring their programs. Thus, a process that
is very linear, where little to no refactoring occurs, can indicate plagia-
rism. Similar results have been later found by Yan et al. who also found
that intermediate steps in the programming process can be used to detect
excessive collaboration [87].
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5.4 Applications Outside Education
The context of the studies included in this thesis has been computing ed-
ucation, more speciﬁcally learning to program. Still, the ﬁndings can have
applications outside of education.
We found that students can be identiﬁed based on their typing when
they are programming. It is likely that identiﬁcation would also work for
professional programmers who are writing source code. This ﬁnding could
be used to continuously authenticate the programmer. This could be useful
when working with very sensitive programs, where it is necessary that third
parties cannot see the source code.
Additionally, there have been studies which have shown that emotional
states can be inferred when writing natural language [21]. Since we were
able to show that identiﬁcation based on typing works also when writ-
ing source code, it is possible that emotions could also be inferred from
keystroke data gathered from programming. Thus, automatic systems
could be developed and integrated into IDEs that track the programmer’s
mood, and possibly suggest actions based on the programmer’s mood – a
short break could be suggested to a frustrated programmer.
Previous studies within the context of natural language have found
that demographical information can be inferred based on keystroke data
[7]. We found that students’ previous programming experience and their
programming performance can be inferred from keystroke data. Being able
to identify someone’s programming experience could be used for purposes
beyond the educational context. For example, inferring the programming
experience of a job candidate could be used to support hiring decisions.
Both identifying an individual and inferring their programming expe-
rience could also be used in targeted advertising. Keystroke-based iden-
tiﬁcation could possibly be used to identify an individual across diﬀerent
websites, diﬀerent browsers and computers. Even if keystroke-based iden-
tiﬁcation turns out to not be viable on a large scale, just identifying some
attributes of the person typing such as whether they have programmed
before could be beneﬁcial to advertisers.
5.5 Open Data and Anonymity
In Article VI, we have identiﬁed a topical issue that is relevant to the whole
research community in general: there is a conﬂict between open data and
privacy. Opening any data potentially compromises the privacy of subjects
in the data. This is obviously less of an issue with certain types of data such
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as any data that is not related to people. For example, opening weather
data is very unlikely to compromise privacy. However, opening any data
related to people has the possibility of inadvertently releasing personally
identiﬁable information [58]. Thus, researchers should be very careful when
opening such data. On the other hand, especially as of late, open data has
been desired by many diﬀerent actors: publishing forums, funders, and
the community [31]. This leaves researchers with the dilemma of how to
guarantee the privacy of those who have supplied the data (in our case,
students), while still trying to have the data as open as possible.
Our results in Article VI show that while it is possible to ﬁnd a bal-
ance between anonymity and information, identiﬁcation accuracy does not
decrease linearly with increasing de-identiﬁcation, and actually increases
at certain higher levels of de-identiﬁcation. Thus, it is not certain that
“more de-identiﬁcation” is better and more research on de-identiﬁcation of
keystroke data is needed before considering releasing such data openly. Es-
pecially since we only considered one way of identiﬁcation – identiﬁcation
based on the timing of keystrokes. It is very likely that other ways of iden-
tiﬁcation, for example based on textual content such as variable names or
textual / coding style such as how one uses brackets could be viable ways of
identifying the programmer. A trivial example is someone who uses their
whole name in comments within the source code.
5.6 Granularity of Data
An interesting aspect of keystroke data is its ﬁne-grainedness. The ﬁne-
grained nature of the data allows transforming it into more coarse-grained
abstract data formats. For example, in our studies we have transformed
ﬁne-grained keystrokes and their timings into typing proﬁles. Similarly, in
the context of programming, keystroke data allows the reconstruction of the
whole process a programmer took to develop their program. If the state of
the source code being written is only collected when, for instance, the code
is compiled or when a student submits an assignment, some information
related to the process is always lost.
On the other hand, there are some advantages to collecting more coarse-
grained data. For example, coarse-grained data most likely requires less
preprocessing compared to keystroke data, and thus analyzing it is faster.
Additionally, if keystroke data is always just processed into more abstract
formats for analysis, one could argue that it would be more eﬃcient to just
collect data in the abstract formats in the ﬁrst place.
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When considering privacy, ﬁne-grained data could be problematic. Based
on the results of our studies, people can be identiﬁed based on their typing
from keystroke data. It is possible that other private or personally identi-
ﬁable information could also be inferred from ﬁne-grained data. This is an
issue when keystroke data is collected for exploratory studies as new analy-
sis methods can reveal information previously thought not to be possible to
be inferred from such data. Another consideration is whether it is ethical
to conduct new studies on old data post hoc. If the people who supplied
the data thought that only certain types of analysis are possible or will be
conducted with the data, using the data for other types of analysis could
be argued to be unethical, even if individuals in the data are not explicitly
identiﬁed.
5.7 Limitations
There are many limitations to both this thesis and the individual studies
included. Here, we present the most important threats to both external
and internal validity of this thesis. External validity relates to how well
the results generalize to other contexts, and internal validity relates to how
well other explanations for the results can be ruled out.
There are two main limiting factors with regards to the scope of this
work. Firstly, we study keystroke data in the educational context only.
Thus, the results should not be automatically assumed to generalize beyond
this context. For example, it is possible that programming students write
their programs diﬀerently than experts, and thus not all the results would
be applicable when considering professional programmers. This brings us
to the other major limiting factor, which is that most of our studies are
only considering programming courses as the source of data. This was done
partly due to the fact that we had keystroke data from the programming
context easily available, but not similar data from other contexts. Addi-
tionally, this was also one of the main motivations behind this work – to
study how keystroke data works in the programming context. On the other
hand, both limiting factors regarding the context of the work – program-
ming and education – are needed since otherwise one thesis would not be
able to cover the needed studies.
All of the studies were performed within a single institution – University
of Helsinki. Additionally, we only used keystroke data collected within two
diﬀerent courses: “Introduction to programming” and “Advanced course in
programming”, although we did use data from multiple iterations of those
two courses. It is possible that the context of the courses aﬀects the results.
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For example, we found that students’ previous programming experience and
their programming proﬁciency can be inferred from keystroke data [49]
– but it is possible that this only works for novice programmers taking
their ﬁrst steps in learning to program. Our courses have around the same
number of students each time, which is also a limitation, since it is possible
that results would be diﬀerent with a diﬀerent number of students. At this
time, our results have not been replicated by third parties.
The analyses in this thesis are limited by the data available to us. For
example, while we can recreate the programming process and infer infor-
mation based on that, there are many things we do not know based on the
data. If there is a long pause between keystrokes, we do not know what the
student does during the pause. Additionally, the software used to collect
the data relies on the diﬀerence between two subsequent states of the text,
which means that we do not have information on keys that do not cause a
visual change to the text, for instance the use of the arrow keys.
Many of the results in this thesis are based on building typing proﬁles
of students. However, we cannot claim any causality. For example, even
though we have found that students who are faster at typing programming-
speciﬁc digraphs are more likely to perform well in the exam, it is almost
certain that this is not a causal eﬀect – practicing the speed of typing
speciﬁc digraphs would presumably not increase a student’s performance
in the exam. A much more likely explanation would be that a person
is faster at typing digraphs they have typed many times, and those who
perform better have practiced programming more and thus have also typed
programming-speciﬁc digraphs more.
Chapter 6
Conclusions and Future Work
In this chapter, we ﬁrst revisit and answer the research questions in Sec-
tion 6.1. We then present the main ﬁndings and key contributions of this
work in Section 6.2. Lastly, we discuss some possible future research direc-
tions in Section 6.3.
6.1 Revisiting the Research Questions
This thesis has an overarching theme of “What beneﬁts are there to collect-
ing keystroke level data in programming courses?”. This overarching theme
is studied with the following three research questions:
• RQ1. How well can students’ programming performance and previous
programming experience be inferred from keystroke data?
• RQ2. How can keystroke data help with detecting plagiarism and
with source code authorship attribution in programming courses?
• RQ3. How could privacy and information be balanced in keystroke
data?
The brief answers to these research questions, based on the publications
included in this thesis, are the following:
• Answer to RQ1: Based on our results in Article I, students’ pro-
gramming performance and prior experience can be inferred to some
extent based on keystroke data. This is done by examining how fast
students type character pairs. More experienced and better perform-
ing programmers write pairs that are common in programming but
rare in natural language faster.
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• Answer to RQ2: Keystroke data can help with detecting plagiarism
and with authorship attribution in programming courses. Firstly, in
Article II we found that keystroke data can be used to construct the
whole programming process character by character, and looking at the
process can reveal plagiarism. When comparing students’ processes,
multiple students having a similar process can be a sign of excessive
collaboration which is prohibited in an exam. Secondly, in Articles III
and IV we found that keystroke data can be used to build individual
typing proﬁles of the students in a course. The typing proﬁles can
be compared, for example, between diﬀerent weeks of the course,
or between course exercises and exam questions, to see whether the
typing proﬁles in diﬀerent scenarios match. Having a very diﬀerent
typing proﬁle in the exam compared to the exercises of a course can
indicate plagiarism. Additionally, our results in Article V show that
keystroke-based identiﬁcation can be used to identify students writing
an essay based on data collected from programming and vice versa,
although the accuracy of identiﬁcation suﬀers from the context switch.
• Answer to RQ3: As students can be identiﬁed from keystroke data,
such data cannot be openly shared, at least without anonymization.
An ideal situation would be such where the data could be shared
while still retaining valuable information within the data. In Article
VI, we found that typing proﬁles of students can be anonymized at
least partially so that students can no longer be identiﬁed based on
their typing, but their previous programming experience can still be
inferred.
Based on the answers to RQs 1-3, the answer to the overarching theme
is that there are many beneﬁts to collecting keystroke data in programming
courses. The beneﬁts are mostly related to inferring information based on
keystroke timings.
6.2 Key Contributions
The main ﬁnding of this thesis is that collecting keystroke data in program-
ming courses has beneﬁts over only collecting more coarse-grained data such
as assignment submissions. Our results show that there are many attributes
related to a student programmer that can be inferred from keystroke data.
Based on Article I, we have conﬁrmed earlier results by Thomas et
al. [82] who found that programming performance can be estimated based
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on typing. We also extended this result by showing that previous pro-
gramming experience of students can be estimated similarly. The main
contributions of this are the following: 1) keystroke data can be used to
estimate future performance and thus could be used to detect students who
might beneﬁt from additional practice, and 2) when keystroke data has
been collected, students’ previous programming experience can be inferred
from keystrokes in the absence of a survey asking that information (for
example post hoc or for students who did not answer a survey).
Additionally, based on Article II, we have found that by reconstructing
the programming process of students, possible excessive collaboration can
be identiﬁed. The main contribution of this is that keystroke data can be
an additional tool to combat plagiarism in programming courses, and could
also be used to continuously monitor students’ processes to intervene early
when the undesired behaviour – plagiarism or excessive collaboration – has
not yet become a habit.
Based on Articles III and IV, we have successfully shown that identi-
fying someone based on typing also works when the context of the text
being written is programming source code. Previous studies on the topic
have mostly focused on writing natural language. The main contribution
this ﬁnding has is that keystroke data could be used in online programming
courses for authorship attribution, that is, to detect whether the same stu-
dent is completing all the programming exercises. Based on Article V, this
method also shows promise when identifying someone from one context to
another, in our case, from programming to essay writing and vice versa.
Cross-context identiﬁcation based on typing is novel to the best of our
knowledge, which is the main contribution of Article V.
In Article VI, we have showcased two methods for anonymizing typ-
ing proﬁles in a way that preserves some useful information in the typ-
ing proﬁles. We have shown that typing proﬁles can be at least partially
anonymized to deter identiﬁcation by keystroke analysis. The main con-
tribution here is that anonymized keystroke data could possibly be shared
with others, but further research is needed as we only studied preventing a
single identiﬁcation method.
Altogether, we have shown that keystroke data collected in program-
ming courses has useful applications that beneﬁt students, educators, and
researchers and thus it is reasonable to collect such data.
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6.3 Future Work
This thesis is a ﬁrst step towards utilizing keystroke data in programming
courses. There are many avenues of future research related to the ﬁndings
of this thesis that could be studied. In this section, we discuss some of
them.
6.3.1 Identiﬁcation Based on Typing
Our studies on identiﬁcation based on typing had around 200 students
in the data set. Many online courses have thousands or even hundreds
of thousands of students. It is likely that identiﬁcation accuracy drops
drastically when the number of students is increased. Thus, future work
could study how to combat this problem. One possible way would be to look
at the processes during exercises and the exam and based on some similarity
metric determine whether the processes are similar enough instead of trying
to identify students.
Additionally, in our studies identiﬁcation is based on the uniqueness of
the rhythm of typing, and not on for example the content or style of the
text being written. Future work could study identiﬁcation based on other
factors present in keystroke data such as the content of the keystrokes.
6.3.2 Keystroke Data De-identiﬁcation
We have shown that typing proﬁles can be partially anonymized while re-
taining valuable information. However, we only anonymized typing proﬁles
built from keystroke data, and not the keystroke data itself. Thus, the
anonymization of keystroke data that only consists of timestamped key-
presses could be studied in the future. Additionally, we only focused on
preventing identiﬁcation that is based on the timing of keystrokes. It is
likely that other identiﬁcation vectors would have still allowed identiﬁca-
tion even after our anonymization. For example, identiﬁcation based on
the content of the keystrokes (and not the timing) could still work. Future
work could explore ways to anonymize keystroke data from both timing-
and content-based identiﬁcation vectors.
6.3.3 Inferring Information from Keystrokes
In our studies, we have found that many attributes of students can be
inferred from keystroke data. For example, their identity, their previous
programming experience, and their programming performance. In the fu-
ture, it would be interesting to study other possible factors that could be
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inferred from keystroke data. Others have found that emotional states can
be inferred from keystroke data [21]. This is something that could be stud-
ied in the future in the context of programming. Inferring emotional states
could help guide students towards meaningful study practices by reminding
students to take breaks if their emotional state seems to require one.
6.3.4 Plagiarism
We found that the processes students take while they are programming
can be used to detect plagiarism [27]. However, we analyzed students’
processes post hoc, after they had completed the course and after some of
the students had plagiarized their work. In the future, more methods that
detect plagiarism continuously during the course – already before the exam
– could be studied. If plagiarism was detected during the ﬁrst occurence
of it, students could be given a warning which could possibly deter further
plagiarism.
Additionally, it would be interesting to study whether reasons behind
copying from others could be inferred from data. For example, would it be
possible to detect frustration that leads to plagiarism. It would be in the
best interest of both the student and the educator to ﬁnd the reasons behind
plagiarism and to reduce the reasons for plagiarism instead of identifying
plagiarism after it has happened.
6.3.5 Other Research Directions for Keystroke Data
All of our studies took place in programming courses. It would be inter-
esting to study whether the results we achieved would be achievable in
diﬀerent contexts, such as when students are studying something else than
programming. Would it be possible to infer previous experience in a course
related to some other subject?
Being able to see the process a programmer takes to reach a solution
could be used for many purposes. Code reviews are popular in the industry.
Looking at the process a programmer took to reach a solution could be both
educational to the reviewer, and also be used to self-reﬂect on your own
programming process. Similarly, looking at how a job applicant reached
a solution could tell an interviewer more than simply looking at the ﬁnal
state of the source code.
Another avenue for future research is to study how our results would
change if the study population is changed. Many of the results of this
thesis could possibly be applied in the professional context. For example,
keystroke-based identiﬁcation could be used with programmers working on
46 6 Conclusions and Future Work
sensitive projects to continuously monitor whether the same person is on
the computer. Would we get similar results if the studies were performed
with professional programmers?
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