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1. Introduction
Cesàro sequence spaces cesp , 1 p < ∞, appeared for the ﬁrst time in 1968 as a problem of ﬁnding their duals [1]. Some
basic properties of these spaces were studied in the early seventies by Shiue [28] and Leibowitz [17]. In 1974 Jagers [11]
found the dual space of cesp (see also [16]). In the late nineties mathematicians became interested in geometric properties of
these spaces. Cui and Płuciennik studied Local Uniform Nonsquareness [8], and Banach–Saks Property and Property (β) [9],
Cui and Hudzik studied Fixed Point Property [6] and obtained the Packing Constant [7]. It seems that Cesàro–Orlicz sequence
spaces cesϕ appeared for the ﬁrst time in 1988, when Lim and Yee found their dual spaces [18]. Recently Cui, Hudzik,
Petrot, Suantai and Szymaszkiewicz obtained important properties of spaces cesϕ [5]. In 2007 Maligranda, Petrot and Suantai
showed that cesϕ is not B-convex, if ϕ ∈ δ2 and cesϕ = {0} [22]. The extreme points and strong U -points of cesϕ have been
characterized by Foralewski, Hudzik and Szymaszkiewicz in [10]. Although the spaces cesϕ have been studied by several
mathematicians, some essential and basic properties remain still unknown. This note presents characterizations of some of
them. In Section 2, under the assumption that the lower index αϕ > 1, we shall present that δ2 condition is necessary and
suﬃcient for the space of all order continuous elements ceshϕ to coincide to cesϕ . In Section 3, given ϕ1 and ϕ2, again under
the assumption that αϕ1 > 1, we show that cesϕ1 ⊂ cesϕ2 if and only if ϕ1 ⊂ ϕ2 , that is, there exist b > 0 and t0 > 0 such
that 0 < ϕ1(t0) < ∞ and ϕ2(t) ϕ1(bt) for all t with 0 < t  t0.
Let the symbols R and N denote the sets of all real and natural numbers respectively. Let for any x ∈ R, x be the
smallest integer greater than x. The (non-identically equal zero) function ϕ : [0,∞) → [0,∞] is called an Orlicz func-
tion if it is convex, continuous at 0, left continuous on (0,∞) and ϕ(0) = 0. If, in addition, ϕ satisﬁes the conditions
limu→0 ϕ(u)/u = 0 and limu→∞ ϕ(u)/u = ∞ then it is called an N-function. By 0 we denote the linear space of all real
sequences x = (x(n))∞n=1. The convex modular Iϕ(x) =
∑∞
n=1 ϕ(|x(n)|) deﬁned on the whole 0 gives rise of the Orlicz se-
quence space ϕ with the Luxemburg norm ‖x‖ϕ = inf{ε > 0: Iϕ(ε−1x)  1}. We say that the Orlicz function ϕ satisﬁes
the δ2 condition (we will write ϕ ∈ δ2) if there are K > 0 and u0 > 0 such that ϕ(u0) > 0 and ϕ(2u)  Kϕ(u) for all
u ∈ [0,u0]. This condition plays the crucial role in the theory of Orlicz spaces. The function ϕ∗(v) = sup{uv − ϕ(u): u > 0},
v  0, is called a complementary function to ϕ . Two Orlicz functions ϕ1 and ϕ2 are said to be equivalent if there exist
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292 D. Kubiak / J. Math. Anal. Appl. 349 (2009) 291–296a,b,u0 > 0 such that ϕ2(u0) > 0 and ϕ1(au) ϕ2(u) ϕ1(bu) for all u ∈ [0,u0]. Throughout this paper by “decreasing” we
mean “non-increasing” and μ denotes the counting measure on 2N .
Orlicz sequence spaces are thoroughly discussed in [19,21], and the most comprehensive exposition of Orlicz functions is
presented in [27] and [15]. The information on modular spaces can be found in [26].
Given an Orlicz function ϕ , the modular
Icesϕ (x) =
∞∑
n=1
ϕ
(
1
n
n∑
i=1
∣∣x(i)∣∣
)
is convex and deﬁnes so-called Cesàro–Orlicz sequence space
cesϕ =
{
x ∈ 0: Icesϕ (λx) < ∞ for some λ > 0
}
with the Luxemburg norm given by
‖x‖cesϕ = inf
{
ε > 0: Icesϕ
(
x
ε
)
 1
}
.
Note that, if we deﬁne in a similar way the space cesϕ for a function ϕ : [0,∞) → [0,∞) which is concave and such that
ϕ(0) = 0, we get a trivial space if ϕ vanishes only at zero. Indeed, if there is N ∈ N such that x(N) = 0 then for any λ > 0
we have
Icesϕ (λx) =
∞∑
n=1
ϕ
(
λ
n
n∑
i=1
∣∣x(i)∣∣
)

∞∑
n=N
ϕ
(
λ
n
n∑
i=1
∣∣x(i)∣∣
)

∞∑
n=N
ϕ
(
λ|x(N)|
n
)

∞∑
n=N
1
n
ϕ
(
λ
∣∣x(N)∣∣)= ∞
by concavity, hence cesϕ = {0}. In the case when ϕ(u) = up , 1 p < ∞, the space cesϕ is just a Cesàro sequence space cesp ,
with the norm given by
‖x‖cesp =
[ ∞∑
n=1
(
1
n
n∑
i=1
∣∣x(i)∣∣
)p]1/p
.
It is well known that ces1 = {0} [17], which also follows from the fact that ϕ(u) = u is concave and our remark mentioned
above.
Let ϕ be an Orlicz function. Let us mention some well-known facts about the cesϕ spaces. The space cesϕ is not triv-
ial if and only if for every k > 0 there exist nk ∈ N such that ∑∞n=nk ϕ( kn ) < ∞ (this is also equivalent to the condition∑∞
n=n1 ϕ(
1
n ) < ∞ for some n1 ∈ N) [5]. The space cesϕ is a Köthe sequence (function) space with the Fatou property. For a
proof of the Fatou property in cesϕ and for necessary deﬁnitions we refer to [5], and for details on Köthe spaces see [13].
Proposition 1. Let ϕ1 and ϕ2 be Orlicz functions. If there exist b, t0 > 0 such that ϕ2(t0) > 0 and ϕ2(t)  ϕ1(bt) for all t ∈ [0, t0]
then cesϕ1 ⊂ cesϕ2 .
Proof. We may assume that b 1, and substituting u = bt we get
ϕ2
(
b−1u
)
 ϕ1(u) for all u ∈ [0,bt0]. (1)
Let x ∈ cesϕ1 , i.e. there exists λ > 0, such that Icesϕ1 (λx) < ∞. The set Ax = {n ∈ N: λn
∑n
i=1 |x(i)| > bt0} is ﬁnite, because
otherwise we would get
Icesϕ1 (λx)
∑
n∈Ax
ϕ1
(
λ
n
n∑
i=1
∣∣x(i)∣∣
)
>
∑
n∈Ax
ϕ1(bt0) >
∑
n∈Ax
ϕ2(t0) = ∞
by the inequality (1). Taking λ˜ = cb for c small enough, we get
Icesϕ2 (λ˜x) Icesϕ1 (cx) Icesϕ1 (λx) < ∞,
and so x ∈ cesϕ2 . 
Corollary 2. If functions ϕ1 and ϕ2 are equivalent then cesϕ1 = cesϕ2 as sets and the norms of these spaces are equivalent.
Proof. It follows from Proposition 1 and the fact that cesϕ is a Köthe sequence (function) space with the Fatou property for
any Orlicz function ϕ (see [2, Theorem 1.8] and [13]). 
Recall that the Matuszewska–Orlicz lower index αϕ and upper index βϕ of an Orlicz function ϕ are deﬁned as follows
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{
p > 0: ∃K>0,v: ϕ(v)>0 ∀0<t1,λv ϕ(λt) Ktpϕ(λ)
}
,
βϕ = inf
{
p > 0: ∃K>0,v: ϕ(v)>0 ∀0<t1,λv ϕ(λt) Ktpϕ(λ)
}
.
Note, that in the case when the function ϕ vanishes only at zero, we can write
αϕ = sup
{
p > 0: ∃K>0 ∀0<λ,t1 ϕ(λt) Ktpϕ(λ)
}
,
βϕ = inf
{
p > 0: ∃K>0 ∀0<λ,t1 ϕ(λt) Ktpϕ(λ)
}
.
(2)
These indices were introduced by Matuszewska and Orlicz in [25] in a different, but an equivalent way. By convexity of ϕ ,
1 αϕ  βϕ ∞. It is well known that the condition βϕ < ∞ is equivalent to ϕ ∈ δ2, and for the N-function ϕ we have
α−1ϕ + β−1ϕ∗ = α−1ϕ∗ + β−1ϕ = 1 [23,24]. Note that, if limu→0+ ϕ(u)/u > 0 then cesϕ = {0} since ϕ is then equivalent to a linear
function and so cesϕ = ces1. Hence as long as we deal with non-trivial space cesϕ we may assume that ϕ is an N-function
(in the case when limu→∞ ϕ(u)/u < ∞ we can always ﬁnd an N-function which is equivalent to ϕ).
It turns out that αϕ = p(ϕ) and βϕ = q(ϕ) where p(ϕ) and q(ϕ) are the lower and upper Boyd indices of the
(rearrangement invariant) Orlicz sequence space ϕ (see [20, Proposition 2.b.5 and Remark 2 on page 140]). We also have
that the appropriate indices of two equivalent functions coincide. For necessary deﬁnitions and more information about
Boyd indices, Matuszewska–Orlicz indices (as well as for relations between them) and Boyd indices of Orlicz spaces we
refer to [3,4,12], Chapter 4 of [23] and Chapter 11 of [24]; see also two classical books [19,20].
Let us mention one important, direct consequence of Theorem 1 and its proof in [3].
Theorem 3. The Hardy operator H : ϕ → ϕ deﬁned by
Hx(n) = 1
n
n∑
i=1
x∗(i) for all n ∈ N,
where x∗ is a decreasing rearrangement of x, is bounded if and only if p(ϕ) > 1.
As a further consequence of Theorem 3, we have the following.
For the given sequence x ∈ cesϕ denote by Gx the sequence (Gx(n))∞n=1, where Gx(n) = 1n
∑n
i=1 |x(i)|. Clearly ‖x‖cesϕ =‖Gx‖ϕ . Suppose that p(ϕ) > 1, then
‖Gx‖ϕ  ‖Gx∗‖ϕ = ‖Hx‖ϕ  C‖x∗‖ϕ = C‖x‖ϕ,
hence x ∈ ϕ implies x ∈ cesϕ . Conversely, suppose that there is C > 0 such that ‖Gx‖ϕ  C‖x‖ϕ for every x ∈ ϕ . Then it
also holds for every x∗ , and hence ‖Hx‖ϕ  C‖x‖ϕ , which implies p(ϕ) > 1. Since p(ϕ) = αϕ , we get
Corollary 4. For any Orlicz function ϕ we have αϕ > 1 if and only if ϕ ⊂ cesϕ . In particular, if αϕ > 1 then cesϕ = {0}.
The following example shows that it is possible that αϕ = 1 and cesϕ = {0}, as well as that cesϕ = {0} although ϕ is not
equivalent to a linear function.
Example 1. Let a 1 and
ϕa(t) =
⎧⎨
⎩
0 if t = 0,
t
(− ln(t))a if 0 < t 
1
e ,
1
2 e(a
2 + 2a)t2 + (1− a − a2)t + a22e if t > 1e .
It is easy to see that each ϕa is a strictly convex N-function. Moreover, for p > 1 (applying de L’Hospital rule a times), we
get
lim
t→0+
ϕa(λt)
ϕa(λ)t p
= lim
t→0+
(− lnλ)at1−p
(− lnλt)a =
(
p − 1
a
)a
lim
t→0+
(− lnλ)at1−p
(lnλt)a−a
= ∞
for all λ > 0. Hence sup0<λ,t1
ϕa(λt)
ϕa(λ)tp
= ∞ for all p > 1, which together with convexity of ϕa gives αϕa = 1 (hence βϕ∗a = ∞
which is equivalent to ϕ∗a /∈ δ2). We also have ϕa ∈ δ2, since
limsup
t→0+
ϕa(2t)
ϕa(t)
= limsup
t→0+
2(− ln t)a
(− ln(2t))a  2 < ∞.
Hence βϕa < ∞ (in fact βϕa = 1). For a > 1 the space cesϕa = {0} since
∑∞
n=1 ϕa( 1n ) =
∑∞
n=1 1n(ln(n))a < ∞ by the integral
test [14]. Notice that cesϕ1 = {0} since
∑∞
n=1 1n(ln(n)) = ∞, but the function ϕ1 is not equivalent to a linear function.
The above example also shows that Matuszewska–Orlicz index αϕ is not ﬁne enough to determine the validity of
cesϕ = {0}.
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Let ϕ be an Orlicz function and
ceshϕ =
{
x ∈ cesϕ : ∀k>0 ∃nk∈N
∞∑
n=nk
ϕ
(
k
n
n∑
i=1
∣∣x(i)∣∣
)
< ∞
}
.
It turns out that ceshϕ is the subspace of all order continuous elements of cesϕ [5].
Remark 1. Let ψ be an Orlicz function, such that ψ(u) > 0 for all u > 0. For an Orlicz function ϕ deﬁned by
ϕ(u) =
{
0 for u ∈ [0,a],
ψ(u − a) for u > a,
for some a > 0, we have cesϕ = ceshϕ . Indeed, taking x = (a,a, . . .) we have Icesϕ (x) = 0 and so x ∈ cesϕ . Moreover∑∞
n=n2 ϕ(
2
n
∑n
i=1 |x(i)|) =
∑∞
n=n2 ϕ(2a) = ∞ for any n2 ∈ N, which implies that x /∈ ceshϕ .
Theorem 2.4 in [5] states that if ϕ ∈ δ2 then cesϕ = ceshϕ . We will show the partial converse of this theorem.
Theorem 5. If ceshϕ = cesϕ and αϕ > 1 then ϕ ∈ δ2 . In particular, if αϕ > 1 then ceshϕ = cesϕ if and only if ϕ ∈ δ2 .
Proof. Let ceshϕ = cesϕ and αϕ > 1. Note that we have cesϕ = {0} by Corollary 4, and that ϕ(u) > 0 for all u > 0 by Remark 1.
Let u0 be such that ϕ(2u0) < ∞. Suppose that ϕ /∈ δ2. Then for all K > 0 and u > 0 there exists v ∈ [0,u], such that
ϕ(2v) > Kϕ(v). So there exists u1 ∈ (0,u0] such that ϕ(2u1) > 2ϕ(u1). Let c1 =  12ϕ(u1) . We can ﬁnd decreasing sequence
(un) ⊂ (0,u0] such that
ϕ(2un) > (c1 + c2 + · · · + cn−1)2nϕ(un), (3)
where
cn =
⌈
1
(c1 + c2 + · · · + cn−1)2nϕ(un)
⌉
for n > 1.
Note that 1 cn < ∞ for all n ∈ N. Denote d1 = 1 and dn =∑n−1i=1 ci for n > 1. The sequence (d j)∞j=1 is strictly increasing. It
follows that
ϕ(un) <
ϕ(2un)
2ndn
 ϕ(2u0)
2n
for all n ∈ N. (4)
Deﬁne the sets E1 = {1,2, . . . , c1} and En = {dn + 1,dn + 2, . . . ,dn+1} for n > 1. The sets En are pairwise disjoint, μEn = cn
for all n ∈ N and ⋃∞n=1 En = N. Deﬁne the sequence (x(i))∞i=1 by
x(i) = un if i ∈ En for some n ∈ N.
We have
Iϕ(x) =
∞∑
i=1
ϕ
(∣∣x(i)∣∣)= ∞∑
n=1
ϕ(un)μEn =
∞∑
n=1
ϕ(un)
⌈
1
dn2nϕ(un)
⌉

∞∑
n=1
ϕ(un)
(
1
dn2nϕ(un)
+ 1
)

∞∑
n=1
(
1
2n
+ ϕ(2u0)
2n
)
= 1+ ϕ(2u0) < ∞
by inequality (4). Hence x ∈ lϕ , so x ∈ cesϕ since ϕ ⊂ cesϕ by the condition αϕ > 1.
But, by inequality (3) we have
∞∑
n=n2
ϕ
(
2
n
n∑
i=1
∣∣x(i)∣∣
)

∞∑
n=n2+1
∑
i∈En
ϕ(2un) =
∞∑
n=n2+1
ϕ(2un)μEn >
∞∑
n=n2+1
dn2
nϕ(un)
⌈
1
dn2nϕ(un)
⌉

∞∑
n=n2+1
1 = ∞
for all n2 ∈ N, so x /∈ ceshϕ . Hence we get a contradiction.
The equivalence stated in the second part of this theorem follows clearly from the ﬁrst part and from Theorem 2.4
in [5]. 
We would like to be able to replace condition αϕ > 1 in Theorem 5 by cesϕ = {0}. It would be possible if we manage to
show that the conditions αϕ = 1 and βϕ = ∞ imply, either cesϕ = {0} or ceshϕ = cesϕ . Unfortunately these conditions do not
imply cesϕ = {0}, which shows the following example.
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p(t) =
⎧⎨
⎩
0 if t = 0,
1
n! if t ∈ [ 1(n+1)! , 1n! ) for n ∈ N,
t if t  1.
The function ϕ(u) = ∫ u0 p(t)dt is an N-function such that ϕ /∈ δ2 and ϕ∗ /∈ δ2, that is, βϕ = ∞ and αϕ = 1, but cesϕ is not
trivial. Indeed, let un = 1n! for all n ∈ N. We have
ϕ(2un) >
2
n!∫
1
n!
p(t)dt >
1
n!
1
(n − 1)! and nϕ(un) = n
1
n!∫
0
p(t)dt < n
1
n!
1
n! =
1
(n − 1)!
1
n! .
So ϕ(2un) > nϕ(un) for all n > 2, whence ϕ /∈ δ2. Similarly ϕ∗ /∈ δ2, since ϕ∗(v) =
∫ v
0 q(t)dt , where the function q is the
generalized inverse of p [15]. We also have, for all n ∈ N,
ϕ
(
1
n!
)
=
∞∑
k=n+1
(
1
(k − 1)! −
1
k!
)
1
(k − 1)! =
∞∑
k=n
(
1
k!
)2(
1− 1
k + 1
)
<
∞∑
k=n
(
1
k!
)2
,
and
(n+1)!−1∑
m=n!
ϕ
(
1
m
)

(
(n + 1)! − n!)ϕ( 1
n!
)
= nn!ϕ
(
1
n!
)
.
Hence
∞∑
n=1
ϕ
(
1
n
)
=
∞∑
n=1
(n+1)!−1∑
m=n!
ϕ
(
1
m
)

∞∑
n=1
∞∑
k=n
nn!
(k!)2  e +
∞∑
n=2
1
(n − 1)!
(
1+ 1
(n + 1)2 +
1
(n + 1)2(n + 2)2 + · · ·
)
 e +
∞∑
n=2
1
(n − 1)!
∞∑
k=1
1
nk
= e +
∞∑
n=1
1
n!n < 2e < ∞,
which means that cesϕ = {0} (note that also cesϕ∗ = {0}).
Problem 1. Is it true that for any Orlicz function ϕ the conditions ϕ,ϕ∗ /∈ δ2 and cesϕ = {0} imply cesϕ = ceshϕ?
3. The comparison theorem for the Cesàro–Orlicz sequence spaces
We will use the similar approach as in the proof of Theorem 5 to show the following comparison theorem.
Theorem 6. Let ϕ1 and ϕ2 be Orlicz functions such that ϕ1(u) > 0, ϕ2(u) > 0 for all u > 0 and αϕ1 > 1. If cesϕ1 ⊂ cesϕ2 then there
exist b > 0 and t0 > 0 such that ϕ2(t) ϕ1(bt) for all t with 0 < t  t0 .
Proof. By convexity of ϕ2, the condition stated in the hypothesis is equivalent to the following one: there exist a,b,u0 > 0
such that
ϕ2(u) aϕ1(bu) for all u ∈ (0,u0]. (5)
Assume that cesϕ1 ⊂ cesϕ2 . Suppose that condition (5) is not satisﬁed. Let u0 > 0 be such that ϕ2(u0) < ∞. We can ﬁnd
decreasing sequence (un)∞n=1 ⊂ (0,u0] such that ϕ2(u1) > 2ϕ1(2u1) and
ϕ2(un) > (c1 + c2 + · · · + cn−1)2nϕ1
(
(c1 + c2 + · · · + cn−1)2nun
)
, (6)
where c1 =  12ϕ1(2u1) , and
cn =
⌈
1
(c1 + · · · + cn−1)2nϕ1((c1 + · · · + cn−1)2nun)
⌉
for n > 1. (7)
We have 1 cn < ∞ for all n ∈ N by (6) and since ϕ1(u) > 0 for all u > 0. Denote d1 = 1 and dn =∑n−1i=1 ci for n > 1. Note
that the sequence (d j)∞j=1 is strictly increasing. Deﬁne the sets E1 = {1,2, . . . , c1} and En = {dn + 1,dn + 2, . . . ,dn+1} for
n > 1. The sets En are pairwise disjoint, μEn = cn for all n ∈ N and ⋃∞n=1 En = N. Deﬁne the sequence (x(i))∞i=1 by
x(i) = dn2nun if i ∈ En for some n ∈ N.
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Iϕ1 (x) =
∞∑
n=1
ϕ1
(
dn2
nun
)
μEn 
∞∑
n=1
ϕ1
(
dn2
nun
)( 1
dn2nϕ1(dn2nun)
+ 1
)

∞∑
n=1
(
2−n + 2−nϕ2(u0)
)= 1+ ϕ2(u0) < ∞,
by inequality (6). Hence x ∈ lϕ1 , so x ∈ cesϕ1 since ϕ1 ⊂ cesϕ1 by the assumption αϕ1 > 1.
Let now λ > 0. Since for n ∈ E j we have
n − d j
n
d j =
(
1− d j
n
)
d j 
(
1− d j
d j + 1
)
d j = d j
d j + 1 → 1 as j → ∞,
we get
Icesϕ2 (λx) =
∞∑
j=1
∑
n∈E j
ϕ2
(
λ
n
n∑
i=1
∣∣x(i)∣∣
)

∞∑
j=1
∑
n∈E j
ϕ2
(
λ
n
n∑
i=d j+1
d j2
ju j
)
=
∞∑
j=1
∑
n∈E j
ϕ2
(
λ
n − d j
n
d j2
ju j
)

∞∑
j= j0
ϕ2
(
λ
1
2
2 ju j
)
μE j 
∞∑
j= j1
ϕ2(u j)μE j >
∞∑
j= j1
d j2
jϕ1
(
d j2
ju j
)
μE j =
∞∑
j= j1
1 = ∞
by inequality (6), for suﬃciently large indices j1  j0  1. Since λ was arbitrary, we get x /∈ cesϕ2 , and this gives a contra-
diction. 
Corollary 7. Let ϕ1 and ϕ2 be Orlicz functions such that ϕ1(u) > 0, ϕ2(u) > 0 for all u > 0, and αϕ1 > 1. The following conditions are
equivalent
(i) cesϕ1 ⊂ cesϕ2 .
(ii) There exist b, t0 > 0 such that ϕ2(t) ϕ1(bt) for all t ∈ [0, t0].
(iii) There exist C > 0 such that ‖x‖cesϕ2  C‖x‖cesϕ1 for all x ∈ cesϕ1 .
Proof. It follows from Lemma 1, Corollary 2 and Theorem 6. 
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