The wedderburn structure theorem for simple rings by Fleischman, William M.
Lehigh University
Lehigh Preserve
Theses and Dissertations
1964
The wedderburn structure theorem for simple rings
William M. Fleischman
Lehigh University
Follow this and additional works at: https://preserve.lehigh.edu/etd
Part of the Mathematics Commons
This Thesis is brought to you for free and open access by Lehigh Preserve. It has been accepted for inclusion in Theses and Dissertations by an
authorized administrator of Lehigh Preserve. For more information, please contact preserve@lehigh.edu.
Recommended Citation
Fleischman, William M., "The wedderburn structure theorem for simple rings" (1964). Theses and Dissertations. 3249.
https://preserve.lehigh.edu/etd/3249
l I 
j 
·: 
i 
f 
J • 
i 
I, 
! 
I 
... ,...... .... 
THE WEDDERBURN STRUCTURE THEOREM 
FOR SIMPLE RINGS 
by 
William M. Fleischman 
.• 
A THESIS 
Presented to the Graduate Faculty 
of Lehigh University 
in Candidacy for the Degree of 
Master of Science 
Lehigh University 
1964 
This thesis is accepted and approved in partial fulfill-
ment of the requirements for the degree of Master of Science . 
(date) 
Professor in charge 
Head of the Department 
---
: I 
' 1 .• 
.. ,,,., l' 
..... ., .~ ' ·:--
TABLE OF CONTENTS 
Abstract 
Introduction 
I 
II 
Elementary Properties of Simple Rings 
Simple Rings With the Minimum Condition 
III Dense Rings of Linear Transformation·s in a 
Vector Space over a Division Ring 
Bibliography 
Vita 
iii 
1 
2 
4 
8 
30 
44 
45 
... 
' " - ~-- ;--' t• I• ,- " , ' -,., 
i 
\. 
. ,,.~·- ,, ... ,.-.,;. ._. ;:.,,,.,,9,,, .. ; ., ... ,q•• ; •. ;,.,., • .;::.,a,; l-'"'-•'-;CC, ,-~-· ,-.--,- , .• ' -- -~-.~ .c . ._- ----~•--.,• ,,.,,-._.,...-,,.,..___ -.,.• ,. 
ABSTRACT 
J 
In this thesis, two well-known proofs of the Wedderburn 
structure theorem for simple rings are given. This theorem states 
that a simple ring satisfying the descending chain condition on 
left ideals is isomorphic to the complete ring of n x n matrices 
over a division ring D where n and D are suitably chosen. The 
exposition in the second chapter is largely that of Artin, while 
in chapter three, a very elegant proof due to Jacobson is presented. 
Several elementary results concerning simple rings are presented 
in the first chapter. 
.• 
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1. 
2. 
,, ~ 
INTRODUCTION 
The main burden of this work is to present two somewhat comple-
mentary expositions of the result - kno,Nn as the Wedderburn structure 
theorem for simple rings - which '3tates that a tsimple ring satisfying 
the descending chain condition on left ideals is isomorphic to a com-
plete ring of matrices over a suitable division ring. 
In Chapter II, the approach is that of Artin in which the result 
yields to what may be facetiously characterized as a prolonged visceral 
attack. This method, apparently unwieldy, has the great virtue of 
insistently promoting the closest familiarity with the object under scru-
tiny, so that in the end the structure of such rings is known in almost 
every detail. The presentation here is substantially that of Artin, 
Nesbitt and Thrall's book, Rings With Minimum Condition, the material 
appearing in chapters four and five. 
In contrast to this, a rather Olympian treatment, due to Jacobson, 
is given in Chapter III. Here, a number of results concerning a cer-
tain class of rings of linear transfonnations in a vector space over a 
division ring are given which provide an almost entirely external bridge 
to the structure theorem. The exposition, a part from certain matters of 
notation, follows Jacobson I s paper, Structure Theory g_f Simple Rings 
Without Finiteness Assumptions, which is published in Volume 57 of 
the Transactions of the Am~rican Mathematical Society. 
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The abbreviated first chapter, in which several interesting ele-
mentary prperties of simple rings are given, is in the mannei of 
an appetizer offered to stimulate the reader's taste for the mathe-
matical gourmandising of the later chapters. 
"I 
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I ELEMENTARY PROPERTIES OF SIMPLE RINGS 
A simple ring is one with a non-trivial multiplication and no 
non-trivial two-sided ideals. An immediate consequence of this 
definition is that the ideal R2 generated by [ ab I a, b E R J must be 
all of R. Thus, for each r ER, there are elements a 1, ... ,an(r), b1, 
.,(r) 
... ,b () €Rsuchthat r=L a.b .. 
n r i.::.t 1 1 
,\ 
The following important examples of simple rings are offered. 
Example I. Let D be a division ring. Then D is simple; in fact, 
D possesses no non-trivial one-sided ideals. 
•.\ .. 
Proof: D has a multiplicative identity 1 :/ 0. Since 
I· 1 = 1, \ ab I a;bt n} i (0). Let Ii (0) be a one-
sided (e.g., left) ideal of D. Let a€ I, a:/ 0. Then D 
Example 2. Let Dn be the complete ring of n x n matrices over a 
division ring D. Then Dn is simple. 
Proof: Let ln denote the multiplicative identity of Dn 
and ~-. the Kronecker delta with values in D. Let I =I lJ 
(0) be an ideal of Dn . Then there is a matrix (a 1j) E 
Iwithak1 :/0for some k,l, l~k,l~n. But ln= 
(ak~l Sih £jk)(aij)(£il Sjh) E I. Hence Dn = DnlnC 
Dn I C I . : . I = Dn . 
The following lemma gives an important property of one-sided 
ideals of a simple ring. For convenience, it is formulated in terms 
4 . 
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of left ideals. 
Lemma 1: R be a simple ring, I and J non-zero left ideals of R. Then 
I J ¥ (0). In particular, no left ideal of a simple ring is nilpotent. 
Proof: Since I + I R is an ideal containing I :/ (0), R = 
I+ IR. Similarly, R = J +JR. Assuming I J = (0), we 
~ave R = R 2 = ( I + I R ) ( J + J R ) C I J + I J R + I R J + IR J R 
CI J + I JR= (0) contradicting the non-trivial nature of 
multiplication in R • 
By itself, the condition that lab I a,be R} 'I (0) assures only 
the existence of a pair of elements a , b E R such that ab "=I O. The 
absence of non-trivial ideals strengthens this condition considerably 
as the following lemma indicates. 
Lemma 2: A simple ring possesses no absolute divisors of zero. 
That is, if R is simple, a E R and a f O, then aR :/ (0) and Ra =I (0). 
Proof: Let J = { x E: RI xR = (0)1 . For arbitrary rE R, 
x ~ J, we have xr = 0€ J and ( rx ) R = r ( xR ) = (0) so 
that rxc:Jas well. Thus Jis an ideal. Since Rhas a 
non-trivial multiplication, J :/R. Hence J = (0). Simi-
larly, J' := ( xi; RI Rx= (0), = (0). 
The following result shows that the property of example 1 
completely characterizes division rings. 
Lemma 3: Let D be a ring with non-trivial multiplication and no non-
trivial right ideals. Then D is a division ring. 
I' ; 
r 
i 
l ·• I . 
1 
I 
' .. 
.... 
6. 
Proof: From lemma 2 and the present hypothesis concern-
ing right ideals, bD=Dfor allb=;lOinD .. Thus, given 
a =I O, there is an element e € D such that ae = a. Since 
Ja = lb e D I ab = oJ is a right ideal and Ja '/ D, Ja = (O). 
But ae2 = (ae) e = ae. = a :/ 0, whence e 2 = e 't O and eD= D. 
_...,.. 
Now , Ie = l x£ DI xe = o} is a left ideal of D and since 
I9 D = Ie (eD) = (0), lemma 1 yields that le = (0). But 
(b - be)e = 0 for all b E D so that e is a right identity for 
D. Since b :/ 0 implies bD = D, each non-zero element 
of D has a right inverse with respect to e. Thus the 
non-zero elements of D form a group under the operation 
of multiplication in the ring D. 
The center of a ring is the set of elements which commute un-
der multiplication with every element of the ring. We shall denote by 
C (R) the center of the Ring R. For x, y E. C (R) and r 4c R we have 
(x - y)r = xr - yr= rx - ry = r(x ... y) and r(xy) = (rx)y = (xr)y = x(ry) = 
x(yr) = (xy)r so that (x - y) and xy both belong to C (R) . Thus C (R) 
is a subring of R. But C(R) is not necessarily an ideal as the follow-
ing remark indicates. Any non-commutative ring R with multiplicative 
identity 1 has 1 E C (R) but R = R · 1 ¢ C (R) . An example of this is 
afforded by the ring Dn . 
The structure of C (R) is easily detennined in the case of R 
being a simple ring. 
I 
. ,. 
···....Q... 
... - . 
. 
' Theorem 1 : The center of a simple ring is zero or it is a field. 
Proof: Let z be a non-zero eleme11t of C(R) ( if such 
exists) . By lemma 2, zR i (0). But since z E C(R) , 
zR is an ideal of R so that zR = R. Let e,Y'= R be 
such that ze = z, zy = e. Let r € R be arbitrarily given . 
Then there is an s ER with r = zs. Now we have er= 
ezs = zs = r = sz =sze = re. Thus e is the multiplica-
tive identity for R. Likewise, yr= yzs = es = se = szy= 
ry so that z has its inverse y in C (R) . 
7 . 
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n SIMPLE RINGS wrrH THE MINIMUM CONDrrION 
We recall that a left module Mover a ring R is a pair con-
sisting of an abelian. group Mand a composition Rx M 1• M (writ-
ten (r,m) ~ rm) satisfying, for all r,r1,r2 ~Rand all x, x 1,x2 E.. M 
i) (r1 + r2 )x = r 1x + r 2x 
ii) r(x1 + x2) = rx1+ rx2 
ill) (r 1 r 2) x = r 1 (r 2 x) . 
If in addition, R possesses a multiplicative identity 1 and 
iv) lx = x 
holds for all x E M, then M is called a unital left R-module. 
A ( left ) R-module M is said to have the minimum condition on 
sub-modules if every non-empty collection of sub-modules of M con-
tains a minimal element in the sense that it is pro1)erly contained in 
no sub-module of the collection. The followin.g lemma gives the 
equivalence of the minimun1 condition and the descending chain con-
dition on sub-modules. 
8 . 
Lemma 4: M be a module over the ring R. Then M satisfies the mini-
mum condition if and only if every descending chain M ..:J Ml -::J M 2 ::> 
M 3 ::> . . . of sub-modt1les of M tennina
tes. 
Proof: Let M satisfy the minimum condition and M .::, M 1 :J 
M2 ::> ... be a descending chain of sub-modules of M. 
The collection { Mi 1:, has a minimal element Mk and since 
Mj C Mk for j2k, minimality of Mk gives Mj = Mk for 
··: . -.. ,' -·-i.:~.,..,. ---
i,: 
j2k so that the chain terminates. Conversely, suppose 
that every ,descending chain of sub-m9dules terminates . 
9. 
Let [ Mi)i.eA be a non-empty collection of sub-modules of 
M. For a given i 1 € A, either Mi 1 is minimal in { M1 tt" 
, 
or there is an 12 E A with M. :J M1 . Now either M1 11 ~ 2 
• 2 
is minimal in f Mil_ ~r there is an i 3E A with M1 :J l Jlf,\ 1 -r-
Mi ;l Mi . Thus, the assumption that { M.\. con-
2 3 1 uA 
tains no minimal element a;J.lows us to construct a non-
terminating, strictly descending chain of sub-modules of 
M, contradicting our hypothesis. Hence the minimal con-
dition holds. 
A ring R is said to satisfy the minimum condition on left ideals 
if considered as a left R-module, R has the minimum condition on sub-
modules: for in this case, the (left) sub-modules of Rare just the 
left ideals of R. 
The classical radical of a ring R is defined to be the sum of all 
the nilpotent left ideals of the ring R. This radical will ~e denoted by 
N(R) . In view of the definition of N(R), the following results are of 
interest. 
Len1rna 5 ; Let L 1 and L2 be nilpotent left ideals of the ring R. Then 
L1 + Lz is a nilpotent left ideal. In consequence, any finite sum of 
nilpotent left ideals is a nilpotent left ideal. 
Proof: Let 1 1 ni = 1 2 n2 = (0). Then every element of 
(L )n1 + n2 - 1 1 + 1 2 is · a sum of products in each of which 
r 
t : I 
I 
·./' ., 
jl 
10. 
· there occur either' no less than n1 elemeitts of t 1 or no 
less than n2 elements of 1 2. In the first case , by asso-
ciating with each element of 1 1 appearing in the product 
the factors from 12 occurring to the left of it and to the 
right of the preceding factor from 11 , a product of at 
lea st n 1 elements of L 1 is obtained. It is clear, then, 
n1 + n2 -1 that each element of (11 + L 2) is a sum of 
n + n - I 
terms all of which are zero. Thus (11 + 1 2) 1 2 = (0). 
The remaining assertion follows by induction on the number 
of summands. 
There is a simple, computational duality in evidence here in 
which 11left 11 is interchanged with "right". In this sense, we may give 
a definition dual to that of the radical given above; i.e. , we define 
the rigl1t radical of the ring R to be the sum of all nilpotent right ideals 
of R. The striking result is that, in all cases, the right raclical coin-
cides with the radical ( thereby justifying our initial nornenclatural opti-
mism) as will be shown in theorem II. Lemma Sa is the dual formulation 
of lemma 5. 
Lemma 5 a: Let K1 and K2 be two nilpotent right ideals of the ring 
R. Then K1 + K2 is a nilpotent right ideal. In consequence, any 
finite sum of nilpotent right ideals is a nilpotent right ideal. 
Lemma 6 : Let L be a nilpotent left ideal of the ring R. Then LR is 
a nilpotent two-sided ideal of R. 
;· , .• ,_,1-:;._ .l--:, ,_ --·.• ·, .. ,.,-,. ,_ .~ • ' '','·-~ ·. ,' 
·- .... __ c-:--.._~_ -· - ·'' ,- -·-·· . __ .___._....,. ____ .,. __ ,,,...., • .:-.-:,o,-·.~ ----~ _ .. _ ... ..- ... --· _,. __ - - ·.:.. - • ...... - - - ~· ,.._ : ~---- --, - " 
-~.-
n-1 times 
. ---...... 
Proof: Let 1n a (0). Then (LR)n = L(RL)(RL) •.. (RL) R 
1n R = (0). 
Lemma 6a: Let I< be a nilpotent right ideal of' the ring R. Then 
RK is a nilpotent ideal of R. 
Theorem II : The (classical) radical of a ring R is a nil ideal (i.e., 
one consisting entirely of nilpotent elements ) which contains every 
nilpotent right ideal of R. 
11. 
Proof: Each element x E N(R) is a finite sum x = 11 + 12 + 
... + lm of elements from nilpotent left ideals 1 1, 1 2, 
••• , 1m of R. Since 11 + 12+ ... + Lm is· nilpotent 
and x ~ 1 1 + 12 + ... + Lm so is x nilpotent and N(R) nil. 
Now let K be a nilpotent right ideal of R. Then by lem-
mas Sa and 6a, the ideal K + RK is nilpotent. Since every 
ideal is a left ideal, K + RK C N{R). But KC K + RK. 
Finally, to shovv that N(R) is an ideal, we consider N'(R), 
the sum of all the nilpotent right ideals of R. Clearly, 
N' (R) is itself a right ideal of R. But since every nil-
potent right ideal is contained in N(R) so I'.J' (R) C N(R). 
However, a similar argument . shows that every nilpotent 
left ideal is contained in N'(R). Thus N(R) = N'(R) and 
.. 
being both a left and right ideal of R, is an ideal. 
The assumption that R satisfies the minimum condition yields 
the following stronger result. 
•r 
_l·1· 
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Theorem III: The radical of a ring R satisfying the minimum condition 
on left ideals is nilpotent. 
Proof: By lemma 4, the chain N(R) :J (N{R)l2 ::, • • • 
must terminate; say, M = {N(R))k = (N(R))k + 1 = .... 
First M2 = '(N(R)) 2k = (I\J(R))1<= M. Assume that M :/ (O). 
Then the set of left ideals L CM for which ML:/ (0) is 
non-empty. Let 1 1 be a minimal left ideal of this set. 
Then there is an x € 1 1 such that Mx :/ (0). But Mx is 
a left ideal of R satisfying M (Mx) = M2x = Mx :/ (O) 
and Mx C 1 1 CM. Thus Mx = 11 . In particular, there 
is a y E. M such that yx = x. Thus y11 x = y(y11-lx) = yx = 
x. But ye M implies that y is nilpotent, i.e. , there is 
a k Zl such that yk = 0. Thus x = ykx = 0 contradicting 
Mx ¥ (0). Thus it must be that (0) = M = (N(R))k . 
It may indeed happent that for a ring R, N(R) = (0). In this 
event, R is called N-semi-simple. It is clear, then, that an N-semi-
simple ring has no non-zero nilpotent one-sided ideals and conversely. 
Theorem "'N : A simple ring is N-semi-simple. 
PROOF: Lemma 1. 
In this more general setting we prove 
Theorem V: R be an N-semi-simple ring satisfying the minimum con-
dition on left ideals. Then every left ideal L :/ (0) contains a non-zero 
idempotent e such that L = Re. In fact, e is a right multiplicative 
identity for L. 
i.: I 
.I I ~ 
1-3. 
Proof: Let L be a minimal non-zero left ideal of R. For 
xe: L, Lx is a left ideal contained in L: hence, either 
Lx = (0) or Lx = L. Since Lis non-nilpotent there is 
at least one x e L such that Lx = L. Thus there is an 
element e E·L such that ex= x and in consequence, e2x = 
ex = x. Consider V = { y E L I yx = 0 J . If y E V then 
for all re R, ry ~ L since V CL and (ry)x = r(yx) = rO = 0. 
Thus V is a left ideal of R contained in L. Since ex = 
x :/ 0, V = (0). Thus since (e2 - e)x = 0, e 2 = e. In 
view of the fact that every left ideal contains a minimal 
non-zero left ideal, we have shown that every left ideal 
possesses a non-zero idempotent element. Now with every 
non-zero idempotent e of an arbitrary left ideal L of the 
ring R, we associate the left ideal Ve= f y~ L I ye= oJ . 
Let e be an idempotent in L for which Ve is minimal. If 
V8 :/ (0), Ve contains an idempotent e 1 with e 1e = 0. Let 
e' = ee - ee 1 + e 1 . Then e'e = { e - ee 1 + e1)e = ee = e = 
e(e - ee + e ) = ee' e'e =e1 = e e' so that e'e' = e'(e -1 1 ' 1 1 
but since e 1e' :/ 0, V , is properly
 contained in V contra-
e e 
dieting the minimality of Ve . Thus it must be that Ve = 
(0). _ Finally, v·;e have, for an idempotent e so chosen from 
the arbitrary left ideal L, that (x - xe)e = xe - xe2 = 0 for 
/ 
\ 
! 
i' 
l 
} 
I 
• l 
.I 
I -· 
I 
I 
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all xE L.. Thus, since Ve= (0), x - xe = 0 or x = xe for 
all x E L. That is, e is a right identity for L. We have 
now that L = Le C Re CL since e € L. Thus L = Re as 
,., 
. ' ' 
asserted . 
Theorem Vl : R be an N-semi-simple ring satisfying the minimum 
condition on left ideals; I= Re be a two-sided ideal of R. Then I= 
eR and e is uniquely determined by R. 
Proof: Consider the right ideal K = { x E I \ ex = 0 J . 
Since K CI the penultimate argument of the previous 
theorem shows that K = Ke. Thus KK = (Ke) K = K (eK) = (0) 
and since an N-semi-simple ring cannot possess non-
Q 
zero nilpotent one-sided iceals, K = (0). But e(y ..;. ey) = 
0 for ally€ I. Thus y = ey for all yE I. Uniqueness of 
e follows since if e' is an idempotent in I with I= Re' = 
e'R then e' = ee' = e. 
Corollary: Any N-semi-simple ring satisfying the minimum condition 
on left ideals possess·es a multiplicative identity. 
Proof: Theorem VI with I = R. 
The argument of theorem VI shows that if I is an ideal of R with 
I= Re where e is the idempotent whose existence is guaranteed by 
theorem V ( and whose uniqueness is established in theorem VI) then 
e commutes with every element of I; indeed e is the multiplicative 
identity for the ring I. Since for eachxER, ex,xeEI, we have 
ex = (ex)e = e(xe) = xe whence e EC (R). 
'• .. , ·-··--•··· •• ,.· ... "". ··· ·,-,., .,., ... ,. ',,,_._c,.----;,,..._ ,,...,,..;.._,.,;,~ -;:-,a. 1,~ '' ,',,•-40 -">,'·-, , ... '.. ,-, 
,' r '·, 
' ' 
- +,. 
Th.eorem VII; R be an N-semi-simple ring satisfying the minimum 
condit.ion on left ideals. There is a I - 1 correspondence between 
two-sided ideals of Rand central idempotents. 
15. 
Proof: It remains to note only that if e is an idempotent 
' 
belonging to C (R) then I = Re is a two-sided idea 1 of R. 
p 
Theorem VIII: Ras above, I= Re a two-sided ideal of R. Then R = 
I E9 I 1 where I' is an ideal of R uniquely determined by I. 
Proof: 2 2 Note that ( 1 - e) = 1 - 2 e + e = 1 - e and that 
(1-e)eC(R). Letl'=R(l-e). ForanyxeR,x=xe+ 
x(l - e) so that R is the sum of the ideals I and I'. 
Suppose O = x + y where x = te E I, y = u(l-e) EI' . Then 
O = (x + y)e = (te)e + u(l - e)e = te = x. Hence, also, 
y= 0 so that the sum of I and I' is direct. 
A related and useful result is embodied in the following lemma. 
Lemma 7: Ras above, I= Re an ideal of R. Then I is an N-semi-
simple ring satisfying the minimum condition on left ideals. 
Proof: Let L be a left ideal of I. Since L CI, L = eL 
whence RL = R(eL) = (Re)L = IL C L so that L is a left 
ideal of R. 
An ideal of a ring is called simple if considered by itself it is 
a simple ring. It is clear that a Sifl'.lple ideal of a ring must be a 
minimal non-zero ideal. The converse is true if the ring in question 
is N-semi-simple and satisfies the minimum condition on left ideals. 
.. ' 
.. 
16. 
Lemma 8: I= Re be a minimal non-zero ideal of an N-semi-simple 
ring R satisfying the minimum conditio11 on left ideals. Then I is simple. 
Proof: Certainly I I :/ (0). Let T ¥ (0) be an ideal of I 
( that is, T is a subring of I (hence, of R ) such that 
IT C T, TI CT ) . Since by lemma 7 , I is N-serni-
simple and satisfies the minimum condition on left ideals, 
there is an idempotent e'ETnC(I) such that T=Ie' . 
. 
Thus, RT = R(le ') = (RI)e' le'= T and TR= (e'I)R = 
e'(IR) C e'I = T so that T is an ideal of Ras well. By 
the minimality of I, T = I. 
Lemma 9: Let s1 , ... ,Sn be distinct simple ideals of an N-semi-
simple ring R satisfying the minimum condition on left ideals.· Then 
the sum S 1 + ... + Sn is direct. 
Proof: Let e 1 , ... , en be the multiplicative identities 
for S 1 , •.. , Sn respectively. Since each s1 , l~i~n , is 
minimal, Sin SJ = (0) for distinct i and j. Thus for 
i a/ j e1 Sj = (0). To show that the sum S1 + ... +Sn is 
direct, it will suffice to show that zero has only one re-
presentation as a sum of elements of s1, ... , Sn. To 
this end, let O= s 1 + ... + sn with sie.Si, l'i~n. For 
e. s. = s 
J J j • 
The structure of N-semi-simple rings satisfying the minimum 
condition on left idea ls may now be revealed. 
.. ,.. ,~ ... 
' < . 
.. 
.. 
. 
17 . 
Theorem IX: An N-semi-simple ring R 'I (0) satisfying the minimum 
condition on left ideals contains only a finite number of simple ideals 
of which it is the direct sum. In addition, any non-zero ideal of R 
is the direct sum of those simple ideals which it contains. 
,· •J 
' 
., 
Proof: By lemma 8 and the minimum condition, the col-
lection of sin1ple ideals of R is non-empty. Consider 
the collection of ideals R(l - e) where e is any finite sum 
of multiplicative identities of distinct simple ideals of 
R. By the minimum condition, we can find simple ideals 
Re 1 , ... ,Ren such that withe= e 1 + ... +en, R(l - e) 
is minimal. By ·lemma 9, the sum Re 1 + • •• 
't 
direct. Thus it is clear that R = Re 1 ED ••• 9 Ren EB 
R(l - e). If R( 1 - e) :/ (0), then it contains a simple ideal 
Ren+ 1 and with e' = e + en + 1 we have R = Re 1 ED ••. 9 
Ren Ci Ren+l ED R(l - e') since by theorem VIII, R(l - e) = 
Ren+l EB R(l - e') . But R (I - e') is properly contained 
in R (I - e) contradicting the minimality of the latter ideal. 
Thus it must be that R(l - e) = (0) and R is the direct sum 
of a finite number of its simple ideals. But R has no 
other simple ideals for if T = Re' is a simple ideal of R 
distinct from Re 1 , ... , Ren then e1e• = 0 for lf.ifn 
whence T = (Re 1 8 ... Ci Ren)e' = (0). Finally, if I=/ (0) 
is an ideal of R , it is N-semi-simple and satisfies the 
minimum condition on left ideals by lemma 7. Also, the 
/ 
18. 
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argument of lemma 8 shows that every ideal of I con-
sidered as a ring is, in fact, an ideal of R. Thus the 
last assertion of the theorem follows from the first parts. 
In the results which follow, our attention reverts increasingly 
to simple rings satisfying the minimum condition on left ideals. The 
famous Wedderburn theorem is the culmination of these remarks and 
: • ~ I 
in order to lay bare the motivation for what follows, it is now stated. 
Theorem X (Wedderburn): If R is a simple ring satisfying the mini-
mum condition on left ideals there is a division ring D and an integer 
k~ I such that R is isomorphic to Dk . Furthermore, k is uniquely 
determined by Rand D is determined up to an isomorphism. 
The attack on the Wedderburn theorem is to be divided in to 
two parts~ - first, to establish the existence of such a ring, Dk , of 
matrices isomorphic to the given simple ring and then to establish the 
uniqueness assertions. 
Theorem XI: Let R be an N-semi-simple ring satisfying the minimum 
condition on left ideals and L be a left ideal of R. If 11 is a left 
ideal of R contained in L, then there is· a left ideal 1 2 of R such that 
L = 1 1 EB 1 2 • 
Proof: Let e,e 1 be respectivAly right multiplicative iden-
tities of L ,11 whose existence is guaranteed by theorem 
V . Let 1 2 = l x t L I xe 1 = o\ -the set of left annihi-
lators of e 1 in L which is clearly a left icleal of R. For 
a EL we may write a= ae 1 + (a -ae 1), where ae 1 E. 1 1 
,;,. 
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and (a -ae1)e 1 = O sothat(a--aei)EL2 • Thus·L=L1 + 
-
t 2 . Now suppose that O = y + x where y = te1 ti L 1 
and x E Lz . Then O = Oe 1 = (y_ + x)e 1 = (te 1)e i + xe 1 = 
te1 + 0 = y, hence, also, x = 0. The uniqueness of re-
" 
presentation of zero as a sum of elements of 11 and L2 .. 
shows that the sum 1 1 + 1 2 is indeed direct. 
We note that in the analogous result for two-sided ideals (given as 
theorem VIII) the complementary ideal was uniquely determined by the 
given ideal. This is no longer the case here as it is clear that 
there are as many left ideals contained in L complementary to 1 1 as 
there are generating idempotents for L 1 . The difference of course, 
is that for a two-sided ideal we are able to show that the right 
annihilators of any generating idempotent for the ideal form a nil -
potent ·c hence, small) right ideal in the ring. Thus we are able to 
establish theorem VI and, in particular, the uniqueness of the genera-
ting ide111potent for a given ideal. 
Corollary: Any N-semi-simple ring R satisfying the minimum con-
dition on left ideals can be written as the direct sum of a finite 
number of minimal (non-zero) left ideals. 
Proof: The minimum condition assures the existence of 
at least one minimal left ideal 1 1 ¥ (0). Applying 
theorem XI , we obtain a left ideal L_'1 with R = 11 EB L1' . 
But 1 1' must either be (0) or itself contain a minimal 
non-zero left ideal 1 2 . Again, we are assured of the 
existence of left ideal 1 2 ' with 1 1' = 1 2 ED 1 2 ' . Con-
.....  
' 
_,.'f"). 
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tinuing in this manner: we obtain a strictly decreasing 
chain 11• 3 ... ~ Lk'~ ... of left ideals of R which, 
1n view of the nature of Lk • , must terminate in (0). Let 
n be the .smallest index for which Ln' = (0). Then R = 
, "- l , I•• ,If ,-. \, ' • • .' I 
L1 ~ · ..• 9 Ln · ·where· 1 1 , .•• , Ln are as asserted . 
We recall that an R-homomorphism between left R-modules is 
a function h: M > N satisfying h(a + b) = h(a) + h(b), h(ra) = rh(a) 
for all a, b E M, r E: R . If h : M > N is an R-hornomorphism then the 
<-...) 
set h[M] = lh(m)-1 mE M\ C N is a sub-module of N and h[_M] is 
said to be a homomorphic image of M as an R-module. 
Lemma 10: Let R be any ring, L a left idea 1 of R. Then the sum S 
of all left ideals of R which are homomorphic images of L ( as left 
R-modules) is an ideal of R. 
Proof: Let L' = h[L] be any homomorphic imagine of L. 
For any x E R, L 'x is a left ideal of R. Furthermore, 
the function h': L ) L 'x defined by h '(1) = h (l)x for 
IE Lis clearly an R-homomorphism and h'[L] = h[L] x = 
L'x. Hence, L'x is a summand of S. Thus Sis closed 
under the formation of products of elements of S on the 
left by elements of R on the right, i.e. , SR C S. Then, 
since S is certainly a left ideal, it is an ideal of R. 
.... -
Theorem XII : All the minimal left ideals of a sirnple ring are isomor-
phic as left modules. 
Proof: Let L be a minimal left ideal of the simple ring R. 
\,, 
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All non-trivial homomorphic images of L ( as a left R-
module ) "are isomorphic I for the k.ernel of a11y such homo-
morphisrn is clearly a left ideal of R contained in L. Since 
these isomorphic i1nages are certainly minimal left ideals 
of R, the previous lemma shows that R is the sum of 
(all) minimal left ideals isomorphic to L. Let M be any 
minimal left ideal of R. Since MR :/ (0), there is a 
minimal left ideal L' of R isomorphic to L such that ML';' 
(O). Thus there is an x EL' such that the left ideal 
Mx :/ (0). Since Mx CL' , Mx = L' . The correspond-
ence h: M l L' given by h{y) = yx is a module homo-
morphism of M onto L' and is clearly one-to-one. Thus 
M is isomorphic to L' and hence al so to L. 
Alternate proof: Note that if I-=/, (0) is a proper left ideal 
of R, then I+ IR= Rand since IR:/ (0) is a two-sided 
ideal, we have that IR = R. Note, also, that two mini-
mal left ideals of R are either identical or have (0) inter-
section. Let L, M be any minimal left ideals of R. Then 
LR= R = MR. Since R i (0), there must exist elements 
x E L, y € M, u, v ER such that O ¥ xu = yv. Observe, 
however, that Lu is a minimal left ideal of R isomorphic 
( as a left R-module ) to L and similarly Mv is a minimal 
left ideal of R isomorphic to M. Now, in view of the fact 
1 .• 
• , 
. 
that xuE LunMv, we have that Lu =Mv. Hence, Lis 
isomorphic ( as a left R-module ) to M. 
Theorem Xl 11 : The left ideal L = Re of a ring R without nilpotent 
one-sided ideals is minimal if and only if eRe is a division ring. · 
Proof: ,. Suppose, first, that eRe is a division ri11g and 
that (0) ¥MC L where M is a left ideal of R. By 
theorem V, M = Me and since LM C MM:/ (0), we see 
that eMe = eM :/ (0). But (eRe)(eMe) = e(ReM)e C eMe 
so that the latter is a left ideal of eRe. By the result 
of example 1, eRe = eMe; i.e., eL = eM. In particular, 
e = ee E eL = eM C M, so that L = Re C RM = M. Thus 
22. 
L = M. Conversely, let L = Re be a minimal left ideal of 
R. Note that for yE.L, either Ly= (O)or Ly=L. In the 
first instance, the element ey E: eL = eRe is zero. On the 
other hand, since VY= { 1 ~ L \ ly = 0 J is a left ideal 
contained in the minimal left ideal L, from Ly= L follows 
VY = (0). Thus, for any x,y€ L such that ex =/0, ey =I 0, 
we have (ex)(ey)=exy:/0; i.e., there are no divisors of 
zero in eRe. Now, to show that eRe = eL is a division ring, 
it suffices to exhibit left inverse elements ( with respect to 
the multiplicative identity e of eRe ) for the non-zero 
elements of eRe. But if x € L is such that ex =I O, then 
there is a y € L satisfying yx = e, whence (ey) (ex) =eyx =e. 
I 
l 
. ' l 
• 
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Corollary: If L = Re is a minimal left ideal of the ring R in which 
there are 110 nilpotent one-sided ideaJs, then N = eR is a minimal 
right ideal. 
23. 
Proof: In theorem XIII, replace . "left" by "right" (altering 
the role of e accordingly) throughout. 
Theorem XIV: Let R = 11 ED ••• E9 Lm where 11 , ••• ,Lm are minimal 
left ideals of the simple ring R satisfying the descending chain 
condition on left ideals. Let L = Re be a minimal left ideal of R. 
Then, considered as a (left) vector space over the division ring eRe, 
N = eR has dimension m. 
Proof: We remark, first, that if M 1 , ... , Mk are left 
R-modules isomorphic, respectively, to M 1 • , .•. , Mk' , 
then M 1 ED ... EB Mk is isomorphic to M 1 • ED ... ED Mk' . 
We note, further, that the corollary to theorem XI assures 
us of the existence of a direct sum representation for R 
in the fonn which is hypothesized. As a final preliminary, 
we observe that since (eRe) eR C eR, N is indeed a 
(left) vector space over eRe. Now, suppose that the ele-
ments a 1 , ... , a 0 of N are linearly independent with re-
spect to eRe. Suppose, in addition, that we have elements 
x1 , ... , xn of R, not all zero 1 such that x 1 a 1 + ... + xnan 
= 0. For a€ N, we have ea =a. Thus, first, with yi =. 
x1eE L, lSi~n, y 1a 1 + ... + Ynan == 0 and, second, La1 , 
l~i~n, are mi11imal non-zero left ideals. We assume that, 
for example, x 1a 1 = y 1a 1 "I 0. Then since Y1a1 = -(yzaz + 
., __ '•,r-,.:r"" 
' ~ 
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_ and since the latter is a left ideal conta~ned in La 1 , it is 
precisely La 1 ; i.e., La 1 C La 2 + ... + Lan . In particu-
lar, a 1 = ea 1 E La 1 , so that there exist zi f: L, 2~i!.n, 
satisfying a 1 = z2a 2 + ... + zn~n . 'l'hus ea 1 = ez2a 2 + 
... + ez a 
n n • 
But e :/ 0, -ez2 , .... , -ezn are all in 
eRe contradicting the linear independence of a 1 , ... , an 
over eRe. 
X a = 0 
n n · 
Thus it must have been that x 1a 1 = ... = 
Thus the sum La 1 + ... + Lan is direct and by 
theorem XII together with our first preliminary remark, n~m. 
Thus N has dimension k~m over eRe. Suppose that the 
set ( a 1 , ... , ak) C N forms a basis for N over eRe; 
i.e. , N = (eRe)a 1 + ... + (eRe)ak . Since e E. LN which is 
a two-sided ideal of R, R = LN = L(eRe)a 1 + ... + L(eRe)ak 
= Re(eRe)a 1 + ... + Re(eRe) ak = Rea 1 + ... + Reak = La 1 + 
... + Lak . Again, by our first preliminary remark, kzm 
which to-gether with the previous inequality gives k = m. 
Thus we have a basis a 1 , ... , am for N = eR over the division 
ring eRe. Since N is a right ideal and multiplication in R is distribu-
tive, each x E R determines an (eRe) - linear transformation x: N ~ N 
by x(a) = ax for all a€ N. This tra11sforn1atio11 is completely deter= 
mined by its effect 011 the basis eleme11ts a 1 , ... , a '.Q1 ; say, a .x = 1 
"' ~ z a , z 6 eRe. L, ij I iJ' 
• t l J; 
With eRe = D, the correspondence x .._., (z ) 
ij 
J- --~ ~ Ill 
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is a ring homomorphism of R into D 
m 
. Now VN = { x £ R \ Nx = (0) J 
is an ideal of R , for, VN is clearly a · subgroup of the additive 
since N is a right ideal of R. But NN i (0). Thus, VN = (0) from 
which it follows that the ho~omorphism x -) (zij) is one-to-one. 
For, if x -i O € Dm, the definition of our homomorphism i11dicates 
that a 1x = 0, l~i~m. Since every element of N can be written as a 
WI 
sum Z y,a,, Y.ED, l~i'-m, it is clear that Nx = (0); i.e., xEVN. l=, 1 1 1 
Finally, by means of the following theorem, we show that the homo-
morphism is onto Dm , thus that R is isomorphic to Dm . 
Theorem XV: Let a 1, ... ,am form a basis for the minimal right ideal 
N = eR of the ring R , considered a sa vector space over the division 
ring D = eRe. Let b1, ... , bm be any elements of N. Then there is 
a (unique) element x of R such that a 1x = bi for 1~ i 4'm. 
Proof: Uniqueness of the element x, if it exists, fol-
lows from the fact that the correspondence x ) (z1j) 
is one-to-one. Now since R has a multiplicative identity 
( by the corollary to theorem VI ) and N is a minimal 
right ideal, a 1R = N. Hence, there is an element x 1E R 
such that a 1x1 = b 1 . Suppose, that for a given j , 
1~ j ( m, we have elements x1 , ... , xj R satisfying 
a1 Xj_ = b1 , lf i~j , and akxi = 0, lf: ifj, l~k~m, i =I k . 
Set L = Re, L' = La 1 + ... + Laj + Laj+Z + ... + Lam 
f •• -, ' 
·11 :; 
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and let e • be a generating idempotent for L' . L • ( 1 ~ e ') 
= ( 0) since e' is a right identity for L • , but since L' is 
proper, 1 - e' f O and R(l - e') ¥ (0). However, R = LN = 
L(Da 1 + ... + Dam) so that aj+l (1 - e') :/ 0. Thus aj+l 
· (1 - e')R =.N sc) that there is an element Yj+l such that, 
with xj +l = (1 - e')Yj+l ,aj+l xj+l = bj+l . ( Our ap-
parent optimism in the matter of the inductive hypothesis 
is justified by this argument, since it is clear that 
ak xj+ 1 = 0 for k :/ j+ 1 and x1 , satisfying the inductive 
hypothesis may be found in this manner.) Thus, we ob-
tain elements x1 , ••. , xm E R such that a1x1 = bi , 1~ ifm, 
aJxk = O, l~j,k~m, j :/k. With x = x 1 + ... + xm, we 
have aix = bi , 1~ i ~m, as required. 
Only the uniqueness assertions of theorem X remain to be estab-
\ 
lished. As a first step in this direction, we prove the following 
result. 
Lemma 11. L = Re be a left ideal of the ring R. Let the collection, 
H ,of R-homomorphisms h: L -t L ( where L is considered as a left R-
module ) be given the structure of a ring by pointwise definition of 
addition and multiplication of two such R-homomorphisms. Then the 
rings H and eRe are isomorphic. 
Proof: Consicler the correspondence f' : H ~ eRe given 
by Cf> (h) = h(e) = h(ee) = eh(e) = eh(e)e ~ eRe (since h is an 
.r 
J' 
~---- - -1 ... . ' ....... , 
R~homomorphism and eh(e) E: L) . From the pointwise · 
nature of the definitions of addition and multiplication 
in H, ·it is clear that 'I' is a ring homomorphism. Sup-
pose lf'{h) = 0 for h ~ H. Then h(e) = O. Thus h[L] = 
27. 
htile] = Rh(e) = (0); i.e. , h = 0, whence t( is one-to-one. 
Finally, let x be an arbitrary element of R. For an arbi-
trary element 1 ~ L define h(l) = lxe E: L. We have h(l 1 + · 
1
2
) = (11 + 12) xe = 11xe + 12xe = h(1 1) + h(12) and h(rl) = 
(rl)xe = r(lxe) = rh(l) for arbitrary elements 1,11 ,12~ L 
and r E R. Thus h£ H and since Lf{h) = h (e) = exe , the 
correspondence 'f' maps H onto eRe which completes the 
proof of the lemma . 
An idempotent element e of the ring R is said to be primitive 
if it cannot be expressed as the sum of two non-zero, orthogonal 
idempotents (idempotents e , f are called orthogonal if ef = fe = 0). 
Lemma 12: If e is an idempotent element of the ring R such that 
L = Re is a minimal left ideal of R, then e is primitive. If R is 
N-semi-simple, the presence :,.: <: : .-i!.11in1um condition guarantees 
the converse. 
Proof: Let the idempotent e be such that L = Re is a 
minima 1 left ideal of R and, in addition, a s su me that 
e = e' + e 11 where e' and e" are idempotents satisfying 
e 'e 11 = e "e ' = 0 . Since e ' = e 'e E L , also e II E L . L' = 
• .c...;, • .,,,·,-,l-r·,11'>' 
:• -
.,_. ., 
·, 
Lemma 13: 
··1 
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Re' is a left ideal conta-ined in L. If L' = (0), then·e• = O· t 
since e', L'. If, on the other hand, L' =·L ~en e" £ L' ; 
hence, there is an r£ R such that e" = re• . Bute"= e 11e" 
= re'e" = 0 since e' and e" are orthogonal. Thus e is 
primitive. The second assertion is an immediate conse-
quence of theorems XI and V. 
Let R be a simple ring satisfying the minimum condition 
on left ideals. If e and e' are primitive idempotents of R, then the 
(division) rings eRe and e 'Re' are isomorphic. 
Proof: Lemma 11 says that eRe and e'Re' are isomorphic, 
respectively, to the rings H, H I of all R-homomorphisms of 
the left R-modul~s Re, Re' into themselves. But Lemma 12 
and theorem XII together guarantee that Re and Re' are iso-
morphic in the most helpful sense - precisely as left R -
modules. Thus H and H' are isomorphic rings. 
Lemma 14: Let D be a division ring, 1 denote its multiplicative 
identity, k be a positive integer. Then in the ring Dk , e = (1 i il ~ 1) 
is a primitive idempotent and eDke is a ring isomorphic to D. 
Proof: The second assertion is trivial a11d the first will 
follow from len1ma 12 when we show that the left ideal 
Dk e is minimal in Dk . But Dke == l (a ij} f. Dk \ aij = 0 
whenever j > 1 J . It will suffice, then, to show that if 
L is a non-zero left ideal of Dk, L C Dke, then L con-
_,. 
,1, ...... , 
• 
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tains every matrix of Dk having only one non-zero entry, 
that entry appearing in the first column. Let (bij) be the 
matrix having bhl = b :/ 0, precisely for one h, l~h~k, 
bij = O otheiwise. Now, if L :/ (0), L contains some 
· non-zero matrix (aij) £ Dk e . Thus there is some m , 
l~m~k, with a 1 = a ¥ 0 while a .. = 0 whenever j> 1. m lJ 
. -1 
Let (xij) be the matrix of Dk having xhm = ba I 
the lemma. 
The uniqueness assertions of theorem X are now· easily estab-
lished. For if the simple . ring R satisfying the minimum condition on 
left ideals is isomorphic to full matrix rings Dk, D'k' over 'division 
rings D,D' then we consider idempotents e, Dk ,e' € D'k' chosen 
as in lemma 14. Their respective isomorphic images, f, f'£R, are 
obviously primitive idempotents. By lemma 14, D is isomorphic to 
e Dk e which is in turn isomorphic to fRf. By lemma 13, fRf is iso-
morphic to f'Rf' . As above, f'Rf' is isomorphic to D' . Thus D 
is isomorphic to D' and it follows immediately that k = k'. 
•,4)"'• 
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m DENSE ·RINGS OF LINEAR TRANSFORMATIONS IN A 
VECTOR SPACE OVER A DIVISION RING 
Let M be a vector space ( i.e. , module ) over the division ring 
,, D. We shall denote by L the complete ~ring ~f linear transformations 
' , 
of M into itself. Let A be a subset of L and k 1 an integer. A 
will be called k - fold transitive if for any k ordered pairs, (x1, y1), 
1~ ifk , of elements of M where x 1 , ... , xk are linearly independent 
there is an h EA satisfying h(x1) = y1 , l~i~k. If the dimension of 
M over D is less thank, any subset of Lis vacuously k-fold transi-
tive. Apart from this case, if A is k-fold transitive, then it is j-
fold transitive for any j, l!Sj6k. If A is k-fold transitive and the 
dimension of M over D is k, then clearly A = L. A subgroup, N, of 
the additive group of M is said to be invariant under A if for each 
h E' A, h[NJ C N. A is an irreducible set of linear transformations 
if the only subgroups of M invariant under A are (0) and M. 
Lemma 15: Let A be a I-fold transitive subset of L. Then A is 
in .. educible. Conversely, ·if A'/ (0) is an irreducible subring of L, 
then A is I-fold transitive. 
Proof: Assume M =/ (0) for otherwise both assertions 
are vacuously satisfied. Let A C L be I-fold transitive 
and let N :/ (0) be a proper subgroup of M ( if such 
exists). Let x EN, y EM be chosen so that x-:/ 0, 
.\ 
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y4.N. Then there is an h£A with h{x) = y. Thus 
h [N] '/: N. Conversely, let x '= M, x /0. Since A is 
a ring, Nx = { h(x) \ h EA) is a subgroup of M satis-
fying h [NJ ~ Nx for all h EA. If Nx = (0), then the 
subspace sp·atined by·x is a subgroup 1rivariant under A 
from which would follow that M is in fact the subspace 
spanned by x whence A= (0). Thus it must be that Nx = M. 
A subset of L is said to be dense if it is k-fold transitive for 
all k ~ 1 • If M is finite dimensional and A C L is dense , then A = L. 
Lemma 16: A is dense if and only if for any finite dimensional sub-
space N of M and any linear transformation g: N >N there is an 
h £ A such that h agrees with g on N. 
Proof: Let A be dense, N be a finite dimensional sub-
,, 
space of M with basis x 1 , ... , xk and g: N , Na linear 
transformation. Since A is k-fold transitive, there is an 
h E: A such that h(x1) = g{xi), 1, i{k. Conversely, let k ~l 
be given. For any pairs (xi, y 1), 1 ~ 1 ~k, where x1, ... , xk 
are linearly independent ( if this is in fact possible), the 
subspace N of M spanned by { x 1, ... ,~, Y1, ... , Yk} 
has dimension at most 2k and there is a linear transfor-
mation g:N >N such that g{xi)= y 1 , l~i~k. Thus 
there is an h EA with h(x1) = y1 , l~i~k. 
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Lemma 17: L and F = { h E L \ h (M) is finite dimensional} are both 
dense. 
Proof: Since F CL it will suffice to show F dense. To 
this end, let N be any finite di1ne11sio11al subspace of M 
and g: N -., N be a linear transformation. 
• ,·-.,., ................... ,~_;,,j'"~• - • PfJ.4' ---.,~,,.11 . ..-1'), I :,· -\I~'.. Lt, I · • "•' ' - -,-. 
We obtain, ~. 
in the following manner, a subspace, N' C M comple-
mentary to N: consider the collection {: = f TC M 1 
Ta subspace and TnN = (O) . Certainly t -:/ /8 
since (0)€ : . ( forms a linear system in the sense 
that any ascending chain of such subspaces has an upper 
bound ( namely, the union of the subspaces in the chain) 
in d . Thus by Zorn's lemma, there is a maximal ele-
ment N'E (/. Clearly, M = N + N' . Thi.ls each x cs- M 
has a unique representation x = y + z where y EN, zE N'. 
Now, if we define f: M > M by f (x) = g(y), f is a linear 
transfonnation and since N is finite dimensional, f E F. 
The desired result follows from lemma 16 since f agrees 
with g ori N. 
The elements of F are called finite -valued linear transformations 
in M. If f,ge.F, h EiL, we have (f-g)[M], (fh)[M] and (hf)[MJ are 
all finite dimensional from which it follows that F is an ideal in the 
., 
ring L. The cn1cial property of the ring F is given in the theorem XVI 
and is an immediate consequence of the following result. 
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Lemma 18: ·Let A be a dense subring of Land let B be an ideal in 
A containing a non-zero eleme11t h E F.. Tl1en if N is anJl fi11ite dimen-
sional subspace of Ivl, there is a projection p t B of Ivi onto N. 
Proof: Let y 1, .•. , y n be a b
asis for h[ M] . We pro-
ceed by induction. Let x :/ 0 be given . Choose x 1 € M 
such that h(x1) = y 1 . Since A is dense, there is a g 1 E- A 
satisfying g 1 (y1)=x1 and 9 1 (y1)= 0, 2~i~n. Then 
9 1 h (8 and since g 1h(x1) = x 1 and gl carries h[M] into 
the sul)space spa11ned by x 1, g1h is a projection of M 
onto that subspace. Now let g2 , g3 € A be such that
 
92(x) = x 1 and g 3(x1) = x. Then p = g3g 1hg2 is a pro-
jection of M onto the subspace spanned by x and clearly pf B 
so that the result is proved in the case that the subspace 
N is one-dimensional. We assume now that it is true for 
subspaces of dimension k - 1 and that N has dimension k. 
Let Nk-l be a subspace of N of dimension k - 1 and let 
Pk-l E B be a projection of M onto Nk-l . Let N 1 = 
{ yE NI pk-l (y) = oJ . Let x EN. Then pk-l (x) E 
Nk-l . Since x • (x - pk_ 1(x)) + pk_ 1(x) and pk-l (x -
Pk-I (x)) = 0, N = Nk-l + N 1 and the sum is direct since 
Nk-l (\ N 1 = (0). Thus N 1 is the complement of Nk-l 
relative to N, from which it is clear that N 1 is one-di-
mensional. Let p1 £ B be a projection of M onto N 1 and 
.• 
~-
T 
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set P =Pk-I+ p 1 - plpk-l E. B. Thus if xE' N, x = y + z 
( indeed uniquely) where y ~ N 1 , z e- Nk-l and p{x) = 
p{y} + p(z) = pk-1 (y) + pk-l(z) + pl(Y) + pl(z) - P1Pk-l(y) 
- Pi Pk-1 (z) = 0 + z + y + Pl (z) - Pl (0) - p1 (z) = y + z= x. 
For arbitrary x e M, p(x) EN so that p is the desired pro-
jection of M onto N. 
Theorem XVI; Any dense ring AC F ( in particular, F itself ) is simple. 
Proof: Let B be a non-zero ideal in A and let h be an 
arbitrary element of A. Since h € F and BC F , there is 
a projection g €. B of M onto h lM 1 · But h = gh EB. Thus 
B = A. 
Theorem XVII: If B ¥ (0) is an ideal in the ring L, then F CB. 
Proof: First an F :/ (0). For otherwise, since BF and FB 
are both subsets of Fn B, we would have BF = FB = (0). 
Now , if u £ M , u :/ 0, every x € M has the fonn x = g (u) 
X 
for some gx E F. Then for any h £Band any x ~ M, h(x) = 
hg (u) = O; i.e., h = 0. Thus B = (0) contradicting our 
X 
assumption. Since we have shown that B contains a non-
zero element of F, the method of proof of theorem XVI can 
be used to show that F C B. 
We turn now to an examination of one-sided ideals in dense 
subrings of L. Let N be a subspace of the vector space M. We 
shall call hE Lan annihilator of N if h [N] = (0) and h will be called 
. ' 
' ; 
.... 
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a retraction on N if h(M] C N. Suppose A is a subring of L. Then 
the collection, I (N), of annihilators of N in A is a left ideal of A. 
Similarly, the collection, J (N), of all retractions on N in A is a right 
ideal in A. Clearly, I (N)J (N) = ( 0) and if N 1 C N 2 we note the re-
lations I (N2) CI (N 1) and J (N 1) C .J (N2); 
Suppose thg~t A is dense and N is finite dimensional. If N :/ M, 
then I (N) 'f (0). For if x 1, ... , ~ is a basis for N and ~+l is any 
element of M not in N, then x 1, ... , xk+ 1 are linearly independent and 
since A is dense there is an ht A with h(x1) = ... = h(xk) = 0 and 
h(xk+l) :/ 0. Thus h IO and hE I(N). The same argument also shows 
that if N 1 is finite dimensional and N 1 ~ N2 , then I (Nz) ~ I (N 1). 
Suppose now that the dimension of N2 over D is precisely one greater 
than the dimension of N 1 over D. Then I (N 1) is prime over I (N2) in 
the sense that no left ideal of A lies strictly between them. For sup-
pose I is a left ideal of A such that I(N1)::, I :::>I(N2) and let gE. I 
be such that g 4 I (N 2). Then if x is any element of N 2 not in N 1 , 
g (x) :/ 0 and if h is an arbitrary element of I(N 1) there must be an 
f e: A such that f(g(x)) =h(x) • This says that (fg - h) (x) = 0 so that 
(fg :.- h) annihilates N2 . Since fg, I, we have that h € I whence 
I = I (N 1). 
Since I (0) = A, we have shown that for any x ( M, x :/ 0, 
I <{ xJ) is a maximal left ideal in A. 
Theorem XVI 11: If A is a dense subring of L, then A contains maxi-
\ 
. ..... -• 
,. 
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··. - ' -
36. 
tttal · left ideals-·-·-and· · the intersection of all the. maxima.1 left. __ .ideals .of .. _. ------·--· .. ·-···"·· ,. 
A is the ideal { 0) . 
Proof: If, in particular, h E I <{ x\) for all x £ M , then h 
= 0. 
The result which follow,s is of gr e~t importance. 
Theorem XIX: Let A be a dense subring of L. Then A satisfies the 
descending cha in condition for left ideals if and only if M is finite 
dimensional over D. 
Proof: Suppose that (M:D), the dimension of Mover D, 
is m. Then there is a chain of subspaces (0) = N 0 ~ 
N1 ~ ... $:Nm= M where (Ni:D) = (N1_1:D) + 1, l~i~m. 
By the remarks preceding theorem XVIII, there is a chain 
of left ideals A= 10 ~ I ~ ... ~I = (O) ,where 1.= 1 m J 
I (Nj) , such that no left ideal of A occurs between con-
secutive elements of the chain. Let J 1..::l ••• ::> Jk..:, ... 
be a chain of left ideals of A. The left ideals of the 
chain I 1 (\ J 1.? ... :::J I /1 J k :::::> ••• are all contained in 
1
1
, hence, are all certain of the I.'s. 1'hus, _there is a 
. J 
k>O such that 1/l Jn = 1[\ Jk for all n~k. If Jn C 11 
for some nZk, we are done. Thus we assume that this 
is note the case. Since I 1 is maximal, the left ideal 
generated by I UJ is all of A for any n. Suppose now 
1 n 
that for some n2 k, J ~ J . Then there is an h E J 
n~ ~l n 
... , 
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f E I 1 and a g ~ J n+ 1 such that h = f + g. Thus h - g = 
f E I1n Jn = r1nJn+l , Then h = (h - g) + gE J con-n+l 
tradicting our assumption. Thus, in any case, Jn = Jk for 
all n ll. Conversely, if ~ is infinite di~ensional oyer D , . 
we can find an infinite properly ascending chain N 1 $ Ni 
~ ... , of finite dimensional subspaces of M. By our 
earlier remarks, I (N 1) ~ I (N2) ¢ ... fonns an infinite 
strictly decreasing chain of left ideals of A. 
Theorem XX: Let A be a dense subring of L containing non-zero 
elements of F. Then A contains minimal left ideals. 
Roof: Let N be any finite dimensional subspace of M. 
By lemma 18, A contains a projection p of M onto N. 
As before, if N' = { yl:.. M \ p(y) = o! then Mis the di-
rect sum of N and N' . We consider I (N') , By con-
struction, p EI (N') . For arbitrary x €. M, x = y + z 
where y E: N' , z E N and if h E. I {N') then h(x) = h(y + z) = 
h{y) + h(z) = h(z) = h p(x). Thus h = hp from which it is 
clear that I (N') = Ap. Now if N = { x! is one dimen-
sional and if h -:/ 0 and g are arbitrary elements of I (N'), 
h(x) :/ 0. Since A is dense there 'is an f EA such that 
f(h(x)) = g{x). But since g E. I (N') , it is completely de-
termined by its value at x so that fh = g. Hence, l(N') 
,..., ' ' ' 
.. 
\ 
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is generated by any of its non-zero elements which is suf-
ficie11t to prove tt1at I (N') is minimal. 
If M is an arbitrary commutative group together with an irre-
ducible ring, A, of endomorphisms acting in the group M, then.we 
may consider the centralizer, D, of the ring A in the complete ring 
. ' - -- -·· .... - .... - - ' ........... -· 
of endomorphisms in M. This is precisely the collection of endo-
morphisms which commute with every endomorphism in A. The follow-
ing lemma indicates that M may be considered as a vector space 
over D, under which interpretation it is clear that A becomes an ir-
reducible ring of linear transformations over D. 
Lemma 19 (Schur) : D is a division ring. 
Proof: 1Since the concept of irreducibility is introduced 
in terms of invariance of subgroups under the endomor-
phisms in question, the argument of lemma 15, with the 
phrase II subgroup generated by x" in place of "subspace 
spanned by x 11 , shows that if x :/ 0 and y are any ele-
ments of M, then there is an h E A with h(x) = y. Sup-
posed£ D and d(x) = 0 for some x ¥ 0 in M. Let y£ M 
and let h E. A be such that h(x) = y. Then d(y) = d(h(x)) = 
h(d(x)) = h(O) = 0 so that d = 0. Thus every non-zero 
element of D is, in fact, an automorphism of M. It is 
clear that the identity automorphisrn of I\!J is in D and 
that each dE D, di 0, has its inverse in D in view of 
i 
. ,' 
! 
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the relations d-1 (h(x)) = d(h(x))-l = d(h(x-1)) = h(d(x-1))= 
h(d-l (x)) for all h€ A. 
Theorem XXI : Let A =I (0) be an irreducible ring of endomorphisms 
acting in the comm1...1tative group M. If D is the centralizer of A in 
·) 
the complete ring of endomorphisms in M, then A is dense in M over 
D. 
Proof: Let x 1 , ... , xk E M be linear
ly independent over 
D and let y1 , ... , yk, M be arbitrary. We proceed 
by 
induction to show that there is an h E. A satisfying h(x1) = 
1£ ' .£.k Yi , -1 - • The case k = 1 has been dealt with above. 
k = 2: We first deduce the existence of an hz ~ A such 
that h2 (x 1) = 0, h2(x2) I 0. If such does not exist, 
then for any f ,gE" A, f(x 1) = g(x 1) implies f{x 2) = g(x2) . 
Since each y EM is of the form y = f(x 1) for some f EA, 
the above remarks indicate that the correspondence 
d:M ) M given by d{y) = f(x2) where y = f(x1) is single-
valued. For y,z, M, if f(x 1) = y, g{x 1) = z then (f + g) 
(x1) = y + z so that d(y + z) = (f + g)(x2) = d(y) + d (z) . 
Similarly, for any h E. A, if y = f(x 1), then dh(y) = hf (xz) = 
hd {y) so that d E D. Since h(x2- d(x 1)) = h(x2) - hd(x)1) = 
h(x2) - dh(x 1) = h(x2) - h(x2) = 0 for all h EA, it follows 
that x2 - d(x 1) = 0, contradicting the as~rurned linear 
independence of x 1 and x 2 over D. Similarly, 
there is an 
,.f 
. ..:.; . ,.:...·._ ., ...• __:.·:...-":~ .• ._. .. ,-------.=. 
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h1 ~ A such that h 1 (x 1) ¥ O and h 1 (x2) = 0. Let g 1 ,g2 € A 
be chosen so tl1at g 1 (h 1 {),c 1)) = y 1 and g2 (h2(x2)) = yz . 
Then h = g 1h 1 + g2h2 is the required endormorphism. 
k arbitrary_; We assume the rest1lt for k - 1. As above, 
-:-=7~-1r-suffiCes to prove the existence of an hk € A such that 
hk Cx1) = ... = hk(xk_ 1) = 0 and hk(xk) ¥ 0. The induc-
tion hypothesis insures the existence of a g £.. A satis-
fying g (x 1) = ... = g(xk_2) = 0 and g(xk) ¥ 0. Let B be 
the subset of A having this property . If g(xk_ 1) and 
g (xk) are linearly independent, then the case k = 2 gives 
the existence of an f € A such that f(g(xk_ 1)) = 0 and 
f(g(xk)) :/ 0 so that in this instance we may take hk = fg. 
Now, we assume that g(xk_ 1) and g(xk) are linearly de-
pendent , say g{xk_ 1) = dg(xk) for some d € D, d ¥ 0 (if 
d = 0, we are done ) . We may now choose an f EA such 
that f (x1 ) = ... = f (xk_2) = 0 and f(xk-l - dxk) ¥ 0. If 
now f(xk) = 0 and f(xk_ 1) ¥ 0, there is an h EA with 
h(f(xk- l)) = g(xk_ 1). Thus with hk = g = hf , we have 
hk (x1 ) = ... = hk (xk_ 1) = 0 and hk(xk) = g (xk) ¥ 0 as re-
quired. If f(~) is not equal to O , then f E B. Thus, as 
before, if f (xk_ 1) and f(xk) are linearly independent, we 
may produce hk €. A with the de sired property. So that, 
.. 
-
.. ' 
f 
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finally, we may assume f(xk_ 1) = bf(',c) where b ED, b ;l 0. 
Since f{xk-l - dxk) ;l 0, we must have b ;l d. Now there 
is an hE: A such that h(f{~_1)) = g{xk_ 1) . Thus h(f(xk)) = 
h(b-1 f{"k__ 1)) = b- 1h{f(xk-l)) = b-
1g(xk_ 1) = b-ldg{xk). 
We set hk = g - hf and note that hk(x1) = ... = ~xk-1) 
= 0, while since b-ld :/ 1, hk{~) :/ 0. 
Theorem XXII; If A is a simple ring that contains a minimal left 
ideal, then A is isomorphic to a dense ring of finite-valued linear 
transfonnations in a vector space over a division ring. Conversely, 
any dense ring of finite-valued linear transformations in a vector 
space over a division ring is simple and contains minimal left ideals. 
Proof: Let I be a minimal non-zero left ideal in A. By 
lemma 1, I I:/ (0) . Hence there is an x£. I such that 
Ix:/ (0). Since Ix is a left ideal contained in I, Ix= I. 
Thus there is an e e I such that ex= x. Since Vx = 
{y~I \yx=oJ =(O),e2 =e:/O. Thus Ue=lxE.I' 
xe = x 1 is a non-zero left ideal contained in I whence 
Ue = I. We have shown that the idempotent e is a right 
identity for I. Since A is a ring, the elements of A in-
duce endomorphisms on the additive group of I in the 
following manner. For a E A, define a: I ,. I by a (x) = 
-ax for all x E I Let A be the collection of these endo-
·-
fjlrc, • ~·-· ---~ 
··~·---·- •.• - ... ~·1.l,JI.~ ·-f" 
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--morphisrps . A is a subring of the ring of end-omorp.hisms. 
of the additive group of I and the correspondence a -, a 
... 
is a homornorphism of A onto,A. The kernel ot tl1is homo-
morphism is an ideal of A and cannot be all of A otherwise 
i 
isomorphism. Sllppose J :/ (0) is a subgroup of the addi-
tive group of I such that for each a EA, a~] C J. Then 
AJ C J , whence J is a left ideal. Since I is minimal, 
-I= J which shows that A is an irreducible ring of endo-
morphisms of I. Thus, if D is the division ring of endo-
-
morphisms of I which commute with all the a E- A, it follows 
from theorem XXI that A is dense in I where the latter is 
regarded as a vector space over D. We now show that 
-A consists entirely of finite -valued linear transformations. 
We consider "e[I1 and assert that (e[r]: D) = 1. For if 
this were not the case, there would be two elements, 
x, yE e[r], linearly independent over D. Then x = "e(x') = 
ex', y = e(y') = ey' for some x', y' EI from which it follows 
that e (x) = ex= e (ex') = ex' = X and similarly; e (y) = y. 
- - -Since A is dense, there is a b 4: A such that b(x) = 0 and 
.. - - -b(y) f 0. Now, be(x) = b(x) = 0 and be (y) f O so that 
be c I (\x~) and be'/ 0. But be (i, the isomorphic image 
~·. 
1:: 
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of I in A under the correspondence a •a. Since I is 
- . 
-
a minimal left ideal of A, I is q minimal left ideal of A 
and since there is a non-zero element of the left ideal 
I(\x)) in I, 1n1( X ) = I contradicting e (x) = X t 0. Since 
e-:/0, (e(I]:D)= 1. Thus A contains at least one non-
zero finite-valued linear transformation in I. Since the 
set of finite-valued linear transformations in I which 
occur in A is an ideal of A, every element of A is finite-
valued. The converse is merely a statement of theorems 
XVI and XX . 
It remains only to remark that apart from the uniqueness as-
sertions, the Wedderburn theorem ( theorem X) is an immediate conse-
quence of theorems XXII and XIX and the remarks preceding lemma 15. 
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