Abstract We consider an optimal boundary control problem of the heat equation with convection with bilateral control and state constraints. The goal is to keep the temperature (state) within a desired range while the norm of the boundary controls is minimized. To numerically approximate the unique solution of the problem, a first-order augmented Lagrangian method is utilized. The gradient of the augmented Lagrangian is characterized by the solution of the adjoint equation. To decrease the computational time, we apply a reduced-order approach based on proper orthogonal decomposition (POD). To gain a sufficiently accurate approximation, we propose and compare different manners to compute the snapshots and thus the POD basis. Numerical tests compare the efficiency of the proposed strategies.
Introduction
Nowadays, the optimal control of parabolic partial differential equations is object of interest in many applications, e.g. in acoustics, electromagnetism and thermodynamics. In the literature, there are many contributions related to this field, like [7, 16] . In particular, we are interested in the optimal control of convection-diffusion equation with bilateral control and state constraints, having energy efficient buildings in mind, i.e. the solution of the parabolic equation represents the temperature in a room and the heaters are seen as boundary controls; see [14, 15] . To solve this problem, in contrast to [14] , we use the augmented Lagrangian method, which can be seen as a penalization method that allows in our case to treat the state constraints by solving iteratively many only control-constrained optimal control problems; see [3, 4, 9, 10] . This approach is different from the one in [15] , where a virtual control concept is utilized (see [12] ) that allows the use of a semi-smooth Newton method. For the numerical solution of the equations, we apply a Galerkin finite element approximation combined with an implicit Euler scheme in time and, in order to speedup the computation of optimal solutions, we build a reduced-order model based on POD; cf. [6, 8] . Since there is no computable a-priori POD error estimate, we compare different techniques. Moreover, being aware of methods to improve, e.g. TR-POD [1] and OS-POD [13] , or to estimate, e.g. a-posteriori error estimator in [17] , the quality of POD basis, we do not use them in this work.
The paper is organized in the following way: in Section 2 we introduce the optimal control problem; in Section 3 we describe how we adapt the augmented Lagrangian method to our setting and we briefly comment on the four methods we use to generate the snapshots to build the POD basis; in Section 4 numerical tests are shown and in Section 5 we draw some conclusions.
The optimal control problem
We consider an optimal control problem with time horizon
, be a bounded domain with Lipschitz-continuous boundary Γ = ∂ Ω . We suppose that ∂ Ω is split into the two disjoint subsets Γ c and Γ o , where at least Γ c has nonzero (Lebesgue) measure. Let us set
We recall the Hilbert space
where V denotes the dual space of V ; cf. [5] . We consider the following economic optimal control problem:
with u ∈ U boundary control for the state equation
where b 1 , . . . , b m ∈ L ∞ (Γ c ) are given control shape functions and 'a.e.' stands for 'almost everywhere'. Moreover, u and y have to satisfy the bilateral inequality constraints
a.e. in Q.
(1d)
We introduce the time-dependent bilinear form a(t; · , ·) :
and the bounded linear operator B : R m → V defined as
and y(0) = y • in H. By Assumption 1 the bilinear form a(t; ·, ·) is uniformly (w.r.t. the time t) continuous and weakly coercive, it is known that (2) admits a unique solution y ∈ W (0, T ); cf. [5] . Then we can define the bounded linear solution operator S : U → W (0, T ), such that y = S u is the unique weak solution of (1b) for u ∈ U. Furthermore, the set of admissible solutions is given by (2), (1c) and (1d) . Now, (1) can be expressed as
Note that (P) is a linear-quadratic, strictly convex programming problem, so that there exists a unique optimal solution which is denoted byx = (ȳ,ū).
Augmented Lagrangian Method
In order to apply the augmented Lagrangian method to solve the optimal control problem (P) we follow [4, 10] . For c ≥ 0 the augmented Lagrangian is given as
where s a , s b are non-negative slack variables used to transform the inequalities (1d) into equalities. From the first-order optimality conditions
we derive the two equalities
Hence, to ensure s a ≥ 0 and s b ≥ 0, we set
Then, as proved in [11] , it holdŝ
. Therefore, to find the optimal solution of (P), we can use Algorithm 1.
Algorithm 1 (Augmented Lagrangian method)
, initial weight c 0 > 0, increment β > 0 for c n , tolerance ε > 0 and n max maximum number of iterations; 2: set n = 0 and FLAG= true; 3: while FLAG and n < n max do 4: For fixed (µ n a , µ n b ) find u n+1 solving the problem
Update the Lagrange multipliers
if u n − u n+1 U ≤ ε then set c n+1 = β c n and n = n + 1; 10: end while Remark 1. 1) To solve the minimization problem (L n ), we use the projected gradient method (due to the control constraints). In future works, we want to utilize an inexact version of Algorithm 1 within a Model Predictive Control approach, as done for the primal dual active set strategy in [15] . The idea is then to compare the two different approaches in terms of approximation of the feedback control u and of the computational time, for more details we refer to [11] . 2) To apply the projected gradient algorithm, we need the partial derivative with respect to u of the reduced LagrangianL c (u, µ a , µ b ), i.e.:
with the solution p of the adjoint equation
for all ϕ ∈ V a.e. in [0, T ] and p(T ) = 0 in H. Further,
3) For implementing Algorithm 1 numerically, we discretize (2) and (4): for the temporal discretization we utilize the implicit Euler method, while the spatial variable is approximated utilizing a reduced-order Galerkin approach; cf. [2, 14] . Here, we apply the POD method, where the snapshots are computed from piecewise linear finite element (FE) solutions of the state and dual variables; cf. [6, 8] .
In Section 4, we compare three different methods to compute the POD basis:
• (POD-M1): Use the optimal controlū to compute state and adjoint snapshots.
• (POD-M2): Use a random control u ∈ U ad to compute state and adjoint snapshots.
• (POD-M3): Use a sub-optimal controlû, generated utilizing FE discretization for n = 1, 2, 3 in Algorithm 1, to compute state and adjoint snapshots. 
and we do similarly for the adjoint ones. When this approach is utilized, we report each method with the name varPOD from now on. ♦
Numerical Tests
The tests in this section are implemented on a Notebook Acer Aspire E15 E5-71G-717X, Intel R Core TM i7-5500U 2.4GHz (with Turbo Boost up to 3.0GHz) and 8GB RAM in the programming language MATLAB. For the tests, we set T = 1 and the unit square Ω = (0, 1) × (0, 1) represents our room. The controls, i.e. the heaters, are placed as shown in Fig. 1 with related shape functions:
respectively. For the state equation, we choose the physical parameter γ = 0.05, the initial condition y • (x) = x 2 1 + x 2 2 for x = (x 1 , x 2 ) ∈ Ω and the outside temperature y out (t) = 2t − 1 for all t ∈ [0, T ]. The components of the velocity field v(t, x) are respectively
for 0 ≤ t < 0.5,
Furthermore, we take y a (t) = 3t, y b (t) = 4 for t ∈ [0, T ] as the state bounds and u ai (t) = 0, u bi (t) = 12 for t ∈ [0, T ], i = 1, . . . , m as the control bounds. For the implicit Euler method, we use the equidistant time step ∆t = 0.01. The spatial discretization is built by piecewise linear FE on a triangular mesh with N x = 712 nodes. As initial guess for the control, we choose u 0 (t) = 0 for t ∈ [0, T ]. In Table 1 , for different values of c 0 and β and different spatial discretization, we report the number of iteration needed by the projected gradient method to converge in step 4 of Algorithm 1 for any iteration n. Additionally, the value of the cost functional J(ū), the number of active points for the state bounds A and the computational time speed-up due to the POD approximation are shown in Table 2 together with
as well as the POD relative error for the controls defined as
From these tables, one can observe that with both choices of c 0 and β the optimal control problem reaches the unique optimal solution as expected. The number of active points for the optimal state is significantly small compared to the total number of space-time grid points: N x × N t = 712 × 101 = 71912 and it can be even reduced setting different tolerances for the augmented Lagrangian (ε) and the project gradient (ε gp ) methods. In Fig. 2 , we can notice that the optimal solution, in particular the average temperature, is almost everywhere inside the bounds and, when it is not, there are only small differences, which are related to the numerical tolerances chosen. In Table 2 , it is shown also that the quality of the POD approximation is improved after rescaling the snapshots with their variance σ 2 , in particular POD-M1 results can be significantly improved. As already mentioned, when the snapshots of POD-M1 are not scaled they have huge differences in magnitude, due to the fact that the adjoint variable magnitude at each time step depends directly on c 13 = 4 12 1.7 × 10 7 (or c 13 = 0.1 ×5 12 2.4 ×10 7 ). Further, this improved approximation is also appearing for POD-M2 and POD-M3, even if there is less effectiveness compared to POD-M1 because the value of c is way smaller than 10 7 . The speed-up is around 15 for all the methods, except for POD-M3 and varPOD-M3 in case of c 0 = 0.1 and β = 5 where it is even lower than 10. This can be justified from the fact that when we compute the FE suboptimal controlû for n = 3, the projected gradient method takes 119 iterations to converge, so the idea of fixing a maximum number of finite element it- erations should be considered to generate the suboptimal controlû for improving the computational time speed-up, of course paying in accuracy of the approximation. 
Conclusion
To conclude, in contrast to [14] , we have applied a first-order augmented Lagrangian method to solve the optimal control problem with bilateral control and state constraints. Except for few points (compared to the total number of nodes in the spacetime grid), we got the possibility to stay inside the state bounds as well. Therefore, it is meaningful to proceed by combining this method with a model predictive control approach, following the idea of [15] . Moreover, to speed-up the computational process, we have combined the previous algorithm with POD and we have compared different approaches to generate the snapshots. We have also improved the quality of the POD approximation scaling state and adjoint snapshots by different values, to balance the optimization process better which is involved in the POD basis' computation. This technique turned out to be successful: for the same number of basis we have that the relative errors of varPOD methods are lower than the POD relative ones without affecting the computational time speed-up.
