Abstract. We generalize Gel'fond's criterion of algebraic independence by taking into account the values of the derivatives of the polynomials, and show how the new criterion applies to proving results of algebraic independence using interpolation determinants. We also establish a new result of approximation of a transcendental number by algebraic numbers of bounded degree and size. It contains an earlier result of E. Wirsing and also a result announced by A. Durand.
Introduction
The problem of adapting the method of Interpolation Determinants to questions of algebraic independence has been open since 1989 (see [4] ). Very recently, a solution has been proposed in [7] and [8] . It combines techniques introduced in [5] in the context of linear forms in logarithms, together with approximation results of complex numbers by algebraic numbers with large degree. In this paper, we propose another solution, in some sense more traditional, because it relies on a criterion of algebraic independence which is nevertheless of a new type. We shall restrict ourselves to problems of algebraic independence in transcendence degree 1, for which the standard tool is a criterion of Gel'fond (see for example [1] ).
The principle of the method is very simple. Consider the interpolation determinant attached to a given situation of algebraic independence. Suppose that its entries belong to a field of transcendence degree 1 over Q, say for simplicity a field of rational functions Q(θ). The absolute value of such a determinant is in general small for analytic reasons. Viewing this determinant as a function of θ, the crucial point consists in the observation that its derivatives with respect to θ are also small in absolute value for similar reasons.
This leads us to a new criterion of algebraic independence analogous to Gel'fond's criterion but taking into account the values of the derivatives of the sequence of polynomials. We give two different proofs of this criterion of algebraic independence with multiplicities. The first proof uses the construction of algebraic approximations to θ, which is the basic step in [7] and [8] . The result that we need for our purposes is Proposition 2 below. It certainly has its own interest. This statement contains E. Wirsing's theorem [13] , which was used in [7] , and provides more flexibility by controlling the size of the algebraic approximations. Proposition 2 also contains a result of the same type announced by A. Durand in [2] . Our second proof is based on elimination techniques initiated by Gel'fond. We shall adapt his method to multiplicities. In this way, we obtain the same criterion (Proposition 1) with a much better numerical value of the constant γ involved.
The criterion of algebraic independence having been firmly established, we explain how to use it in the context of interpolation determinants, and show by an example that our method allows us to recover the known results in transcendence degree 1. More precisely, we provide in the last section a new proof of Gel'fond's theorem about the algebraic independence of the two numbers α β and α β 2 when β is a cubic number and α an algebraic number = 0, 1. We felt the necessity to give a detailed proof of this very classical result, first of all because it indicates clearly the general ideas behind our method, and secondly because it emphasizes the generalized Wronskians obtained by differentiating interpolation determinants.
Here we need only to establish elementary properties of these Wronskians to recover Gel'fond's theorem and more generally all the known results in transcendence degree 1. We hope that a deeper analysis of the involved Wronskians would lead to further progress in algebraic independence.
A version of Gel'fond's criterion with multiplicities
Let us first fix some notations. The size of a polynomial P ∈ C[X] will be measured by the quantity t(P ) := log H(P ) + (log 2) deg P, where H(P ) denotes the height of the polynomial P , that is the maximum of the absolute values of its coefficients. We also denote by L(P ) the length of the polynomial P , defined as the sum of the absolute values of its coefficients. If α ∈ Q is an algebraic number, we denote by P (α) the irreducible polynomial of α over Z, by d(α) its degree, by M (α) its Mahler measure, and by t(α) := t(P (α) ) its size. In the sequel, we write f (k) to denote the k-th derivative of a function f divided by k!. Proposition 1. Let a, b be real numbers > 1, let (s n ) n∈N be a sequence of positive integers, and let (t n ) n∈N and (d n ) n∈N be sequences of positive real numbers. Assume
and that the ratio t n /s n tends to infinity with n. Then there exists a constant γ > 0, depending only on a and b, which satisfies the following property. If there exists a complex number θ, and a sequence (P n ) n∈N of nonzero polynomials in Z[X] with
then θ ∈ Q (and P n (θ) = 0 for n sufficiently large).
The value of γ is explicit. Our first proof based on the construction of algebraic approximations of θ gives γ = 3000 max{a, b}. The second one, which uses arguments from elimination theory, as in the standard proof of Gel'fond's theorem without multiplicities, improves this constant by giving γ = 10(a + b + 1).
Preliminary Lemmas
We shall use the following version of the classical lemma of Gel'fond on the size of a product of polynomials. Lemma 1. Let Q 1 , . . . , Q n be polynomials in C[X], and let Q be their product. Then,
Proof. We essentially follow the proof by K. Mahler of Gel'fond's lemma which is based on the multiplicative property of Mahler measure. We also make use of the following inequalities of comparison (see for example the annex of Chapter 3 in [10] ):
where d denotes the degree of the polynomial P ∈ C[X]. Put
The left inequality in (1) follows immediately from the elementary estimates
For the upper bound on the right, it suffices to observe that
, (2) is proved in a similar way.
Liouville's inequality takes the following form in terms of size and incidentally of length: Lemma 2. Let P ∈ Z[X] and α ∈ Q satisfy P (α) = 0. Then,
Lemma 3. Let α and β be distinct algebraic numbers. Then,
Proof. Lemmas 2 and 3 are corollaries of Liouville's inequality expressed in terms of absolute height, whose statement is the following (cf. Lemma 3.14 of [10] ). Let α 1 , . . . , α n be algebraic numbers generating a number field of degree D over Q, and let P be a polynomial in Z[X 1 , . . . , X n ] such that P (α 1 , . . . , α n ) = 0. Then we have the lower bound
To deduce Lemma 2 from this, it suffices to use the standard estimates
To establish Lemma 3, apply the inequality to the polynomial
Algebraic approximations to a complex number
In this section, we generalize a result of approximation by algebraic numbers of bounded size due to Alain Durand [2] . Here, we separate size and degree. there exists an algebraic number α such that
If this proposition is applied with D = T / log 16 for the choice of a real number T ≥ 100 log(4 + |θ|), it ensures the existence of an algebraic number α of size ≤ T such that
Up to the value of the numerical constant, this is essentially the result of Alain Durand. Now, if the integer D is kept fixed with D ≥ 50, if θ is chosen to be transcendental or algebraic of degree > D, and if we let T tend to infinity, Proposition 2 asserts the existence of infinitely many algebraic numbers α of degree ≤ D such that
Results of this sort have been proved by E. Wirsing in [13] . In general, since we have d(α) log 2 ≤ t(α) and since we require T ≥ D log 16, the two terms t(α)D and d(α)T which come into the upper bound for |θ − α| cannot be compared a priori. The separation of size and degree thus allow more flexibility in the construction of algebraic approximations to θ. The proof of Proposition 2 uses some lemmas. It relies on the existence of polynomials whose value at the point θ is small in terms of their degree and height: 
Then there exists a nonzero polynomial
Proof. Let D 0 and H 0 be the integral parts of D and H respectively. For a polynomial P ∈ R[X] of degree ≤ D, the real and imaginary parts of P (θ) are linear forms in the coefficients of P and, as such, the sum of the absolute values of their coefficients are ≤ (1 + |θ| + · · · + |θ| D0 ). By virtue of the Dirichlet box principle (cf. Lemma 1.3.2 of [11] ), there exists therefore a nonzero polynomial P ∈ Z[X], of degree ≤ D, of height ≤ H, such that the real and imaginary parts of P (θ) are, in absolute value, bounded above by
Since D ≥ 50 and log H ≥ 50 log(4 + |θ|), this implies, if P (θ) = 0,
The next lemma provides an upper bound for the discriminant of a polynomial F , which takes into account the distance from θ to the set of zeros of F . Its proof is based on ideas of Wirsing in [13] . 
where Disc(F ) denotes the discriminant of F . 
Then, for each pair of integers (i, j) with 1 ≤ i < j ≤ d, we obtain
We also have
Using the first upper bound when i ≤ s and the second when i > s, we find
Since ρ = p 1 , this implies
In the case where F has integral coefficients and only simple roots, | Disc(F )| is a positive integer and so, is bounded below by 1. Then, choosing 
Proof. We may assume d = deg F and |F (θ)| ≤ 1, thus ρ ≤ 1. If d = 1, we find more precisely
Then Lemma 6 together with the inequality
Proof of Proposition 2.
Let D and T be as in the statement of Proposition 2, and let H be the real number defined by the condition T = log H + D log 4. Since T ≥ D log 16, we get log H ≥ T /2 ≥ 50 log(4 + |θ|).
Let P be the polynomial supplied by Lemma 4 for this choice of D and H. We shall show that at least one of the roots α of P fulfills the requirements of the proposition. For this, we may assume that P (θ) = 0. Put c 1 = 0.455. Since log H ≥ T /2 and deg(P ) ≤ D, we find 
The preceding inequality therefore yields
This implies that at least one of the irreducible factors
Let α be a root of F whose distance to θ is minimal. Lemma 7 applied to F gives, for any positive integer s,
Since d(α) is bounded above by D and, since by Lemma 1, t(α) is bounded above by T , we may write
We deduce
and the conclusion follows by taking s = 9.
A first proof of Proposition 1
We shall need two technical lemmas. The first shows that the constraint T ≥ 100 log(4 + |θ|) which appears in the statement of Proposition 2 is necessary, up to the numerical factor 100. Recall that, given a polynomial P ∈ C[X], the notation P (σ) stands for the σ-th derivative of P divided by σ!.
Lemma 8.
Let θ ∈ C and α ∈ Q be such that |θ − α| ≤ 1. Then we have
Proof. If |θ| ≤ 3, we find log(1 + |θ|) < 2 log 2 ≤ d(α) log 2 + t(α). Otherwise, we obtain |α| ≥ |θ| − 1 ≥ (|θ| + 1)/2, thus
Lemma 9. Let s be a positive integer, and let d, t be positive real numbers. Suppose that there exists a complex number θ and a nonzero polynomial P ∈ Z[X] which satisfy
deg P ≤ d, t(P ) ≤ t and max 0≤σ<s |P (σ) (θ)| ≤ e −3dt/s .
Then we have d ≥ s, t ≥ s log 2 and d + t ≥ s log(1 + |θ|).
Proof. Since P (σ) (θ) is a nonzero integer when σ = deg P , the conditions on P imply deg P ≥ s, thus d ≥ s and t ≥ s log 2. It remains to show d + t ≥ s log(1 + |θ|). To this end, we may assume |θ| ≥ 1. By truncating to the order s the Taylor expansion of P at the point θ, we get
where
The following lemma is the heart of our first proof of Proposition 1. It gives a precise formulation to the underlying principle that a polynomial with rational coefficients which is small, together with its derivatives, at some complex number θ, should be divisible by a large power of the minimal polynomial of some good algebraic approximation of θ.
Lemma 10. Let s be a positive integer, let t and d be real numbers satisfying t/ log 4 ≥ d ≥ s, and let a be a real number ≥ 1. Suppose that there exists a complex number θ and a polynomial
Then there exists an algebraic number α which is a zero of each of the polynomials P (σ) with 0 ≤ σ ≤ s/2, and which satisfies
Proof. Denote by c = 90 the numerical constant which appears in Proposition 2. Put
Since t/ log 4 ≥ d ≥ s, we find D ≥ 4c ≥ 50, T ≥ D log 16 and, by Lemma 9,
Proposition 2 then provides us with an algebraic number α such that
We will show that α fulfills all the conditions of the lemma, starting with the fact that the polynomials P (σ) with 0 ≤ σ ≤ s/2 vanish at that point.
Suppose, on the contrary, that there exists an integer σ with 0 ≤ σ ≤ s/2 for which P (σ) (α) = 0. Put Q = P (σ) . We use the Taylor expansion of Q around the point θ:
Let τ be an integer for which the product Q (τ ) (θ)(α − θ) τ has the largest absolute value. We have:
Otherwise, if τ is ≥ s/2, we have α = θ, and the factor (α − θ) τ becomes small, although nonzero. Using deg Q ≤ d and the fact that, by Lemma 8, log(1 + |θ|) is bounded above by d(α) log 2 + t(α), we obtain
(given that log(d+1) ≤ d log 2 is ≤ t, and that a ≥ 1). This last inequality therefore holds in both cases. On the other hand, it is clear that
which contradicts the upper bound for log |Q(α)| previously established. It follows that P (σ) (α) = 0 for 0 ≤ σ ≤ s/2. If u denotes the smallest integer > s/2, the polynomial P is therefore divisible by (P (α) ) u , where P (α) stands for the irreducible polynomial of α over Z. By Lemma 1, we then have
This establishes the upper bounds
Proof of Proposition 1. Suppose the existence of a number θ and a sequence of polynomials (P n ) n∈N satisfying the hypotheses of Proposition 1 with γ = 3000 max{a, b}. By replacing a and b by max{a, b} if necessary, we may assume a = b. Lemma 9 shows that d n ≥ s n and that t n ≥ s n log 2 for any n ∈ N. Consider the two sequences (d n ) n∈N and (t n ) n∈N given by
For any n ∈ N, they satisfy
where γ = γ/2. Thus, by replacing the sequence (d n ) n∈N and (t n ) n∈N with (d n ) n∈N and (t n ) n∈N , we may assume, at the cost of dividing γ by 2, that we have s n ≤ d n ≤ t n / log 4 for any n ∈ N. Now for each integer n ∈ N, Lemma 10 provides us with an approximation α n of θ which satisfies the estimates
and the condition P (σ) n (α n ) = 0 for each integer σ in the interval 0 ≤ σ ≤ s n /2. Since t n /s n tends to infinity with n, the sequence (α n ) n∈N converges to θ. We will show that this sequence is constant. This will imply that θ is algebraic and satisfies P (σ) n (θ) = 0 for any pair of integers (n, σ) with n ∈ N and 0 ≤ σ ≤ s n /2.
Suppose on the contrary that there exists an integer n such that α n = α n+1 . If |α n − θ| ≥ |α n+1 − θ|, we find log |α n − α n+1 | ≤ log 2 + log |α n − θ|
Otherwise, we obtain log |α n − α n+1 | ≤ log 2 + log |α n+1 − θ|
In both cases, this inequality contradicts Liouville's inequality in its form given in Lemma 3. So, the sequence (α n ) n∈N is constant, and the proof is complete.
Multiplicities and resultants
We now turn to an alternative proof of Proposition 1 which is based on arguments from elimination theory as the usual proof of Gel'fond's criterion. This second proof provides a smaller numerical value for the constant γ. In practice, the precise value of this constant does not matter much, but the arguments developed in this approach seem sufficiently different from the preceding ones to justify a new proof. We shall now use the resultant in the form of a determinant, while it appeared in section 4 in the form of a product of differences of roots.
We set in this section the tools of elimination which we shall need in the new proof of Proposition 1. Recall that we use divided derivatives (see §1). Proof. By localization, we reduce to the case where P is a power of X − α for some α ∈ C, in which case the result is clear.
The following result is a version of a classical lemma used in commutative algebra and in questions of zero estimates. Proof. Write P σ = QQ σ . The polynomials Q σ , (σ ∈ E), are relatively prime. It suffices therefore to impose the conditions
where θ 1 , . . . , θ δ denote the distinct roots of F . But, the polynomial
is not identically zero and has degree ≤ δ ≤ d in each of the variables Y σ . It is therefore possible to specialize these variables to integers g σ with 0 ≤ g σ ≤ d, in such a way that the value of this polynomial is nonzero.
We now come to the argument of elimination which is the key of our proposition. We state it in terms of the usual resultant Res(F, G) of two polynomials F and G of C[X], although the notion implicitly used is the sub-resultant (see for example [3] ). 
For each integer k ≥ 1, the set {C 1 , . . . , C k } constitutes a basis of the vector space E k of polynomials of C[X] of degree < k. The transition matrix between this basis of E k and its standard basis {1, X, . . . , X k−1 } has determinant 1. Therefore, since the determinant of a matrix is not affected by row operations with determinant 1, we deduce that Res (A, B) is also equal to the determinant of the square matrix of order m + n whose rows are made up by the coefficients of the polynomials
First assume v < m + n and |θ| ≤ 1, and consider the linear maps ϕ and ψ from E m+n to C m+n given by
and (A, B) is the determinant of the matrix whose rows are the coordinates of the polynomials of (3) in the above basis of E m+n , we deduce that
where M is the square matrix of order m + n whose rows are the images under ϕ of the polynomials of the family (3).
For a positive integer i ≤ v, the first v coordinates of ϕ(C
and those of ϕ(
These coordinates vanish if i > v. It follows that, for each of the first v columns of M , the sum of the absolute values of its coefficients, its length, is bounded above by 2v max
Furthermore, for each positive integer i ≤ m + n and each polynomial P of degree ≤ m + n − i, the last m + n − v coordinates of ϕ(C i P ) are simply the last m + n − v coefficients of the polynomial C i P written as a linear combination of 1, X, . . . , X m+n−1 . The sum of the absolute values of these coordinates is thus bounded above by
Put u = m + n − v. We estimate | det M | using Laplace formula by writing the determinant of M as the sum of the products of the minors of order v taken from the first v columns of M multiplied by their complementary minors of order u taken from the last u columns, with the appropriate choice of signs. The absolute value of each of the minors of order u is bounded above by the product of the lengths of its row vectors. A crude upper bound for this product is
On the other hand, the sum of the absolute values of the minors of order v taken from the first v columns of M is bounded above by the product of the lengths of these v columns. So, it is bounded above by 2v max
which proves the inequality of the lemma in the case v < m + n and |θ| ≤ 1.
To handle the case where v < m + n and |θ| ≥ 1, replace ϕ and ψ by the linear mapsφ andψ from E m+n to C m+n given bỹ
where, as before, u stands for m + n − v. We still have v and, if we denote byM the matrix of order m + n whose rows are the images underφ of the polynomials of the family (3), we obtain as above
By construction, the first v columns ofM coincide with those of M . So, the sum of the absolute values of the minors of order v taken from the first v columns of M is bounded above by (4). Moreover, for any positive integer i ≤ m + n and any polynomial P of degree ≤ m + n − i, the last u coordinates ofφ(C i P ) coincide with the first u coefficients of C i P written as a linear combination of 1, X, . . . , X m+n−1 . The sum of the absolute values of these coordinates is therefore bounded above by
and each of the minors of order u taken from the last u columns ofM has absolute value at most
which gives the inequality of the lemma in the case v < m + n and |θ| ≥ 1.
The lemma is thus proved for any value of θ if v < m + n. When v = m + n, the computations are simpler. We find, independently of θ,
and the lemma is again verified. If | Res(A, B)| ≥ 1, this implies
So, in this case, the inequality of the lemma holds for any v ≥ 1.
By taking derivatives, we shall construct a sequence of polynomials to which we shall apply the usual Gel'fond's lemma. Here, is a version of this lemma:
Lemma 14. Let a and b be real numbers ≥ 1, and let (t n ) n∈N and (d n ) n∈N be sequences of positive real numbers such that
Moreover, assume that t n tends to infinity with n. Let θ ∈ C and let γ be a real number > a + b + 1. If there exists a sequence (P n ) n∈N of nonzero polynomials in
then θ ∈ Q (and P n (θ) = 0 for each n sufficiently large).
Proof. This is essentially Theorem 1 of [1] . See also the criterion 2.4 in [12] , expressed in terms of size, with an arbitrary sequence (t n ) n∈N . There are however few minor differences with these two references. In [1] , the hypotheses include a sequence (γ n ) n∈N of upper bounds for the logarithmic heights of the polynomials P n . It satisfies a moderated growth condition as above but, in fact, only upper bounds t n for the sequence log H(P n ) + deg P n ≤ γ n + d n enter into the estimates. This suggests to use size and degree instead of height and degree, in these questions. Moreover, we may replace the size log H(P ) + deg P used in [12] by the quantity t(P ) = log H(P ) + (log 2) deg P considered here. When the sequence (d n ) n∈N is bounded, the notion of size which is used does not matter really because we request the strict inequality γ > a + b + 1, while it is possible asymptotically to substitute t n = γ n + d n log 2 for γ n + d n in all height estimates when the sequence (d n ) n∈N tends to infinity. For example, in Lemma 1 above, which is one of the main tools of the proof, the correction factor which appears is 2 deg P . The factor e deg P is used in [1] instead of 2 deg P in order to compensate for other terms which become asymptotically negligible.
Note that t(P ) is essentially the logarithm of the quantity Λ(P ) = 2 deg P L(P ) used by A. Durand in [2] to measure the size of the polynomial P .
A second proof of Proposition 1
Suppose that there exists a complex number θ and a sequence of polynomials (P n ) n∈N as in the statement of Proposition 1, with a constant γ ≥ 10(a + b + 1).
We will show that, for any integer n sufficiently large, there exists a factorP n of P n in Z[X] which satisfies
If we accept this result for the moment, Lemma 14 shows that θ is algebraic and is a zero of each of the polynomialsP n for n large enough. SinceP n divides P n , this implies P n (θ) = 0 for the same values of n. So, fix an integer n arbitrarily large and, for simplicity, let us omit the index n. Set
Let u be the integral part of s/2, and let v = s − u. Write
for the prime decomposition in Z[X] of the polynomial P , and definẽ
because u + 1 ≥ s/2. It remains to estimate |P (θ)|. To this end, consider the gcd of the polynomials P (σ) (X), with 0 ≤ σ ≤ u. Lemma 11 shows that it is equal to the product
we can write
The problem thus reduces to estimating |Q(θ)|. Note that we necessarily have d ≥ deg P ≥ 1 since P is a nonzero polynomial with integer coefficients such that |P (θ)| < 1. Lemma 12 then provides us with a linear combination
such that the gcd of P and G is precisely Q. The estimates 0 ≤ g σ ≤ deg P show that, for any integer τ with 0 ≤ τ < v, we have
The second inequality is obtained simply using deg P ≤ d and observing that
Similarly, using deg P ≤ 2t, we obtain the estimate
because the ratio t/s tends to infinity with n. Furthermore, Lemma 1 yields the upper bounds
and, similarly,
log L(P/Q) ≤ t + o(t).
Now, apply Lemma 13 with the above choice of v, using the trivial bounds
Since P/Q and G/Q are relatively prime polynomials with integral coefficients, their resultant Res(P/Q, G/Q) is a nonzero rational integer and we get
for n sufficiently large. Since |P (θ)| u+1 ≤ |Q(θ)|, and since u + 1 ≤ s, we deduce
as claimed.
Derivatives of interpolation determinants
Let ξ 1 , . . . , ξ n be complex numbers which generate a field F = Q(ξ 1 , . . . , ξ n ) of transcendence degree 1 over Q. Fix an element θ ∈ F such that F has finite degree over Q(θ). Since the extension F/Q(θ) is separable, the usual derivation φ(θ) → φ (θ) of the subfield Q(θ) extends in a unique way to a derivation ∂ : F → F of the field F . For any integer σ ≥ 0, we denote by ∂ (σ) the σ-th iterate of the map ∂ divided by σ!.
In this section, we point out some properties of the operators ∂ (σ) which we shall need in order to establish upper bounds for the interpolation determinants and their derivatives. 
where L(Q) denotes the length of Q, and deg ν (Q) its partial degree in the variable
Proof. Each ξ ν satisfies a relation of algebraic dependence P ν (θ, ξ ν ) = 0, where
. . , ξ n ) is nothing else than the coefficient of (x−θ) σ in the Taylor expansion of the function φ(x) = Q (y 1 (x), . . . , y n (x)) at the point θ, because this is so in the subfield Q(θ). Let R be a positive real number such that the functions y 1 , . . . , y n are analytic in the closed disk with center θ and radius R. Cauchy's formula
then implies the estimate of the lemma with
Lemma 16. Let N be a positive integer and let φ i,j be elements of F indexed by
. For each integer σ ≥ 0, we have the formula
Proof. In terms of the divided derivation operators ∂ (σ) , Leibniz' formula takes the form
It suffices then to expand the determinant ∆. Now, assume that ∆ = det(φ i,j ) is an interpolation determinant of order N (also called alternant). This means that (φ i,j ) is a square matrix of order N and that we can write
for a sequence of entire functions ϕ 1 , . . . , ϕ N and a sequence of points ζ 1 , . . . , ζ N . Let S be an integer ≤ N . In any sequence of integers σ 1 , . . . , σ N ≥ 0 such that σ 1 + · · · + σ N ≤ S, at least N − S terms σ ν must vanish. Therefore, when σ is ≤ S, Lemma 16 together with Laplace's expansion formula yields ∂ (σ) ∆ as a linear combination of interpolation determinants of order ≥ N − S, constructed on subsets of the set of functions {ϕ 1 , . . . , ϕ N } and of the set of points {ζ 1 , . . . , ζ N }. Moreover, Lemma 15 provides a control on the absolute values of the coefficients of this linear combination. Now, in a given situation of transcendence, we know how to bound analytically in a non-trivial way such interpolation determinants, for example see [5] . Choosing then for S a fixed fraction of N , say N/2, we recover the same constraints as those we get by constructing auxiliary functions, using crude estimates for the degree and size of the determinant ∆. Actually, when we consider an N × N determinant, degree and size are at most multiplied by N . The introduction of S derivatives allows the product (size) × (degree) to be divided by S, thanks to Proposition 1. This brings a factor N 2 /S ∼ 2N into the arithmetic estimates. We can conclude because the analytic argument also multiplies the logarithmic bounds by N . In the next section, we apply this sketch of the proof to recover a classical result.
A new proof of a theorem of Gel'fond
Let α be an algebraic number = 0, 1 and let β be a cubic irrational. Gel'fond proved in 1949 that the two numbers α β and α β 2 are algebraically independent over Q. We intend to recover this famous result by considering the derivatives of the interpolation determinants which appear naturally in Gel'fond's construction. Actually, as in [9] or in Chapter 7 of [11] , the formalization of the proof leads to the following more general statement.
Theorem. Let m and n be integers ≥ 2 such that mn ≥ 2m + n. 
The algebraic independence of α β and α 
To prove the above theorem, we argue by contradiction. Thus, suppose on the contrary that the field Q (v ν , e uµvν ; 1 ≤ µ ≤ m, 1 ≤ ν ≤ n) has transcendence degree ≤ 1 over Q. Then the six exponentials theorem (see for example Corollary 2.2.3 of [11] ) shows that this degree is precisely equal to 1. Using Noether's normalization theorem, we choose an element θ of the algebra Q [v ν , e uµvν ; 1 ≤ µ ≤ m, 1 ≤ ν ≤ n] such that this algebra is integral over Q[θ]. Let F be the subfield of C generated over Q by the numbers v ν , e uµvν and their conjugates over Q(θ). As in the preceding section, we extend the map φ(θ) → φ (θ) into a derivation ∂ of the field F . Proof. This is a corollary of the zero estimate of [6] . Denote by G the algebraic group G a × G m m (C) = C × (C * ) m , and, for any real number S > 0, denote by Γ(S) the subset of G consisting of the points
We will argue by contradiction, assuming that there is a non- − r 1 , . . . , r n − r n ) is located on that line. Moreover, since n ≥ 2, we may assume that this line is not contained in the hyperplane 0 × R n−1 . Then the canonical projection Γ(R ) −→ Γ(R ) + G /G is injective on the set of points of Γ(R ) for which r 1 = 0. It follows that
Since mn ≥ m + n and n ≥ 2, this upper bound for R contradicts the lower bound R n ≥ (m + 1) n+2 L m coming from the hypotheses. This completes the proof of the lemma. where ι runs through the set of embeddings ofF into C whose restriction to the subfield Q(θ) is the identity.
We denote by the symbol O( * ) any quantity which is bounded above by the product of the argument of O by a positive constant independent of K, L, R. We shall essentially carry out asymptotic estimates, meaning that the integers K, L, R are assumed to be sufficiently large in each inequality under consideration.
Lemma 18. For any integer σ with 0 ≤ σ < S := [N/2], and any real number ρ ≥ 1, we have the estimate
, be the row indices of the matrix M, and let (r 1j , . . . , r nj ), (1 ≤ j ≤ N ), be the indices of the N columns of M which enter into the minor ∆. Then we have ∆ = det(φ i,j ) 1≤i,j≤N , where φ i,j = ϕ i (ζ j ) with
It is clear that φ i,j can be written in the form 
It is also easy to estimate the length of the polynomials
On the other hand, Leibniz' formula together with Lemma 16 shows that On the other hand, we have the estimates
= o R n log R = o N log R , since mn ≥ 2m + n. Proposition 1, together with the previous estimates for the degree and size of P R , shows that the number θ is algebraic. This is a contradiction.
