ABSTRACT Semantic internet of things is a solution to the inherent contradiction of IoT (Internet of Things), that is, the diversity of objects and the limitation of subjects. The most prominent feature of semantic IoT service is to use ontology for semantic annotation and support understanding, and to use ''things'' as service providers and consumers. In view of the differences and challenges in service description, service environment and service resources, this paper proposes a dynamic composition method of Semantic Internet of Things services based on QoS. By perceiving the situation of service requester and physical device and their impact on the quality of service information, the service description file without semantic conflict is generated, and then the service set is dynamically selected, combined and mapped to provide more accurate services for different service objects and different service environments.This paper designs a QoS semantic IoT service dynamic combination prototype system based on the dynamic combination method of semantic Internet of Things services. The overall design, sub-module design and database design of the prototype system are carried out in turn. The main functions of the system are programmed and realized by selecting the implementation tools and configuring the implementation platform. Finally, the accuracy and dynamic of the experimental results are analyzed and evaluated in detail through experimental tests.
I. INTRODUCTION
Semantic Internet of Things (IoT) services are provided by physical devices whose computing power, storage capacity and communication capacity are limited [1] . The distribution and heterogeneity of the semantic Internet of Things determine the complexity of its service requests, which makes the simple atomic services provided by physical devices unable to meet the complex requests in the semantic Internet of Things [2] , [3] . Dynamic service composition can effectively solve this problem. It does not bind specific service providers before the process of service composition. It postpones the process of service composition and service bundling identification to the process of service composition [4] , [5] . According to the immediate requirements of service requesters and the current situation of basic services, it dynamically composes complex services to meet the needs of consumers [6] .
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Compared with the traditional implementation technologies of network management interfaces, they have the advantages of loose coupling, good interoperability, great ability to share services, service and data reusability and service group ease of operation.
On the basis of Web service composition, adding nonfunctional constraints to user requests has become the focus of many researchers [7] . Grefen et al. [8] takes into account most of the QoS activities, including combination process, validation process, prediction process and implementation process, and uses integer programming to deal with the problem of QoS optimization. Larsen and Turkensteen [9] enhanced the handling of more general constraints, such as service dependency and user preference Crossflow project, and proposed a continuous Markov chain to estimate the price and execution time of service composition. Then, these efforts do not take into account the more complex dynamic service composition scenario. Zeng et al. [10] proposed a dynamic and quality-driven Web service composition. The global optimization of QoS is considered in the process of service composition by planning technology. Price, response time, reliability and availability are considered. The logarithmic specification is used to deal with the multiplication aggregation function, which ensures the convenience of multi-attribute QoS computation, and the extensibility of the model is well designed. It can flexibly expand the QoS attributes similar to the above attributes. Ardagna and Pernici [11] added the consideration of local constraints on the basis of linear programming. Only when the problem domain is small, linear programming is a very efficient method. Due to the exponential time complexity of the search algorithm, the actual effect of these methods is not good. Yu et al. [12] proposed a heuristic algorithm to find the approximate optimal solution, which is more efficient than the solution based on agent system. Services are selected by maximizing the global QoS constraints of program-specific utility functions. In order to take into account both the best quality of service and the highest efficiency, Beran et al. [13] proposed a hybrid global optimization and local selection technology. Hybrid linear programming is used to decompose global QoS constraints into local ones, and then to select services that satisfy local optimum conditions. With the continuous development of the Semantic Internet of Things, the number of services related to it has increased exponentially, and services with the same functions have emerged in endlessly [14] , [15] . How to choose the most suitable service among the many alternative services for service requesters should not only consider the functional attributes of services, but also the non-functional attributes of services such as quality of service (QoS) and the context in which they are located. At the same time, both service providers and service requesters in the Semantic Internet of Things are entity devices whose environment and related information are constantly changing [16] . How the change of context affects the selection process of services, and how to calculate the changing QoS in the dynamic combination process of services in the Semantic Internet of Things need to find new solutions to these problems. In order to solve the above problems, this paper proposes a dynamic composition method of Semantic Internet of Things services based on the context-added QoS ontology, after dynamic semantic annotation of services in the Semantic Internet of Things, dynamic selection, composition and mapping of candidate services, and proposes a dynamic composition method of Semantic Internet of Things services based on QoS. In order to dynamically provide more accurate services to service requesters for different service objects and different service environments in the Semantic Internet of Things.
In this paper, the dynamic composition of Semantic Internet of Things (IoT) services based on QoS is studied. The introduction mainly introduces the research status and significance at home and abroad. Section II introduces the ontology of QoS in the semantic environment of the Internet of Things, including the meaning of the Internet of Things and the quality of service. Section III mainly introduces the automatic composition and testing of Semantic Web Services based on QoS. The important research content is the automatic discovery of Semantic Web Services based on QoS and the real analysis of related experiments. Section IV introduce the service dynamic comprehensive evaluation system of Semantic Internet of Things based on QoS, including the design of service automatic composition system and the implementation of service automatic composition system. Section V, we focus on the comparative analysis of service success rate and satisfaction of other algorithms. The main work of section VI devote to summarize the research of this article.
II. QoS ONTOLOGY WITH CONTEXT IN SEMANTIC INTERNET OF THINGS A. SEMANTIC INTERNET OF THINGS
Semantic Internet of Things (IoT) constructs a globally collaborative service ecosystem from the perspective of the basic elements of information ecosystem, i.e. ''human, machine, event and thing'' and their interaction. It is based on the semantic network, the Internet of Things, the Internet of Machines and the socialized network. It integrates all kinds of heterogeneous things and intelligent objects such as resources, settings, entities, tie-ups and so on. Through semantic collaboration technology, it finally realizes the intelligent information exchange among people, machines, events and objects. Figure 1 shows the relationship between Semantic Internet of Things and Semantic Web, Internet of Things, Computer Network and Social Network.
In order to realize the organic integration and interaction coexistence of the globalization of ''people, machine, things and things'' in the Semantic Internet of Things, an efficient system is used to realize the data cycle from things to services. It can capture the data changes of physical entities corresponding to the Semantic Internet of Things services in time, extract the effective information, and finally provide users with secure and credible services [17] , [18] . Therefore, the Semantic Internet of Things is not a simple superposition of the Semantic Web, the Internet of Things, the Internet of Machines and the social network, but a reverse extension of W to the field of W to achieve the whole process of semantic computing. Based on the definition and data conversion process of the Semantic Internet of Things, the working principle of the Semantic Internet of Things is given in Figure 2 . Figure 2 describes how the Semantic Internet of Things works. Firstly, the producer of ''thing'' provides information coding of the object labeled with corresponding concepts in the ontology at the same time as the production entity, i.e. ubiquitous coding or electronic product coding, and embeds this information into the RFID tag on the entity. Then, the information of ''thing'' is obtained by using radio frequency identification device and transmitted to the network. Finally, users of the information of ''thing'' can not only download the information of ''thing'' from the network, but also carry out semantic reasoning and other operations with the support of ontology.
B. QoS
Semantic Internet of Things (IoT) connects physical entities with the ability of identification, perception or execution to the Internet through communication technology, forming a virtual network of ''interconnection of things''. The functions provided by things are published on the network in the form of services. With the increasing number of physical entities in the access network, semantic Internet of Things services with the same or similar functional attributes emerge in endlessly [19] . How to select the core and services that best meet the needs of users, we must consider the non-functional attributes of services, namely quality of service.
In the initial field of network communication, QoS was defined as ''many service requirements that should be met when data streams are transmitted over communication networks''. Subsequently, ISO 8402 defines QoS as ''the sum of the characteristics of a service provided, determined by the ability to satisfy explicit and implicit requirements; Menasc & defines QoS as''the comprehensive calculation of multiple characteristics of a service''. From this we can see that QoS is a comprehensive index to judge the degree of user satisfaction of a service [20] . It includes not only the functional attributes of services such as response time, input and output, but also the non-functional attributes of services such as availability, reputation and reliability, as well as the firm attributes related to the domain in which the service belongs. This paper summarizes the QoS model and its parameters, and gives the definition and influencing factors of the commonly used QoS parameters in the Semantic Internet of Things. It can be seen that the QoS parameters of Semantic Internet of Things services include not only static QoS parameters such as security, but also dynamic QoS parameters such as throughput and delay, which vary with context. At the same time, they also include the domain characteristics of different services in different fields.
III. AUTOMATIC COMPOSITION AND TESTING OF SEMANTIC WEB SERVICES BASED ON QoS

A. PROBLEM DESCRIPTION
In the current research methods of automatic composition of Web services based on QoS awareness, the more mature methods are to use AI programming graph to transform the combination search problem into the shortest path problem for modeling and solving, and to reduce the scale of solution space by pruning in time, and to improve the search efficiency by using heuristic information in the reverse solution stage [21] . The usual research method divides this process into three stages.
1) Forward extension phase: Search through the breadth to find services that may have an impact on the solution.
2) Establish a heuristic information stage (calculating the QoS performance value): Calculate the searched service QoS performance value.
3) Reverse solution phase: The solution is based on the heuristic information generated in Phase 2.
The difference between different research methods lies in the specific processing time and corresponding constraints of these three stages [22] . In the forward expansion stage, pruning operations can be added and judged according to functional or non-functional attributes (quality of service QoS). When Judging according to QoS, the current service output parameters can be compared with the current available service output parameters, and the current service can also be compared with the searched target service quality of service. The time to create heuristic information can be done after all possible related services have been searched, or in real time during the breadth search process.
We describe Web services by using a triple:
I S represents the set of input parameters required by S. When the parameters in the set of input parameters I S exist, we call the current service a driven service. O S represents the set of output parameters that S can provide, and O S represents the quality of service of S.
Usually, besides the input and output parameters of the service, the constraints and effectiveness of the service need to be described. However, most of the existing services in VOLUME 7, 2019 the current real environment are information query services, and there is no problem of state change. Therefore, this paper only considers the services of the state query class, and no longer describes the constraints and effects of the services. The matching problem discussed is formalized as follows:
Assuming that C (I 1 ) is the concept definition of parameter I 1 in ontology tree and C (I 2 ) is the concept definition of parameter I2 in ontology tree. If C (I 1 ) and C (I 2 ) belong to the direct inheritance relationship, C (I 1 ) is the father node or C (I 1 ) is the same concept as C (I 2 ), then the two parameters can be considered to be matched, which can be denoted as
If the following conditions exist:
S n is said to be driven, S i serves as the predecessor of S n , S n serves as the back-end of S i , and a service may have multiple predecessor services.
We use the precursor index set to store the precursor service S front and associated parameters for each driven service, and use triples to represent each element in the set:
Param is a matching parameter between S front and S back , and there may be multiple matching parameters between two services.
We represent service composition as a quaternion:
Pi represents the input parameters of SC and Po represents the output parameters of SC. These parameters have mapping relationship with the concepts in ontology. Cp represents the composition structure of SC, and Q represents the QoS efficiency value of SC.
For each service, in addition to its inherent quality of service attribute, after the service is driven, the service from the first driven service to the service composition formed by the service is called the service's quality of service effectiveness value. Efficiency values are expressed in QN (Si), where Si is the driven service.
We use parameter efficiency tables to preserve the optimal QoS values of the parameters that can be provided by the currently driven service set, and use triples to represent each of the elements:
Param is the output parameter of Sparam, and Q represents Param's QoS performance value.
In order to facilitate algorithmic computation, user requests are usually considered to consist of a driven service S start = {φ, O start , 0} and an un-driven service S end = {I end , φ, 0}. The user's purpose is to find the parameter I end to drive S end .
In the composition process, the input parameters of each new driver service can be satisfied by the output parameter set of the driven service, and the I end required by the user must come from the output parameter set of the driven service. Therefore, we give the following description of the problem:
According to a user's request, a service composition is found in a given set of services. The composition structure is T, i+1 = the number of services in the service composition, so that the following conditions are satisfied:
is an optimal value in the structure of T. This problem is called the optimal automatic service composition problem with QoS.
Figures 3 and Figure 4 show a specific example of search lookup. The set of registered services is shown in Table 1 . User requests include input parameters (A, B) and output parameters (G, I). Figure 4 depicts the process of forward expansion. The circle represents the service and the square represents the parameters provided by the driven service. The service in the box represents the service driven by each extension, and the dotted circle represents the service driven by the current extension. Squares represent the output parameters that the drive service can provide. If the output parameters of the new drive service have better performance, the records in the parameter performance table need to be updated. Firstly, driven by user request input parameters (A, B), service W1 and W2 are searched. Service W1 and W2 add three new parameters C, D and E to the current parameter set. Driven by the current parameter set, service W3 and W4 are searched. Service W3 and W4 add two new parameters E and F to the current parameter set. Driven by the current parameter set, service W5 and W6 are searched. W5 adds a new parameter I to the current parameter set. Although W6 cannot add a new parameter to the current parameter set, the output parameter F has a QoS efficiency value of 30, which is better than the output parameter F of W3. It needs to be updated in the parameter effectiveness table.
B. AUTOMATIC DISCOVERY OF SEMANTIC WEB SERVICES BASED ON QoS
According to user's request, combined with parameter matching and QoS optimization in composition process, the algorithm extends forward in the current registered service set, and finally generates the precursor index set. This is a breadth-first traversal, which can find all the services that can be driven in the current set of registered services driven by user requests and the parameter capabilities they can provide, and optimize them repeatedly according to the quality of service.
The algorithm takes user requests, current registered service set as input and precursor index set as output. Driven by the parameters provided by user requests, the current set of registered services is traversed repeatedly, and the services found in the traversal process that can not improve the performance of parameters are pruned in time. The combination process is optimized by utilizing the service-driven QoS performance. Finally, the user request parameters with the best QoS performance are generated and the corresponding precursor index set is returned. In the traversal process, if there is no new parameter or parameter efficiency change after the end of the current traversal of the registered service set, then the search is completed and the optimal result is guaranteed [23] .
Step 1 initializes the required parameters, including froServSet and paramList. Steps 2, 3 and 4 decide whether to terminate the algorithm by judging whether there are new output parameters after a round of traversal of the undriven service. cParams saves the union of the output parameters of the driven service, and addedParams saves the union of the output parameters of the driven service after the previous round of traversal.
Step 6 prunes services that cannot improve the performance of the current driven service output parameters. The function betterQoSIncParams determines whether there are parameters that are better than the parameters provided by the current service. Steps 7 and 8 add services that enhance the performance of the output parameters of the currently driven service set, such as QoS, to the driven service set.
Step 9 calculates the service QoS performance that meets the driving conditions, as shown in algorithm 2. Steps 10 and 11 put the services that can't improve the parameter performance table into the service set to be reaccessed and calculate at the next traversal.
Step 12 determines whether there are parameters in the current parameter set that satisfy the user's requirements and returns the results.
Step 1 initializes the relevant parameters and puts the services that need to recalculate the QoS into the recalculated set reCalSet.
Step 2 and 3 traverse each service in the reCalSet.
Step 4 calculates the current traversal service's QoS performance. Steps 6 and 7 optimize and update the parameter effectiveness table. Steps 8 and 9 update the precursor index set to ensure that the combination structure is consistent with the parameter effectiveness table.
Step 10 adds the affected services in the precursor index set to the reCalSet queue.
The biggest difference of the methods proposed in this paper is that the process of calculating the performance of QoS is placed in the forward expansion stage, with each new driven service as trigger condition. Determine whether its output parameters have better QoS performance, whether it can optimize the QoS performance of some input parameters in the current drive set, and recalculate the QoS performance of the affected services in the presence of efficiency optimization. Assuming that the number of registered service sets is M, in the worst case, all services will be recalculated to get the time complexity of O (M2). Obviously, this will not happen. The first reason is that the descendants of Service A, Service B, cannot have the input parameters needed by Service A to be more efficient. The second reason is that it is impossible for the composite structure to appear ring, so the computational complexity will be greatly reduced.
C. VERIFICATION AND ANALYSIS
The experiment follows the specific requirements of WS-Challenge. WS-Challenge is a service portfolio competition held at the annual IEEE e-commerce conference since 2006. It focuses on the composition of semantic Web services and the use of OWL ontologies to define services and their relationships. Since 2009, QoS attributes have been introduced into competition requirements.
WS-Challenge requires OWL, WSDL, WSLA and WSBPEL specifications to describe ontology, service, quality of service and service composition structure respectively. The WSDL file contains a set of services. The input and output parameters of all services in the set are also tagged with corresponding semantics. OWL files contain the classification concepts involved in WSDL files. The service's QoS is described by WSLA files. User requests themselves are also described using a valid WSDL file. Competitors need VOLUME 7, 2019 to present the results of service composition described by WSBPEL. WS-Challenge rewards the most efficient systems. It mainly includes two parts: combination efficiency and time consumption. WS-Challenge presents different challenges, mainly through the number of service sets, the number of concepts and the nesting depth of the generated service composition.
WS-Challenge also provides a set of standard tools, including a test set generator and a checker for service composition results. The test set generator automatically generates four files and corresponding standard result data according to user settings. The services file describes all Web services in the test set; the taxonomy file describes the ontology concepts corresponding to all service input and output parameters in the services file. The service evelagreements file describes the service's QoS (including response time and throughput), and the query file describes the user's request, including the set of parameter concepts provided and the set of required parameter concepts. The standard result data is the optimal QoS performance (minimum response time and maximum throughput) that can be obtained under the four files. This data can help the competitors to further improve the experimental results.
The test environment uses Java language to implement all the algorithms, and uses Jena API to realize ontology logical reasoning. Hardware configuration of test environment: Intel Core i5 2.4 GHz CPU, 8 GB memory, OS X 10.9.5. Figure 5 shows the whole experiment process. Firstly, the test set generator is used to generate four input files for each test set. Services. 509 records all available Web services. Taxonomy. owl records all ontology concepts involved in all input and output parameters of Web services generated in the previous step. (3) Service level agreements. wsla records the QoS of Web services (including response time and throughput). (4) Query. 509 records the user's request, including the set of parameter concepts provided and the set of parameter concepts needed. Then the four files are used as input files of the system, and a BPEL output file is generated to describe the calculated service composition. At the same time, record the time required for the service composition. Finally, the result checker is used to check whether the service composition results are correct, record the QoS values, and compare with the standard results.
The greatest advantage of the algorithm proposed in this paper is to refresh the current instantiated service's QoS during the process of forward expansion, so as to ensure that the best service combination of QoS is always recorded in the precursor index. This ensures that when the number of services in the current registered service set increases dramatically, there will be no obvious disadvantage of decreasing query efficiency.
As shown in Figure 6 , five test sets of 4000-20000 are generated by the service generator to test the performance of this method in a large number of service environments. The results show that the response time index does not increase when the number of services increases steadily and substantially, which proves the reliability of the algorithm in mass service environment.
As shown in Figure 7 , we selected the algorithm (QSynth and QDA) that appeared in the WS-Challenge contest for comparative test. The test set is 500-3000 totally 6 test data sets, which are also generated by the service generator. The results show that the proposed method has the corresponding advantages when the optimal service composition of QoS can be obtained.
IV. DYNAMIC COMPOSITE EVALUATION SYSTEM OF SEMANTIC INTERNET OF THINGS SERVICES BASED ON QoS
Based on the dynamic composition method of Semantic Internet of Things (IoT) services based on QoS, a dynamic composition prototype system of semantic Internet of Things services based on QoS is designed. The overall design, submodule design and database design of the prototype system are carried out in turn. The main functions of the system are programmed and realized by selecting the implementation tools and configuring the implementation platform. Finally, the accuracy and dynamic of the experimental results are analyzed and evaluated in detail through experimental tests.
A. DESIGN OF SERVICE AUTOMATIC COMPOSITION SYSTEM
The requirement of service automatic composition system is that it can accept the input of user's service requirement, and then return a result to user through a series of operations. This result is output by visual way and OWL-S way. In this way, users can not only see the result of service composition intuitively, but also OWL-S file can be directly executed to facilitate the automation of service process.
The business automation integrated system module diagram is shown in Figure 8 . Let's illustrate the role of each label and module on the diagram, and the relationship between them.
Service Management Module: This module is used to obtain Internet of Things services, obtain their input, output and semantic information, test and obtain parameters, and provide external interface for inquiry and invocation.
Semantic module: This module is used to parse OWL files, obtain semantic information from them, construct an ontology model (construct ontology semantic tree and store it), and provide semantic query function (ancestor and parent nodes of query semantics, their depth in the semantic tree, etc.).
Service query module: In this module, we want to store the basic information of each service (input parameters, output parameters, corresponding time, availability), and the relationship between service and service. For example, service A can provide parameters for service B. We think service A is related to service B. Similarly, we will use some optimization methods to improve the speed of query.
Semantic similarity query module: In the process of our algorithm execution and the final calculation of service satisfaction, we need to build on the basis of semantic similarity. This module provides this function, input two semantic concepts, the module will automatically calculate the similarity, and then return.
The service requirement analysis module is to convert the user's input service requirement into the format required by our algorithm.
SSCM: This is the core module of the algorithm. Result rendering module: the result of the service is presented to the user so that the user can understand it easily.
Result Output Module: Here is the format output of the results of service composition. In this way, if the result of the service composition needs to be invoked later, the file can be invoked directly.
Service Requirements: This is the user's service requirements, and the format we use is represented by our defined tags.
Service composition results: that is, the results we want to output can be used directly by the computer.
The relationship between them is shown in the figure: the user submits the service requirements to the system (in the form of XML) and submits them to the service requirements processing module. The service requirement processing module parses the XML format according to the definition and extracts the required information. Then SSCM, which is the core part of the algorithm, calculates the extracted information as the input of the algorithm. In the process of computing, we need to know the basic information of services, the corresponding relationship between services, and some semantic similarities between services, so we need to get information from service query module and semantic similarity query module. In the same way, after obtaining the concept of semantics, the semantic similarity query module also needs to query the location, depth and relationship of the two concepts in the semantic module to calculate a semantic similarity. After calculating the results in the SCM module, the results will be handed over to the result presentation module and the result output module, one of which outputs the results to the screen and the other converts the results into OWL-S file output.
B. IMPLEMENTATION OF SERVICE AUTOMATIC COMPOSITION SYSTEM 1) SERVICE MANAGEMENT MODULE
This module is used to obtain the Internet of Things services available on the Internet, to obtain their input, output and semantic information, and to test and obtain the VOLUME 7, 2019 QoS parameters, to provide external query and invocation interface. The main difficulty of this module is how to parse OWL-S files and how to get the QoS parameters. Here we will use the OWL-S API introduced earlier to deal with. In the middle of the OWL-S API, there is a function called ''readSrevice'', which inputs an OWL-S file to read and parse the file. After reading the service, the list of input and output parameters of the service can be obtained by using getInput () and getOutput () functions. The input and output parameters here are OWL-defined ontology information, which can be queried online.
How to obtain the parameters of QoS (i.e. average response time and availability), we have adopted two schemes here. If we can get it from the service itself, we can get it directly. Otherwise, we can visit this service many times and make data statistics to get the solutions of these two parameters. Service provides getService function, which can be used to find the service according to the serial number of the service, so as to get all the information of the service.
2) SEMANTIC MODULE
This module is used to parse OWL files, obtain semantic information from them and construct an ontology model (construct ontology semantic tree and store it, and provide semantic query function (ancestor and parent nodes of query semantics, their depth in the semantic tree, etc.). The difficulty of the semantic module is how to read the semantic information from the OWL file, and if the semantic information is constructed into a semantic tree.
Here, we can also use the functions in the middle of the OWL-S API. OntModel read is a function that reads an OWL file and parses the semantic conceptual information in it. He not only parses the file, but also reads all the OWL files mentioned in the file until all the files are parsed to construct a semantic concept tree. This function can then be used to list all the semantic concepts in the model, namely, semantic classes. For each of these semantic classes, all subclass information of the semantic class is obtained.
In this way, we get a lot of father-son relationships, according to which we can build a semantic tree. In the process of building the semantic tree, we will have every relationship between father and child. After reading the relationship, first determine whether the father node exists, if not, create the node and act as a root node, then read into the child node, if not, create a child node, and add the node to the child container of the previous parent node. This class provides a query interface to query the root node of the semantic tree where the semantic concept is located, the depth of the semantics in the middle of the semantic tree, the sibling nodes of the semantic concept in the middle of the semantic tree, and so on. These functions provide technical support for us to judge the similarity between the two semantics.
3) SERVICE QUERY MODULE
This will want to store the basic information of each service (input parameters, output parameters, response time, availability), and the relationship between service A and service B. For example, if a service can provide parameters for a service, we think service A is related to service B. Similarly, we will use some optimization methods to improve the speed of query.
Here is the storage of adjacent tables. Adjacency table is a storage method of directed graph. It will build a container for each node of the graph to store the node pointed to by the edge. Similarly, because in our algorithm, we first construct a directed graph of services, each service is a node, and if the output of this service can be regarded as the input of another service, then there is a directed edge between the service and the other service. So this structure is an adjacency matrix structure, SEQ represents the needs of the service, container services store the output of the service as input services. Because JAVA stores references, it's OK to store the classes of the service directly here without worrying about memory overuse.
This module provides service relationship query service, that is, input a service, and return all the services associated with this service for call by the core module of the algorithm.
4) SEMANTIC SIMILARITY QUERY MODULE
In the process of our algorithm execution and the final calculation of service satisfaction, we need to build on the basis of semantic similarity. This module provides this function, input two semantic concepts, the module will automatically calculate the similarity, and then return.
The design of this module is to calculate the semantic similarity strictly according to the calculation method of the semantic similarity described above. In the calculation, we need to know the root node of the semantic tree where a semantic concept is located, its depth in the middle of the semantic tree, and the number of sibling nodes, which can be obtained through the external interface provided by the semantic module.
Another technical difficulty is that we need to get the semantic distance between the two concepts for this calculation method. Semantic distance refers to the shortest path length between the two concepts in the semantic tree. To get the semantic distance, we first need the closest common ancestor of the two concepts.
Recent common ancestors refer to the two nodes V and U of a tree. Their deepest common ancestor, or their understanding of the tree as an undirected acyclic graph, is the shortest path from U to V, to the point where both of them have the lowest depth. At present, there are two mature algorithms to solve this problem, offline algorithm and online algorithm. Off-line algorithm is suitable for the case that only one calculation is needed. After the online algorithm has been initialized, the time complexity of O (logn) is only needed for several queries after that, which can greatly improve the speed of queries. So here we use the online algorithm.
V. EXPERIMENTS AND ANALYSIS
In this part, we will carry out large-scale experimental verification of the proposed composite system, and compare it with the experimental results of several other service composition algorithms. According to the description of service requirements and the algorithm of service we need to adopt. Next, we will design a system, which can accept the input of user's service requirements, and then through a series of calculations, return a result to the user. This result is output in visual way and two ways. In this way, users can not only see the results of service composition intuitively, but also directly execute the files, which facilitates the automation of service process. The key points of our comparison are: (a) the success rate of service matching; (b) the user satisfaction of service matching; (c) the parameters of service matching, service response time and availability.
The experimental data is OWLS-TC4, which can be downloaded on the network, including more than 1000 semantic Web Service services (described by OWL-S 1.1), including food, tourism, economy, commerce and other fields. In addition, ontology logic is also provided for us to build a semantic tree, and our experiment will be based on this data set. But the service on this data set has no response time and availability, so we will randomly generate the availability of each service > 0.98 and response time < 100ms, most of the service availability response time. In addition, we will randomly generate a service request as the input of the experiment.
A. COMPARISON OF THE ALGORITHM ITSELF
The purpose of this experiment is to see the results of our algorithm under different input conditions and the effect of input parameters on the final service composition. The atomic services used in the algorithm are 600 services randomly extracted from data sets. The experimental results are shown in Table 2 :
By comparing the results of the first three groups of experiments, we can see that if the input restricts the quality of service, the algorithm will provide a better solution to the composition of services with better quality of service, but it will pay a price: the success rate of service matching decreases and service satisfaction decreases. By comparing the first results with the last two experimental results, we can see that the threshold of service functional satisfaction has a great impact on the success rate and satisfaction of service composition. The higher the threshold, the lower the success rate of service composition, but the higher the satisfaction. However, too low satisfaction and service matching success rate do not meet our needs, so under normal circumstances, we set the threshold to 0.7, and if there is no specific QoS requirements, we can also set no QoS parameters, so that we can get better service composition.
B. COMPARISON OF SERVICE SUCCESS RATE AND SATISFACTION WITH OTHER ALGORITHMS
We will extract 200, 400, 600, 800, 1000 services from the original data set as atomic services, and run algorithms on them respectively. In this experiment, the threshold of this algorithm is set to 0.7, without setting the QoS parameters, while the minimum service satisfaction threshold of DOSCM and DAGSCM is set to 0.7.
As shown in Figure 9 , the Qsynth method has the lowest success rate in service composition. When atomic services are few, it is difficult to match successfully. This is because VOLUME 7, 2019 Qsynth method is not based on semantic matching, but on parameter matching, so once matching service satisfaction is 100%, but the success rate of composition is unacceptable. Among the three algorithms of this paper, DOSCM and DAGSCM, the proposed algorithm has obvious advantages both in the success rate and satisfaction degree of service composition. This is because DOSCM and DAGSCM only aim at the service composition of linear structure, but can not deal with the branch structure, so the success rate is lower than that of the algorithm in this paper which can combine the branch services. One of these two algorithms is to output when the first service composition meets the threshold. The other is to randomly select one of the solutions to satisfy all the requirements, instead of looking for a service with the highest satisfaction, as the algorithm in this paper does.
C. COMPARISONS WITH COMPOSITE SERVICES OF OTHER ALGORITHMS
This experiment takes 600 services as the original service set. The threshold of this algorithm will be set to 0.7, while the QoS parameters will be set to zero, 200 ms and 0.95, respectively, for comparison.
We can see from the graph that the response time of Qsynth method is the fastest, but since it is a service composition method pursuing the fastest response time itself, it is not surprising, and a single pursuit of response time will lead to a decrease in availability. Among the other algorithms, the results of this algorithm without QoS input constraints are better than those of DOSCM and DAGSCM, because in the process of running the algorithm, even if there is no parameter requirement of QoS, the service with good quality of service will be preferred. The response time and availability of this algorithm with QoS constraints are naturally much better than those of other algorithms.
Through the analysis of the experimental results in Figure 10 , we can see that the algorithm is superior to the other two semantic-based service composition algorithms in service success rate, satisfaction and QoS parameters. Compared with the method, it increases the support for semantics and improves the combination success rate. It is a comprehensive and relatively strong algorithm.
VI. CONCLUSION
Due to the inherent contradiction between the diversity of objects and the finiteness of subjects in the Internet of Things, semantic and ontology are introduced into the Internet of Things to form a new generation of network -the semantic Internet of Things. The services in the Semantic Internet of Things are not only dependent on resource-constrained physical devices in the real world, but also in a changing environment and related information. In view of the above characteristics, this paper proposes a service composition method based on QoS state in the Semantic Internet of Things, so as to provide more accurate service composition for different service objects dynamically. This paper mainly elaborates the research background and theoretical support of the QoS-based service composition method in the Semantic Internet of Things, and designs the composition framework and related codes. Finally, it verifies its effectiveness by comparing specific examples. Without considering semantic information, service composition based on QoS is considered to be a NP-hard problem, let alone the automatic composition of the Semantic Internet of Things. According to the current research situation of relevant scholars, we propose a search and composition algorithm based on the idea of planning graph. The algorithm has polynomial-level time complexity, stable performance in massive service environment, and provides an algorithm basis for any time return to the optimal service composition method. In recent years, he has taken charge of three projects of the National Natural Science Foundation of China, participated in one 973 project and four 863 projects, published more than 80 papers, and authorized more than 30 invention patents (including two USA invention patents). His main research interests include storage theory and technology, big data, machine learning, image processing, and affective computing.
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