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Uncertainty relations are inequalities representing the impossibility of
simultaneous measurement in quantum mechanics. The most well-known
uncertainty relations were presented by Heisenberg and Schrödinger. In this
chapter, we generalize and extend them to produce several types of uncertainty
relations.
Keywords: trace inequality, variance, covariance, skew information, metric
adjusted skew information, noncommutativity, observable, operator inequality
1. Introduction
LetMn ð Þ (resp.Mn,sa ð Þ) be the set of all n n complex matrices (resp. all
n n self-adjoint matrices), endowed with the Hilbert-Schmidt scalar product
A,Bh i ¼ Tr A ∗B½ . LetMn,þ ð Þ be the set of strictly positive elements ofMn ð Þ and
Mn,þ,1 ð Þ⊂Mn,þ ð Þ be the set of strictly positive density matrices, that is
Mn,þ,1 ð Þ ¼ ρ∈Mn ð ÞjTr ρ½  ¼ 1, ρ>0f g. If not otherwise specified, hereafter, we
address the case of faithful states, that is ρ>0. It is known that the expectation of an
observable A∈Mn,sa ð Þ in state ρ∈Mn,þ,1 ð Þ is defined by
Eρ Að Þ ¼ Tr ρA½ ,
and the variance of an observable A∈Mn,sa ð Þ in state ρ∈Mn,þ,1 ð Þ is
defined by
Vρ Að Þ ¼ Tr ρ A Eρ Að ÞI
 2h i ¼ Tr ρA2  Eρ Að Þ2 ¼ Tr ρA20 ,
where A0 ¼ A Eρ Að ÞI.
In Section 2, we introduce the Heisenberg and Schrödinger uncertainty relations.
In Section 3, we present uncertainty relations with respect to the Wigner-Yanase
and Wigner-Yanase-Dyson skew information. To represent the degree of
noncommutativity between ρ∈Mn,þ,1 ð Þ and A∈Mn,sa ð Þ, the Wigner-Yanase
skew information Iρ Að Þ is defined by
Iρ Að Þ ¼ 1
2
Tr i ρ1=2,A
h i 2 	
¼ Tr ρA2  Tr ρ1=2Aρ1=2Ah i,
where X,Y½  ¼ XY  YX. Furthermore, the Wigner-Yanase-Dyson skew
information Iρ,α Að Þ is defined by
1
Iρ,α Að Þ ¼ 1
2
Tr i ρα,A½ ð Þ i ρ1α,A    ¼ Tr ρA2  Tr ραAρ1αA , α∈ 0, 1½ ð Þ:
The convexity of Iρ,α Að Þ with respect to ρ was famously demonstrated by Lieb
[1], and the relationship between the Wigner-Yanase skew information and the
uncertainty relation was originally developed by Luo and Zhang [2]. Subsequently,
the relationship between the Wigner-Yanase-Dyson skew information and the
uncertainty relation was provided by Kosaki [3] and Yanagi-Furuichi-Kuriyama
[4]. In Section 4, we discuss the metric adjusted skew information defined by
Hansen [5], which is an extension of the Wigner-Yanase-Dyson skew information.
The relationship between metric adjusted skew information and the uncertainty
relation was provided by Yanagi [6] and generalized by Yanagi-Furuichi-Kuriyama
[7] for generalized metric adjusted skew information and the generalized metric
adjusted correlation measure. In Sections 5 and 6, we provide non-Hermitian
extensions of Heisenberg-type and Schrödinger-type uncertainty relations related
to generalized quasi-metric adjusted skew information and the generalized quasi-
metric adjusted correlation measure. As a result, we obtain results for non-
Hermitian uncertainty relations provided by Dou and Du as corollaries of our
results. Finally, in Section 7, we present the sum types of uncertainty relations.
2. Heisenberg and Schrödinger uncertainty relations
Theorem 1.1 (Heisenberg uncertainty relation). For A,B∈Mn,sa ð Þ,
ρ∈Mn,þ,1 ð Þ,
Vρ Að ÞVρ Bð Þ≥ 1
4





where A,B½  ¼ AB BA is the commutator.
Theorem 1.2 (Schrödinger uncertainty relation). For A,B∈Mn,sa ð Þ,
ρ∈Mn,þ,1 ð Þ,
Vρ Að ÞVρ Bð Þ  ∣Re Tr ρA0B0½ f g 2 ≥ 1
4






Proof of Theorem 1.2. By the Schwarz inequality



















   Tr ρB20  ¼ Vρ Að Þ  Vρ Bð Þ:
Since
Tr ρ A0,B0½ ½  ¼ Tr ρA0B0½   Tr ρB0A0½  ¼ Tr ρA0B0½   Tr A0B0ρ½ 
¼ Tr ρA0B0½   Tr ρA0B0½  ¼ 2iIm Tr ρA0B0½ f g,
we have
Tr ρA0B0½ j j2 ¼ Re Tr ρA0B0½ f gð Þ2 þ Im Tr ρA0B0½ f gð Þ2
¼ Re Tr ρA0B0½ f gð Þ2 þ 1
4
Tr ρ A0,B0½ ½ j j2:
2
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Since Tr ρ A0,B0½ ½  ¼ Tr ρ A,B½ ½ , we obtain
Vρ Að Þ  Vρ Bð Þ  ∣Re Tr ρA0B0½ f g 2 ≥ 1
4






3. Uncertainty relation for Wigner-Yanase-Dyson skew information
3.1 Wigner-Yanase skew information
To represent the degree of noncommutativity between ρ∈Mn,þ,1 ð Þ and
A∈Mn,sa ð Þ, the Wigner-Yanase skew information Iρ Að Þ and related quantity Jρ Að Þ
are defined as
Iρ Að Þ ¼ 1
2
Tr i ρ1=2,A0
h i 2 	
¼ Tr ρA20
  Tr ρ1=2A0ρ1=2A0h i:
Jρ Að Þ ¼
1
2
Tr ρ A0,B0f g2
h i
¼ Tr ρA20
 þ Tr ρ1=2A0ρ1=2A0h i,
where A,Bf g ¼ ABþ BA. The quantity Uρ Að Þ representing a quantum
uncertainty excluding the classical mixture is defined as
Uρ Að Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi




Vρ Að Þ2  Vρ Að Þ  Iρ Að Þ
 2q
:
We note the following relation:
0≤ Iρ Að Þ≤Uρ Að Þ≤Vρ Að Þ: (2)
Luo [8] then derived the uncertainty relation of Uρ Að Þ.
Theorem 1.3. For A,B∈Mn,sa ð Þ, ρ∈Mn,þ,1 ð Þ,
Uρ Að Þ Uρ Bð Þ≥ 1
4





Inequality (3) is a refinement of (1) in terms of (2).
3.2 Wigner-Yanase-Dyson skew information
Here, we introduce a one-parameter inequality extended from (3). For
0≤ α≤ 1,A,B∈Mn,sa ð Þ and ρ∈Mn,þ,1 ð Þ, we define the Wigner-Yanase-Dyson
skew information as follows:
Iρ,α Að Þ ¼ 1
2
Tr i ρα,A0½ ð Þ i ρ1α,A0
    ¼ Tr ρA20  Tr ραA0ρ1αA0 :
We also define
Jρ,α Að Þ ¼
1
2
Tr ρα,A0f g ρ1α,A0




Tr i ρα,A0½ ½ Þ i ρ1α,A0
   ¼ 1
2







Tr ρα,A0f g ρ1α,A0
   6¼ 1
2
Tr ρα,Af g ρ1α,A  :
We then have the following inequalities:
Iρ,α Að Þ≤ Iρ Að Þ≤ Jρ Að Þ≤ Jρ,α Að Þ, (4)
because Tr ρ1=2Aρ1=2A
 
≤Tr ραAρ1αA½ . We define
Uρ,α Að Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi




Vρ Að Þ2  Vρ Að Þ  Iρ,α Að Þ:
q
(5)
From (2), (4), and (5), we have
0≤ Iρ,α Að Þ≤ Iρ Að Þ≤Uρ Að Þ
and
0≤ Iρ,α Að Þ≤Uρ,α Að Þ≤Uρ Að Þ:
We provide the following uncertainty relation with respect to Uρ,α Að Þ as a direct
generalization of (3).
Theorem 1.4 ([9]). For A,B∈Mn,sa ð Þ, ρ∈Mn,þ,1 ð Þ,





Proof of Theorem 1.4. By spectral decomposition, there exists an orthonormal
basis jϕ1i, jϕ2i, … , jϕnif g consisting of eigenvectors of ρ. Let λ1, λ2, … , λn be the
corresponding eigenvalues, where
Pn
i¼1λi ¼ 1 and λi ≥0. Thus ρ has a spectral
representation ρ ¼Pni¼1λi∣ϕiihϕi∣. We can obtain the following representations of
Iρ,α Að Þ and Jρ,α Að Þ:
Iρ,α Að Þ ¼
X
i< j







































λi þ λ j




Tr ρ A,B½ ½  ¼ Tr ρ A0,B0½ ½  ¼ 2iImTr ρA0B0½  ¼ 2iIm
X
i< j
















∣Tr ρ A,B½ ½ ∣ ¼ 2∣
X
i< j
















Tr ρ A,B½ ½ j j2 ≤ 4
X
i< j





By (7) and the Schwarz inequality,
α 1 αð Þ Tr½ρ½A,Bj j2 ≤ 4α 1 αð Þ
X
i< j









α 1 αð Þ
p









α 1 αð Þ
p







λi þ λ j































Iρ,α Að ÞJρ,α Bð Þ≥ α 1 αð Þ Tr½ρ½A,Bj j2:
We also have




Thus, we have the final result, (6). □
When α ¼ 12, we obtain the result in Theorem 1.3.
4. Metric adjusted skew information and metric adjusted correlation
measure
4.1 Operator monotone function
A function f : 0,þ∞ð Þ !  is considered operator monotone if, for any n∈ℕ,




monotone function is said to be symmetric if f xð Þ ¼ xf x1ð Þ and normalized if
f 1ð Þ ¼ 1.
Definition 1 F op is the class of functions f : 0,þ∞ð Þ ! 0,þ∞ð Þ such that:
1. f 1ð Þ ¼ 1.
2. tf t1ð Þ ¼ f tð Þ.
3. f is operator monotone.
Example 1. Examples of elements of F op are given by the following:
fRLD xð Þ ¼ 2x






, fBKM xð Þ ¼ x 1
log x
,
fSLD xð Þ ¼ xþ 1
2
, fWYD xð Þ ¼ α 1 αð Þ x 1ð Þ
2
xα  1ð Þ x1α  1ð Þ , α∈ 0, 1ð Þ:
Remark 1. Any f ∈F op satisfies
2x




For f ∈F op, we define f 0ð Þ ¼ lim x!0f xð Þ. We introduce the sets of regular and
non-regular functions
F rop ¼ f ∈F opj f 0ð Þ 6¼ 0
 
, F nop f ∈F opj f 0ð Þ ¼ 0
 
and notice that trivially F op ¼ F rop ∪F nop.
Definition 2. For f ∈F rop, we set
~f xð Þ ¼ 1
2




Theorem 1.5 ([10]). The correspondence f ! ~f is a bijection between F rop and F nop.
4.2 Metric adjusted skew information
In the Kubo-Ando theory [11] of matrix means, a mean is associated with each
operator monotone function f ∈F op by the following formula:
m f A,Bð Þ ¼ A1=2f A1=2BA1=2
 
A1=2,
where A,B∈Mn,þ ð Þ. Using the notion of matrix means, the class of monotone
metrics can be defined by the following formula:





where Lρ Að Þ ¼ ρA,Rρ Að Þ ¼ Aρ.
Definition 3. For A∈Mn,sa ð Þ, we define as follows:
6
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I fρ Að Þ ¼
f 0ð Þ
2
i ρ,A½ , i ρ,A½ h iρ,f ,
C fρ Að Þ ¼ Tr m f Lρ,Rρ
 
Að Þ  A ,
U fρ Að Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vρ Að Þ2  Vρ Að Þ  I fρ Að Þ
 2r
:
Quantity I fρ Að Þ is referred to as the metric adjusted skew information, and
A,Bh iρ,f is referred to as the metric adjusted correlation measure.
Proposition 1. The following holds:
1.I fρ Að Þ ¼ I fρ A0ð Þ ¼ Tr ρA20
  Tr m~f Lρ,Rρ  A0ð Þ  A0  ¼ Vρ Að Þ  C~fρ A0ð Þ.
2. J fρ Að Þ ¼ Tr ρA20
 þ Tr m~f Lρ,Rρ  A0ð Þ  A0  ¼ Vρ Að Þ þ C~fρ A0ð Þ.
3.0≤ I fρ Að Þ≤U fρ Að Þ≤Vρ Að Þ.
4.U fρ Að Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I fρ Að Þ  J fρ Að Þ
q
.
Theorem 1.6 ([6]). For f ∈Frop, if
xþ 1
2
þ ~f xð Þ≥ 2f xð Þ, (8)
then it holds that




where A,B∈Mn,sa ð Þ.
To prove Theorem 1.6, several lemmas are used.




m~f x, yð Þ2 ≥ f 0ð Þ x yð Þ2:
Proof of Lemma 1. By (8), we have
xþ y
2
þm~f x, yð Þ≥ 2m f x, yð Þ: (10)
Since
















 f 0ð Þ x yð Þ
2






m~f x, yð Þ2 ¼
xþ y
2
m~f x, yð Þ
n o xþ y
2
þm~f x, yð Þ
n o
¼ f 0ð Þ x yð Þ
2
2m f x, yð Þ
xþ y
2
þm~f x, yð Þ
n o




Lemma 2. Let jϕ1i, jϕ2i,⋯, jϕnif g be a basis of eigenvectors of ρ, corresponding
to the eigenvalues λ1, λ2,⋯, λnf g. We set ajk ¼ ϕ jjA0jϕk
D E














m~f λ j, λk
 
ajkakj,










m~f λ j, λk
 
ajkakj,




































Proof of Theorem 1.6. Since
Tr ρ A,B½ ð Þ ¼ Tr ρ A0,B0½ ð Þ ¼
X
j, k




f 0ð Þ Trðρ½A,BÞj j2 ≤
X
j, k









λ j þ λk
2
 2










λ j þ λk
2















λ j þ λk
2











A ¼ I fρ Að ÞJ fρ Bð Þ:
We also have
I fρ Bð ÞJ fρ Að Þ≥ f 0ð Þ Trðρ½A,BÞj j2:
Thus, we have the final result (9). □
5. Generalized metric adjusted skew information
We assume that f ∈F rop satisfies the following condition (A):
g xð Þ≥ k x 1ð Þ
2




g xð Þ ¼ g xð Þ  k
x 1ð Þ2
f xð Þ ∈Fop:
8
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Definition 4. For A,B∈Mn,sa ð Þ, ρ∈Mn,þ,1 ð Þ we define the following:
Corr g,fð Þρ A,Bð Þ ¼ k i ρ,A0½ , i ρ,B0½ h i f
¼ Tr A0mg Lρ,Rρ
 
B0









I g,fð Þρ Að Þ ¼ Corr g,fð Þρ A,Að Þ
¼ Tr A0mg Lρ,Rρ
 
A0

















J g,fð Þρ Að Þ ¼ Tr A0mg Lρ,Rρ
 
A0

















U g,fð Þρ Að Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I g,fð Þρ Að Þ  J g,fð Þρ Að Þ
q
:
I g,fð Þρ Að Þ is referred to as the generalized metric adjusted skew information, and
Corr g,fð Þρ A,Bð Þ is referred to as the generalized metric adjusted correlation measure.
Theorem 1.7 ([7]). Under condition (A), the following holds:
1. (Schrödinger type) For A,B∈Mn,sa ð Þ, ρ∈Mn,þ,1 ð Þ,





2. (Heisenberg type) For A,B∈Mn,sa ð Þ, ρ∈Mn,þ,1 ð Þ, we assume the
following condition (B):
g xð Þ þ Δ fg xð Þ≥ℓf xð Þ for some ℓ>0:
Then,





6. Generalized quasi-metric adjusted skew information
In this section, we present general uncertainty relations for non-Hermitian
observables X,Y ∈Mn ð Þ.
Definition 5. For X,Y ∈Mn ð Þ,A,B∈Mn,þ ð Þ we define the following:
Γ
g,fð Þ
A,B X,Yð Þ ¼ k LA  RBð ÞX, LA  RBð ÞYh i f
¼ kTr X ∗ LA  RBð Þm f LA,RBð Þ1 LA  RBð ÞY
h i
¼ Tr X ∗mg LA,RBð ÞY









A,B X,Yð Þ ¼ Tr X ∗mg LA,RBð ÞY


















A,B Xð Þ is referred to as the generalized quasi-metric adjusted skew information,
and Γ
g,fð Þ





Theorem 1.8 ([12]). Under condition (A), the following holds:
1. (Schrödinger type) For X,Y ∈Mn ð Þ,A,B∈Mn,þ ð Þ,
I
g,fð Þ

















A,B Xð Þ  U g,fð ÞA,B Yð Þ≥ kℓ∣Tr X ∗ ∣LA  RB Yj j2:
h
In particular,


















where X ∈Mn ð Þ and A,B∈Mn,þ ð Þ.
Proof of 1 in Theorem 1.8. By the Schwarz inequality, we have
I
g,fð Þ





Now, we prove the second inequality. Since
I
g,fð Þ
A,B X þ Yð Þ ¼ Tr X ∗ þ Y ∗ð Þmg LA,RBð Þ X þ Yð Þ
 









A,B X  Yð Þ ¼ Tr X ∗  Y ∗ð Þmg LA,RBð Þ X  Yð Þ
 










A,B X þ Yð Þ  I g,fð ÞA,B X  Yð Þ
¼ 2Tr X ∗mg LA,RBð ÞY
























A,B X,Yð Þ ¼ Re Γ g,fð ÞA,B X,Yð Þ
n o








A,B X þ Yð Þ  I g,fð ÞA,B X  Yð Þ
 















A,B X þ Yð Þ  I g,fð ÞA,B X  Yð Þ
 2











We use the following lemma to prove 2:
Lemma 3




x, yð Þ2 ≥ kℓ x yð Þ2:





x, yð Þ ¼ mg x, yð Þ  k x yð Þ
2
m f x, yð Þ
,
mg x, yð Þ þmΔg f x, yð Þ≥ℓm f x, yð Þ:
We then have

















k x yð Þ2
m f x, yð Þ
ℓm f x, yð Þ ¼ kℓ x yð Þ2:
□










be the spectral decompositions of A and B, respectively. Then, we have
I
g,fð Þ
A,B Xð Þ ¼
X
i, j


















A,B Yð Þ ¼
X
i, j





































Then, by Lemma 3, we have























































ðλi, μ jÞÞjhϕ jjY ψ iij j2
( )
¼ I g,fð ÞA,B Xð Þ  J g,fð ÞA,B Yð Þ:
Similarly, we have kℓ Tr X ∗ jLA  RBjY½ j j2 ≤ I g,fð ÞA,B Yð Þ  J g,fð ÞA,B Xð Þ. Therefore,
U
g,fð Þ
A,B Xð Þ U g,fð ÞA,B Yð Þ≥ kℓ∣Tr X ∗ ∣LA  RB Yj j2: □
h
When A ¼ B ¼ ρ∈Mn,þ,1 ð Þ,X ¼ A∈Mn ð ÞÞ, and Y ¼ B∈Mn ð Þ, we obtain
the result in Theorem 1.7.
We assume that
g xð Þ ¼ xþ 1
2
, f xð Þ ¼ α 1 αð Þ x 1ð Þ
2
xα  1ð Þ x1α  1ð Þ , k ¼
f 0ð Þ
2
, ℓ ¼ 2:
We then obtain the following trace inequality by substituting X ¼ I in (11).
α 1 αð Þ Tr jLA  RBjI½ ð Þ2 ≤ 1
2




Tr AαB1α þ A1αBα  2: (12)
This is a generalization of the trace inequality provided in [13]. In addition, we
produce the following new inequality by combining a Chernoff-type inequality
with Theorem 1.8.
Theorem 1.9 ([14]). We have the following:
1
2













Tr Aþ B½ 
 2
 α 1 αð Þ Tr ∣LA  RB∣I½ Þ2:ð
s
The following lemma is necessary to prove Theorem 1.9.
Lemma 4. Let f sð Þ ¼ Tr A1sBs  for A,B∈Mn ð Þ and 0≤ s≤ 1. Then f sð Þ is
convex in s.
Proof of Lemma 4. f 0 sð Þ ¼ Tr A1s logABs þ A1sBs logB . And then
12
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f 00 sð Þ ¼ Tr A1s logAð Þ2Bs  A1s logABs logB
h i
 Tr A1s logABs logB A1sBs logBð Þ2
h i
¼ Tr A1s logAð Þ2Bs
h i
 Tr A1s logA logBBs  Tr logB logAA1sBs þ Tr A1s logBð Þ2Bsh i
¼ Tr A1s logA logA logBð ÞBs  Tr A1s logA logBð Þ logBBs 
¼ Tr A1s logA logBð ÞBs logA  Tr A1s logA logBð Þ logBBs 
¼ Tr A1s logA logBð ÞBs logA logBð Þ 
¼ Tr A 1sð Þ=2 logA logBð ÞBs logA logBð ÞA 1sð Þ=2
h i
≥0:
f sð Þ is convex in s. □
Proof of Theorem 1.9. The third and fourth inequalities follow from Lemma 4
and (12), respectively. Thus, we only prove the following inequality:
Tr Aþ BjLA  RBjI½ ≤ 2Tr A1αBα
 



































2, Tr B½  ¼X
i, j









∣LA  RB∣ ¼
X
i, j
∣λi  μ j∣L∣ϕiihϕi∣R∣ψ jihψ j∣,
we have
∣LA  RB∣I ¼
X
i, j




Tr jLA  RBjI½  ¼
X
i, j









Tr Aþ BjLA  RBjI½  ¼
X
i, j










































































Since 2xαy1α  xþ yjx yjð Þ≥0 for x, y>0, 0≤ α≤ 1 in general, we can
obtain Theorem 1.9. □
Remark 2. We note the following 1, 2:













Tr jA Bj½ ð Þ2
s
:











































7. Sum type of uncertainty relations












For any quantum state ∣ϕi, we define the two probability distributions
P ¼ p1, p2,⋯, pn
 
, Q ¼ qi, q2,⋯, qn
 
,
where pi ¼ ϕijϕh ij j2, q j ¼ ∣hψ j ϕij j2. Let
H Pð Þ ¼ 
Xn
i¼1
pi log pi, H Qð Þ ¼ 
Xn
j¼1
q j log q j
be the Shannon entropies of P and Q, respectively.
Theorem 1.10. The following uncertainty relation holds:
H Pð Þ þH Qð Þ≥  2 log c,
where c ¼ max i,j∣ ϕijψ j
D E
∣.
For details, see [15, 16].
Definition 6. The Fourier transformation of ψ ∈L2 ð Þ is defined as










t2 f tð Þj j2dt<∞
 
:
Proposition 2. If ψ ∈L2 ð Þ, ∥ψ∥2 ¼ 1 satisfies ψ , ψ^ ∈Q ð Þ, then












ψ^ tð Þj j2 log ψ^ tð Þj j2dt:
For details, see [17].
Theorem 1.11 ([18]). For any X,Y ∈Mn ð Þ,A,B∈Mn,þ ð Þ, the following holds:
1.I
g,fð Þ
A,B X,Yð Þ þ I g,fð ÞA,B Yð Þ≥ 12 max I
g,fð Þ


















































A:B X  Yð Þ
q 
.
Proof 1. The Hilbert-Schmidt norm ∥  ∥ satisfies
∥X∥2 þ ∥Y∥2 ¼ 1
2
∥X þ Y∥2 þ ∥X  Y∥2 ≥ 1
2











. We then obtain the result by substituting (13),








3. We prove the following norm inequality:
∥X∥þ ∥Y∥≤∥X þ Y∥þ ∥X  Y∥: (14)
Since
∥X∥ ¼ ∥ 1
2
X þ Yð Þ þ 1
2
X  Yð Þ∥≤ 1
2




∥Y∥ ¼ ∥ 1
2
Y þ Xð Þ þ 1
2
Y  Xð Þ∥≤ 1
2
∥Y þ X∥þ 1
2
∥Y  X∥,
we add two inequalities and obtain (14). □
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