Abstract. A Banach space is said to be Grothendieck if weak and weak * convergent sequences in the dual space coincide. This notion has been quantificated by H. Bendová. She has proved that ℓ ∞ has the quantitative Grothendieck property, namely, it is 1-Grothendieck. Our aim is to show that Banach spaces from a certain wider class are 1-Grothendieck, precisely, C(K) is 1-Grothendieck provided K is a totally disconnected compact space such that its algebra of clopen subsets has the so called Subsequential completeness property.
Introduction and main results
We say that a Banach space X is Grothendieck if each weak * convergent sequence in the dual space X * is necessarily weakly convergent. Naturally, every reflexive space is Grothendieck. Classical example of a nonreflexive Grothendieck space is ℓ ∞ due to Grothendieck [3] . More generally, C(K) is Grothendieck if K is a compact Hausdorff F -space (i.e., disjoint open F σ subsets of K have disjoint closures) [8] . According to R. Haydon [4, 1B Proposition] , C(K) is Grothendieck provided K is a totally disconnected compact space such that its algebra of clopen subsets has the so called Subsequential completeness property. In [4] Haydon has constructed such a space which moreover does not contain isomorphic copy of ℓ ∞ . In [7] H. Pfitzner has shown that each von Neumann algebra is a Grothendieck space. Some other Grothendieck spaces are the Hardy space H ∞ [2] or weak L p spaces [6] . The Grothendieck property has been quantificated by H. Bendová in [1] as follows Definition 1.1 (the Quantitative Grothendieck property). Let X be a Banach space. For a bounded sequence (x * n ) n∈N in the dual X * define two moduli:
δ w * (x Definition 1.2.
(1) We say that a topological space T is totally disconnected if it contains at least two different points and each two different points are separated by a clopen set. (2) We say that a totally disconnected compact space K is a Haydon space if the algebra of its clopen subsets has the Subsequential completeness property (SCP), i.e., if for any sequence (U n ) n∈N of pairwise disjoint clopen sets there is an infinite set M ⊂ N such that the union of (U m ) m∈M has the open closure.
Our aim is to show that C(K), that is C(K; R) or C(K; C), has the Quantitative Grothendieck property, namely it is 1-Grothendieck, provided K is a Haydon space. Since the Quantitative Grothendieck property implies the Qualitative one, our result strengthens Haydon's proposition [4, 1B Proposition] .
The proof of the theorem is in the section 3. Since 1-Grothendieck property of C(K; R) and C(K; C) being equivalent we get our result for real and complex spaces at once. The equivalence is proved in the section 2. Proof. As we have already said Haydon had constructed a Haydon space K with C(K) not containing ℓ ∞ [4] .
Real and complex case equivalence
This section is devoted to the following proposition. Proposition 2.1. Let K be a compact Hausdorff space. Then the following assertions are equivalent:
(iii) Whenever µ n and ν n , n ∈ N, are two sequences of Radon probability measures on K such that µ m and ν n are mutually singular for each m, n ∈ N and ε > 0 then there are Λ ⊂ N infinite and disjoint compact sets A, B ⊂ T such that for each n ∈ Λ we have µ n (A) > 1 − ε and ν n (B) > 1 − ε.
To prove the equivalence of (i) and (ii) we need recall the notion of (I)-envelope established by O.F.K. Kalenda [5] and the relationships between complex Banach spaces and real ones. 
Remark 2.3. ⋄: (I)−env(B) is norm-closed and convex, ⋄: co ||·|| B ⊂ (I)−env(B) ⊂ co w * B ⋄: X is considered to be canonically embedded in X * * , so the operation (I)-envelope applied to subsets of X is done in the bidual X * * .
If X is a complex Banach space then X R denotes X considered as a real space. The following properties are well known and easy to check.
• The identity map X onto X R is a real-linear isometry. Thus B X = B X R .
• The map φ :
is a real-linear isometry.
is a real-linear isometry and weak * -to-weak * homeomorphism. This causes
, where B R denotes B considered as a subset of X R and ε X : X → X * * and ε X R : X R → (X R ) * * are canonical embeddings into the respective biduals.
Lemma 2.4. Let X be a complex Banach space and φ :
In particular, X is c-Grothendieck if and only if X R is c-Grothendieck.
Whenever a, b ∈ R are cluster points of the sequence (Re (x * * (x * n ))) n∈N for some x * * ∈ B X * * , there are c, d ∈ R such that a + ic and b + id are cluster points of (
To show the converse inequality, let c such that c < δ w (x * n ). Then there exists x * * ∈ B X * * such that diam clust (x * * (x * n )) > c, thus there are a, b ∈ clust (x * * (x * n )) such that |a − b| > c. There are two increasing sequences of natural numbers (p k ) k∈N and (r k ) k∈N such that 
3. The proper proof Definition 3.1. Let S be a family of sets such that A∪B ∈ S whenever A, B ∈ S. We say that a map ϕ : S −→ R is From now on U(S) denotes the algebra of all clopen subsets of a totally disconnected compact space S. Proof. Every compact Hausdorff space is normal, so two disjoint compact subsets can be separated by disjoint open sets. Moreover, these sets can be replaced by finite unions of basis elements and totally disconnected compact space has a basis consisting of clopen sets.
The following two lemmas will be used in Lemma 3.4. Let σ n , n ∈ N, be a sequence of nonnegative superadditive functions on P(N) satisfying for each n ∈ N the following special additive condition
whenever A∩B = ∅ and one of the sets A, B is finite. Let further N ⊂ N infinite and ε > 0 be such that σ n (F ) < ε/2 for each finite F ⊂ N and for each n ∈ N. Then there exists an infinite set U ⊂ N such that σ n (U) < ε for all n ∈ N.
Lemma 3.5. Let λ n , n ∈ N, be a sequence of nonnegative additive functions on P(N) such that (1) λ n (N) ≤ 1 for each n ∈ N, (2) lim n→∞ λ n ({k ∈ N : k ≥ n}) = 0. Then for each ε > 0 there exists an increasing sequence of positive integers p 0 < p 1 < p 2 < . . . such that for each infinite U ⊂ N we have
Definition 3.6 (ε-separation, separation). Let S be a totally disconnected compact space and µ and ν are nonnegative functions on U(S). If ε > 0 and A ∈ U(S), we say that A ε-separates µ and ν if µ(A) < ε and ν(S \ A) < ε. Further, µ and ν are called U(S)-separated if for each ε > 0 there is a clopen set A ⊂ S which ε-separates µ and ν. Definition 3.7 (Uniform separation). Let S be a totally disconnected compact space and µ n and ν n , n ∈ N, are two sequences of nonnegative functions on U(S). We say for these two sequences to be uniformly U(S)-separated if for each ε > 0 there is a clopen set A ⊂ S which ε-separates µ m and ν n for all m ∈ N and n ∈ N.
From now on, S is a Haydon space and τ (S) is the corresponding topology.
Lemma 3.8 (Key lemma). Let µ n , n ∈ N, be a sequence of nonnegative additive functions defined on U(S) and ν n , n ∈ N, be a sequence of nonnegative monotone additive functions defined on τ (S). Further, assume that the following conditions hold (i) ν n (S) = 1 for each n ∈ N; (ii) for each n ∈ N and each ε > 0 there exists A ∈ U(S) which ε-separates µ m and ν n for all m ∈ N.
Then there exists an infinite set Λ ⊂ N such that for each ε > 0 there is a set Q ∈ U(S) ε-separating µ m and ν n for all m ∈ N and all n ∈ Λ.
Proof. We will proceed much as Kalenda did in the proof of [5, Lemma 4.6] . First of all, we will show that for each ε > 0 there exists an infinite set Λ 0 ⊂ N and A ∈ U(S) such that A ε-separates µ m and ν n for all m ∈ N and all n ∈ Λ 0 . . Fix ε > 0. According to the condition (ii), for each n ∈ N choose A n ∈ U(S) such that µ m (A n ) < ε/2 n+2 and ν n (S \ A n ) < ε/2 n+2 for all m ∈ N. Set C n := A 1 ∪ . . . ∪ A n , n ∈ N. Then obviously C n ∈ U(S), n ∈ N. For each m ∈ N, being additive on U(S), µ m is monotone and subadditive and hence satisfies
for all n ∈ N. Further, for each n ∈ N, being monotone on U(S), ν n satisfies
We check that the conditions in Lemma 3.5 hold for the sequence λ n , n ∈ N. For each n ∈ N it holds λ n (N) ≤ 1, as ν n is monotone and ν n (S) = 1, and λ n is a nonnegative additive set function on N, as ν n is a nonnegative additive function on τ (S) and (C k+1 \ C k ) ∩ (C l+1 \ C l ) = ∅ whenever k = l, k, l ∈ N, and for ν n is monotone for each n ∈ N, we are able to get the condition (2) in Lemma 3.5 by the following estimates for each n ∈ N
According to Lemma 3.5, there exists a sequence p 0 < p 1 < . . . of positive integers such that for each infinite set U ⊂ N we have lim inf
. Further, for each n ∈ N set
Now we need to check for the sequence σ n , n ∈ N, to have the properties stated in the assumptions of Lemma 3.4. Fix n ∈ N. Then σ n is nonnegative as µ n is nonnegative and bounded. To show that σ n is superadditive, choose
is moreover finite, the equality holds. It is enough to show the converse inequality.
is closed (and hence clopen), thus
is open as well. We have
Since E is arbitrary, we get
. Furthermore, for each n ∈ N and each finite F ⊂ N we have
According to Lemma 3.4, there exists an infinite set U ⊂ N such that σ n (U) < ε/2 for each n ∈ N. Since U(S) has the SCP, there is infinite V ⊂ U such that
And by definition of σ n , n ∈ N, we have for all n ∈ N µ n j∈V
Then A ∈ U(S) and for each n ∈ N we have
Further, for all n ∈ N we have
Hence, ν n (S \ A) < ε for infinitely many n ∈ N, that is to say, there is infinite set Λ 0 ⊂ N such that A ε-separates µ m and ν n for all m ∈ N and for all n ∈ Λ 0 . Now, by induction we construct an infinite sequence of infinite sets N ⊃ Λ 1 ⊃ Λ 2 ⊃ . . . such that for each k ∈ N there exists A k ∈ U(S) which 2 −(k+1) -separates µ m and ν n for all m ∈ N and all n ∈ Λ k . Pick pairwise distinct elements c k ∈ Λ k , k ∈ N, and set Λ := {c k : k ∈ N}. Then Λ ⊂ N is infinite. Choose arbitrary ε > 0. Then there exists k ∈ N such that 2 −k < ε. For each j ∈ {1, . . . , k − 1} choose B j ∈ U(S) which 1 k2 k+1 -separates µ m and ν c j for all m ∈ N.
Hereby the proof is finished.
Lemma 3.9 (Inductive lemma). Let µ n , n ∈ N, be a sequence of nonnegative monotone additive functions defined on τ (S) and ν n , n ∈ N, be a sequence of nonnegative additive functions defined on U(S). Further, suppose that the following conditions are satisfied
(ii) µ m and ν n are U(S)-separated for each m, n ∈ N.
Then there exists an infinite set Λ ⊂ N such that for each n ∈ N and each ε > 0 there is a clopen set P ⊂ S which ε-separates µ m and ν n for all m ∈ Λ.
Proof. We will apply Lemma 3.8 inductively. Setμ n := ν 1 andν n := µ n for each n ∈ N. Sequencesμ n andν n , n ∈ N, satisfy assumptions of Lemma 3.8. Thus, there is an infinite set Λ 1 ⊂ N such that for each ε > 0 there exists Q ∈ U(S) which ε-separates ν 1 and µ m for all m ∈ Λ 1 . Having already constructed infinite set Λ k for k ∈ N such that for each ε > 0 there exists Q ∈ U(S) which ε-separates ν k and µ m for all m ∈ Λ k , setμ n := ν k+1 ,ν n := µ in for each n ∈ N where Λ k = {i 1 < i 2 < . . .}. Then again according to Lemma 3.8 there exists infinite setΛ ⊂ N such that for each ε > 0 there exists Q ∈ U(S) which ε-separates ν k+1 and µ im for all m ∈Λ. Set Λ k+1 := {i m : m ∈Λ}. Then for each k ∈ N Λ k+1 ⊂ Λ k and for each ε > 0 there exists Q ∈ U(S) which ε-separates ν k and µ m for all m ∈ Λ k . Choose pairwise distinct elements c n ∈ Λ n , n ∈ N, and set Λ := {c n : n ∈ N}. Then Λ is infinite. Now fix n ∈ N and ε > 0. Let Q ∈ U(S) ε/2-separate ν n and µ m for all m ∈ Λ n and since U(S)-separation is a symmetric relation, from the condition (ii) it follows that for each i = 1, . . . , n − 1 there exists C i ∈ U(S) ε/2n-separating ν n and µ c i .
Then from the additivity of ν n on U(S) we get
If j ∈ {1, . . . n − 1}, then from the monotony of µ c j it implies
and if j ≥ n, then (again from the monotony of µ c j )
Setting P := S \ A, we get the conclusion.
By synthesis of Lemma 3.9 (Inductive lemma) and Lemma 3.8 (Key lemma) we get the following proposition. Proposition 3.10. Let µ n and ν n , n ∈ N, be sequences of nonnegative monotone additive functions defined on τ (S). Further, assume that the following conditions hold (i) µ n (S) = 1 and ν n (S) = 1 for each n ∈ N;
Then there exists an infinite set Λ ⊂ N such that for each ε > 0 there is a clopen set A ⊂ S which ε-separates µ m and ν n for all m ∈ Λ and n ∈ Λ. In other words, there exists an infinite set Λ ⊂ N such that the sequences µ n and ν n , n ∈ Λ, are uniformly U(S)-separated.
Proof. According to Lemma 3.9 there is an infinite set Λ 1 ⊂ N such that for each n ∈ N and each ε > 0 there is a clopen set P ⊂ S which ε-separates µ m and ν n for all m ∈ Λ 1 . Thus, the condition (ii) in Lemma 3.8 is satisfied for sequences µ in and ν in , n ∈ N, where Λ 1 = {i 1 < i 2 < . . .}. According to Lemma 3.8 there exists an infinite set Λ 2 ⊂ N such that for each ε > 0 there is a set Q ∈ U(S) ε-separating µ im and ν in for all m ∈ N and n ∈ Λ 2 . Set Λ := {i n : n ∈ Λ 2 }.
Proof of Theorem 1.3. To prove that C(S) is 1-Grothendieck it suffices the condition (iii) in Proposition 2.1. So let µ n and ν n , n ∈ N, be two sequences of Radon probability measures on S such that µ m and ν n are mutually singular for each m, n ∈ N. Now fix m, n ∈ N and ε > 0. From mutually singularity and regularity of µ m and ν n and also from the fact that they are probabilities there exist two disjoint closed sets K, L ⊂ S such that µ m (K) > 1 − ε and ν n (L) > 1 − ε. According to Lemma 3.3 there is a clopen set M ⊂ S such that L ⊂ M and K ⊂ S \ M. Thus, µ m (M) < ε and ν n (M) > 1 − ε, that is ν n (S \ M) < ε. We have just shown that µ m and ν n are U(S)-separated for each m, n ∈ N.
