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Abstract
A deformed logarithm function called q-logarithm has received considerable
attention by physicist after its introduction by C. Tsallis. J. Naudts has
proposed a generalization called φ-logarithm and he has derived the basic
properties of φ-exponential families. In this paper we study the related notion
of marginal polytope in the case of a finite state space.
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1. Introduction
In Sec. 2 we review the basic properties of deformed exponential fam-
ilies as they are discussed in Naudts (2011). We do not give here detailed
references and refer to the bibliographical notes in this monograph. The
presentation of exponential families we use is non-parametric as in Pistone
(2009). In Sec. 3 we give our generalization of the notion of marginal poly-
tope. The standard version is in Brown (1986).
2. Background
The deformed exponential function are usually introduced starting from
the logarithm, see e.g. Naudts (2011, Ch. 10), with the aim to define a
generalization of the entropy. Let φ : R> → R> be a positive, increasing,
absolutely continuous function. The φ-logarithm is the function lnφ (v) =∫ v
1
dy/φ(y), v ∈ R>, which reduces to ordinary logarithm when φ(v) = v.
The deformed logarithm lnφ is defined on R> and it is strictly increasing
and concave. In the following we assume −
∫ 1
−∞
dy
φ(y)
=
∫ +∞
1
dy
φ(y)
= +∞ so
that the range of lnφ is the full real line R.
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The φ-exponential or deformed exponential is the inverse function expφ =
lnφ
−1. It is increasing and convex and solves the differential equation y′ =
φ(y), y(0) = 1. It is convenient to introduce the rate function
ψ(u) =
φ(expφ (u))
expφ (u)
,
so that we have
expφ
′(u) = φ(expφ (u)) = ψ(u) expφ (u) .
Viceversa, given a positive absolutely continuous rate function ψ : R →
R>, such that
∫ 0
−∞
ψ(x)dx =
∫ +∞
0
ψ(x)dx = +∞ and ψ′ + ψ2 ≥ 0, the
solution of the differential equation y′(u) = ψ(u)y(u), y(0) = 1, is a deformed
exponential expφ whose φ-function is
φ(v) = ψ(lnφ (v)), v ∈ R>.
This deformed exponential is self-dual, expφ (u) expφ (−u) = 1, if, and only
if, the rate function ψ is symmetric because
d
du
expφ (u) expφ (−u) =
ψ(u) expφ (u) expφ (−u)− ψ(−u) expφ (u) expφ (−u) =
(ψ(u)− ψ(−u)) expφ (u) expφ (−u) .
Example 1 (Kaniadakis). The deformed exponential defined in Kaniadakis
(2001) with parameter is
expκ (u) = exp
(∫ u
0
dy√
1 + κ2y2
)
, u ∈ R, κ ∈ [0, 1[.
It has
ψ(y) = (1 + κ2y2)−1/2, φ(x) =
2x
xκ + x−κ
.
Example 2 (Tsallis). The function φ(y) = yq does not satisfy our restrictive
assumptions and has been used by Tsallis in 1994 to define his deformed
logarithm. Given a symmetric function σ, then φ(y) = yσ(yq, y−q) is self-
dual. Kaniadakis’ logarithm is an example, with σ(s, t) = 2/(s+ t−1).
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Let (X , µ) be a finite sample space with reference measure µ. We denote
by L the vector space of real random variables on X . If p is any probability
density of the sample space, L0(p) denotes the vector space of p-centered
random variable, i.e. u ∈ L belongs to L0(p) if Ep [u] =
∑
x∈X u(x)p(x)µ(x) =
0. Given a density p and random variables Hj ∈ L, j = 1, . . . , m, the φ-
exponential family of the statistics Hj is the parametrized set of densities
pθ(x) = expφ
(
m∑
j=1
θjHj(x)− α(θ)
)
p(x), θ ∈ Rm, (1)
where α(θ) is characterized by the normalization condition. In fact, the
function
α 7→ Ep
[
expφ
(
m∑
j=1
θjHj − α
)]
is continuous and decreasing from +∞ to 0, so that for each θ ∈ Rm there
exists a unique value α(θ) such that pθ in Eq. (1) is a density.
Two different sets of statistics Hj, j = 1, . . . , m and H
′
j, j = 1, . . . , m
′
define the same statistical model if, and only if, the vector space generated
by the centered random variables is the same,
Span (Hj − Ep [Hj] , j = 1, . . . , m) = Span
(
H ′j − Ep
[
H ′j
]
, j = 1, . . . , m′
)
.
According to Pistone (2009), it is more canonical to define the φ-exponential
model as the set of densities pu of the form
pu = expφ (u−K(u)) p, u ∈ V, (2)
where V = Span (Hj − Ep [Hj] , j = 1, . . . , m) is a linear sub-space of L0(p)
and
K(u) = α(θ)−
m∑
j=1
θjEp [Hj] , u =
m∑
j=1
θj (Hj − Ep [Hj]) (3)
The quantity K(u) is in fact the divergence of p from pu because from u−
K(u) = lnφ
(
q
p
)
, Ep [u] = 0, and the self-duality of the deformed logarithm,
we have
K(u) = Ep
[
lnφ
(
p
q
)]
.
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The random variable u ∈ V is a unique parameterization of pu as
u = lnφ
(
q
p
)
− Ep
[
lnφ
(
q
p
)]
.
The non parametric derivative of the mapping L0 : u 7→ K(u) is obtained
by derivation of the expected value of Eq. (2) in the direction v ∈ L0. We use
the notation DK (u) v = d
dt
K(u+ tv)
∣∣
t=0
. As Eµ [pu] = Ep
[
expφ (u−K(u))
]
=
1, we obtain
Ep
[
Dexpφ (u−K(u))v
]
=
Ep
[
ψ(u−K(u)) expφ (u−K(u))D (u−K(u))v
]
= 0.
As we have
ψ(u−K(u)) = ψ
(
lnφ
(
pu
p
))
= φ
(
pu
p
)
we can write
Epu
[
φ
(
pu
p
)
v
]
= Epu
[
φ
(
pu
p
)]
DK (u) v.
The probability density
pφ,u =
φ
(
pu
p
)
Epu
[
φ
(
pu
p
)]pu
is called the escort density and we have DK (u) v = Eφ,u [v].
The second derivative of u 7→ expφ (u−K(u)) in the directions v and w
is the first derivative in the direction w of u 7→ expφ
′(u−K(u))(v−DK(u)v),
therefore it is equal to
expφ
′′(u−K(u))(v−DK(u)v)(w−DK(u)w)− expφ
′(u−K(u))D2K(u)vw.
(4)
The random variable in Eq. (4) has zero p-expectation, so that
D2K(u)vw =
Ep
[
expφ
′′(u−K(u))(v −DK(u)v)(w −DK(u)w)
]
Ep
[
expφ
′(u−K(u))
] .
If w = v 6= 0, then D2K(u)vv > 0, therefore the functional K is strictly
convex. For u = 0 we obtain D2K(0)vw = Covp (u, v). We do not have
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a similar interpretation for u 6= 0, but see the discussion of the parallel
transport in Pistone (2009, sec. 4) and of conformal transformations in
Ohara and Amari (2011).
The convex conjugate of L0(p) : u 7→ K(u), is defined in the duality
(u∗, u) 7→ Ep [u
∗u] by
H(u∗) = sup {Ep [u
∗u]−K(u) : u ∈ L0(p)} , u
∗ ∈ L0(p). (5)
The function L0(p) ∋ u 7→ Ep [u
∗u]−K(u) is concave and has derivative
in the direction v equal to
Ep [u
∗v]− Eφ,u [v] = Ep [u
∗v]− Ep
[
pφ,u
p
v
]
.
If we have a maximum at uˆ in Eq. (5), then uˆ satisfies pφ,uˆ = u
∗p.
For the model in Eq. (2) we define
HV (u
∗) = sup {Ep [u
∗u]−K(u) : u ∈ V } , u∗ ∈ L0(p). (6)
In this case the directional derivative has to be zero for all v ∈ V and a
maximum at uˆ implies that u∗ has orthogonal projection on V equal to that
of pφ,uˆ/p.
3. Marginal polytope
In this section we consider the φ-exponential family of Eq. (1) together
with its non-parametric presentation, where we have a vector space V of p-
centered random variables and the statistical model of Eq. (2). The random
variables Hj − Ep [Hj], j = 1, . . . , m, span the space V ⊂ L0(p) and the
relation beween the two parameterization θ ∈ Rm and u ∈ V are shown
in (3). The marginal polytope of the φ-model (also called convex support)
is the convex hull M of the set {H(x) : x ∈ X} ⊂ Rm, H = (H1, . . . , Hm).
The function α : Rm → R is convex and has a convex conjugate α∗(η) =
sup {θ · η − α(θ) : θ ∈ Rm}.
The following theorem is the deformed version of classical results e.g,
(Brown, 1986, Th. 3.6). We use notions of convex analysis to be found in
Rockafellar (1970).
Theorem 1. 1. The convex conjugate α∗ : Rm → R∪{+∞} of α is finite
exactly on the marginal polytope M = co (imH).
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2. The gradient mapping ∇α : Rm → Rm is onto the interior M◦ of the
marginal polytope M .
3. α∗ restricted to M◦ is the Legendre transform of α that is, α∗(η) =
θ · η − α(θ) if η = Eφ,θ [H ].
Proof. 1. Assume first η ∈ M , namely η =
∑
x λ(x)H(x), λ(x) ≥ 0,∑
x λ(x) = 1, and H(x) = (H1(x), . . . , Hm(x)). From the convexity of
the expφ function, we obtain
expφ (θ · η − α(θ)) = expφ
(∑
x
λ(x) (θ ·H(x)− α(θ))
)
≤
∑
x
λ(x) expφ (θ ·H(x)− α(θ))
As µ(x) > 0, x ∈ X , C = maxx λ(x)/µ(x) is finite and λ(x) ≤ Cµ(x),
therefore
expφ (θ · η − α(θ)) ≤ C
∑
x
µ(x) expφ (θ ·H(x)− α(θ)) = C,
so that θ · η − α(θ) ≤ lnφ (C) for all θ.
Assume now η /∈ M . As M = co (T (x) : x ∈ X ) is a compact convex
set, η is strictly separated fromM , that is, there exist an affine function
t 7→ a · t − a0, a = (a1, . . . , am), such that a · H(x) ≤ a0, x ∈ X , and
a · η = a0 + 1. Along the sequence θn = na, n = 1, 2, . . . , we have
1 =
∑
x
expφ (θn ·H(x)− α(θn))µ(x) ≤ expφ (na0 − α(θn)) ,
so that
0 ≤ na0 − α(θn) = θn · η − n− α(θn),
which in turn implies θn · η − α(θn)→ +∞ as n→∞.
2. Each η = ∇ψ(θ) is of is an expected value with respect to the escort
density, η = Eφ,θ [H ], therefore η ∈ M
◦ because the escort density
is strictly positive. Viceversa, if η ∈ M◦, let us assume first that the
elements ofH are linearly independent so that the convex setM is solid.
In such a case, there exists a positive constant ǫ > 0 such that η+ ǫu ∈
M◦ for all unit vector u. Consider a tangent hyperplane Tu(y) = 0
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of the ǫ-ball centered at η, orthogonal to u, Tu(y) = u · (y − η) − ǫ.
It follows that T (η) = −ǫ < 0 and moreover there exists at least one
xu ∈ X such that T (H(xu)) > 0, that is θ · (H(xu)−η) > ρǫ for θ = ρu,
ρ ∈ R. We have
1 =
∑
x
expφ (θ ·H(x)− α(θ))µ(x) ≥ expφ (θ ·H(xu)− α(θ))µ(xu),
hence
lnφ
(
1
µ(xu)
)
≥ θ ·H(xu)− α(θ) > θ · η + ρǫ− α(θ).
therefore, for ρ→ +∞,
θ · η − α(θ) < −ρǫ→ −∞.
The maximum of θ 7→ θ · η − α(θ) is reached at some point θˆ that
satisfies η = ∇α(θˆ).
The general case is obtained by considering a linear independent subset
of Hj and expressing the marginal polytope as an affine function of the
reduced marginal polytope.
3. From the convexity of α it follows
α(θ)− α(θˆ) ≥ ∇α(θˆ) · (θ − θˆ) = η · (θ − θˆ).
By rearranging the terms,
η · θˆ − α(θˆ) ≥ η · θ − α(θ),
therefore, α∗(η) = η · θˆ − α(ηˆ).
The non parametric version of item 1 of Th. 1 follows. We are not
discussing here the other two items.
Theorem 2. The convex conjugate HV of K is finite at u
∗ if, and only if,
(u∗ + 1)p is a density, that is Ep [u
∗] = 0, u∗ + 1 ≥ 0.
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Proof. From Eq. (3) we have for u ∈ V
Ep [u
∗u]−K(u) =
m∑
j=1
θjEp [u
∗(Hj − Ep [Hj ])]− α(θ) +
m∑
j=1
θjEp [Hj]
=
m∑
j=1
θjEp [(u
∗ + 1)Hj]− α(θ)
= η · θ − α(θ),
where ηj = Ep [(u
∗ + 1)Hj], j = 1, . . . , m. For such a η we have HV (u
∗) =
supθ(η · θ − α(θ)) which is finite if η ∈ M . As η =
∑
x(u
∗(x) + 1)H(x)p(x),
(u∗ + 1)p must be a density.
4. Discussion
We have shown in Th. 1 that the basic properties of the marginal polytope
carry over from the classical case to the deformed case. Moreover, we have
provided in Th. 2 a non parametric definition of the marginal polytope.
This should be relevant in the discussion of the variational properties of the
related deformed entropies. The results are restricted to the case of finite
state space, while the non parametric language prompts for a generalization
in the direction of Pistone and Sempi (1995).
A new general non parametric approach has been used in Vigelis and Cavalcante
(2011) to ease the discussion of the dependence of the chart from the reference
density p. Each density q is represented as expφ (u−KVC(u) + lnφ p) with
respect to µ, u ∈ L0(µ). In such a case we have lnφ q = u −KVC(u) + lnφ p,
that is KVC(u) = Eµ [lnφ p− lnφ q] instead of K(u) = Eµ
[
lnφ
(
p
q
)]
.
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