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Images acquired from unmanned aerial vehicles (UAVs) can provide data with unprecedented spatial 
and temporal resolution for three-dimensional (3D) modeling. Solutions developed for this purpose are 
mainly operating based on photogrammetry concepts, namely UAV-Photogrammetry Systems (UAV-
PS). Such systems are used in applications where both geospatial and visual information of the 
environment is required. These applications include, but are not limited to, natural resource management 
such as precision agriculture, military and police-related services such as traffic-law enforcement, 
precision engineering such as infrastructure inspection, and health services such as epidemic emergency 
management.  
UAV-photogrammetry systems can be differentiated based on their spatial characteristics in terms of 
accuracy and resolution. That is some applications, such as precision engineering, require high-
resolution and high-accuracy information of the environment (e.g. 3D modeling with less than one 
centimeter accuracy and resolution). In other applications, lower levels of accuracy might be sufficient, 
(e.g. wildlife management needing few decimeters of resolution). However, even in those applications, 
the specific characteristics of UAV-PSs should be well considered in the steps of both system 
development and application in order to yield satisfying results.  
In this regard, this thesis presents a comprehensive review of the applications of unmanned aerial 
imagery, where the objective was to determine the challenges that remote-sensing applications of UAV 
systems currently face. This review also allowed recognizing the specific characteristics and 
requirements of UAV-PSs, which are mostly ignored or not thoroughly assessed in recent studies.  
Accordingly, the focus of the first part of this thesis is on exploring the methodological and 
experimental aspects of implementing a UAV-PS. The developed system was extensively evaluated for 
precise modeling of an open-pit gravel mine and performing volumetric-change measurements. This 
application was selected for two main reasons. Firstly, this case study provided a challenging 
environment for 3D modeling, in terms of scale changes, terrain relief variations as well as structure and 
texture diversities. Secondly, open-pit-mine monitoring demands high levels of accuracy, which justifies 
our efforts to improve the developed UAV-PS to its maximum capacities. The hardware of the system 
consisted of an electric-powered helicopter, a high-resolution digital camera, and an inertial navigation 
system. The software of the system included the in-house programs specifically designed for camera 
calibration, platform calibration, system integration, onboard data acquisition, flight planning and 
ground control point (GCP) detection. The detailed features of the system are discussed in the thesis, and 
solutions are proposed in order to enhance the system and its photogrammetric outputs. The accuracy of 
the results was evaluated under various mapping conditions, including direct georeferencing and indirect 
georeferencing with different numbers, distributions and types of ground control points. Additionally, 
the effects of imaging configuration and network stability on modeling accuracy were assessed.  
The second part of this thesis concentrates on improving the techniques of sparse and dense 
reconstruction. The proposed solutions are alternatives to traditional aerial photogrammetry techniques, 
properly adapted to specific characteristics of unmanned, low-altitude imagery. Firstly, a method was 
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developed for robust sparse matching and epipolar-geometry estimation. The main achievement of this 
method was its capacity to handle a very high percentage of outliers (errors among corresponding 
points) with remarkable computational efficiency (compared to the state-of-the-art techniques). 
Secondly, a block bundle adjustment (BBA) strategy was proposed based on the integration of intrinsic 
camera calibration parameters as pseudo-observations to Gauss-Helmert model. The principal advantage 
of this strategy was controlling the adverse effect of unstable imaging networks and noisy image 
observations on the accuracy of self-calibration. The sparse implementation of this strategy was also 
performed, which allowed its application to data sets containing a lot of tie points. Finally, the concepts 
of intrinsic curves were revisited for dense stereo matching. The proposed technique could achieve a 
high level of accuracy and efficiency by searching only through a small fraction of the whole disparity 
search space as well as internally handling occlusions and matching ambiguities. These 
photogrammetric solutions were extensively tested using synthetic data, close-range images and the 
images acquired from the gravel-pit mine. Achieving absolute 3D mapping accuracy of 11±7 mm 




Les images acquises à l’aide d’aéronefs sans pilote (ASP) permettent de produire des données de 
résolutions spatiales et temporelles uniques pour la modélisation tridimensionnelle (3D). Les solutions 
développées pour ce secteur d’activité sont principalement basées sur des concepts de photogrammétrie 
et peuvent être identifiées comme des systèmes photogrammétriques embarqués sur aéronefs sans pilote 
(SP-ASP). Ils sont utilisés dans plusieurs applications environnementales où l’information géospatiale et 
visuelle est essentielle. Ces applications incluent notamment la gestion des ressources naturelles (ex. : 
agriculture de précision), la sécurité publique et militaire (ex. : gestion du trafic), les services 
d’ingénierie (ex. : inspection de bâtiments) et les services de santé publique (ex. : épidémiologie et 
gestion des risques).                 
Les SP-ASP peuvent être subdivisés en catégories selon les besoins en termes de précision et de 
résolution. En effet, dans certains cas, tel qu’en ingénierie, l’information sur l’environnement doit être 
de haute précision et de haute résolution (ex. : modélisation 3D avec une précision et une résolution 
inférieure à un centimètre). Pour d’autres applications, tel qu’en gestion de la faune sauvage, des 
niveaux de précision et de résolution moindres peut être suffisants (ex. : résolution de l’ordre de 
quelques décimètres). Cependant, même dans ce type d’applications les caractéristiques des SP-ASP 
devraient être prises en considération dans le développement des systèmes et dans leur utilisation, et ce, 
pour atteindre les résultats visés. 
À cet égard, cette thèse présente une revue exhaustive des applications de l’imagerie aérienne acquise 
par ASP et de déterminer les challenges les plus courants. Cette étude a également permis d’établir les 
caractéristiques et exigences spécifiques des SP-ASP qui sont généralement ignorées ou partiellement 
discutées dans les études récentes. 
En conséquence, la première partie de cette thèse traite des aspects méthodologiques et 
d’expérimentation de la mise en place d’un SP-ASP. Le système développé a été évalué pour la 
modélisation précise d’une gravière et utilisé pour réaliser des mesures de changement volumétrique. 
Cette application a été retenue pour deux raisons principales. Premièrement, ce type de milieu fournit un 
environnement difficile pour la modélisation, et ce, en termes de changement d’échelle, de changement 
de relief du terrain ainsi que la grande diversité de structures et de textures. Deuxièment, le suivi de 
mines à ciel ouvert exige un niveau de précision élevé, ce qui justifie les efforts déployés pour mettre au 
point un SP-ASP de haute précision. Les composantes matérielles du système consistent en un ASP à 
propulsion électrique de type hélicoptère, d’une caméra numérique à haute résolution ainsi qu’une 
station inertielle. La composante logicielle est composée de plusieurs programmes développés 
particulièrement pour calibrer la caméra et la plateforme, intégrer les systèmes, enregistrer les données, 
planifier les paramètres de vol et détecter automatiquement les points de contrôle au sol. Les détails 
complets du système sont abordés dans la thèse et des solutions sont proposées afin d’améliorer le 
système et la qualité des données photogrammétriques produites. La précision des résultats a été évaluée 
sous diverses conditions de cartographie, incluant le géoréférencement direct et indirect avec un nombre, 
une répartition et des types de points de contrôle variés. De plus, les effets de la configuration des 
images et la stabilité du réseau sur la précision de la modélisation ont été évalués.  
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La deuxième partie de la thèse porte sur l’amélioration des techniques de reconstruction éparse et dense. 
Les solutions proposées sont des alternatives aux techniques de photogrammétrie aérienne traditionnelle 
et adaptée aux caractéristiques particulières de l’imagerie acquise à basse altitude par ASP. Tout 
d’abord, une méthode robuste de correspondance éparse et d’estimation de la géométrie épipolaire a été 
développée. L’élément clé de cette méthode est sa capacité à gérer le pourcentage très élevé des valeurs 
aberrantes (erreurs entre les points correspondants) avec une efficacité de calcul remarquable en 
comparaison avec les techniques usuelles. 
Ensuite, une stratégie d’ajustement de bloc basée sur l’intégration de pseudoobservations du modèle 
Gauss-Helmert a été proposée. Le principal avantage de cette stratégie consistait à contrôler les effets 
négatifs du réseau d’images instable et des images bruitées sur la précision de l’autocalibration. Une 
implémentation éparse de cette stratégie a aussi été réalisée, ce qui a permis de traiter des jeux de 
données contenant des millions de points de liaison. Finalement, les concepts de courbes intrinsèques 
ont été revisités pour l’appariement stéréo dense. La technique proposée pourrait atteindre un haut 
niveau de précision et d’efficacité en recherchant uniquement dans une petite portion de l’espace de 
recherche des disparités ainsi qu’en traitant les occlusions et les ambigüités d’appariement. Ces solutions 
photogrammétriques ont été largement testées à l’aide de données synthétiques, d’images à courte portée 
ainsi que celles acquises sur le site de la gravière. Le système a démontré sa capacité a modélisation 
dense de l’environnement avec une très haute exactitude en atteignant une précision 3D absolue de 
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As part of this research project, we have published two articles in scientific ISI journals, GIScience and 
Remote Sensing as well as Sensors. Two articles are also prepared for submission to Computer Vision 
and Image Understanding as well as ISPRS Journal of Photogrammetry and Remote Sensing. 
Therefore, this thesis is presented in the form of articles based on our four journal 
publications/submissions. Four technical chapters of the thesis are devoted to the articles. Each chapter 
contains the following sections: background, general methodology and the original text of the article. 
Chapter 1 is an exception, which contains the general research background, objectives, and hypotheses. 
Chapter 5 is also an exception, where extensions are added to Chapter 4 to complete the process of 
sparse reconstruction with a focus on the strategy of block bundle adjustment. Finally, Chapter 7 is 






1.1 Unmanned Aerial Photogrammetry 
Photogrammetry is defined as a set of metrology techniques for three-dimensional measurement of the 
objects and phenomena indirectly from overlapped images captured from at least two different 
orientations, namely stereoscopic viewing (Linder, 2006). With this definition, three physical elements 
are involved in a photogrammetric system: the imaging device (camera), the platform carrying it and the 
study object. Accordingly, photogrammetry fields can be divided into close-range and aerial ones. In 
close-range photogrammetry, the distance between the object and the camera is closer than few meters, 
and the imaging platform is either a handheld device or a terrestrial vehicle (Luhmann et al., 2007). In 
contrary, aerial photogrammetry is involved with airborne platforms and large (hundreds of meters) 
distances from the objects. Recently, the advancement of unmanned aerial vehicles (UAVs) and 
improvement of high-resolution consumer-grade cameras has initiated a new field, namely UAV-
photogrammetry.  
In general, the techniques of photogrammetry can be divided into two categories. The first group 
performs conventional photogrammetry on the whole block of acquired images. The techniques of the 
second group are based on sequential structure-from-motion (SfM) computation, which is performed by 
successive reconstruction. The second category is applied when real-time mapping from video frames is 
required. In this thesis, the focus is on conventional photogrammetry. However, the application of the 
developed algorithms and their efficiency for sequential SfM is also discussed, whenever applicable. 
In either of the techniques, the main steps of photogrammetric processing include the followings:  
− sparse image matching and epipolar-geometry1
− block bundle adjustment,  
 estimation,  
− dense image matching performed on rectified images, and  
− triangulation and 3D point cloud generation.  
In computer-vision vocabulary, the term Structure from Motion is used for referring to the process of 
sparse matching and motion estimation, as a result of which the sparse 3D structure of the scene can be 
reconstructed. Similarly, the term dense reconstruction is used for referring to the process of dense 
matching and 3D point cloud generation. The following paragraphs briefly explain the general 
                                                            
1 Epipolar geometry is the general term used to describe the geometry of stereo vision. There are a number of geometric constraints 
between the 3D points and their projections onto the 2D images, e.g. epipoles, epipolar lines, epipolar planes. In this thesis, the epipolar 
constraints are described by the essential matrix or the fundamental matrix between the two cameras, depending on the availability of 
intrinsic camera calibration parameters. 
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description of these steps. However, thorough introduction to the state-of-the-art techniques as well as 
their challenges and issues can be found in the next chapters of the thesis. 
Given two overlapping images, sparse corresponding points (known as tie points, conjugate points, or 
matches) are detected. These points are selected from salient areas of the image, where reliable, 
unambiguous matching can be performed. These salient areas are represented by features, which can be 
points, lines or regions. Different types of descriptors are used to describe the features (Mukherjee et al., 
2015; Li and Allinson, 2008; Apollonio et al., 2014). The similarity between the descriptors of one 
feature in the first image and those of another feature in the second image determines whether they are 
corresponding or not. These tie points (as image observations) are used to estimate the initial values of 
relative orientation1
In the case of conventional photogrammetry, image observations of a complete block of images and the 
initial estimates of 3D object coordinates and orientation parameters are adjusted through block bundle 
adjustment (BBA). Often, the intrinsic camera(s) calibration parameters are also estimated in the BBA 
as additional parameters (Ackermann, 1981). The principal outputs of BBA are refined exterior 
orientation (EO) parameters of images, intrinsic camera calibration parameters, and sparse structure. In 
the case of sequential SfM, incremental bundle adjustment (iBA) is performed on the observations of 
some of the frames, called key frames. This aims at avoiding the accumulation of errors in large-scale 
image sequences while achieving high computational efficiency (Indelman et al., 2012). 
 parameters and 3D coordinates of the points.  
Exterior orientation parameters are used to facilitate dense reconstruction since they add constraints to 
the relative position of corresponding points. The most common way to apply these constraints is to 
rectify2 images first and to perform dense stereo/multi-view matching on rectified images then. That is 
the corresponding points are located on the same horizontal lines (scanlines) of images. These 
constraints can also be added explicitly in the objective function of matching, as in dense simultaneous 
localization and mapping (SLAM) (Engel et al., 2014). The result of dense matching is the disparity 
map, which represents the offsets (x-parallax) between matches. Disparity maps can be transformed to 
depth and 3D coordinates using the EO parameters by a process called intersection3
                                                            
1 Relative orientation parameters are the parameters of a rigid-body transformation that are required to define the relationship between the 
photo-coordinates of a stereo-pair. 
. Georeferencing the 
3D point cloud can be performed along with the BBA using the known coordinates of the ground control 
points (GCPs), called indirect geo-referencing. It can also be done directly using the exterior orientation 
parameters of the images measured by the navigation sensors, known as direct geo-referencing. Geo-
referencing may also be performed in a separate step from BBA by finding a simple 3D transformation 
between the arbitrary coordinate system of the generated point cloud and the world coordinate system. 
2 Rectification is the process of making stereo image planes parallel to their baseline by defining two new perspective projection matrices 
that preserve the optical centres. This ensures that epipoles are moved to infinity, so the epipolar lines become parallel. Moreover, the 
epipolar line of any point p=(x2,y2) in the right image becomes a horizontal line as y2=y1 in the left image, with p’=(x1,y1) being the 
conjugate of p (Fusiello et al., 2000). 




1.2 Challenges of UAV-Photogrammetry 
Surveying-grade UAV-photogrammetry systems (UAV-PSs) have significant differences from 
traditional photogrammetry systems, which should be considered carefully in their development and 
applications. Nowadays, different pre-packaged systems are available commercially, where the sensors 
and their characteristics are pre-selected. These systems offer certain operational advantages, such as 
safety and technical support of the manufacturer. However, they offer little flexibility regarding sensor 
selection and adjustment. When specific requirements of an application cannot be met by such systems, 
the best practice is developing a system by integrating individual equipment, which best fits the 
application. In Chapter 3, the research problems with this regard are discussed in details. 
The photogrammetric solutions adapted to UAV-PSs should be able to deal with specific characteristics 
of low-altitude imagery. The most distinctive characteristics of this type of imagery include the 
followings: 
i) Geometric characteristics: high resolution, large perspective distortion, and scale changes due to 
oblique photography and low flight altitude in comparison with terrain relief, and 
ii) Photometric characteristics: uneven distribution of key-points, motion blur, out-of-focus blur, 
occlusion, foreground motion of features, and noticeable radiometric changes (Zhang et al., 2011; Haala 
et al., 2013; Hu and Ai, 2011). 
Generally, UAV-PSs result in large amounts of high-resolution images with the mentioned 
characteristics. Therefore, the sparse matching task becomes more challenging and the percentage of 
outliers (false matches) grows highly. For instance, less outlier would result by matching tree crowns at 
low-resolution images compared with matching tree leaves in high-resolution images. Hence, robust 
algorithms with high computational efficiency are essentially required to remove these outliers. 
Moreover, they need to be robust against image noise, which is a common problem in UAV imagery due 
to platform characteristics.  
Similarly, the techniques of dense image matching should be computation-effective to deal with large 
volumes of high-resolution images. These techniques should also be robust against irregular range 
disparities and presence of occlusions, which are common effects in low-altitude imagery. 
To the best of the author's knowledge, not all the issues and concerns mentioned herein are considered 
simultaneously in a comprehensive project for development of a UAV-photogrammetry system.   
 
1.3 Objectives and Assumptions 
The general objective of this thesis is to develop a UAV-photogrammetry system that can respond to the 
3D-modeling requirements of various engineering and natural-resource-management applications, in 
terms of accuracy, spatial resolution, and temporal operability. The followings are the particular 
objectives of this thesis. 
1. Studying the applications of unmanned aerial imagery 
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• Hypothesis: Understanding pros, cones, issues and technical challenges of recent UAV-
applications, as well as the shortcomings of previously developed systems, would allow 
recognizing the requirements of a high-performance system. 
2. Exploring the methodological and experimental aspects of implementing a UAV-PS for ensuring 
high-quality visual and topographic data  
• Hypothesis: A UAV-PS can produce frequent, high-resolution and accurate topographic data 
if its capacities are maximized by considering the following elements. 
 ̠ Careful camera calibration and assessment of its metric characteristics using a 
specific test-field configuration, automatic target detection, and stability analysis 
 ̠ Robust system integration to control and synchronize the navigation and imaging 
sensors accurately (up to the restrictions of the sensors) without needing any 
additional mechanism 
 ̠ Pre-planning the flight and data acquisition scenarios 
 ̠ Using a minimal number of GCPs by optimizing their distribution, maximizing their 
visibility, ensuring the scale consistency of the network, and accurate localization of 
GCPs on images 
 ̠ Enhancing the radiometric quality of acquired images by pre-processing 
These hypotheses are evaluated in the specific application of surveying and volumetric change 
measurement in an open-pit gravel mine.  
3. Developing photogrammetric solutions that are adapted to the characteristics of low-altitude 
imagery. The specific objectives with this regard include the followings. 
3.1. Developing a technique of robust epipolar-geometry estimation and sparse matching based on 
evolutionary search 
• Hypothesis: Conventional random consensus sampling techniques of robust estimation are 
insufficient to efficiently deal with a very high percentage of errors while the proposed 
technique is robust to both high outlier and noise ratios. 
3.2. Assessing a BBA strategy for on-the-job self-calibration based on integration of pseudo-
observations to Gauss-Helmert model 
• Hypothesis: The specific configuration of UAV-imaging networks causes high correlation 
between interior and exterior orientation parameters of cameras, which adversely affect the 
accurate estimation of intrinsic camera calibration parameters. The proposed strategy can 
numerically de-correlate the unknowns to increase the accuracy of BBA and independent 3D 
reconstruction. 




• Hypothesis: The proposed technique can provide high efficiency and accuracy by searching 
only through a small fraction of the whole disparity search space (using the original 
resolution of images) and internally handling occlusions and matching ambiguities. 
These hypotheses are mainly evaluated using close-range images since it is believed that the 
characteristics of low-altitude aerial imagery are very similar to close-range imagery. They are 
additionally tested by open-pit mine datasets. 
 
1.4 Thesis Structure 
This dissertation is organized into six chapters. In the current chapter, the general context and research 
problematic were presented. Moreover, the objectives and assumptions of the research were defined. 
The rest of the thesis is organized as follows. The subsequent chapters are devoted to four scientific 
papers that were written in the course of this research.  
Accordingly, Chapter 2 presents our review study on the applications of unmanned aerial imagery. This 
chapter is formed of an article entitled “Recent Applications of Unmanned Aerial Imagery in Natural 
Resource Management” which is published in Volume 51 of GIScience & Remote Sensing Journal. 
Chapter 3 presents different aspects of system development, data acquisition and application in open-pit 
mine surveying. This chapter is formed of an article entitled “Development and Evaluation of a UAV-
Photogrammetry System for Precise 3D Environmental Modeling” which is published in Volume 15 of 
Sensors journal. 
Chapter 4 presents the first part of the proposed technique for sparse reconstruction, including robust 
sparse matching and epipolar-geometry estimation. This chapter is formed of a manuscript entitled 
“Evolutionary Optimization for Robust Sparse Matching and Epipolar-Geometry Estimation” which is 
prepared for submission to Computer Vision and Image Understanding journal.  
Chapter 5 presents the second part of the proposed technique for sparse reconstruction, including the 
structure estimation and bundle adjustment. This chapter, due to its short length, is not presented in the 
format of an article. 
Chapter 6 presents the proposed technique of dense reconstruction, with a focus on dense stereo 
matching. This chapter is formed of a manuscript entitled “A Dense Stereo Matching Method Using 
Intrinsic Curves” which is prepared for submission to ISPRS journal of Photogrammetry and Remote 
Sensing. 





2. Recent Applications of Unmanned Aerial Imagery 
 
2.1 Article Presentation 
2.1.1 Background 
This article is related to the first specific objective of the thesis, namely studying the recent application 
of unmanned aerial imagery. 
Currently, there are hundreds of commercial developers, whose focus is on the hardware development of 
unmanned aerial systems. However, less attention has been paid to the development and evaluation of 
data processing techniques and system requirements with regard to specific applications. Therefore, 
critical reviews of previous studies are required to assess the current technological and scientific status 
of unmanned remote sensing (RS) applications. 
This article was originally published in GIScience & Remote Sensing Aug 
2014 © Informa UK Limited, trading as Taylor & Francis Group, available online: 10.1080/ 
15481603.2014.926650. 
In this study, a specific category of RS applications was considered, namely natural resource 
management via unmanned aerial passive imagery. The first reason for this choice was the vast range of 
applications that could be classified under the flag of natural resource management, such as precision 
agriculture, rangeland monitoring, natural disaster management, aquatic ecosystem management, polar 
remote sensing and wildlife research. Therefore, this review could give us a broad insight into 
unmanned aerial systems dedicated to remote sensing and photogrammetry. The second reason was that 
all these applications had one technical element in common: they all required visual and geospatial 
information of the environment. This feature allowed us to study their requirements in terms of imaging 
sensors and navigation systems. The conclusions made at the end of this study allowed us to make clear 
decisions regarding the components of our system. The last reason was that surveying and monitoring of 
open-pit mines (the case study of this thesis) could be categorized in this series of applications. 
 
2.1.2 General methodology  
Although more than 200 articles were studied to conduct this review, it was decided to narrow down the 
research by only considering the articles that represented a complete/semi-complete data-processing 
chain to achieve their objectives. This selection was made to prove a point, that image acquisition with a 
UAV is no more a challenging topic in either industry or academia. 
In the course of this article, each application is divided to several sub-applications as follows. 
− Precision agriculture 
 ̠ Land-cover mapping and classification 
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 ̠ Crop health monitoring 
 ̠ Modeling biophysical attributes 
 ̠ Studying soil characteristics 
− Natural disaster management 
 ̠ Thermal disasters 
 ̠ Ground displacement 
 ̠ Floods 
− Aquatic ecosystem management 
 ̠ Mapping and monitoring aquatic species 
 ̠ Characterizing water bodies 
 ̠ Channel bathymetry 
 ̠ River tracking 
 ̠ Characterizing thermal properties 
− Polar remote sensing 
− Wildlife research 
 ̠ Bird and mammal detection 
First, the methodology and achievements of the studies are presented. Then, the general challenges, 
issues, and shortcomings as well as the future perspective of the applications are discussed. At the end, a 
general discussion is provided which gives an inclusive insight to the current characteristics and future 
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Unmanned aerial vehicles have become popular platforms for remote sensing applications, particularly 
when spaceborne technology, manned airborne techniques, and in situ methods are not as efficient for 
various reasons. These reasons include the temporal and spatial data resolutions, accessibility over time 
and space, cost efficiency, and operational safety. Given that most commercial developers tend to focus 
on the hardware development of unmanned aerial systems, less attention is paid to the development and 
evaluation of their data processing techniques. Therefore, critical reviews of previous studies are 
required to describe the current state of research using data from unmanned remote sensing platforms. 
Accordingly, this paper presents the results of a comprehensive review of applications of unmanned 
aerial imagery for the management of agricultural and natural resources. This review attempts to 
demonstrate that developing robust methodologies and reliable assessments of results are significant 
issues for successful applications of unmanned aerial imagery. 
Resumé 
Les véhicules aériens sans pilote sont devenus des plateformes populaires pour les applications de 
télédétection, en particulier lorsque la technologie spatioportée, les techniques aéroportées habitées, et 
les méthodes terrestres ne sont pas assez efficaces pour diverses raisons. Ces raisons incluent notamment 
les résolutions et accessibilité temporelles et spatiales des données, les couts et la sécurité d’opération. 
Étant donné que la plupart des développeurs commerciaux ont tendance à se concentrer sur le 
développement matériel des systèmes aériens sans pilote, moins d'attention est accordée à l'élaboration 
et à l'évaluation des techniques de traitement des données. Par conséquent, un examen critique des 
études antérieures est nécessaire pour décrire l'état actuel de la recherche en utilisant des données 
acquises à l’aide des véhicules aériens sans pilote. Cet article présente donc les résultats d’une revue 
exhaustive des applications d'imagerie aérienne sans pilote pour la gestion des ressources naturelles et 
agricoles. Cette revue tente de démontrer que le développement de méthodes robustes et d’évaluations 
fiables des résultats constituent des aspects critiques pour garantir le succès des applications utilisant 
l'imagerie aérienne acquise par véhicule aérien sans pilote. 




An unmanned aerial system (UAS) is a system comprising a number of sub-systems. These sub-systems 
include the unmanned aerial vehicle (UAV), vehicle launch (if applicable), control station (terrestrial, 
marine or aerial), and sensor payload (Gertler 2012). 
As with many other remote sensing (RS) systems, the capabilities of UASs were initially explored by 
military organizations. They were used for different purposes, such as developing weapon platforms and 
acquiring data for tactical and strategic applications (Watts, Ambrosia, and Hinkley 2012; Austin 2010). 
In most environmental RS applications, having frequent, quick and/or immediate access to updated data 
is mandatory. Moreover, the nature of some applications necessitates the use of unmanned control 
considering the safety, accessibility, and flexibility criteria (Watts, Ambrosia, and Hinkley 2012). UAVs 
have been identified as secure, lightweight, flexible, and automated platforms for such applications. 
Therefore, researchers have begun to show growing interest in deploying UASs for various civil 
applications including, but not limited to, meteorology, precision agriculture, wildlife research, forestry, 
land management, infrastructure inspection, traffic monitoring, epidemic emergencies, natural disaster 
management, and wilderness search and rescue. 
Currently, there are many commercial developers who focus on the hardware development of unmanned 
aerial systems. However, less attention has been paid to the development and evaluation of data 
processing techniques. Therefore, critical reviews of previous studies are required to assess the current 
technological and scientific status of unmanned RS applications. 
The unprecedented capabilities of small UAVs as aerial, low-altitude imaging platforms have not gone 
unnoticed by researchers. Digital image processing and interpretation as well as photogrammetric 
techniques can be applied to remotely acquired images, which lead to various sorts of geospatial 
information (Khorram et al. 2012). Examples of aerial imagery acquired for different purposes are 
presented in Figure  2.2.1. 
 
 Figure  2.2.1. Examples of low-altitude, unmanned aerial imagery. From left to right: visible imagery for 
gravel-pit mapping, visible imagery for wildlife research, near-infrared imagery for precision 
agriculture, thermal-infrared imagery for wildlife research (Source: Université de Sherbrooke and Centre 




In this regard, this article presents a comprehensive review of applications of unmanned aerial imagery 
for the management of natural resources. In particular, we focus on image-based processes; we also 
describe the present state of applications of unmanned aerial imagery, including the challenges and 
future opportunities. The articles analyzed in this review were selected based on the following criteria: 
• The platform of the main data acquisition system comprised an unmanned aerial vehicle or a 
collaborative configuration of several UAVs. 
• The end application was directly related to the management of agriculture and/or the natural 
environment. 
• The payload consisted of a passive imaging sensor, and post-processing was applied to meet the 
requirements of the end-users.    
• The study was not focused, merely, on gathering images, digital surface/terrain modeling and/or 
manned visual interpretation. Additionally, it proposed and evaluated a chain of automatic 
image-based processes to meet the application-related objectives.  
• The study is considered as a scientific publication, such as an accessible1
• The study was performed in the 21st century, thus reflecting recent developments. 
 journal paper, a 
conference proceedings article or an official thesis. 
Figure  2.2.2 depicts the number of studies versus the publication date2
 
. It indicates that there has been a 
considerable, growing interest in applying unmanned aerial imagery for managing agriculture and the 
natural environment in the last few years. 
Figure  2.2.2. Number of reviewed articles versus publication date. 
 
The applications of the reviewed articles can be categorized into five principal fields: precision 
agriculture and rangeland monitoring, natural disaster management, aquatic ecosystems management, 
polar remote sensing and wildlife research. Figure  2.2.3 compares the fields of the reviewed 
applications. Note that the statistics mentioned in this paper are calculated based on the reviewed 
articles. The reviewed applications are discussed in detail in the following sections (sections 2.3-2.7). 
                                                            
1 Either open access or accessible through the libraries and archives of the Université de Sherbrooke 
2 The publications for 2013 are limited to those published by April. 
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Section 2.8 describes the overall characteristics of the reviewed systems; and, the conclusion is 
presented in section 2.9. 
 
 
Figure  2.2.3. The applications of unmanned aerial imagery in the reviewed studies. 
 
2.3 Precision agriculture and rangeland monitoring 
Precision agriculture (PA) and rangeland monitoring have been the most common applications of 
unmanned aerial imagery (Zhang and Kovacs 2012). The following sections describe these applications 
and the image-based processes applied in the respective studies. 
2.3.1 Land cover mapping and classification 
Several studies have involved mapping and classifying land cover, based on various factors obtained 
from spectral data. Normalized difference vegetation index (NDVI) maps have frequently been used to 
generate field-scale green cover maps, to classify vegetated areas, and to segment the soil surface 
(McGwire et al. 2013; Primicerio et al. 2012; Arnold et al. 2010; Suzuki et al. 2010; Gay et al. 2009; 
Sugiura, Noguchi, and Ishii 2005). To be applicable in management practices, an NDVI map should be 
produced from geo-referenced and radiometrically adjusted images. Anisotropic reflection properties of 
the field can also be determined prior to flight and be applied for radiometric image correction 
(Grenzdorffer and Niemeyer 2011). 
Various classification techniques have been applied in different studies to classify land cover. To 
classify agricultural surfaces where plants are spectrally similar, careful selection of classifiers is 
required. Feature descriptors based on texture and color were used by Reid, Ramos and Sukkarieh 
(2011) and Bryson et al. (2010) for classifying different types of vegetation on a farm. Object-oriented 
techniques of classification provide useful tools to deal with images with high spatial resolution for 
performing species-level classification (Laliberte and Rango 2011; Laliberte et al. 2011). Optimizing the 
segmentation scale and determining suitable features, based on texture, structure, shape, color, and other 
spectral properties, are the most significant challenges of these techniques (Laliberte and Rango 2009). 
In addition to the achievable accuracy for species-level vegetation classification (more than 85%), the 
transferability of classification rule sets is another advantage of object-oriented techniques (Laliberte et 
al. 2011). In other words, once a rule set is adjusted to certain types of species, it can be applied to 
similar sites with small changes in the training data and particular thresholds.  
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Other methods of land cover segmentation and unsupervised clustering have also been developed. In 
particular, these techniques were used for clustering tree species (Gini et al. 2012), mapping vigor 
differences (Johnson et al. 2003), segmenting catchment vegetation cover (Wundram and Loffler 2008) 
and measuring bare ground in rangelands (Breckenridge and Dakins 2011). Gini et al. (2012) concluded 
that the unsupervised clustering technique is efficient for differentiating segments with substantial 
spectral differences, such as roads and vegetation cover. However, it is not applicable to distinguish 
various tree species in the study area, and human interpretation is required to re-classify the results. 
Therefore, supervised classification is recommended instead. Wundram and Loffler (2008) observed a 
high level of miss-classification, even via supervised classification. The main reason was the similarity 
of the spectral signatures of the species in the visible range. In this case, integrating textural and 
topographic information can improve the results. 
2.3.2 Crop health monitoring 
Crop health monitoring is one of the most popular topics in precision agriculture via unmanned aerial 
imagery. This application can include disease detection, dead leaf detection, weed cover mapping, 
herbicide application monitoring, and water stress detection. 
Various crop health descriptors should be combined with classification techniques to extract the 
diseased areas of a field. When the aerial system is only equipped with a sensor capturing visible light, 
textural features (such as angular moment, entropy, and contrast), fractal signatures, and color can be 
used to extract crop health factors (Samseemoung et al. 2012; Yue et al. 2012; Doudkin et al. 2009; 
Aber, Eberts, and Aber 2005). Otherwise, spectral information at other wavelengths can be applied as 
well. Xiang and Tian (2011a) presented a method to monitor a turf grass field where herbicide was 
applied, by temporally analyzing the changes in NDVI maps. They reported a slight difference (less than 
2%) between herbicide damage areas estimated from imagery versus ground survey measurements. The 
analyses performed by Garcia-Ruiz et al. (2013) indicated that reflectance at 710 nm and NIR-R1 index 
values were very different for healthy and HLB2
2.3.3 Modeling biophysical attributes  
-infected trees. They showed that the support vector 
machine (SVM) classification with non-linear kernel fitting had the highest accuracy for detecting 
diseased areas. 
A considerable number of publications have been dedicated to modeling biophysical attributes of crops 
using unmanned aerial images as an alternative to destructive in situ measurements. The high spatial 
resolution of the images allows such parameters to be studied at various scales, for example at the farm 
scale, tree scale, and even finer scales such as the leaf scale. 
The common way to model biophysical attributes of crops is to analyze the correlation between different 
vegetation indices and ground-based samples. Various techniques can be applied for this purpose, such 
as partial least squares estimation (Jensen et al. 2007), discriminant function analysis (Garcia-Ruiz et al. 
2013), linear regression (Felderhof and Gillieson 2011), and support vector regression (Honkavaara et 
                                                            




al. 2012). It is worth noting that vegetation indices have temporal dependencies as well. Therefore, the 
season and the time of day when an index is derived and used for predicting a crop attribute should 
carefully be considered by analyzing temporal correlations (Xiang 2008). Table  2.3.1 provides a list of 
the attributes that were modeled in the reviewed articles. 













N/A2 (Turner, Lucieer, 




DVI3 Wheat crop  R2=0.91 
R2=0.66 
(Jensen et al. 2007) 
Yield  
and total biomass 
NDVI Rice crop R2=0.73 
R2=0.76 
(Swain et al. 2010) 
Dry biomass NGRDI4 Soybean,   
alfalfa  




(Hunt et al. 2005) 
Yield Color Orange orchard R2=0.3 
 
(Schueller et al. 
2006) 
Canopy height Color, topography Buckwheat crop R2=0.87, p<0.0015 (Murakami et al. 
2012) 
 
Herbaceous biomass,  
Circlets phenomenon 
Color Semiarid farm R2=0.47, p<0.001 (Arnon et al. 2007) 
Ripe coffee yield Color Coffee field positive correlation (p<0.01) (Herwitz et al. 2002) 






Coffee field Less than 18% difference 
between aerial prediction 
and parchment data 
(Furfaro et al. 2005) 
Rate of cross-pollination Topography, Color Maize crop R=0.14 to 0.64, p<0.01 (Vogler and 
Eisenbeiss 2009) 
Nutrients and LAI     
Total nitrogen and yield Color, vegetation 
indices 
Wheat crop R2>0.40 (Yunxia et al. 2005) 
Leaf nitrogen level CCCI700,8006 Macadamia   
orchard 
R2=0.29, p=0.008 (Felderhof and 
Gillieson 2011) 
                                                            
1 Photochemical reflectance index 
2 Not available 
3 Difference vegetation index 
4 Normalized green–red difference index 
5 Correlation of the measured and the estimated canopy height at sample points 








Leaf nitrogen content DGCI1 Rice crop  R2>0.80 (Zhu et al. 2009) 
Total nitrogen uptake per 
square meter, 







Wheat crop R2=0.92 
 
R2=0.82 
(Lelong et al. 2008) 
LAI GNDVI Wheat crop R2=0.85 (for LAI between 0 
to 2.7) 
(Hunt et al. 2010) 
LAI Canopy cover Onion crop R2=0.75 to 0.84 (Corcoles et al. 
2013) 
Pigments     
FIPAR3 NDVI  Orchard R2>0.97 (Guillen-Climent et 
al. 2012) 
Chlorophyll content  NDVI Soybean crop R2>0.76 (Samseemoung et al. 
2012) 
Chlorophyll density  Red-Edge,  
NIR chlorophyll 
indices (CIs) 
Rice crop Strong correlation of field 
readings and estimated CIs 
(up to R2=0.8) 
(Uto et al. 2013) 
Leaf carotenoid,  
Leaf chlorophyll content 
R515/R570, 
TCARI/OSAVI 
Vineyard R2=0.75 to 0.84, p<0.01 
R2=0.51, p<0.001 
(Zarco-Tejada et al. 
2013) 
Water     
Stress status Fluorescence 
emission 
Orchard R2>0.54 (Zarco-Tejada et al. 
2009) 
Moisture content NDVI Wheat crop R2=0.37 to 0.78 (Han-Ya et al. 2010) 
Canopy stomatal 
conductance,  
Leaf water potential, 
Water stress index,  
Temperature Orchard R2=0.78, p<0.05 
 
R2=0.34, p<0.001 
(Zarco-Tejada et al. 








Vineyard R2=0.68, p<0.01 
 
R2=0.50, p<0.05 
(Baluja et al. 2012) 
Leaf stomatal 
conductance,  






Vineyard R2=0.84, p<0.05 
 
R2=0.68, p<0.05 
(Baluja et al. 2012) 
Water stress indicators 
(fruit quality parameters, 
titratable acidity and total 
PRI570,515 Citrus  
orchard 
R2=0.58 to 0.69 (Stagakis et al. 
2012) 
                                                            
1 Dark green color index 
2 Green normalized difference vegetation index 
3 Fraction of intercepted photosynthetically active radiation 









*Unless otherwise stated, results are presented as the correlation coefficients (R2) and their corresponding p-values between 
the crop attributes and the airborne information. 
 
2.3.4 Studying soil characteristics 
In addition to the vegetation, soil characteristics have also been studied from unmanned aerial images. 
Corbane et al. (2012) developed a two-scale classification technique to determine the soil surface 
characteristics (SSC) classes for a Mediterranean vineyard. The technique was based on multiple 
structural attributes of soil such as micro-topography, surface crusting, and soil cover. An average 
accuracy of 73% was achieved via mono-temporal classification, which was significantly improved to 
82% via multi-temporal classification. 
The soil erosion lines in agricultural areas were studied by D'Oleire-Oltmanns et al. (2012) via 
processing the digital terrain models (DTM) of a gully system. The DTMs were generated from 
unmanned aerial imagery and resulted in the horizontal and vertical accuracies of 0.9-2.7 and 1 cm, 
respectively. Although the DTMs were successfully applied to quantify the gully volume changes, an 
unavoidable minimum altitude of 250 meters restricted the spatial resolution of the imagery. In this case, 
this altitude was necessary to maximize the area coverage and minimize the error of camera orientation. 
The DTMs were processed to be applicable for hydrological modeling applications as well.  
A similar study for gully measurement in badlands was performed by Gimenez et al. (2009). Although 
the error of photogrammetric measurements was as low as 3-12% for wide gullies, the accuracy was 
highly correlated with the width/depth ratio and morphology of the gullies (R2=0.98). Depending on the 
time of day, the effect of sun-shadowing was the main reason for decreased accuracy when measuring 
deep, narrow gullies. 
2.3.5 Challenges and future perspectives 
Land cover classification and mapping applications are mainly concerned with typical sources of 
imaging errors, such as differential atmospheric attenuation of light rays between the ground and 
cameras, transmission differences caused by the wavelength response of the camera sensors, radiometric 
changes between overlapping images, shadows, camera vibrations, and forward motion artifacts. These 
errors must be considered by careful techniques of spectral calibration, atmospheric models, radiometric 
block adjustment, and motion compensation (Samseemoung et al. 2012; Primicerio et al. 2012; 
Grenzdorffer and Niemeyer 2011; Doudkin et al. 2009; Gay et al. 2009; Johnson et al. 2003).  
Furthermore, the geometric distortions caused by inaccurate image registration and geo-referencing can 
be a considerable source of error. Due to such distortions, training samples cannot be precisely located 
on images. As a result, the extracted spectral information does not exactly correspond to the samples, 
and the estimates of biophysical parameters become erroneous (Honkavaara et al. 2012). In any case, it 
is believed that modeling crop attributes from unmanned aerial images yields more accurate results in 
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comparison with spaceborne and manned airborne imagery (Jensen et al. 2007). This is especially due to 
the accessibility to higher spatial resolution data (Zhu et al. 2009; Stagakis et al. 2012). 
UAV-based PA systems are supposed to be more user-friendly and more autonomous, in part to attract 
farmers' interest (Zhang and Kovacs 2012). It is believed that more sophisticated techniques of 
classification, model estimation, change detection, and temporal analysis can be integrated into PA 
systems. These systems will be more autonomous if they don't require expert interpreters. The outcomes 
of experimental studies should also be evaluated for different case studies, for large areas, and against 
extensive in situ measurements to demonstrate their reliability to the end-users. 
 
2.4 Natural Disaster Management 
Natural disasters take various forms (e.g. floods, earthquakes, volcanic eruptions), and are one of the 
main concerns of governments and people all over the world. Remote sensing data, especially satellite 
data, are widely used to manage and monitor natural hazards at national and international scales (Tralli 
et al. 2005). This popularity is due to their wide coverage, spectral resolution, safety, and rate of update 
(Joyce et al. 2009; Gillespie et al. 2007).  Unmanned aerial systems are also being considered to merge 
these RS systems for natural disaster management.  
The studies that we reviewed can be categorized into two main groups of thermal disasters and ground 
displacement monitoring. These applications are described in the following sections. 
2.4.1 Thermal disasters 
Generating wildfire geo-located alarms and tracking fire parameters are the most common applications 
of unmanned aerial imagery for disaster management. Fusion of optical and thermal data is the principal 
way to provide information before, during and after wildfires. This information is mainly about 
anomalous heat levels (before an event) (Malos et al. 2013), combustion parameters (during the hazard), 
and hotspots and damage extent (after the event) (Ollero, Martínez-de-Dios, and Merino 2006).  
The difference of reflectance values between fire pixels, burnt surfaces, and undamaged land cover is 
used as the key element for optical image processing at wildfires. Different techniques of thresholding 
and clustering are applied to individual spectral bands, spectral ratios, and extracted indices to identify 
hazard components (Merino et al. 2006). Thermal data are also fused with optical data for performing a 
more robust detection (Martinez et al. 2011; Pastor et al. 2011; Ambrosia and Wegener 2009). As 
mentioned by Ambrosia et al. (2003) and Esposito et al. (2007), careful calibration of thermal imaging 
scanners has a noticeable impact on increasing the accuracy of extracted information. Pre-processing for 
radiometric enhancement via noise cancelation and motion compensation is also suggested. 
When the information is extracted from images, the detected segments should be geo-located. Using this 
information, the geometrical features of the event can be measured. These features include fire front 
location, fire base width and perimeter, flame length and height, inclination angle, coordinates of burnt 
areas, and location of hotspots (Martinez et al. 2011; Casbeer et al. 2006; Casbeer et al. 2005). Martinez 
et al. (2011) reported a mean relative error of 8% between the image-based locations of fire and the field 
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measurements. The main sources of error are related to the inaccuracy of 3D information and the smoke 
occluding the fire scene. The former mainly depends on the method of geo-referencing. The latter can be 
addressed by static cameras (both in the visible and infrared ranges) and complementary UASs. 
Volcanic eruptions can be considered as another thermal disaster, which can be monitored by UASs. 
Visible and thermal images were used by Smith et al. (2009) to monitor an erupting volcano. The 
imagery was applied to derive information about changes in the active lava dome and vent, the collapse 
of the new lava dome, and the extent of hot areas.   
Producing geo-coded mosaics of the hazard area is also important to crisis management systems. The 
extracted information for the thermal disaster can be demonstrated on the mosaics for visual analyses 
(Van Persie et al. 2011; Zhou 2009). The most common method to generate the mosaics is to geo-
reference the images individually and then mosaic them all together (Xiang and Tian 2011b). 
There are several methods for geo-referencing unmanned aerial images. Direct geo-referencing via the 
navigation data is the most time-effective way to automatically carry out the task. Xiang and Tian 
(2011b) reported an average accuracy of 0.56 m for the mosaics produced with 5 cm spatial resolution. 
In addition to the accuracy of navigation sensors, calibrating the platform and internal camera 
orientation are important factors to improve the accuracy (Mostafa and Schwarz 2001; Habib et al. 
2006). 
In wildfires, the density and height of trees can affect the performance of global positioning systems 
(Dussault et al. 1999). Therefore, indirect geo-referencing via absolute space resection can be performed 
as an alternative (Zhou 2009). Planimetric maps, topographic maps, digital elevation models (DEMs), 
and ground control points (GCPs) for the study area can be used for this purpose. 
 Turner, Lucieer, and Watson (2012) compared the direct and indirect methods of geo-referencing the 
point clouds. Using those point clouds, individual images were rectified and stitched to form the 
mosaics. They showed that mosaics with average accuracies of 65-120 cm and 10-15 cm can be 
generated from the direct and indirect methods, respectively. The accuracy of indirectly created mosaics 
depends on the accuracy of relative modeling (point cloud generation), positioning the GCPs, and 
registering them to the images. 
2.4.2 Ground displacement 
UAV technology provides an approach for a quick response to disastrous phenomena caused by ground 
displacements, such as landslides and earthquakes. Several sorts of data can be used to detect ground 
displacements and changes associated with them. The most useful type of data is the topographic data in 
the form of DEMs and ortho-photos. High-resolution images can be efficiently used for both 
topographic data generation and change detection (Niethammer et al. 2012).  
In this regard, Gong et al. (2012) developed an object-oriented classification technique to derive river 
channel information, and to perform change analysis on images taken before, during and after an 
earthquake. The changes in the pattern and area of the channels, the river width, and the width of the 
landslide orifice perpendicular to the river were analyzed by comparing the results of the classifications. 
The runways were extracted with a maximum error of four pixels before the disaster and eight pixels 
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after the disaster. Therefore, the classification could be accurate enough to provide the basis for change 
detection purposes. 
To monitor landslides, it is necessary to perform spatial observations, temporal tracking of surface 
changes, and the timely distribution of the information to crisis management units (Van Persie et al. 
2011). Applying automated processing techniques to UAV imagery can reduce the level of manual 
interpretation and increase the time efficiency for widespread landslide mapping.  
Color information, slope gradients, and vegetation indices are the features that can be derived from high-
resolution optical images (Rau et al. 2011); these features are used with classification techniques to 
differentiate landslides from other areas. The contour-line behavior of landslides is another key factor 
that helps their detection from topographic maps (Tahar, Ahmad, and Akib 2011). In their simulated 
experiments, they were able to calculate the volume of soil loss caused by landslides with 2% error. 
Optical images may also be fused with other data sources, such as deformation maps from LiDAR1 or 
DInSAR2
Slope stability analysis at dams, embankments, mines, and natural slopes is an important issue for land 
exploitation planning. The main consequence of slope instability is terrain displacement in the form of 
landslides, landslips, and ground subsidence. Therefore, monitoring the stability of slopes at risky places 
is an essential task to prevent such disasters. 
, to map the extent of damage after an event (Kim et al. 2012).    
Photogrammetric techniques can be applied to unmanned aerial images to generate accurate slope maps 
(Tahar et al. 2012). These maps can be analyzed to acquire more sophisticated information about the 
slope characteristics. An example of stability analysis was performed by Firpo et al. (2011) using 
distinct element numerical methods. They derived precise information about discontinuities and slope 
geometry from optical images, even in high fronts that were inaccessible for direct measurements. They 
concluded that the results were very accurate due to the quality of stereo-mapping. 
Detection of sub-decimeter surface fissures and faults is important as an indicator of hazards. In this 
regard, Stumpf et al. (2012) proposed a technique to detect surface cracks from aerial images. Their 
image-processing algorithm was based on Gaussian matched filters and first-order derivates in a multi-
scale framework. Automatic techniques of fissure detection eliminate the need for exhaustive expert 
work to locate the fissures with variable sizes at different scales. There are different techniques of edge-
detection and linear feature extraction that can be applied in this context. The examples include 
derivative edge detection techniques (Roberts, Prewitt, Sobel, Laplacian, Laplacian of Gaussian, canny, 
and moment-based operators), and non-derivative techniques based on principal component analysis and 
interpolation (Bhardwaj and Mittal 2012; Lin, Jiang and Wang 2011; Hermosilla et al. 2008). Since 
edges are sensitive to image noise, techniques of noise removal and image enhancement should be 
considered in the pre-processing step (Bhardwaj and Mittal 2012). Post-processing is also required to 
distinguish regular edges from those that indicate fissures or cracks.  
                                                            
1 Light detection and ranging 




Flooding is another event that can be monitored remotely by integrating the techniques of water body 
detection, vegetation mapping, DEM generation, and hydrological modeling. Satellites sensors in the 
visible, infrared, and microwave range are currently used to monitor rivers and to delineate flood zones 
(Syvitski et al. 2012; Yilmaz et al. 2010).  
However, flood mapping is a considerable challenge for spaceborne passive imagery. This is mostly due 
to the presence of dense cloud cover, closed vegetation canopies, and the satellite revisit time and 
viewing angle (Joyce et al. 2009; Snyal and Lu 2004). Applying UAVs with an appropriate flight mode 
provides the possibility to overcome these issues. Therefore, monitoring inundation and measuring 
hydrological parameters of floods can be considered as future applications for UASs. 
2.4.4 Advantages and issues of UASs 
Thermal disasters (wildfires being of most concern) are very dynamic phenomena. They spread with 
varying rates that are affected by different environmental factors, such as soil moisture, vegetation type, 
and weather conditions (Bowman et al. 2009). Considering these characteristics, frequent and updated 
information about fire parameters is essential to assist management teams in arranging fire fighting 
plans.  
Although satellite imagery provides a frequent, global overview of wildfires, fine-scale tactical 
management operations still require higher spatial resolution (Ambrosia and Wegener 2009). In 
addition, manned airplanes are not capable of flying safely in the presence of dense smoke, for long 
stretches of time through the night and day, and without changing the crews (Pastor et al. 2011). 
Comparatively, unmanned aerial systems can be configured for safe flights for both surveillance and fire 
fighting schemes.  
Considering the extension of natural fires, a cooperative configuration of UASs and terrestrial sensors is 
very useful to gather all the necessary details of wildfires (Martinez et al. 2011). This indicates the 
necessity of designing very sophisticated management systems, sensor integration techniques and data 
fusion methods. It is also believed that autonomous control of UAVs is less recommended for disaster 
management applications, in comparison with an experienced remote pilot. The main reason for this is 
that autonomous flight mode is less able to deal with uncertain conditions such as gusty winds or smoke 
haze (Niethammer et al. 2012). 
For disaster management, accurate and automatic generation of topographic products, such as DEMs 
and ortho-rectified mosaics, is of great significance (Li et al. 2011; Chou et al. 2010; Lin et al. 2010; Wu 
and Zhou 2006; Qian et al. 2012). However, it requires the development of image processing chains, 
which would reduce the influence of analysts' interpretations and time-consuming man-computer 
interactions.  
When UAS-based mapping is used for ground displacement measurements, considering the following 
factors can significantly improve the accuracy (Honkavaara et al. 2013; Honkavaara et al. 2012; Hruska 
et al. 2012; Eisenbeiss and Sauerbier 2011; Hernández López et al. 2011; Lelong et al. 2008).  
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• The mapping techniques should take into account the defects of consumer-grade, optical 
elements and sensors integrated into small-scale UAVs (both radiometric and geometric).  
• They must produce geo-referenced mosaics, which can replace the enormous number of images 
produced during each flight due to the small format of imaging sensors. 
• They should consider the specifications of low-altitude imagery, such as large geometric 
distortions, overlap inconsistency, variable motion blur, low contrast of the objects, non-
uniformity of the distribution of features, large rotation and scale variations among images, high 
terrain relief relative to flight altitude, and non-uniform block illumination. 
 
2.5 Aquatic Ecosystem Management 
2.5.1 Why UAVs? 
Remote sensing systems are fast, non-intrusive alternatives to ground-based approaches for mapping and 
monitoring aquatic ecosystems such as wetlands, swamps, bogs, riparian forests, and rainforests. 
However, the task may involve identifying vegetation types in detail and distinguishing small plant 
species, which require high spatial resolution, even of less than one centimeter (Ishihama, Watabe, and 
Oguma 2012). Low-altitude UASs can satisfy this requirement. Moreover, their ability to fly below 
cloud cover and their portability make them suitable for all seasons of the year (Ishihama, Watabe, and 
Oguma 2012; Fletcher and Erskine 2012; Koh and Wich 2012; Li et al. 2010). 
The following two sections discuss the use of UAV imagery for aquatic ecosystem management in 
regards to two main aspects: mapping aquatic species and characterizing water bodies.  
2.5.2 Mapping and monitoring aquatic species 
Detecting specific species is important for conservation decisions in order to monitor particular 
communities, assemblages, or habitats. Various classification techniques have been applied to unmanned 
aerial images to identify particular structures in aquatic ecosystems. Table  2.5.1 presents a summary of 
these studies with respect to the general methods applied and their main objectives. 
The main challenge of these applications is that, for most aquatic zones, lack of brightness and low 
contrast in the vegetation cover make land cover classification a difficult task. Therefore, imaging at 
wavelengths other than visible range, such as infrared and near infrared, should be used to improve the 
contrast of vegetation classes. Moreover, as the variance in pixel values increases with the resolution, 
identifying the right class for every pixel becomes more difficult than classifying the image segments 
(objects) (Lechner et al. 2012). Consequently, object-oriented classification techniques are preferred 
(Strecha et al. 2012; Knoth et al. 2013). Dunford et al. (2009) compared pixel-based and object-oriented 
classification techniques to classify riparian vegetation units. They evaluated both approaches for single 
images and for mosaics. As their results indicate, object-oriented classification provides higher accuracy 
than pixel-based classification for single images. Comparatively, classifying at the mosaic level is 
simpler, since mosaics cover a large area and accelerate the surveying process; besides, fusing 
classification results obtained from single images is not required. However, for mosaics, the 
classification accuracy greatly depends on the variation of the illumination over the image series and on 
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the geometric distortions. Therefore, object-oriented classification of mosaics is only suggested when 
radiometric inconsistency of images is adjusted, and geometric errors are duly rectified. 
Table  2.5.1.Summary of the applications of unmanned aerial imagery in mapping and monitoring 
aquatic species 
Objective General method Result Reference 
Detecting a specific type of 
swamp fern (Gleichenia) 
Maximum likelihood 
classification 
N/A (Strecha et 
al. 2012) 
Classifying the cutover bog 
surface structures 
Object-oriented classification 
based on NIR reflectance, 
texture, shape  




Detecting the boundary 
between the swamp and its 
surrounding eucalypt 
woodlands 
Object-based classification based 
on surface height and image 
edges 




Identifying the expansion of 
wetland invasive grass 
species  
Classification based on multiclass 
relevance vector machines 
Classification accuracy = 95% (Zaman et 
al. 2011) 
Detecting aquatic weed 
infested areas 
Supervised classification based 
on support vector machines 
N/A (Goktogan 
et al. 2010) 
Mapping macro-algal 
cover,  













R2=0.68 to 0.83, p<1.7e-8 
R2=0.68 to 0.75, p<1.6e-7 
(Dugdale 
2007) 
Classify riparian vegetation 
units, Identifying dead 
wood and canopy mortality 
Pixel-based classification base 
don decision-trees, Object-
oriented classification based on 
color, texture, size, shape and 
topological relationships 
Overall classification accuracy: 
for vegetation units= 63-91% 
for dead woods= 80% (regarding 





2.5.3 Characterizing water bodies 
Spectral observations from UAVs are applied in various applications such as channel bathymetry, river 
tracking, and thermal characterization of aquatic ecosystems. A summary of these studies is presented in 
Table  2.5.2. 
Table  2.5.2. Summary of the applications of unmanned aerial imagery for characterizing water bodies 
Objective General method Reference 
Channel bathymetry Correlating the observed water depth samples 
with pixel gray values from RGB channels 
(Lejot et al. 
2007) 
River tracking Histogram-based NIR thresholding (Han 2009) 




Water body extraction 
Channel classification 
Modeling water temperature distribution 
Analyzing discharge rates of the river 
and thermal variability patterns 
Masking and neighborhood analysis 
Object-oriented fuzzy classification 
Gaussian probability density functions 
Temporal and spatial analysis of temperature 
models 
(Wawrzyniak 
et al. 2013) 
 
2.5.4 Channel bathymetry 
To characterize river morphology and monitor river restoration, the bathymetry of the aquatic areas is 
required. Channel bathymetry from spectral data is based on the relationship among light waves, the 
water surface and the channel bed, which can be reduced to the radiometric signal only, in the case of 
homogeneous atmospheric, substrate and water column conditions (Legleiter et al. 2004). Lejot et al. 
(2007) concluded that water depths calculated from unmanned optical data (specifically red and blue 
bands) were highly correlated with field observations (R2>0.53). 
Several sources of errors such as geo-referencing, atmospheric conditions, and illumination conditions 
may affect the results of bathymetry from optical data. Median filtering, histogram matching and sub-
grouping the images were used by Lejot et al. (2007) to eliminate these errors. However, these issues 
were not completely addressed and remain as considerable challenges of unmanned image-based 
bathymetry. 
2.5.5 River tracking  
River tracking from optical images is a simple way of acquiring a valuable source of information that 
can be applied to water resource management (Han 2009). Besides, the results of real-time river tracking 
can be used for vision-aided navigation purposes. However, rivers are texture-less structures with 
irregular boundaries and branches (Rathinam et al. 2007). Therefore, proper learning algorithms and 
integration with NIR sensors are required. 
2.5.6 Characterizing thermal properties  
Temperature is a significant variable of aquatic systems, as it has a close relationship with several 
environmental processes, such as biological reactions, chemical alterations and the spread of aquatic 
species (Beveridge, Petchey, and Humphries 2010). Thermal imaging from UAVs provides the capacity 
to characterize the thermal properties of aquatic ecosystems (Wawrzyniak et al. 2013). However, it is 
necessary to continuously correct the thermal images using terrestrial samples and atmospheric models 
(Wawrzyniak et al. 2013; Jensen et al. 2012). 
 
2.6 Polar Remote Sensing 
2.6.1 Advancements of UASs 
During the last decades, noticeable progress has been made in RS techniques for observing and 
monitoring the polar regions (Jezek and Onstott 1999; Lubin and Massom 2007). Optical, thermal, 
microwave, and radar data gathered by low-orbit satellites are mainly used to monitor the environment 
of the polar regions (Lubin and Massom 2007; Stine et al. 2010; Lin 2008). Comparatively, aerial RS 
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systems and in situ techniques are not frequently applied. This is mainly due to the harsh environment of 
the polar regions. The areal coverage provided by spaceborne sensors is also very important in global 
studies of the polar regions.  
Nevertheless, satellite data should mostly be fused with other data for both evaluation and enhancement 
purposes (Gruen 2000). Furthermore, aerial RS systems can be used to observe local environmental 
changes with higher spatial and temporal resolutions. For example, mapping ice cover, permafrost 
patterns, periglacial processes, and vegetation is possible via aerial remote sensing (Boike and 
Yoshikawa 2003). Unmanned aerial systems can facilitate these applications, particularly when using 
manned platforms can be expensive, risky, and cumbersome. 
UAVs can be designed to endure the tough climate conditions of these regions and gather spectral data 
below the cloud cover. For instance, the ability of UAVs to fly accurately in waypoint navigation mode 
is useful for gathering complex data for measuring the bidirectional reflectance factor (BRF) of snow 
cover (Hakala et al. 2010). BRF retrieval is useful for both measuring surface albedo and enhancing 
satellite data. The data acquired from UAVs can also be applied to extract other pertinent information 
for regional environmental management. Such applications can benefit from either lightweight multi-
spectral sensors or synthetic aperture radars (Koo et al. 2012).   
2.6.2 Applications of unmanned aerial imagery over the polar regions 
Measuring the volume of supraglacial lakes is a useful means of verifying the water balance of ice 
sheets. Satellite data are effective for observing supraglacial lakes. However, cloud cover, satellite 
overpass times and spatial resolution are the limiting factors, since the lakes have variable sizes, and 
they form and drain very quickly. Therefore, a combination of satellite and unmanned aerial images was 
suggested by Lettang et al. (2013). They used a supervised classification, based on spectral signatures 
from satellite data and textural features from unmanned imagery. Applying high-resolution aerial images 
was determined as the only way to analyze the texture of former lake areas and the effects of liquid 
water on ice texture. 
The utility of unmanned aerial imagery obtained over the Arctic Ocean has been explored in the 
literature to characterize the variability of sea ice with melt ponds (Inoue, Curry, and Maslanik 2008; 
Curry et al. 2004). In comparison with unmanned aerial imagery, they showed that the resolution and 
accuracy of passive satellite imagery is too low to differentiate open water from ponded ice and to 
calculate ice concentration, especially during the melt season.  
Lucieer, Robinson, and Turner (2010) developed a UAV-based photogrammetric system to extract the 
micro-topography of moss beds in order to study the regional effects of climate change. Thermal 
imagery was also acquired to map the heat regulation of bryophytes. The generated DEM was used to 
calculate the topographic wetness index as an indicator of the spatial distribution of potential surface 
wetness caused by snowmelt. Although a correlation between water availability and the extent of moss 
beds was observed, no analysis was performed to quantify this relationship. 
 
2.7 Wildlife Research 
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Natural ecosystem management and conservation requires adequate monitoring of biodiversity as well 
as regular surveying of wildlife and species’ status (Mackenzie 2005). Applications of UASs to detect 
birds, large mammals, and marine mammals are described in the following sections. 
2.7.1 Bird and mammal detection 
Unmanned remote sensing systems have recently been developed for wildlife monitoring purposes by 
Israel (2011) for detecting deer fawns, by Schoonmaker et al. (2008) and Koski et al. (2009) for tracking 
marine mammals and by Vermeulen et al. (2013) for counting elephants. In the studies mentioned, 
however, detection and counting procedures were performed by visual interpretation of real-time or 
offline images. The applications of UAV imagery for automatic detection of birds and marine mammals 
are summarized in Table  2.7.1. 
Table  2.7.1. Applications of unmanned aerial imagery for wildlife research 
 Objective Method Reference 
Detecting bird patterns Template matching by normalized cross correlation and 
region-growing segmentation 
(Abd-Elrahman 2005) 
Counting the snow geese Thresholding based on intensity and shape  (Chabot and Bird 2012) 
Black-headed gull recognition 
Colony size estimation 
Detection based on shape and color 
Active nest identification from sequential images 
Identifying nest structures from single images 
(Sarda‐palomera et al. 
2012) 
Detecting marine mammals Morphological operations and color thresholding (Hodgson et al. 2010) 
 
2.7.2 Pros and cons of UASs for wildlife research 
During recent decades, wildlife managers have applied aerial surveying as a tool for detecting, counting, 
tracking and monitoring animals. However, aerial surveys are associated with some concerns. First, 
crashes of low-altitude small aircraft have been the primary cause of work-related death for wildlife 
biologists. Secondly, the management procedures require frequent observations through time and space, 
which entail the huge cost of hiring planes and pilots. Thirdly, most wildlife spectral data contain 
statistical errors; this is principally due to the temporal and spatial resolution of the acquired data (Jones 
2003).  
In contrast, UAVs are proven to be safe and cost-effective with the possibility of being equipped with 
high-resolution imaging systems. Besides, due to their small size and low noise level, UAVs are capable 
of flying over flocks without disturbing them or causing them to escape (Vermeulen et al. 2013; Chabot 
and Bird 2012; Sarda‐palomera et al. 2012). Additionally, UAVs have the capacity to follow track lines 
more accurately than manned aircraft (Hodgson et al. 2010); this is a significant characteristic for 
tracking animals.  
Although UAVs offer enhanced opportunities as wildlife monitoring tools, on-going research is still 
required to derive useful information from the remotely gathered data (Jones, Pearlstine and Percival 
2006). There are several issues, which should be considered and addressed to develop image-based 
processes for animal detection. The main issues include the spectral similarity of animals or birds to 
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their surrounding environment (Abd-Elrahman 2005), varying size of animals (adults and calves) 
(Vermeulen et al. 2013), and their displacement during the image series (Sarda‐palomera et al. 2012). 
Therefore, the appropriate use of multi-spectral (especially thermal infrared) imaging, multi-scale 
classification techniques, motion estimation methods and target tracking algorithms should be 
considered to avoid these problems. 
 
2.8 System Characteristics 
A summary of the aerial systems deployed in the reviewed studies presents the general characteristics of 
their platforms and sensors (Table  2.8.1). 
Table  2.8.1. The percentages of the reviewed systems with specific characteristics in each field of 
application 
 Field of application 




ecosystem Polar Wildlife 
UAV 
Class 
Fixed-wing 49.4 47.2 38.5 53.8 50.0 100.0 
Rotary-wing 39.3 41.5 53.8 30.8 33.3 0.0 




Electric 48.1 36.2 66.7 71.4 33.3 100.0 
Fuel 35.4 44.7 22.2 14.3 50.0 0.0 
Solar 3.8 6.4 0.0 0.0 0.0 0.0 




< 1 kg 33.3 37.2 33.3 25.0 16.7 50.0 
>1 & <5 kg 38.9 23.3 55.6 75.0 50.0 50.0 




Red 81.5 75.9 86.7 92.3 83.3 100.0 
Green 82.6 77.8 80.0 100.0 83.3 100.0 
Blue 77.2 66.7 86.7 100.0 83.3 100.0 
Near IR 31.5 35.2 6.7 53.8 33.3 0.0 
Thermal IR 21.7 14.8 53.3 15.4 33.3 0.0 
Multi-spectral** 9.8 16.7 0.0 0.0 0.0 0.0 
Hyper-spectral 7.6 9.3 6.7 0.0 16.7 0.0 
* Airship, kite, balloon, glider 
** Multiple spectral bands other than Red, Green, Blue, NIR and Thermal IR 
 
Through this analysis, it was inferred that fixed-wing aircraft are more frequently used than rotary ones, 
and they are mostly powered by electric motors. Furthermore, most of the systems (more than 72%) are 
restricted by payload capacities lower than five kilograms. These characteristics can be considered either 
as an advantageous feature or as a drawback of these systems. The small and lightweight systems are, 
mostly, low-cost regarding both the vehicle price and the operation costs; besides, in the event of a 
crash, there will be less damage to property, people, and study fields. However, the payload capacity 
restriction affects the selection of the sensors; that is, less sophisticated sensor combinations can be 
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deployed. For instance, consumer-grade cameras are utilized instead of conventional aerial cameras. 
Less than 30% of the systems are capable of acquiring multi-spectral bands other than RGB. This could 
mainly be due to the weight restrictions that do not allow adding heavier sensors and the required energy 
sources. In the future, it is hoped that more lightweight, multi-spectral image acquisition systems with a 
lower cost of production can be designed for integration into UAV-based remote sensing systems. For 
example, the experiments by Gay et al. (2009), Jensen et al. (2007) and Hunt et al. (2010) indicate that, 
with careful treatment of filters and spectral calibration, commercial digital cameras can be modified to 
acquire other ranges of wavelengths in the electromagnetic spectrum. Readers are referred to Hardin and 
Hardin (2010) and Hardin and Jensen (2011) for further details and discussions on the characteristics of 
small-scale UAVs.  
The quality and accuracy of measurements and observations with non-metric cameras can be greatly 
increased by geometric and spectral calibrations followed by radiometric corrections of the acquired 
images. However, more than 60% of the studies have reported no effort for spectral calibration and/or 
radiometric correction of images; besides, only 27% of them have geometrically calibrated the cameras. 
Regarding the navigation sensors, only a few systems have been equipped with geodetic-grade 
navigation sensors. Most systems deploy a simple form of INS1 assembled with a GPS. Differential 
GPS2
 
 measurement in the form of code-phase differential GPS or carrier-phase differential GPS, known 
as real time kinematic (RTK), improves the direct geo-referencing accuracy up to sub-meter and sub-
centimeter scales. However, this requires more expensive and sophisticated equipment (Valavanis 
2007). There are also other means of navigation, especially for GPS-denied environments. They include 
radar tracking, radio tracking, dead reckoning and vision-based navigation. The accuracy of mapping 
with these systems is limited by the accuracy of navigation data unless ground control observations are 
applied for indirect geo-referencing. 
2.9 Conclusion 
This review describes the current state of research on applications of unmanned aerial imagery to the 
management of agriculture and the natural environment. The main advantages, limitations, and future 
perspectives of these applications are also discussed. 
The current applications are still in the initial stages of development. This could be due to the fact that 
UAV-based environmental remote sensing has not yet developed multi-disciplinary collaborations. 
Another reason is that current operations of UASs are limited due to regulatory issues (Rango and 
Laliberte 2010). Unmanned flight certifications are required for all research purposes to prevent the 
damage that might be caused by UAVs, for example, by crashing into people, colliding with other 
aircraft or by disrupting civil and military services. 
                                                            
1 Inertial navigation system 
2 Global positioning system 
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Nevertheless, interest is rapidly growing in the applications of high-resolution, multi-spectral images 
acquired via UAVs. We expect that the expanding research and development of these systems will 
increasingly demonstrate their relevance to the management of agricultural and natural environments. 
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3. System Development: technical and methodological aspects 
 
3.1 Article Presentation 
3.1.1 Background 
This article is part of the thesis related to the second specific objective, namely exploring the 
methodological and experimental aspects of implementing a UAV-PS for ensuring high-quality visual 
and topographic data. 
In terms of research problematic, this article considers the requirements of an efficient UAV-PS for 
precise surveying and volumetric change detection in an open-pit mine. This case study was selected due 
to its challenging conditions, which can well represent other types of environmental applications as well. 
These characteristics are discussed in the article. Based on previous studies performed on UAV-
photogrammetry systems, this article defines important aspects of system development, data acquisition, 
and data processing, discusses the issues and challenges of each aspect, proposes solutions to address 
them, and evaluates the suggested solutions extensively. 
This article was originally published at Sensor Journal, available online: 10.3390/ 
s15112749. 
Please note that 3D point cloud generation at this article is performed using commercial software. The 
reason is that this particular part of the thesis does not concern with the challenges of photogrammetric 
software solutions. Instead, it is concerned with the issues that need to be addressed (at the levels of 
system development, deployment, acquisition and pre-processing) for producing high-quality data, 
regardless of the photogrammetric software solution. These issues include the followings. 
− Stability of intrinsic camera parameters 
 ̠ Accuracy of offline calibration 
 ̠ Accuracy of on-the-job self-calibration 
− Quality of direct geo-referencing 
 ̠ Limits of navigation sensors 
 ̠ Quality of platform calibration and sensor integration 
−  Impacts of imaging-network configuration 
 ̠ Scale consistency and amount of overlap between images 
 ̠ Importance of planning flight trajectory and camera shots w.r.t. terrain characteristics 
−  Optimality of indirect geo-referencing  
 ̠ Number and distribution of GCPs 
 ̠ Positioning accuracy of GCPs 
 ̠ Precision of GCP detection on images 





The flowchart of the research methodology for system development is presented in Figure  3.1.1. The 
following article discusses these steps in detail. 
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The specific requirements of UAV-photogrammetry necessitate particular solutions for system 
development, which have mostly been ignored or not assessed adequately in recent studies. Accordingly, 
this paper presents the methodological and experimental aspects of correctly implementing a UAV-
photogrammetry system. The hardware of the system consists of an electric-powered helicopter, a high-
resolution digital camera and an inertial navigation system. The software of the system includes the in-
house programs specifically designed for camera calibration, platform calibration, system integration, 
on-board data acquisition, flight planning and on-the-job self-calibration. The detailed features of the 
system are discussed, and solutions are proposed in order to enhance the system and its photogrammetric 
outputs. The developed system is extensively tested for precise modeling of the challenging environment 
of an open-pit gravel mine. The accuracy of the results is evaluated under various mapping conditions, 
including direct georeferencing and indirect georeferencing with different numbers, distributions and 
types of ground control points. Additionally, the effects of imaging configuration and network stability 
on modeling accuracy are assessed. The experiments demonstrated that 1.55 m horizontal and 3.16 m 
vertical absolute modeling accuracy could be achieved via direct geo-referencing, which was improved 
to 0.4 cm and 1.7 cm after indirect geo-referencing. 
Resumé 
Les besoins spécifiques de la photogrammétrie à l’aide des drones exigent des solutions adaptées pour le 
développement des systèmes, qui ont souvent été ignorées ou non évaluées de manière adéquate dans les 
études récentes. Par conséquent, cet article présente les aspects méthodologiques et expérimentaux pour 
la mise en œuvre d’un système photogrammétrique fonctionnel à l’aide des drones. Le système est 
constitué d'un hélicoptère à propulsion électrique, d’une caméra numérique à haute résolution et d’une 
station inertielle. Le logiciel de contrôle comprend des programmes conçus spécifiquement pour la 
calibration de la caméra, la calibration de la plateforme, l'intégration de système, l'acquisition des 
données, la planification de vol et l’autocalibration. Les caractéristiques détaillées du système sont 
discutées et des solutions sont proposées afin d'améliorer les systèmes et les produits 
photogrammétriques. Le système développé est testé de manière approfondie pour la modélisation 
précise d’une gravière à ciel ouvert, représentative d’un environnement complexe. La précision des 
résultats est évaluée dans diverses conditions de cartographie comprenant les géoréférencements direct 
et indirect incluant différentes quantités, distributions et types de points de contrôle au sol. De plus, les 
effets de la configuration de l'imagerie et de la stabilité du réseau sur la précision de la modélisation sont 
évalués. Les expériences ont démontré une précision de la modélisation absolue par l'intermédiaire du 
géoréférencement direct de 1,55 m horizontal et 3,16 m vertical. Cette précision a été améliorée à 0,4 cm 
et 1,7 cm après le géoréférencement indirect. 






Unmanned aerial imagery has recently been applied in various domains such as natural resource 
management, spatial ecology and civil engineering [1–3]. Most of these unmanned aerial vehicles (UAV) 
applications require geospatial information of the environment. Consequently, three-dimensional (3D) 
environmental modeling via UAV-photogrammetry systems (UAV-PS) has become a matter of growing 
interest among both researchers and industries. However, a surveying-grade UAV-PS has critical 
differences from traditional photogrammetry systems, which should be considered carefully in its 
development and application. The following paragraphs discuss the background of UAV-PSs and the 
efforts made to evaluate their capacities. 
Typically, development of a UAV-PS starts with selecting the platform as well as the imaging  
and navigation sensors compatible with it. Regarding the platform, the payload capacity, endurance, 
range, degree of autonomy must be considered. In some studies, pre-packaged UAVs are used,  
e.g., AscTec Falcon8 [4], Aeryon Scout [5], SenseFly eBee [6]. Such systems offer safety and ease of 
operation. However, they offer less flexibility regarding sensor selection and adjustment. 
Navigation sensors play two roles in a UAV-PS: auto-piloting the platform and determining the exterior 
orientation (EO) parameters of images. High-grade GNSS-based inertial navigation systems (INS) can 
be used in order to eliminate the requirement for establishing ground control points (GCPs) and to achieve 
enough spatial accuracy via direct georeferencing (DG) [7]. However, consumer-grade systems are 
preferred considering the costs and limitations of access to base stations for differential or real-time-
kinematic (RTK) global-positioning-system (GPS) [8,9]. In such systems, different strategies might be 
taken for increasing the positioning accuracy—e.g., replacing poor-quality GPS elevation data with 
height measurements from a barometric altimeter [10]. Accuracy of DG depends on the performance of 
INS components and the accuracy of platform calibration. Moreover, the system-integration scheme is 
important since it controls the synchronization between imaging and navigation sensors. Depending on 
flight speed and accuracy of INS measurements, the delay between camera exposures and their  
geo-tags can cause serious positioning drifts [7,11]. 
When indirect georeferencing is performed, considerable care should be given to several factors such as 
the accuracy of multi-view image matching, on-the-job self-calibration and GCP positioning. Discussed 
briefly in few studies [10,12,13], the method used to locate GCPs on the images and the configuration of 
the GCPs are also important factors in determining the final accuracy of indirect georeferencing. 
Accordingly, the optimum configuration of GCPs required to achieve a certain level of accuracy is a 
significant concern in the field of UAV-PS. In most of UAV applications, only a minimum number of 
GCPs in a special configuration and with a limited positioning accuracy can be established. In order to 
ensure that the results, based on these conditions, can satisfy the accuracy requirements of the 
application, it is important to have an a priori knowledge of the final accuracy. 
In terms of imaging sensors, a high-resolution digital visible camera is the key element for 
photogrammetric mapping. Despite the benefits of non-metric digital cameras such as low price, light 
45 
 
weight and high resolution, the instability of their lens and sensor mounts is still a concern in unmanned 
aerial mapping. Therefore, intrinsic camera calibration must be performed to determine the interior 
orientation (IO) and distortion parameters of the camera. When metric accuracies are required, offline 
camera calibration is suggested [14]. However, offline calibration parameters change slightly during the 
flight due to platform vibrations and instability of camera components [15]. A solution to this problem is to 
calibrate the camera by adding its systematic errors as additional parameters to aerial block bundle 
adjustment (BBA), which is known as self-calibration. However, inaccuracy of image observations may 
influence the calibration parameters as they are all adjusted together with completely unknown 
parameters such as object-space coordinates of tie points and EO parameters [16]. Thus, motion blur and 
noise, which are inevitably present in unmanned aerial images, affect the accuracy of calibration. 
Besides, the numerical stability of self-calibration decreases highly depending on the aerial imaging 
configuration. Therefore, careful solutions are required to address the issues of on-the-job self-calibration for 
unmanned aerial imagery. 
3.2.2 Environmental Application 
Regarding the environmental application, the system of this study was applied for gravel-pit surveying 
and volumetric change measurement. This environment was selected because of two reasons. Firstly, 
open-pit mines provide a challenging environment for 3D modeling. That is, considerable scale 
variations are introduced to the images due to the low altitude of platform in comparison with the terrain 
relief [17]. Secondly, there are several mining and geological applications which require high-resolution 
accurate 3D information of open-pit mines, e.g., geotechnical risk assessment. Previous studies have 
shown that the topographic data must provide a ground resolution  
of 1–3 cm in order to predict hazardous events such as ground subsidence, slope instability and 
landslides [18]. Furthermore, mining companies have to quantify the amount of extracted mass and 
stocked material regularly. The map scale required for volumetric measurement in earthworks is usually 
between 1:4000 and 1:10,000 [19]. Considering the requirements of mining applications, including 
spatial and temporal resolution, speed of measurement and safety criteria, unmanned aerial systems can 
be better solutions for mine mapping in comparison with traditional terrestrial surveying techniques. 
This can be noticed by the significant increase in use of UAV-PSs in mining applications during the last 
few years [20–22]. 
1.3. Objectives and Assumptions 
This paper presents the details of development and implementation of a UAV-PS. In addition to general 
aspects of the development, the main focus of this study is to discuss the issues and to perform the 
experiments that are usually ignored or not thoroughly addressed for UAV-PSs. First, the paper 
concentrates on the procedures for camera and platform calibration as well as system integration.  
Instead of discussing the regular aspects of calibration, the main focus is on the design of the test-field 
and automatic target detection assuming that these elements impact the efficiency of calibration 
significantly. Regarding the system integration, it is assumed that the developed software solution is able 
to integrate the navigation and imaging sensors accurately without needing any additional mechanism. 
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Afterwards, the photogrammetric processing workflow is presented. Some aspects of image  
pre-processing are discussed and their impacts on the accuracy of modeling are investigated.  
Then, assuming that the accuracy of on-the-job self-calibration is affected by the imaging network, a 
BBA strategy is suggested to control this adverse effect. This assumption and efficiency of the BBA 
strategy are also verified. Furthermore, several experiments are designed to assess the effect of GCPs 
configuration on modeling accuracy. The main assumption that these experiments verify is that a 
minimum number of GCPs can provide an accuracy level equivalent to the one achievable with redundant 
number of GCPs under two conditions. First, they are distributed over the whole zone and their visibility 
in images is maximized. Second, the imaging configuration is proper. That is the imaging configuration 
ensures scale consistency of the network. 
The rest of the paper is structured as follows: first, the equipment is presented. Then, the procedure of 
system development, including camera calibration, platform calibration and system integration, are 
discussed in Sections 3.4. Afterwards, Sections 3.5–3.6 describe the methodology of data acquisition and 
data processing. The experiments performed to evaluate the system are presented in Section 3.7, and the 





The platform used in this project is a Responder helicopter built by ING Robotic Aviation Inc. (Ottawa, 
ON, Canada) (Figure  3.3.1a). Responder is a vertical take-off & landing UAV which is equipped with a 
lightweight, carbon-fiber gimbal. This platform has 12 kg payload capacity and cruise operational 
endurance of 40 min. With our whole independent package of sensors, computer and batteries weighing 
about 3 kg, the platform could safely fly for 25 min in a day with wind speed of 19 km/h. The platform 
is equipped with an open-source autopilot—ArduPilot Autopilot Suite. It comes with a portable, 
compact ground control station to visualize, plan and control autonomous flights  
(Figure  3.3.1b). 
3.3.2 Navigation sensor 
The navigation sensor is a GPS-aided INS, MIDGII from Microbotics Inc. (Hampton, VA, USA) 
(Figure  3.3.1c, stacked on the top of the camera). The unit measures pitch and roll with 0.4° and heading 
(yaw) with 1–2° of accuracy. Its positioning accuracy is 2–5 m depending on availability of wide area 
augmentation system (WAAS). The output rate of the unit can be extended up to 50 Hz. 
3.3.3 Imaging sensor 
The imaging sensor is a GE4900C visible camera (Prosilica, Exton, PA, USA) (Figure  3.3.1c). It has a 
36.0528 mm × 24.0352 mm sensor at pixel size of 7.4 μm. It is equipped with a 35 mm F-mount lens 
and supports minimum exposure time of 625 µs. The fact that the camera has a global shutter and 
charge-coupled-device (CCD) progressive sensor makes the imaging more robust against motion blur, 
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interlacing artifact and read-out delay, which are all essential for UAV-PS [23]. Global shutter controls 
the incoming light all over the image surface simultaneously. Thus, at any time instance, all photo 
detectors are either equally closed or equally open. This is in contrast with rolling shutters where 
exposures move row by row from one side to another side of the image. In the CCD architecture, only 
one-pixel shift happens to move the charge from image to storage area. Therefore, the readout time and 
energy consumption decrease considerably. Progressive scanning is also strongly preferred for grabbing 
moving images, since the images are free of interlacing artifacts caused by the time lag of frame fields. 
 
Figure  3.3.1. Equipment (a) Aerial platform. (b) Ground control station. (c) INS attached to camera. (d) 
Computer board. (e) Computer board and power supply stacked together. 
 
3.3.4 Onboard computer 
The computer applied in this study is an ultra-small, single-board system (CoreModule 920, ADLINK, 
San Jose, CA, USA), which is based on a 1.7 GHz Intel Core™ i7 processor (Figure  3.3.1d).  
The board is stacked together with a PC/104 power supply (Figure  3.3.1e). The power supply receives 
12.8-volt DC input from a 3200 mAh LiFePO4 battery pack. In return, it provides +5 V regulated DC 
voltage to the computer, +12 V to the camera and +5 V to a fan for cooling the processing unit.  
With this configuration, the embedded system is capable of acquiring, logging and storing images with a 
rate of 3 frames per second and navigation data with a rate of 50 Hz during approximately 70 min. 
 
3.4 System Development 
3.4.1 Camera calibration 
In this study, offline camera calibration is performed using a test-field (Figure  3.4.1) via a conventional 
photogrammetric calibration method known as inner-constrained bundle adjustment with additional 
parameters [24]. In this study, Brown’s additional parameters are applied to model the systematic errors of 
the camera [25]. Therefore, the camera IO parameters, radial and decentering lens distortions as well as 
in-plane scale and shear distortions of the sensor [26] are modeled via calibration. As digital camera 
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calibration is a well-studied topic in photogrammetry, detailed theories are avoided here. Instead, other 
important aspects, including our methodology for test-field design and target detection, are discussed. 
Please see Appendix I for more details about the intrinsic camera calibration parameters, the 
distortion models, the theoretical details of the estimation, and the results of stability analysis. 
 
Figure  3.4.1. Camera calibration test-field. 
 
3.4.1.1 Design of the calibration test-field 
Two camera parameters determine the size and depth of a test-field: focus distance and field of view. For 
aerial imaging, camera focus distance is set to infinity so that different altitudes can be covered in the 
depth of field (DoF) of the camera. However, the focal length extends slightly during focusing (When 
the focus distance is changed, a small group of elements inside the lens, instead of the whole barrel, is 
moved to provide the focus. Thus, the focal length changes slightly.). This means that the focus distance 
should remain fixed all the time. Therefore, it should be ensured that the calibration test-field can 
provide focused photos at short distances while the focus distance is still set to infinity. Considering 
Equation (1), the far and near limits of DoF (Hf, Hn) depend on F-number (d), focal  
length (f), circle of confusion diameter (c) and focus distance (h). That is all the objects located between 
Hn and Hf  from the camera can be imaged sharply: 
2 21 ( ) ,        1 ( )f n
d dH h h f c H h h f c
f f
= − − = + −
 
(1) 
If the focus distance is set to infinity ( )h →∞ , then the F-number should be increased largely to provide 
focus at short ranges. By setting the F-number to its maximum value (dmax), the minimum focus distance 
can be determined 
min
( )nH . Thus, the distance of the test-field from the camera, namely the test-field 
depth, should be larger than 
minn
H . Notice that by maximizing the F-number, the aperture opening (A) 
decreases (Equation (2)), and calibration images become very dark. To compensate this, the exposure 
time should be increased according to Equation (3). Let t1 be the minimum exposure time of the camera 
which is usually selected for aerial imaging to reduce motion blurring artifacts. Accordingly, A1 is the 
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aperture opening which provides proper illumination for outdoor acquisition in combination with t1. If 
A2 is the aperture opening when maximizing the F-number, then t2 is the exposure time that should be 
set to avoid either underexposure or overexposure: 
2 24A f d= π  (2) 
1 1 2 2At A t=  (3) 
Afterwards, the width and height of the test-field should be determined. It is essential to model the 
systematic errors based on the distortions observed uniformly across the whole image [24].  
Therefore, it should be ensured that the test-field is large enough to cover approximately the whole field 
of view (FoV) of the camera. The horizontal and vertical angles of FoV ( ,h vα α ) can be calculated from 
the sensor size (W, H) and the focal length (f) as in Equation (4). Therefore, the minimum size required 
for the test-field ( t tW H× ) can be determined via Equation (5) 
1 12 tan ( 2 )   ,  2 tan ( 2 )h vW f H f
− −α = α =  (4) 
min min
2 tan( 2)   ,  2 tan( 2)t n h t n vW H H H= α = α  (5) 
3.4.1.2 Target detection 
Figure  3.4.2 demonstrates the approach of this study for detecting the targets. Unless otherwise 
indicated, the procedures mentioned in the diagram are fully automatic. 
 
Figure  3.4.2.  Diagram of the target detection method. 
 
In this study, the targets are designed as black and white rings with crosshairs passing through the 
circles’ centers. The reason for using circular targets is that once the image of a circle is deformed under 
any linear transformation, it appears as an ellipse. Then, the techniques of ellipse detection can be 
applied to position it accurately. The following paragraphs explain the ellipse fitting method developed to 
determine the accurate positions of the targets. 
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Assuming that ( , )a ax y  is the approximate position of a target, a rectangular window is centered at (xa, 
ya). The window is transformed to binary format, and its connected black components are detected. Each 
closed component represents a candidate region. Let B denote the set of all the pixels belonging to the 
boundary of a candidate region. If the region is actually a target, then its boundary can be modeled as an 
ellipse with Equation (6): 
2 2 2( ) ( )   ; ( , )o ox x K y y R x y B− + − = ∀ ∈  (6) 
where (xo, yo) is the center, R  is the flattened radius and K  is the aspect ratio of the ellipse. A small 
percentage of the points belonging to B are reserved as checkpoints. Other points are served as 
observations to determine the ellipse parameters with least squares fitting technique. Once the ellipse is 
defined mathematically, the checkpoints are validated against the ellipse model. If the fitting error is less 
than a given threshold, then the candidate region is recognized as a target, and the ellipse center denotes 
the exact position of the target. 
3.4.2 Aerial platform calibration 
The goal of platform calibration is to make sure that EO parameters of images are represented in an 
earth-centered, earth-fixed (ECEF) reference system, in which the navigation positioning data are 
represented as well. To this end, the vector between the perspective center of the camera and the center 
of the INS body-fixed system—known as lever-arm offset—as well as the rotations of the camera 
coordinate system with respect to the INS system—known as bore-sight angles—should be determined. In 
this study, the lever-arm offset is ignored. This is due to the fact that the offset between the INS and the 
camera never exceeds a few centimeters, which is far below the precision of GPS measurements (a few 
meters). 
Attitude outputs from the INS are presented as Euler angles, also known as Cardan. The Cardan consists 
of three rotations: roll (ɸ), pitch (θ) and yaw (ψ). The rotation matrix nbR —composed of Euler angles—
rotates vectors from the INS body-fixed coordinates system (b) to the local geodetic system (n) as in 
Equation (7). Likewise, the rotation matrix enR —composed of geodetic latitude (φ) and longitude (λ)—
rotates vectors from the local geodetic system to the ECEF system (e) as in Equation (8). Therefore, the 
rotation matrix ebR  rotates vectors from the INS body-fixed coordinate system to the ECEF system as in 
Equation (9) [27]: 
( ) ( ) ( )nb z y xR R R R= ψ θ φ  (7) 
( ) ( / 2 )en z yR R R= π−λ π −ϕ  (8) 
e e n
b n bR R R=  (9) 
The required rotation matrix for image georeferencing is eiR , which describes the rotations from the 
camera coordinate system (i) to the ECEF one. The rotation matrix eiR  can be calculated using the 






i b iR R R=  (10) 
To determine the bore-sight matrix biR , first, a network of targets is established in the ECEF coordinate 
system (Figure  3.4.3). Then, the targets are photographed using the camera which is firmly installed on 
the platform with the INS. Simultaneously, the INS data ( nbR ) is logged. At the post-processing stage, 
the position ( eiX

) and orientation ( eiR ) of the camera center are calculated via photogrammetric resection. 




—the rotation matrix enR  is calculated. Then, the rotation matrix 
e
bR  from the INS body-fixed 
system to the ECEF system is determined via Equation (9). Finally, by substituting eiR  and 
e
bR  to 
Equation (10), the unknown bore-sight matrix biR is determined. 
 
Figure  3.4.3. Test-field for platform calibration. 
 
Notice that, in this study, the camera and the INS were stacked together, in a fixed status as in Figure 
 3.3.1c. Consequently, the platform could be calibrated before installing the sensors on the UAV. 
3.4.3 System integration 
A UAV-PS consists of a platform, camera, navigation system and control system. The control system is 
responsible for various tasks including power control, setting the data-acquisition parameters, data 
logging, data storage and time synchronization. In this study, the hardware of the control system simply 
includes the computer and the power supply as described in Section 3.3.4.  
The software solution developed for this control system contains three main classes: INS, camera,  
and clock. 
The main functionality of the clock class is to get the time up to nanoseconds from the system-wide 
clock and assign it to any acquisition event in a real-time manner. The INS class is responsible for 
communication with the INS and recording the navigation messages. Each navigation message contains 
the information of position, rotation and GPS time. The system time at the moment of receiving each 
navigation message is also assigned to that message by the clock class. The GPS time of the messages is 
assigned to a shared variable as well, which has external linkage to the camera class. The camera class is 
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responsible for communication with the camera and setting its attributes including triggering time 
interval, exposure and gain value, and frame size. Although several methods of acquisition are available 
for Prosilica cameras, software triggering mode is used to facilitate the synchronization process. That is 
the camera is triggered automatically based on defined intervals, e.g., every 500 ms. The end of camera 
exposure is set as an event, and a callback function is registered to this event. The functionality of this 
callback is to save the acquired frame and tag the navigation information to it. This information includes 
the GPS time and the navigation data received from the INS as well as the system time observed at the 
epoch of the exposure-end event. Finally, the software makes these classes operate together.  
It starts two threads in the calling process to execute the main functions of the classes simultaneously. 
Notice that the GPS time, tagged to each image, is determined by the INS class and the frequency of 
INS data is 50 Hz. Therefore, the GPS timestamp is theoretically less than 20 ms different from the 
exact time of the exposure. Assuming a flight speed of 20 km/h, the time-synchronization error of  
20 ms can cause 11 cm of shift between the true position and the tagged position of an image. When a 
navigation-grade GPS is used, such a shift is quite below the precision of GPS measurements and can be 
ignored [7]. However, if differential GPS measurements are used, then this error must be systematically 
handled [11]. To do so, in a post-processing step, the difference between the system time and the GPS 
time that are tagged to each image is used to derive the exact navigation data corresponding to that 
image via a linear interpolation over the two INS messages, between which the image is acquired. 
 
3.5 Data Acquisition 
In this study, the data were acquired from a gravel pit at Sherbrooke, QC, Canada. The extent of  
the gravel-pit mine is shown in Figure  3.5.1. Two series of data over a period of two months were 
acquired—August and October 2014. Two main zones were considered for the experiments (Figure 
 3.5.1). The red zone represents one part of the gravel pit which was covered by stockpiles, and the green 
zone represents the zone covered by cliffs and rocks. 
 




3.5.1 Data-acquisition planning 
In order to perform flight planning, there exist several software packages. However, in this study, a 
simple software solution is developed to satisfy the specific needs of the project for both flight and 
fieldwork planning. The interface of the software is shown in Figure  3.5.2. The main inputs of the 
software are the platform and sensor characteristics as well as the desired overlap and ground resolution 
for imagery. In order to calculate the position of the sun, the flight time is needed too. Knowing the 
position of the sun helps to minimize shadow effects; the larger the solar elevation angle, the shorter the 
shadows. The software allows users to either load or graphically choose the predicted positions of 
GCPs—red triangles in the display panel of Figure  3.5.2. It is, then, possible to determine the flight 
zone—blue polygon and the flight home—yellow lozenge. The software designs and logs the flight plan 
afterwards. One of the significant applications of this software is to design the approximate spatial 
distribution of GCPs considering two conditions. First, GCPs should be installed at stable locations 
distributed over the whole imaging zone; Second, their visibility in the images should be maximized. 
 
Figure  3.5.2. Interface of the flight-planning software. 
 
3.5.2 Fieldwork 
The first task of the fieldwork was to initialize the GPS base receiver for collecting RTK measurements. 
The absolute coordinates of the base point were determined with 2–5 mm accuracy. The next step was to 
install the targets at locations predicted during the flight planning stage (see Section 3.5.1). Then, their 
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positions were measured using the R8 GNSS System (Trimble, Sunnyvale, CA, USA)—a  
high-precision, dual-frequency RTK system. Following the same concept as camera calibration  
(Section 3.4.1.2), GCPs were marked as circular targets (Figure  3.5.3a). Once the GCPs were 
established, the flights for image acquisition started. Table  3.5.1 presents the flight conditions. Labels 
are given to the acquired datasets for further use in this paper. 
Table  3.5.1. Information of the data-acquisition sessions. 
Characteristic 
Flight Date 
August 2014 August 2014 October 2014 
Dataset A Dataset B Dataset C 
Weather temperature (°C) 22 26 10 
Wind speed (Km/h) 8 19 8 
Zone structure Stockpiles Cliffs Cliffs 
Approximate flight altitude (m) 80 90 90 
 
 
Figure  3.5.3. Surveying plans (a) Markers for GCPs. (b) Configuration of GCPs and laser-scanner stations 
for dataset A. (c) Configuration of GCPs and laser-scanner stations for dataset C. (d) Configuration of 
targets for FARO scanner over one pile. 
 
Upon termination of image acquisitions, the terrestrial surveying for gathering check data started. The 
check data included sparse 3D point clouds measured by Trimble VX laser scanner over the whole 
55 
 
mapping area and a dense point cloud measured by a FARO Focus laser scanner (FARO, Lake Mary, 
FL, USA) over a small pile. Figure  3.5.3b,c show the configuration of the control points, the stations 
where VX scanner was installed as well as the zone where the dense 3D point cloud was measured by 
FARO scanner (blue polygon). In order to facilitate the accurate registration of individual FARO scans, 
several targets with checkerboard pattern and reference spheres were installed at different levels of the  
pile (Figure  3.5.3d). 
 
3.6 Data Processing Workflow 
The main steps of data processing in aerial photogrammetry are illustrated in Figure  3.6.1. The ordinary 
methods to perform these steps are not discussed here. Instead, the methodology of this study to improve 
some of these procedures is presented. 
 
Figure  3.6.1. Photogrammetric workflow to produce topographic data from images. 
 
3.6.1 Image pre-processing 
3.6.1.1 Intensity enhancement 
As in the system of this study, in most of UAV-PSs, small-format cameras are used because of weight 
limitations. One of the main problems caused by such cameras is their small ground coverage.  
This characteristic makes the sequence of images vulnerable to photometric variations, even though the 
flight time is usually quite short [28]. Noticeable radiometric changes among adjacent images make both 
sparse matching and pixel-based dense-matching more difficult [29,30]. An example of such situation is 
given in Figure  3.6.2. These images are from a test dataset not listed in Table  3.5.1. They were taken 
with a Prosilica GT1920C camera with sensor size of 8.7894 mm × 6.6102 mm and focal length of 16 
mm. As shown in Figure  3.6.2a, some images are considerably darker than their neighboring images 
since a patch of dark clouds had passed through the zone. Some of the images additionally suffer from 
lack of texture diversity (Figure  3.6.2c). As a result, matching such images becomes difficult.  
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Therefore, their relative orientation parameters cannot be determined, and the ortho-mosaic cannot be 
generated either (Figure  3.6.2e). 
When thematic applications are required, sophisticated techniques using spectral observations should be 
used for radiometric correction of images. Otherwise, simple image enhancement methods can be used 
to reduce the relative photometric variations. In this study, a combination of white balancing and 
histogram matching is proposed. Starting by the image with proper illumination as the reference image, 
its dark neighboring image is first white-balanced. Then, the intensity histograms of both images are 
calculated. If the correlation of the cumulative distribution functions of the histograms is more than 0.5, then 
no further enhancement is needed. Note that a cumulative histogram represents the intensity rank of each 
pixel with respect to other pixels regardless of general radiometric changes [31]. If the correlation of two 
distributions is less than 0.5, then histogram matching is performed to adjust the intensity values in the 
dark image. With this method, each image is relatively corrected only with respect to the images 
immediately adjacent to it. Therefore, the trace of dark images is still visible globally.  
However, this intensity enhancement makes the matching performable, and a correct ortho-mosaic can be 
generated (Figure  3.6.2f). 
 
Figure  3.6.2. Intensity enhancement (a) A sequence of illuminated and dark images. (b) Images of Figure 
 3.6.2a after correction. (c) Two adjacent dark images with low texture diversity.  
(d) Images of Figure  3.6.2c after correction. (e) Failure in ortho-mosaic generation. (f) Correct mosaic 
after intensity enhancement. 
 
3.6.1.2 Shadow removal 
Another radiometric effect on aerial images is caused by shadows. In thematic applications such as 
atmospheric correction and classification, shadow regions lead to inevitable errors [32]. Shadows can 
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also cause spatial errors in 3D modeling. This usually happens when the sun direction changes slightly 
during the flight and the shadow edges move as a consequence [33]. In our experiments, this problem 
was observed in dataset B (Table  3.5.1). In order to investigate the effects of shadows on the quality of 
3D modeling, a simple technique is proposed to detect and remove the shadow regions from single 
images. The summary of this technique is presented in Figure  3.6.3. In Section 3.8.3, the effects of 
shadow removal on both the photometric appearance and the accuracy of the 3D point clouds are 
analyzed. 
 
Figure  3.6.3. Workflow for automatic shadow detection and removal. 
 
3.6.1.3 GCP detection 
Once the image intensities are enhanced, ground control points can be detected. Automatic detection of 
GCPs in images is important from two aspects. Firstly, detecting GCPs manually in large sets of UAV 
images is a cumbersome task. Secondly, the accuracy of target detection directly affects the accuracy of 
georeferencing and calibration. Therefore, more attention has recently been paid to this process [35,10]. The 
method applied to position GCPs is presented in Figure  3.6.4. It is mainly based on localization of GCPs 
using direct EO parameters, color-thresholding and ellipse detection as described in Section 3.4.1.2. 
Although this process is automatic, the results should manually be verified to remove incorrect detections. 
 
Figure  3.6.4. Workflow for automatic detection of GCPs. 
3.6.2 Photogrammetric processing 
Photogrammetric processes are applied to aerial images in order to generate various types of topographic 
products such as 3D point cloud, geo-referenced mosaic and digital surface model (DSM). In this study, 
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the main photogrammetric processes are performed using Pix4D software [36]. This software has recently 
been popular among researchers and commercial users for UAV-photogrammetry [33].  
Several experiments were designed using this software in order to evaluate the performance of the 
developed UAV-PS (Section 3.7.2). 
Furthermore, a BBA strategy is suggested for on-the-job self-calibration. This strategy is able to control 
the adverse effects of noisy aerial observations as well as correlation of IO and EO parameters on the 
accuracy of self-calibration. The main solution of this strategy is to transform the intrinsic camera 
calibration parameters from unknowns to pseudo-observations. That is, they should be considered as  
semi-unknowns with known weights. The experimental way to determine these weights is presented in 
Section 3.7.1, and the results are discussed in Section 3.8.6. In the following paragraphs, the principals 
of self-calibration with pseudo-observations are presented. Since BBA and least-squares adjustment  
are well-studied topics, the details are avoided here. Readers are referred to [16,37,38] for more  
theoretical information. 
The mathematical model of bundle adjustment with additional parameters can be presented as in 
Equation (11), where the observation equations (F) are based on co-linearity condition. These equations 
are functions of measurements (L), unknowns (Y) and pseudo-observations (X). The measurements are 
image coordinates of tie points. The unknowns include ground coordinates of tie points and EO 
parameters of images. The pseudo-observations include intrinsic calibration parameters—both IO 
parameters and distortion terms: 
( , , ) 0F X Y L =  (11) 
The linear form of Equation (11) is obtained using a Taylor series first-order approximation: 
0W A K B L+ δ + δ =  (12) 
where K is a concatenated vector by X and Y, W is the miss-closure matrix, and A and B are the matrices 
of first-order partial derivatives of F with respect to K and L, respectively. Assuming that LP  is the 
weight matrix of the measurements, XP  is the weight matrix of the pseudo-observations, and D is the 
matrix of datum constraints, then the least-squares solution for Kδ  can be obtained as in the following 
equation [38, p. 264, Wells and Krakiwsky, p. 146]: 
1 1 1 1( ( ) ) ( )T T T T T TK X LP A BP B A D D D DD DD D
− − − −Σ = + + −  
1 1ˆ ( ( ) )T TK LK A BP B W
− −δ = −Σ  
(13) 
The vector of residuals, Lδ , is also estimated as follows: 
1 1 1ˆˆ ( ) ( )T TL LL P B BP B A K W
− − −δ = − δ +  (14) 
These partial solutions, Kˆδ  and Lˆδ , are successively added to the initial estimations of the unknowns 
and values of the measurements and pseudo-observations until reaching convergence.  
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In this section, the experiments which were performed to assess different aspects of the developed 
system are presented. The results obtained from these experiments are, then, discussed in Section 3.8. 
3.7.1 Laboratory experiments 
3.7.1.1 Calibration 
The camera was calibrated several times during a period of few months before starting the data 
acquisition. The final parameters were obtained as the average of the parameters from these tests.  
The stability of each calibration parameter was also determined as its variance at these tests. In the BBA 
strategy of Section 3.6.2, these variances were used as the weights of pseudo-observations. 
In order to verify the accuracy of offline calibration parameters obtained from these test, 10 check 
images were captured. In these images, the targets were detected using the method of Section 3.4.1.2. 
Some of them were reserved as checkpoints, and others were served as control points. Using the control 
points and the calibration parameters, the EO parameters of the images were determined via space 
resection. Then, the 3D object-space coordinates of the checkpoints were back-projected to the images. 
The difference between the back-projected position of a checkpoint and its actual position on an image 
is called the residual. The residuals show how accurate the calibration parameters are modeled.  
The results obtained from this test are presented in Section 3.8.1. 
In order to analyze the efficiency of automatic target detection, compared with manual target detection, 
similar calibration and assessment tests were performed using the targets that were detected manually. 
Positions of the manual targets were different from those of the automatic targets with  
an average of 1.3 pixels and maximum of 2.4 pixels. The results obtained from this experiment are also 
presented in Section 3.8.1. 
3.7.2 Time synchronization 
In order to verify how precisely the camera exposures could be tagged via INS messages, a simple 
experiment was performed. For each image, the INS log file was searched, and the INS message whose 
GPS time was exactly equal to the GPS timestamp of the image was detected. If the system time tagged 
to that INS message were adequately close to the system time tagged to the image, then it could be 
concluded that the GPS timestamp tagged to the image was accurate too. The results of this test, 
performed on more than 2500 images, are discussed in Section 3.8.2. 
3.7.3 Photogrammetric tests 
Initially, the images were processed using Pix4D. The 3D triangulated mesh objects for dataset A, 
dataset B after shadow removal and dataset C are presented in Figure  3.7.1. To evaluate the accuracy of 
dense reconstruction, cloud-cloud comparison was performed between the image point clouds and 
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terrestrial laser-scanner point clouds. To this end, the CloudCompare open source software was  
applied [39]. For each point in the laser cloud, the closest point in the image cloud was found, and the 
distance between them was calculated. Then, the distances were analyzed to measure the spatial accuracy 
of image point clouds. The results of these analyses are presented in Section 3.8.3. Once the accuracy of 
individual point clouds was assessed, they were used to produce other topographic data such as slope 
maps. Using the DSMs of two different dates, volumetric changes within the site were measured as well. 
The results are discussed in Section 3.8.7. 
 
Figure  3.7.1. Triangulated mesh for (a) Dataset A. (b) Dataset B after shadow removal;  
(c) Dataset C. 
 
The second series of the experiments were performed to determine how the number and spatial 
distribution of GCPs affect the accuracy of 3D modeling. Traditionally, it is known that having more 
than enough GCPs with good geometrical configuration improves the accuracy of the results [37]. 
However, in most of UAV-mapping applications, only a minimum number of GCPs can be established. 
Therefore, it is important to have an a priori knowledge of how the final accuracy of 3D modeling 
would be affected by the GCPs. To this end, several experimental tests were designed. These tests are 
described through Table  3.7.1. In each test, the initial photogrammetric processing was performed using 
Pix4D, which included tie point generation, block bundle adjustment and self-calibration. Then, the 
accuracy of the results was evaluated against checkpoints. The checkpoints in these experiments (Figure 
 3.7.2) were either the GCPs not used as control points and/or some of the individual laser-scanner points 
that were transformed to checkpoints. To do this, the ground coordinates of each laser point were back-
projected to the images via the accurate indirect EO parameters. Then, SURF feature descriptors were 
calculated over the projected pixels in all the images [40]. If such pixels represented salient features, and if 
the distances between their descriptors were smaller than a threshold, then that laser point was 
considered as a checkpoint. In addition, all the checkpoints were manually verified to avoid errors. 
Table  3.7.1. Description of experimental tests for verifying the effect of number/distribution  
of GCPs. 
Test Label Figure Descriptions 
GCPTest 1 
 
Number of GCPs 22 





Number of GCPs 3 
Visibility * 9, 12 and 21 images 
Distribution Evenly distributed over the imaging zone 
GCPTest 3 
 
Number of GCPs 3 
Visibility 4–6 images 
Distribution Well distributed over the imaging zone 
GCPTest 4 
 
Number of GCPs 3 
Visibility 19, 20 and 22 images 
Distribution Positioned near the ends of flight strips 
GCPTest 5 
 
Number of GCPs 3 
Visibility 5, 12 and 21 images 
Distribution 
Established at the flight home due to 
inaccessibility to the rest of the imaging zone 
GCPTest 6 
 
Number of GCPs 3 
Visibility 15, 17 and 22 images 
Distribution 
Established along a hypothetical road due to 
inaccessibility to other areas 
* Number of images, in which every GCP is visible. 
 
 
Figure  3.7.2. Flight trajectory and distribution of checkpoints in dataset A. 
 
Moreover, we were interested in assessing the results of these tests not only with GCPs that were 
measured by RTK GPS, but also with GCPs whose positions were measured by other techniques. Since 
the GCPs were originally measured only by accurate RTK GPS, it was decided to simulate the 
measurements for other techniques. To this end, three reference points were established outdoor, and 
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their exact coordinates with RTK GPS system were measured. Then, other GPS devices were used to re-
measure their coordinates. Using the observations made by each device, the positioning errors of GCPs 
were simulated. First, a Garmin GLO-GPS was used, and more than 10,000 observations were recorded 
over the reference points. This device is WAAS-enabled and receives position information from both 
GPS and GLONASS satellites. The root mean square (RMS) positioning error for this device was 2.40 
m horizontally and 6.04 m vertically. Similarly, a series of 2000 observations were made with a 
SXBlueII GPS. This device is also WAAS-enabled and performs additional code-phase measurements 
and multi-path error reduction. The RMS positioning error with this device was 0.65 m horizontally and 
0.69 m vertically. The results obtained in different tests using these types of GCPs are presented in 
Section 3.8.4. 
To analyze the effect of imaging configuration in absence/presence of GCPs on the accuracy of 3D 
modeling, a sequence of nine images was considered (Figure  3.7.3a). Ground control points A, B and C 
were visible in images 1–4, while point D was visible in images 5–6. The following situations were, 
then, designed and tested. 
i. OverlapTest 1: Each image was overlapped with at least three connected images. For example, 
image 5 had common tie points with both images 3 and 4. Such a connection is illustrated via the 
connectivity matrix in Figure  3.7.3b. 
ii. OvelapTest 2: The situation was the same as OverlapTest 1. However, image 5 did not have any 
common tie points with both images 3 and 4; i.e., it was only overlapped with image 4.  
The connectivity matrix of Figure  3.7.3c shows this situation. 
The objective of these tests was to find out whether the lack of overlap in OverlapTest 2 could cause 
problems in BBA, and how important the role of GCPs was to solve those problems. The results 
obtained from each test and the issues involved with each situation are assessed in Section 3.8.5. 
 
Figure  3.7.3. (a) Experiment to assess the effect of imaging configuration. (b) Connectivity matrix in 




The final series of photogrammetric experiments were performed to analyze the effect of on-the-job self-
calibration on the accuracy of IO and EO parameters. Also, the proposed self-calibration strategy of 
Section 3.6.2 was evaluated, and the results were compared with those of traditional self-calibration. To 
this end, the following situations were considered, and correlation analysis was performed at each 
situation in order to determine the dependency of IO parameters to EO parameters. 
i. CalibTest 1: Offline camera calibration was performed using a well-configured imaging network 
(Figure  3.7.4a). 
ii. CalibTest 2: On-the-job calibration was performed using typical aerial images, which were all 
acquired from almost the same altitude (Figure  3.7.4b). 
iii. CalibTest 3: On-the-job calibration was performed using aerial images, which were acquired 
from varying altitudes (Figure  3.7.4c). 
 
Figure  3.7.4. Self-calibration experiments (a) CalibTest 1. (b) CalibTest 2. (c) CalibTest 3. 
 
3.8 Results and Discussion 
3.8.1 Calibration results 
Figure  3.8.1a shows the residual vectors for the checkpoints after camera calibration. The mean and 
standard deviation (StD) of the residuals on the checkpoints at x- and y-directions are 0.32 ± 0.18 pixel 
and 0.20 ± 0.16 pixel, respectively. Figure  3.8.1b presents the residual vectors based on the manual 
target detection. Notice that the targets on check images were detected automatically and, only, the 
targets used for calibration were measured manually. As a result, the automatic target detection 
improves the accuracy of calibration 81.25% in comparison with the noisy observations based on 




Figure  3.8.1. Calibration results (a) Residuals on checkpoints based on automatic target detection. (b) 
Residuals on checkpoints based on manual target detection. 
 
3.8.2 Precision of time-synchronization 
Figure  3.8.2 demonstrates an example of the results obtained from the time-synchronization test.  
The x-axis shows the image number. The y-axis shows T∆ , which is the absolute difference between the 
system time tagged to each image and the system time tagged to its corresponding INS message.  
It is, indeed, the difference between the real exposure-end time of an image and the GPS timestamp 
tagged to it. As it can be noticed, these differences are random; however, they do rarely exceed 20 ms. 
This is due to the fact the INS frequency is 50 Hz (1 message per 20 ms). The main reason why this 
difference ( )T∆  is random is that the camera exposures do not start on very exactly fixed 
intervalse.g., every 500 ms. Instead, there is a few milliseconds of random delay/advance from the 
defined intervale.g., 502 ms. In average, it can be concluded that the GPS timestamp tagged to any 
image is approximately 11 ± 7 ms delayed/advanced from the exact time of the exposure. 
 





3.8.3 Accuracy of 3D point Clouds 
As mentioned in Section 3.7.2, image point clouds were compared with terrestrial laser-scanner point 
clouds. Figure  3.8.3a,b illustrate the histograms of horizontal and vertical distances between the point 
cloud of dataset A and that of the laser scanner (see Table  3.8.1 as well). The vertical accuracy of this 
point cloud is 1.03 cm, and its horizontal accuracy is 1.58 cm. 
 
Figure  3.8.3. Histograms of distances between the point clouds from dataset A and laser scanner (a) 
Horizontal distances. (b) Vertical distances. 
 
Table  3.8.1. Summary of distances between the image-based point clouds and laser-scanner ones. 
 Horizontal Distance (cm) Vertical Distance (cm) 
Dataset Mean RMS StD Mean RMS StD 
A 1.38 1.58 0.77 0.80 1.03 0.66 
B before shadow removal 1.79 2.03 0.96 1.41 1.72 0.99 
B after shadow removal 1.62 1.82 0.83 1.32 1.62 0.95 
C 1.88 2.07 0.84 1.63 2.02 1.18 
 
As another test, the dense point cloud measured by FARO laser scanner was transformed to a raster 
DSM. Then, the absolute difference of the image-based DSM from the laser DSM was calculated. 
Figure  3.8.4 presents the vertical difference between the image-based DSM and laser DSM. In more 
than 78% of the zone, this vertical difference is less than 1 cm. 
For dataset B, as mentioned in Section 3.6.1.2, shadow regions were removed from the images. Figure 
 3.8.5a,b show the geo-referenced mosaics of the site before and after shadow removal, respectively. As it 
can be seen, the results are visually improved. The shadow-free mosaic can be used in thematic 
applications where shadow effects cause errors. 
The point clouds obtained before and after shadow removal were also evaluated using the laser-scanner data. 
The results are presented in Table  3.8.1 and  
Figure  3.8.6. According to the results, the vertical accuracy is improved from 1.72 cm to 1.62 cm with 
shadow removal. Therefore, no noticeable improvement can be observed via this test. This is principally 
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due to the fact that the terrestrial laser-scanner points over the shadow region were not dense enough. 
However, when the DSMs before and after shadow removal were compared, the differences could be 
observed more clearly. As shown in Figure  3.8.7, large vertical differences, as large as 8 cm, can be 
observed in edges of the cliffs. These are the zones where more than one shadow was casted on the 
objectsthe shadow from two higher rows of the rocks. It is believed that this type of shadow causes 
errors in the dense matching and 3D reconstruction process. 
 
Figure  3.8.4. Absolute difference between the DSM from FARO laser scanner and that of dataset A. 
 
 




Finally, the point cloud of dataset C was evaluated against the terrestrial laser point cloud.  
The results are presented in Table  3.8.1 and Figure  3.8.8. Generally, the accuracy of the point cloud 
from dataset A is higher than both dataset B and dataset C. This could be explained by the structure of the 
stockpiles in dataset A, where less occlusion happens in aerial images. For datasets B and C, the vertical 
and layered structure of the cliffs causes more errors. 
 
Figure  3.8.6. Histograms of distances between the point clouds from dataset B and laser scanner (a) 
Horizontal distances before shadow removal. (b) Vertical distances before shadow removal. (c) 








Figure  3.8.8. Histograms of distances between the point clouds from dataset C and laser scanner (a) 
Horizontal distances. (b) Vertical distances. 
 
3.8.4 Effects of ground control points 
Firstly, the results obtained via direct georeferencing are discussed. In fact, DG may be interpreted in 
two senses. In the first sense, direct EO parameters of images from the navigation data are directly used 
for 3D modeling without any photogrammetric refinement applied to them. In this case, offline intrinsic 
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camera calibration parameters should be used as no on-the-job self-calibration is performed. This 
strategy is mostly used for rapid mosaicking and ortho-photo generation. The results from this test for 
dataset A are shown as DG type 1 in Table  3.8.2. In the second sense, direct navigation data are used as 
inputs into initial photogrammetric processing and the EO parameters are slightly refined within a  
free-network adjustment. Then, these refined EO parameters are used for 3D modeling. The results from 
this test are shown as DG type 2 in Table  3.8.2. Notice that in this table and the following ones, the 
mean error represents the average of absolute errors—not the signed ones. As it can be seen, the 
horizontal and vertical accuracy is improved 31% and 73%, respectively, after applying the initial 
processing. The main reason for this improvement is that all the relative-orientation errors between 
images are corrected within the initial processing. This can be observed from the fact that standard 
deviations of errors decrease considerably after initial processing. 
Table  3.8.2. Accuracy of direct georeferencing on checkpoints. 
Experiment 
X-Direction Error (m) Y-Direction Error (m) Vertical Error (m) 
Mean RMS StD Mean RMS StD Mean RMS StD 
DG type 1 1.146 1.406 0.837 2.478 3.088 1.892 10.440 11.670 5.359 
DG type 2 1.938 1.943 0.137 1.162 1.166 0.090 3.159 3.169 0.268 
 
The results obtained from the experimental tests with GCPs (Table  3.7.1, Section 3.7.2) are presented in 
Table  3.8.3. For each checkpoint, the EO and calibration parameters of images—after indirect geo-
referencing at each experimental test—were used to determine its ground coordinates via intersection. 
Then, the error on the checkpoint was measured as the difference between its ground-truth 3D 
coordinates and the calculated coordinates. 
In order to provide a better understanding of the way each configuration or device affects the results, the 
relative changes of accuracy are represented in Table  3.8.4. These change rates are calculated as the 
percentage of RMS improvement with regard to the lowest accuracy. Therefore, the improvement rate of 
0.0% shows the reference value used for change-percentage measurement. 
As the results show, in order to reach the highest accuracy, it is recommended to provide a large number 
of well-distributed GCPs (as in GCPTest 1). However, if this is not possible, then the best solution is to 
install the GCPs at different sides of the imaging zone, where they can also be visible in as many images 
as possible (as in GCPTest 2). To ensure this condition, the best practice is to install them near the ends 
of the flight strips so that they are visible in several images from two adjacent strips (as in GCPTest 4). 
Typically, it is preferred to install GCPs at places with height variation.  
However, the results from GCPTest 6, where the control points are almost at the same elevation, are 
much more accurate than those of GCPTest 3, where GCPs have high height variation but low visibility. 
Finally, the least accurate results are obtained from GCPTest 5, where the GCPs are positioned at the 
flight home. Therefore, this solution should be avoided unless there is no other possibility. Besides, in 
this situation, it should be ensured that the GCPs can be commonly visible in at least three images. In 
order to plan any of these situations, the flight-planning software (Section 3.5.1) can be used. 
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Table  3.8.3. Horizontal and vertical accuracy on checkpoints based on different GCP experiments. 
Error Experiment 
Trimble R8 SXBlue Garmin GLO 
Mean RMS StD Mean RMS StD Mean RMS StD 
Horizontal 
Error (cm) 
GCPTest 1 0.2 0.4 0.3 61.9 61.9 3.0  180.0 180.7 12.4 
GCPTest 2 0.3 0.4 0.6 68.0 69.0 1.7  158.2 160.8 19.6 
GCPTest 3 0.8 0.9 1.2 73.9 74.1 4.6 216.4 216.6 9.0 
GCPTest 4 0.3 0.4 0.7 63.8 62.9 2.3 160.2 165.3 30.2 
GCPTest 5 0.6 0.8 0.9 74.7 76.3 14.8 227.0 228.0 20.5 
GCPTest 6 0.3 0.5 0.6 72.6 72.8 5.1 189.3 193.5 31.4 
Vertical Error 
(cm) 
GCPTest 1 1.2 1.7 1.2 13.8 15.5 7.0 412.9 413.0 10.5 
GCPTest 2 1.6 2.0 1.2 41.1 49.7 28.3 355.5 355.8 12.4 
GCPTest 3 4.1 4.3 1.4 73.6 73.6 2.8 434.9 436.0 32.5 
GCPTest 4 1.4 2.0 1.4 43.2 48.5 22.1 432.1 433.5 35.2 
GCPTest 5 2.4 3.0 1.8 121.6 147.1 83.6 431.2 446.1 115.6 
GCPTest 6 1.4 1.9 1.4 80.2 97.4 55.7 432.1 433.5 35.2 
 
Table  3.8.4. Improvement rate of accuracy on checkpoints based on different GCP experiments. 
Device 
Horizontal-Accuracy Percentage Change Vertical-Accuracy Percentage Change 
Experiment Experiment 
1 * 2 3 4 5 6 1 2 3 4 5 6 
R8 RTK 99.8 99.8 99.6 99.8 99.6 99.8 99.6 99.6 99.0 99.6 99.3 99.6 
SXBlue 72.9 69.7 67.5 72.4 66.5 68.1 96.5 88.9 83.5 89.1 67.0 78.2 
Garmin GLO 20.7 29.5 5.0 27.5 0.0 15.1 7.4 20.2 2.3 2.8 0.0 2.8 
* Reads as GCPTest 1. 
 
3.8.5 Effects of imaging configuration 
The above-mentioned experiments prove that careful application of minimum GCPs can also yield a 
high level of modeling accuracy. However, such accuracy level is only achievable if images provide a 
stable imaging and network configuration. The importance of this fact is analyzed based on the overlap 
tests described in Section 3.7.2. 
When performing BBA, the coordinate datum requires seven defined elements to compensate its rank 
deficiencies, namely scale, position and rotation. These defined elements can be provided with either 
minimum constraints in controlled networks or inner constraints in free networks. When enough overlap 
exists among images, both free and controlled network adjustments can be performed correctly without 
facing any additional rank deficiencies. Figure  3.8.9a shows the orientations of cameras and ground 




Figure  3.8.9. Effect of imaging configuration (a) Inner-constrained adjustment based on OverlapTest 1. 
(b) Inner-constrained adjustment based on OverlapTest 2. (c) Controlled adjustment based on 
OverlapTest 2 using four GCPs. 
 
However, only one image not having enough overlap with its adjacent ones can disturb this ideal 
configuration. As in OverlapTest 2, image 5 does not have any common tie point with image 3. Therefore, 
there is no tie point to make a connection between one part of the network including images 1–4  
and the other part of the network including images 5–9. Notice that this disconnection happens even 
though image 5 and image 4 have common tie points. As a result, the coordinate datum faces eight rank 
deficiencies—one additional scale deficiency. In order to resolve this, one more constraint is required. If 
no ground-truth measurement is available, then the solution is to assign an arbitrary scale factor to one 
of the unknowns. Figure  3.8.9b illustrates the results by assigning a scale factor based on the DG data to 
one of the tie points between images 4 and 5. In this situation, although the BBA can be solved, a wrong 
scale change is introduced between the two parts of the network. As a result, this solution must be 
avoided unless the DG data are very accurate. The practical solution to this problem is to add the ground 
observations of control points to the adjustment. In this example, control point D provides the additional 
scale constraint required to solve the 8th rank deficiency of the datum (Figure  3.8.9c).  
It can be concluded, that configurations of both the terrestrial data (GCPs or any other types of ground 
measurements) and the aerial images decide the final accuracy of 3D modeling. 
3.8.6 On-the-job self-calibration results 
As the results in Section 3.8.1 show, noisy image observations affect the results of self-calibration to a 
great extent even if the noise level is very low. Similarly, on-the-job self-calibration of aerial images is 
affected by the noise in images, which is usually inevitable in UAV imagery. Another factor that affects 
the accuracy of on-the-job self-calibration is the particular configuration of aerial network.  
That is the images are acquired from a relatively fixed altitude. In fact, this network configuration 
reduces the numerical stability of calibration in terms of the increase in the correlation between the 
unknown parameters. Especially, IO parametersthe principal point offset and focal length ( , , )p px y f
become strongly correlated with EO parametersthe position of the camera center ( , , )x y zC C C .  
As a result, intrinsic calibration parameters become physically meaningless since they become dependent 
parameters that change relatively with the changes of EO parameters. 
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This effect can be practically controlled in close-range photogrammetry by providing various 
orientations and object depth levels as in CalTest 1. Figure  3.8.10a presents the correlation analysis of 
the self-calibration based on these images. As it is noticed, this condition results in very low correlation 
between IO and EO parameters. However, the same analysis for on-the-job self-calibration based on 
aerial images of CalTest 2 presents very high correlation between IO and EO parameters, specifically 
between focal length and imaging depth (Figure  3.8.10b). 
 
Figure  3.8.10. Correlation analysis in self-calibration based on (a) CalTest 1. (b) CalTest 2. (c) CalTest 
3. (d) CalTest 2 by applying the proposed BBA strategy. 
 
One of the advantages of UAVs is that they can fly obliquely and at very low altitudes. Therefore, it is 
possible to provide more orientation variations as in CalTest 3. As a result, the average correlation 
between focal length and imaging depth can be reduced 38% by this new configuration (Figure  3.8.10c). 
However, such maneuvers are not possible in all the UAV mapping applications. Therefore, the solution 
proposed in Section 3.6.2 can be applied to improve the self-calibration. This strategy reduces the 
correlation between the unknowns without the need to change the network configuration (Figure  3.8.10d). 
For instance, the average correlation between focal length and imaging depth is reduced 60%. 
3.8.7 Application-dependant results 
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Figure  3.8.11a presents the major cut/fill regions based on dataset B and dataset C that were gathered 
with an interval of two months. As expected, most places at this zone were excavated. In Figure  3.8.11b, 
the volumetric change per cell is measured for every cell of the DSM. The volumetric change is measured as 
the difference of elevation in the before-DSM from the after-DSM which is multiplied by the cell area 
(1.69 cm2). Therefore, positive values represent excavation or cut, and negative values represent fill. The 
vertical accuracies of dataset B (before) and dataset C (after) are 1.32 cm and 1.63 cm, respectively. 
Therefore, the volumetric change measurement at each cell is performed with accuracy  
of 3.54 cm3. Figure  3.8.12 presents the slope map based on dataset A. As it can be seen, very detailed 
slope information is extractable from such a map, which can be used in various geological applications. 
 





Figure  3.8.12. Classified slope map based on dataset A. 
 
3.9 Conclusions 
Various aspects of the development and implementation of a UAV-PS were discussed in this study. 
These included the camera offline calibration, platform calibration, system integration, flight and fieldwork 
planning, data acquisition, photogrammetric processing and application in open-pit mine mapping. 
Based on the experiments, it was concluded that the accuracy of 3D modeling with the system, either in 
terms of the accuracy of indirect georeferencing or the spatial accuracy of the point clouds, was better than 
2 cm. 
In addition to general photogrammetric experiments, several tests were performed to analyze the specific 
issues of UAV-based 3D modeling, and solutions were proposed to address them. It is hoped that the 
lessons learnt from these experiments give a more clear insight of the capacities of UAV-PSs for the 
upcoming studies and applications. In brief, the impact of automatic target detection on the accuracy of 
camera calibration was investigated. It was shown that an improvement of 81% in the accuracy of 
calibration could be achieved with our target detection technique in comparison with manual target 
detection. Regarding the system integration, it was validated that the developed software package was 
capable of synchronizing the navigation and imaging sensors with an approximate delay of 11 ms 
without requiring any additional mechanism. Moreover, the impacts of high photometric variations 
among images and shadowed regions on the accuracy of 3D modeling were verified. Besides, the use of a 
BBA strategy was suggested to improve the accuracy of on-the-job self-calibration by reducing the 
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correlation of intrinsic camera calibration parameters to other BBA elements such as EO parameters. It 
was shown that, using this strategy, the correlation of IO and EO parameters could be reduced by 60% in 
an unsuitable imaging network. This strategy can be used in applications where the accurate, on-the-
flight intrinsic calibration parameters are required independently. Furthermore, several experiments were 
performed to assess the effect of GCPs configuration on modeling accuracy. It was shown that a 
minimum number of GCPs could provide a high accuracy level if they were distributed evenly over the 
whole zone and their visibilities in images were maximized. However, under such conditions, the scale 
consistency of the imaging network needed to be ensured by providing high overlap among images. 
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4. Sparse Reconstruction- Part I 
 
4.1 Article Presentation 
4.1.1 Background 
This article is part of the thesis related to objective 3.1, namely developing a technique of robust 
epipolar-geometry estimation and sparse matching based on evolutionary search. 
Sparse matching is performed only on salient parts of stereo images, such as corner points and edges. 
Sparse matching techniques can be divided into two main categories of correlation-based and feature-
based approaches. Feature-based approaches have gained more popularity because the recently 
developed feature descriptors are invariant to many sorts of geometric and photometric transformations. 
However, feature-based matching can be quite difficult in the presence of uniform or repetitive textures. 
Another important factor that affects the performance of sparse matching is the noise caused by the 
processes of image acquisition and feature extraction. One more serious factor is the existence of 
outliers, i.e. false matches among the putative correspondences (Li and Allinson, 2008; Apollonio et al., 
2014). The presence of outliers is due to several factors. These factors include noisy measurements, 
insufficiency of local descriptors, lack of distinctive texture patterns in the scene, and the existence of 
repetitive features that cause high ambiguity in matching. In addition, the threshold value, which decides 
whether two features are similar enough to be matched, has an important impact on the amount of 
outliers. Therefore, outlier detection should naturally be integrated into the sparse matching procedure to 
avoid the outliers affecting the accuracy of epipolar-geometry estimation and structure reconstruction. 
This article studies the state-of-the-art for robust sparse matching and epipolar-geometry estimation. 
Accordingly, a technique based on a genetic algorithm (GA) is proposed and evaluated. 
4.1.2 General methodology 
In order to perform robust sparse matching, first, the corresponding points need to be identified on stereo 
images. To this end, at this study, the scale-invariant feature transform (SIFT) detector/descriptor was 
used (Lowe, 2004). Afterward, the detected corresponding points (namely putative correspondences) 
passed through the block of genetic algorithm (GA). The outputs of this block were the elements of 
epipolar geometry (defined by a fundamental matrix) and a set of initial inliers (called the inlier set of 
minimum cardinality). These elements, then, passed through a block of inlier-classification, which was 
aimed at detecting all the inliers among putative correspondences. This was performed by computing the 
uncertainty of the estimated fundamental matrix and its effect on the residuals of inlier matches. Figure 





















                              
 
 















In this paper, a robust technique based on a genetic algorithm is proposed for estimating two-view 
epipolar-geometry of un-calibrated perspective stereo images and detecting inliers from putative 
correspondences containing a high percentage of outliers. The proposed technique aims at increasing 
computational efficiency and accuracy in comparison with the state-of-the-art via the following 
contributions: i) replacing random search with evolutionary search applying new strategies of encoding 
and guided sampling; ii) robustly estimating the epipolar geometry via detecting a more-than-enough set 
of inliers without making any assumptions about the probability distribution of the residuals; iii) 
detecting all the inliers by considering the uncertainty of the estimated model. The proposed method was 
evaluated both on synthetic data and real images. The results were compared with the most popular 
techniques from the state-of-the-art, including RANSAC, MSAC, MLESAC, Cov-RANSAC, LO-
RANSAC, PROSAC, RRANSAC-SPRT, StaRSAC, Multi-GS RANSAC and LMedS. Experimental 
results showed that the proposed approach performed better than other methods in terms of the accuracy 
of inlier detection and epipolar-geometry estimation as well as the computational efficiency for datasets 
majorly contaminated by outliers and noise. 
Resumé 
Dans cet article, une technique robuste basée sur un algorithme génétique est proposée pour estimer la 
géométrie épipolaire des images stéréo et pour détecter les « inliers » parmi des correspondances 
putatives contenant un pourcentage élevé d’erreurs aberrantes. La technique proposée vise aussi à 
accroitre l'efficacité de calcul et la précision par rapport à l'état de l'art via les contributions suivantes: i) 
le remplacement de la recherche aléatoire par la recherche évolutive appliquant de nouvelles stratégies 
de codage et d’échantillonnage, ii) l'estimation du modèle de géométrie robuste via la détection d'un 
ensemble de « inliers » sans hypothèse préalable sur  la distribution de probabilité des résidus, iii) la 
détection de tous les « inliers » en considérant l'incertitude du modèle estimé. La méthode présentée a 
été évaluée à la fois sur des données synthétiques et des images réelles. Les résultats ont été comparés 
avec les techniques les plus populaires de l'état de l'art incluant : RANSAC, CCSM, MLESAC, Cov-
RANSAC, LO-RANSAC, PROSAC, RRANSAC-SPRT, StaRSAC, Multi-GS RANSAC et LMedS. Les 
résultats expérimentaux ont montré que l'approche proposée est plus performante que d'autres méthodes 
en termes de précision de détection des « inlier », d’estimation de la géométrie épipolaire et d'efficacité 
de calcul pour les données contaminées par des valeurs aberrantes et du bruit. 
Key Words: Sparse Matching, Outlier Detection, Genetic Algorithm, Epipolar Geometry, Evolutionary 





Sparse image matching is the main stage in many computer vision applications, including structure from 
motion (SfM) and robotic navigation. In contrast to dense image matching, where image 
correspondences are established at nearly each pixel, sparse matching establishes the correspondences at 
salient image points only. Recent researches apply sparse matching to address a variety of problems 
including simultaneous localization and mapping (Schmidt, 2014; Hartmann et al., 2013), feature 
tracking (Wendel et al., 2012), dense image matching (Wöhler, 2013) and real-time mosaicing (Kekec et 
al., 2014). The results of sparse matching are usually contaminated with a considerable percentage of 
false correspondences. This is due to several factors, which include noisy measurements, the 
inefficiency of local descriptors, lack of texture diversity, and the existence of repetitive features that 
cause matching ambiguity (Li and Allinson, 2008; Apollonio et al., 2014). Therefore, outlier detection 
should essentially be integrated into sparse matching. From now on, the term putative correspondence is 
used for referring to the raw results of sparse matching. Accordingly, the term inlier refers to true 
matches among the putative correspondences and the term outlier refers to false matches. Besides, the 
terms correspondence and match have equal meanings throughout this paper. 
Generally, outlier detection techniques are based on the fact that inliers have some spatial characteristics 
in common. The correspondences that are not consistent with such spatial characteristics can be 
classified as outliers. The idea of using epipolar geometry as a constraint to detect inliers/outliers has 
been proposed in several studies. With this regard, the matching problem turns into two problems of i) 
robust estimation of epipolar geometry from putative correspondences, ii) detecting the entire set of 
inliers using the estimated model1 Figure  4.2.1. In Section 4.3, a review of such techniques is presented.  
presents the summary of the inlier detection techniques that are discussed in Section 4.3. 
In this paper, we also focus on the problem of detecting inliers/outliers from putative correspondences 
based on the robust estimation of epipolar geometry. To this end, we adapt the integer-coded genetic 
algorithm (GA). The proposed technique can be considered as an extension and generalization of 
RANSAC-like methods that has the following distinctive characteristics. First, random sampling is 
replaced with the evolutionary search. The evolutionary search speeds up the algorithm by bringing two 
major advantages: the search begins from a population of sample sets instead of a single initialization, 
and new sample sets are generated considering the feedback information obtained by evaluating 
previous sample sets. Second, a guided sampling scheme based on the spatial distribution of the 
correspondences is proposed and applied to the evolutionary search. This sampling scheme increases the 
robustness of the solutions against degenerate configurations and local optima without requiring 
additional computation or prior information about the matches. Third, the objective function of robust 
estimation is not defined based on the support cardinality, and the robust least teamed sum of squared 
residuals is used instead. Therefore, there is no need to successively define a threshold at any iteration 
for detecting the support of the estimated model, or to assume any specific probability distribution for 
outlier/inlier residuals. Finally, to identify all the inliers, a classification method based on adaptive 
                                                            
1 From now on, the term model refers to the two-view epipolar geometry, which is described here by the fundamental matrix. 
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thresholding is proposed, as opposed to using a fixed threshold. In this method, the uncertainty of the 
estimated model is taken into account to identify all the inliers correctly. 
The rest of the paper is organized as follows. The main problem of simultaneous inlier-detection and 
epipolar-geometry estimation is formulated in section 4.4. Section 4.5 describes the solution using the 
genetic algorithm, which is followed by the method of detecting all the inliers. The experimental results 
are discussed in section 4.6, and the conclusion is presented in section 4.7.  
 
Figure  4.2.1. Summary of outlier detection techniques in stereo sparse matching based on robust 
estimation of epipolar geometry 
 
4.3 Related Work 
Random Sample Consensus (RANSAC) techniques are most popular approaches in fields of robust 
estimation. Basically, RANSAC aims at determining the optimal model from an outlier-free sample set 
of correspondences by maximizing the support size of the model. The inliers that support the model are 
detected as matches whose residuals from the estimated model are less than a given threshold. To find 
an outlier-free sample set, successive random sampling is performed. In order to ensure, with probability 
p, that at least one outlier-free set of m matches is sampled from a dataset containing ε percent of inliers, 
at least k sample sets should be drawn such that log(1- ) / log(1- )mk p ε≥ . This also means that within 
RANSAC, approximately, 1log(1- )p −  good models are generated before termination.  
By this definition, six major questions are involved in RANSAC-like techniques. i) Is maximizing the 
support cardinality a robust objective function when no information about the rate of the outliers is 
available? ii) How to handle a large number of required samples in cases where ε is very small?  iii) 
Why the algorithm does not take advantage of the probability of generating good hypotheses before 
reaching the termination criterion; i.e. why not including the feedback of previous samples in the 
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sampling procedure? iv) How the robustness of the estimated model can be ensured against the influence 
of noise since it is relying on a minimal (just enough) subset of inliers? v) How to control the effect of 
degenerate sample sets which naturally maximize the support cardinality? vi) Does the threshold used to 
detect the inliers reflect the uncertainty of the estimated model as well? Some of these questions are 
answered by different variants of RANSAC, which are discussed here.   
Unlike the standard RANSAC, there are improved variants, which use robust objective functions to 
determine the support cardinality. In m-estimator sample consensus (MSAC), inliers are scored based on 
their fitness and outliers are scored with a non-zero constant penalty (Torr and Zisserman, 1998). 
Maximum likelihood estimation sample consensus (MLESAC) maximizes the log-likelihood of the 
solution via RANSAC process by assuming that outliers are distributed uniformly and residuals 
distribute a Gaussian function over inliers (Torr and Zisserman, 2000). MAPSAC is also a refined 
version of MLESAC with Bayesian parameter estimation (Torr, 2002). These objective functions make 
models with similar inlier scores more distinguishable. However, they make certain assumptions about 
the distribution of the residuals either for inliers or outliers. Besides, they still score the models and 
detect the final inliers by applying a hard threshold to the residuals. Generally, this threshold is 
determined from the standard deviation of the residuals themselves. Assuming that the noise in data-
points follows a Gaussian distribution (0, )σΝ , then the residuals ideally follow a Chi-square 
distribution. Therefore, the threshold can be expressed as ( )1 2pχ σ− , where ( )pχ  is the cumulative Chi-
square distribution with one degree-of-freedom at probability p as the fraction of the inliers to be 
captured (e.g. 0.95). However, this assumption is true by ignoring the uncertainty of the model itself. 
Besides, estimating the standard deviation σ  at any RANSAC iteration is another problem. One of the 
most common methods is to estimate this variable from the median of the residuals on the potential 
inliers that support the best tentative model. Therefore, it might not be robust against outliers (Torr and 
Murray, 1997). Another method is to determine a Gaussian distribution fitting to the smallest residuals 
in the dataset (modified selective statistical estimator (MSSE) by Bab-Hadiashar and Suter, 1999). 
While this method is more robust against outliers, it is sensitive to the distinction of inliers from outliers. 
One strategy to eliminate the requirement of a fixed threshold is to run RANSAC several times using a 
range of pre-determined thresholds (StaRSAC method by Choi and Medioni (2009)). However, 
depending on the range of the thresholds to be tested and the number of RANSAC executions, this 
strategy can be computationally exhaustive. In Cov-RANSAC algorithm, the uncertainty of the model 
estimated from the minimal sample set is used to determine a subset of potential inliers, to which the 
ordinary RANSAC is applied afterward (Raguram et al., 2009). However, the uncertainty of the 
estimated model highly depends on the spatial configuration and noise-level of the points appearing in 
the minimal sample set.  
The sampling strategy in RANSAC is also an important factor as it influences the algorithm efficiency 
with respect to both the number of RANSAC iterations and degeneracy of the estimated model. There 
are several methods to control each of these two factors. The main contributions with this regard are 
discussed here. To control the speed of the algorithm, two strategies can be applied. The first strategy is 
to enforce an initial consistency check to filter the putative matches. This consistency can be measured 
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as the fraction of neighboring features in a region around a point in one image whose correspondences 
fall into the similar region in the other image (SCRAMSAC method by Sattler et al. (2009)). This 
strategy is sensitive to the region size and the threshold used to define the spatial consistency. 
Alternatively, samples can be drawn by an order based on the matching scores (PROSAC method by 
Chum and Matas (2005)). However, such a strategy is not effective when foreground motion happens. In 
addition, the scenes with repetitive textures may result in many false matches with high matching scores. 
Another example of such strategies is to assume that matches have a natural grouping structure, in which 
some of the groups have higher inlier probability than others (GroupSAC method by Ni et al. (2009)). 
However, finding a meaningful and efficient grouping among the matches is itself a concerning 
challenge in different applications. In resume, the strategies mentioned so far mostly require 
supplementary information about the scene or the matches. Comparatively, guided sampling based on 
the information from sorted residuals can be used to accelerate the hypothesis generation while avoiding 
any application-specific ordering or grouping technique (Multi-GS by Chin et al., 2012). In this method, 
sampling is guided towards selecting the points that are rising from the same structure. This strategy 
speeds up the procedure to reach an outlier-free sample set. However, this method causes more 
computational complexity, since every point in the hypothesized sample set should be compared against 
all the other points in the dataset in order to determine its intersection (in terms of structure) with them. 
The fast consensus sampling (FCS) method based on the residuals is developed by Cheng and Lai 
(2009). In this method, proposal probabilities are calculated for matches based on their normalized 
residuals and a concentration score. Although this method accelerates the sampling, it is still sensitive to 
degeneracy, image noise, and uncertainty of the model estimation. This is due to the fact that it reduces 
the number of potential inliers by thresholding the proposal probabilities that are, themselves, dependent 
on the robust estimation of normalized residuals. GASAC is also another technique which is, to the best 
of authors' knowledge, the most similar technique to the one proposed in our study. The difference of 
GASAC with typical RANSAC is that the random sampling is replaced with evolutionary search based 
on classic genetic algorithms (Rodehorst and Hellwich, 2006). This study shows that the computational 
cost could be speed up 13 times by applying the evolutionary search instead of the random one. 
However, the technique is applied to small datasets with less than 50% outliers, the objective function is 
still based on support cardinality, and it introduces no solution to avoid local optima (such as 
degeneracy). The second strategy proposed in the literature in order to speed up RANSAC is to reduce 
the solution space by only verifying the hypotheses with a higher probability of being optimal. These 
high-probable hypotheses can be selected by Td,d test (Matas and Chum, 2004), bail-out test (Capel, 
2005) or sequential probability ratio test (SPRT) (Matas and Chum, 2005; Chum and Matas, 2008). In 
addition, the hypothesis verification can be performed preemptively in a breadth-first manner only for a 
fixed number of sample sets (Nistér, 2005). These techniques may increase the number of required 
hypotheses as good models may wrongly be rejected by not being verified completely. 
Degeneracy in robust epipolar-geometry estimation occurs when one/more degenerate configurations 
exist in the scene. This usually happens when the majority of matches belong to a dominant plane in the 
scene and the rest of the matches are not on the plane (planar degeneracy), or when the matches belong 
to a very small region of an image (ill configuration). It has been observed that, in these cases, 
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RANSAC-like algorithms result in a model with a very large support while it is completely incorrect. 
This behavior can be explained by the fact that a high inlier support can be obtained even if the sample 
set includes some outliers and at least five inliers that belong to a dominant plane or to a very small area 
of the image. This large support causes the termination of RANSAC before a non-degenerate outlier-
free sample set can be picked up (Chum et al., 2005). The main strategy to control the degeneracy of 
solutions is to re-investigate the support of the best tentative model either locally or globally. For 
instance, the support of the best model can be re-sampled and the model estimated from those 
subsamples can be compared to the best one to find out the degenerate models (LO-RANSAC method 
by Lebeda et al. (2012)). Another example of such strategies is the QDEGSAC (proposed by Frahm and 
Pollefeys (2006)), where a hierarchical RANSAC is performed by changing the number of the 
parameters in the model and verifying it over the entire dataset. The main issue concerned with these 
techniques is that they cause additional operations, as a separate mechanism is added to the original 
RANSAC; i.e. they do not directly handle degeneracy in the sampling process. Universal RANSAC 
(USAC) is also a modular fusion of some of the mentioned RANSAC algorithms including PROSAC 
sampling, SPRT verification and LO-RANSAC local optimization (Raguram et al., 2013). In general, its 
performance is better than any of the single modules integrated into the universal implementation. 
However, it does not improve any of the modules individually.  
 
4.4 Problem Formulation 
Notations: Column vectors are represented by italic, bold lower case letters, such as x. Therefore, Τx
(the transpose of x) is a row vector. Matrices are denoted by italic uppercase letters, such as F. The 
elements of the matrix are denoted as Fij, where i represents the row, and j represents the column 
number. Sets are denoted by italic, bold uppercase letters, such as U. 
4.4.1 Fundamental theories: Two-view epipolar geometry 
Epipolar geometry defines the geometry of stereo vision, all elements of which can be captured by a 
matrix called the fundamental matrix. It can also be defined by an essential matrix in case of calibrated 
images, where the parameters of intrinsic camera calibration are known. There are different methods for 
estimating the fundamental matrix: linear, iteration-based, and robust techniques (Armangué and J. 
Salvi, 2003). Robust techniques, which use linear techniques as their base, are the most applicable ones 
since they can handle the presence of outliers and, finally, can detect the inlier matches required for 
structure reconstruction. This category of estimation is considered in this study. The following 
paragraphs present the theoretical background with this regard. 
For any pair of homogenous coordinates of correspondences ′↔x x , the fundamental matrix (F) can be 
described as follows.  
0FΤ′x x =  (1) 
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From Equation (1), it can be noticed that F is defined up to an unknown scale. It is also a rank-2 matrix 
with zero determinant. Consequently, it has only seven degrees of freedom (Hartley and Zisserman, 
2003).  
Given m matches, it would be possible to form a homogeneous system of m linear equations from 
Equation (1) as: 
( , , ) 0A′ = =U f x x f , (2) 
where f is the vector containing the nine elements of matrix F, and A is the m×9 coefficient matrix. The 
coordinates of the points are usually normalized so that A can gain a better condition number (Hartley, 
1997). 
In robust estimation techniques, non-parameterized linear methods of fundamental-matrix estimation are 
used due to the reasonable agreement between the speed and accuracy yielded from these methods 
(Zhong et al., 2006). Given exactly seven matches (m=7), it would be possible to determine f by 
spanning the two-dimensional nullspace of A and applying the rank deficiency constraint to it (seven-
point algorithm). However, this results in up to three fundamental matrices. Thus, when the goal is the 
robust estimation of the fundamental matrix, computational expenses for hypothesis evaluation would 
increase up to three times. Depending on the total number of correspondences and percentage of 
outliers, this can be a major drawback. Therefore, eight or more matches (m≥8) are required to 
determine a single solution for the fundamental matrix (8-point algorithms). Using at least eight points, 
the solution to F can be found from Equation (2) by linear least-squares methods. At the end, the rank 
deficiency constraint must be applied to the estimated F by setting its smallest singular value to zero 
(Hartley, 1997).  
In the case of the 8-point algorithm, an additional constraint should be imposed to define an arbitrary 
scale factor for F and to prevent the trivial solution F=0. There are two options with this regard. One 
would be to fix the 2-norm of the fundamental matrix (e.g. 1=f ). The other would be to fix one 
element of the matrix (e.g. F33=1). In the first case ( 1=f ), an orthogonal least-square minimization 
should be applied. It can be shown that the solution is the right singular vector of A corresponding to the 
smallest eigenvalue of ATA, which can be determined by singular value decomposition (SVD) of matrix 
A. Technically, to compute the SVD of the matrix 9mA ×∈ , 8019+162m flops (amount of arithmetic 
operations) are at least required (Golub and Van Loan, 2012). In the second case (F33=1), a set of non-
homogenous linear equations, with equation matrix 8mA ×∈ , will be resulted, solving which requires 
170+64m flops (Golub and Van Loan, 2012).  Therefore, applying the linear scale constraint (F33=1) is 
computationally 13 times faster than the non-linear constraint for the minimal case of m=8. In addition, 
it would be possible to add the observation weights directly and use weighted linear least-squares 
techniques (Zhang, 1998). However, using this option is quite risky as it influences the estimation of F if 
the coefficient F33 approaches zero (Zheng et al., 2013). Such situations ( 33 0F → ) can be raised in cases 
that we will call poor camera motion models. In these cases, the above-mentioned assumption (F33=1) 
fails; e.g. the rotation of the second camera coordinate system with respect to the first one is mainly 
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planar, the camera motion contains pure translations or two cameras are shifted mainly along each 
other's optical axes and other translation elements are zero. To avoid such exceptions, one way would be 
to examine all the nine elements of the fundamental matrix for setting them to a constant non-zero value 
(i.e. Fij=1) and choose the best solution (Chesi et al., 2002). However, this increases the computational 
time. 
In this study, Gaussian elimination with partial pivoting is used to detect the free variable of the 
consistent linear system of Equation (2) and to solve it. The free variable corresponds to the element of 
the fundamental matrix, whose corresponding column in the coefficient matrix (A) is not a pivot column. 
Therefore, that element cannot be zero and can take a fixed value, e.g. 1, to resolve scale deficiency of 
the fundamental matrix. In terms of complexity, partial pivoting requires 2/3m3 flops. Therefore, its 
application is not efficient for large datasets. However, in the case of robust estimation where only a 
minimal number of 8 points is used, this method requires only 341 flops (compared to 9351 flops for 
SVD decomposition). 
Given an estimated fundamental matrix, it is possible to express how well the matches fit to it by 
calculating the residuals of the matches (Torr and Murray, 1997). There are various error measures to 
represent the residuals including algebraic distance, epipolar-weighted distance, 2-sided point to epipolar 
line distance and Sampson distance (Equation (3)). 
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The ideal measure for robust estimation should be robust to image noise. That is, the residuals should 
not increase unexpectedly by increasing the noise magnitude to some small degrees. As the previous 
studies have shown, Sampson distance is less sensitive to image noise in comparison with other error 
measures. Therefore, Sampson distance is used in this study to represent the residuals. 
4.4.2 Robust estimation problem 
The main problem of robust estimation is to find a minimal sample set of inliers, from which the 
fundamental matrix (the model) can be estimated correctly. To determine how correct an estimated 
model is, an objective function is required. In RANSAC robust estimation, this objective function is 
defined as the support of the estimated model. However, as mentioned in section 4.3, this requires a 
threshold to decide whether a correspondence supports the estimated model or not. In this study, in order 
to avoid such a threshold, the concept of least trimmed squares (Hubert et al., 2008) is applied. The 
objective is to minimize the sum of squared residuals over a minimum number of inliers, which we 
would call inlier set of minimum cardinality. This minimum cardinality could be easily hypothesized 
without loss of generality.  For instance, considering a data set with 60% outliers, one can assume that at 
least 10% of the data are inliers without any knowledge of the errors. Generally, the minimum number 
of inliers would be a more relaxed assumption in comparison with the approximate ratio of outliers. 
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To formulate the problem, we assume that at least n∗  matches in the data set of size n are certainly 
inliers. In fact, we set the breakdown point of the inlier detection to ( ) /n n n∗− . Then, the cost of the 
fundamental matrix is measured as the sum of squared Sampson distances over an inlier set of size n∗ . 
Therefore, the optimal fundamental matrix, Fˆ , can be found as in Equation (4), where di  is the Sampson 
distance computed using Equation (3) for ith correspondence ( ′↔i ix x ). 
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4.4.3 Robust Estimation via Genetic Algorithm 
The robust estimation problem (section 4.4.2) can be considered as an integer, nonlinear problem where 
the variables are sets of integer labels representing the putative correspondences, and the objective 
function is nonlinear (Equation (4)). There are several ways to solve such a problem, including dynamic 
programming, mixed-integer programming, and heuristic optimization. Although dynamic programming 
and mixed-integer, nonlinear programming provide good tools to address such problems, they still 
require considerable computational effort (Elbeltagi et al., 2005). In contrast, heuristic and meta-
heuristic optimization techniques are capable of finding good-enough solutions within a reasonable time 
by applying probabilistic transition rules rather than deterministic ones. Accordingly, in this paper, a 
modified version of the integer-coded genetic algorithm, originally proposed by Deep et al. (2009), is 
applied. Basically, GA encodes the decision variables (chromosomes) into a cellular environment. Then, 
several sub-sets of the chromosomes are sampled; each sample set is called an individual. Several 
individuals form the population. In any iteration of the evolution, the parent individuals in the 
population are evaluated, and the genetic operators are performed on them to produce a new population. 
This evolution continues the same way until reaching an optimal solution.  
Terminology: Each corresponding point is a chromosome. A minimal sample set of correspondences is 
an individual. 
The overall pseudo-code of the proposed technique is shown in Table  4.5.1. 




Estimated epipolar geometry (fundamental matrix) and the entire set of inlier 
matches 
Output 





: The label set of matches 
Output:
1. Initialize the first population by guided sampling 
 The accurate fundamental matrix (F) and an inlier set of minimum 
cardinality 
While the best solution is improved 
2. Compute F from each individual 
3. Evaluate each individual by computing the sum of the n* smallest squared 
Sampson residuals 
4. Perform genetic operators on the individuals of the current population and 
reproduce the next population 
5. Save the best solution so far with the inlier set of minimum cardinality 
(size= n*) associated with it 
End while 
6. Re-estimate the fundamental matrix ( Fˆ ) using the inlier set of minimum 
cardinality from the best solution ( Iˆ ) 
b) Estimate the uncertainty of the model ( ˆˆ FΣ ) 
c) Estimate the average and uncertainty of the Sampson residuals ( * *,d dµ σ ) 
for matches belonging to Iˆ  to determine the outlying threshold 
d) Compute and threshold the Sampson residuals on other matches to identify 
the entire set of inliers 
 
4.4.4 Encoding GA variables 
Since GA operators take the integers as input to create new solutions, these integers should represent the 
matches geometrically. To this end, in this study, every match is labeled based on its position on the 
reference (first) image: one integer for its horizontal and one integer for its vertical position relative to 
other points. Therefore, the whole set of matches could be represented by a label set as 
S { ( , ) |1 ,  1 ,  1 }k i j k n i w j h= ≤ ≤ ≤ ≤ ≤ ≤ , where w and h represent the vertical and horizontal extent of 
the matches, and n is the total number of matches. Figure  4.5.1 shows a naive example of a label set for 
a few matches. The empty cells in the label set are filled with nearest non-empty cell values. The 
following examples justify our choice of encoding scheme. 
From the example given by Figure  4.5.1, assume that we have a chromosome (i=6, j=7), where i shows 
the horizontal position of the match on the left image, and j shows its vertical position. Using the label 
set (S), we can determine to which match this position is referring. In this case, it is referring to match 
number 5. This encoding of the matches allows us to define the genetic operators on the coordinates of 
the matches rather than their permuted labels, which is of course geometrically more meaningful. As an 
example, consider the mutation operator whose job is to locally explore the solutions. For instance, 
92 
 
assume that the mutation operator is applied to chromosome (6, 7), and it is mutated to (7, 8). From the 
label set, we can notice that (7, 8) refers to the match number 1; i.e. the 5th match should be replaced 
with the 1st match. This mutation operator totally makes sense, as one match is replaced with another 
match explored in its local neighborhood. However, if a random permutation of integers, from 1 to 7, 
were used for encoding the matches, then the mutation of number 5 could result in number 6. That is the 
5th match at position (6, 7) should have been replaced with the 6th match at position (141, 42). It can be 
noticed that the results of such mutation does not geometrically make sense, as it mutates the matches 
randomly but not locally at all. 
 
Figure  4.5.1. Example of a label set for encoding the matches 
 
4.4.5 Sampling GA individuals  
The first step to initiate GA is to generate a random population of individuals. As mentioned in section 
4.4.1, at least 8 points are required to form a minimal sample set from which the fundamental matrix can 
be calculated. As discussed in section 4.3, random sampling can be either done uniformly or with an 
order based on the quality of matches. However, none of these sampling strategies is robust to 
degenerate configurations. To avoid the degenerate solutions (also local optima), guided sampling based 
on the spatial distribution of matches is proposed in this paper. Using this strategy, first, distribution of 
matches all over the overlapping area of the stereo images is guaranteed. Secondly, the density of 
matches at different regions of the images is taken into account. To clarify our reason for considering the 
spatial distribution of the matches, consider the following example. 
Assume that we are supposed to randomly pick up two points at the rectangle of Figure  4.5.2a, aiming to 
provide a reasonable horizontal and vertical distance between the points. Evidently, there is a high risk 
of selecting two points too close to each other. A solution in order to decrease such a risk is to divide the 
rectangle into three equal-area regions and to pick up three points instead of two (Figure  4.5.2b). Now 
imagine that the rectangle of Figure  4.5.2a represents one-fourth of the overlapping area between two 
stereo images. Extending the same reasoning, we can pick up a sample set of 12 points from a 4×3 grid 
instead of 8 uniformly sampled points (Figure  4.5.2c) to ensure a better spatial configuration. Evidently, 
more than 12 grids could be considered for sampling. However, the more the number of the points, the 
higher the risk of encountering outliers. Besides, 12 data points were already proposed by other studies 
such as Chum et al. (2003) and Lebeda et al. (2012).  
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Of course, there is still a probability that the sampled points be too close to each other. Such cases might 
especially happen when the points are selected from the regions close to same edges and corners of the 
grid cells. For instance, consider a half of the overlapping area, from which six points are to be picked 
up (Figure  4.5.2d).1
In this study, a new gridding method is applied to divide the overlapping area into 12 regions of equal 
area, which reduces the chance of picking up ill-configured samples (
 We aim at calculating the probability of sampling 6 ill-configured points from the 
areas close to corners of the grid cells. Two criteria are considered to decide if a set of six points is ill-
configured: i) the surface area of the convex hull formed by these points is less than 1/3 of total area, ii) 
the distance between the two furthest points in the set is less than half of the dimension of the whole 
rectangle at both horizontal and vertical directions. In total, there are 46 possibilities for picking up a 
sample set of 6 points from the corner areas. Among these possibilities, 39% of the sample sets are ill-
configured with respect to the area criterion and 28% of the sample sets are ill-configured according to 
the distance criterion.  
Figure  4.5.2e). This gridding 
scheme can reduce the chance of picking up points too close to each other in any direction. The same 
analysis was performed for this grid. There is a total of 64×42 possibilities for picking up six points near 
the corners. Among these cases, 36% of the sample sets are ill-configured regarding the area criterion 
and 14% according to the distance criterion. Therefore, the risk of sampling ill-configured points using 
this method is up to two times less than the regular grid-based strategy. 
     
a b c d e 
Figure  4.5.2. Different examples of sampling strategies to avoid degenerate and ill-configured 
configurations 
 
Therefore, to guide the sampling based on spatial distribution, the overlapping rectangle containing the 
model area on the first image is divided into 12 sub-regions of equal area as in Figure  4.5.3a. This 
overlapping area is simply estimated via the extent of the putative matches on the first image. Then, the 
density of each region is calculated as the number of matches enclosed by it, normalized by the total 
number of matches. For the first half of the GA population, every individual (minimal sample set) is 
made of twelve matches that are randomly picked up from twelve different regions. For the other half of 
the population, the matches are picked up from twelve regions that are selected successively in roulette-
wheel selection. The density of a region determines its probability to participate in sampling. Figure 
 4.5.3b illustrates an example of putative matches distributed on the overlapping rectangle and the 
roulette wheel corresponding to it. 
                                                            
1 Although the whole overlap area could be analyzed, the half of the zone is selected for simplicity. The general conclusions are, however, 





Figure  4.5.3. Guided sampling: (a) finding the overlapping rectangle containing the model area (from 
the extent of putative matches) and dividing it to sub-regions of equal area, (b) sampling based on the 
density of the regions 
 
Accordingly, a minimal sample set for estimating the fundamental matrix can be represented as a set 
1 12
{1:12} {1:12} {1:12},
{ ,.., |  and }i i j
i i j j i
m m m m m
∀ ∈ ∀ ∈ ∀ ∈ ≠
= ∈ ≠SΩ . Every match, mi, is composed of corresponding points 
i im m
′↔x x . Once the population is formed, for every set Ω  in the population, the matches should be 
substituted into Equation (5) to determine the fundamental matrix. 
( , )  0     ,     {1:12}
i i
T
m mF F i′= = ∈U x xΩ  (5) 
Then, each fundamental matrix is evaluated using the cost function in Equation (4), and a fitness value is 
assigned to it; the lower the value of the cost function, the fitter the solution.  
4.4.6 Genetic operators 
Once the individuals are evaluated, a selection operator is applied to the population to allocate the 
instances of fitter individuals for entering a mating pool as parents to reproduce a new generation. The 
tournament selection is used here due to its higher computational efficiency over other selection 
techniques (Deep et al., 2009). Afterward, new individuals are generated from the selected parents by 
crossover and mutation operators during a reproduction process.  
The crossover operator combines the chromosomes to explore the search space. It re-forms the 
previously sampled points to a new configuration. Therefore, if two sample sets contain ill-configured 
matches, the crossover operation increases the chance of reaching a better spatial configuration from the 
new combination of such points. Mathematically, two offsprings, 1offspringΩ  and 2offspringΩ , are created by 
combining two selected parents, 11 {  | i {1:12}}parparent im= ∈Ω  and 22 {  | i {1:12}}parparent im= ∈Ω , using the 
crossover operator as in Equation (6). 
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Instead of using the original Laplace-distributed parameter proposed by Deep et al. (2009) for iβ , we 
define iβ  slightly differently via Equation (7) in order to respect the geometrical extension of matches 
on the images. In Equation (7), [ ]0,1iu ∈  is a uniformly distributed random number. 
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 (7) 
While crossover is conducted on two parental individuals, mutation is carried out on one individual. The 
mutation operation takes into account the fact that usually inliers tend to be closer to each other than 
outliers (as assumed in NAPSAC robust estimation method by Myatt et al. (2002)). Therefore, it 
performs a local search for finding more inliers around currently sampled points. A mutated solution, 
mutΩ , is created from a parent solution parΩ  by the following equation (Deep et al., 2009). 
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In Equation (8), min( )







, u is a random uniformly distributed number between zero and one, 
and ( )21s s=  follows a power distribution with s1 having a random value between zero and one. 
At any iteration, random exploration is also performed by generating a fixed number of individuals 
based on the guided sampling strategy. Generating random solutions as a fixed portion of the population 
reduces the chance of converging to local optima. 
The replacement strategy applied in this study can be considered as a combination of steady-state and 
elitist replacement methods. It helps to keep the best solutions for older generations and to maintain the 
population diversity to avoid premature convergence. Assume that -P  is the population of the last 
generation, +P is the population of the selected parents from -P , and ++P  is the population of the 
reproduced offsprings using +P .  Accordingly, -q demonstrates the least fitness value among the best 
third quartile of individuals in -P . Therefore, the new population P  starts forming by the fittest 
individuals of -P  (elites).  Among the elite individuals with similar fitness, those who are formed by 
matches coming from more distinct regions of the overlapping rectangle have priority in replacement. 
This way, the chance of ending with the local optima is highly reduced. In fact, this factor is used to 
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Equation (9) implies that an offspring whose quality is worse than 75% of the previous solutions cannot 
replace its parents. The genetic algorithm iterates the procedures mentioned above until there is no 
improvement in the average of the elites' fitness values during a specified number of generations. 
4.4.7 Inlier classification 
Once the genetic algorithm terminates, the inlier set of minimum cardinality, Iˆ , is found out, and the 
accurate fundamental matrix, Fˆ , is re-estimated using these points using the following equation by 
performing iterative least squares adjustment, 
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where T and T’ are Hartley normalizing transformations.  
Now, inliers can be distinguished as the matches that their residuals from the final fundamental matrix 
are less than a given threshold. The important issue would be determining this threshold. Standard 
RANSAC algorithms determine this quantity using maximum likelihood estimation based on the median 
of the residuals associated with the best tentative model. In this paper, the uncertainty of the final 
fundamental matrix is used to calculate an adaptive threshold as follows. 
The covariance matrix of the estimated parameters can be derived using the covariance law as in 








 and vˆ  is the vector of estimated residuals. 
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From Equation (10), ˆˆ ( )TF T FT G′=   θ . We can determine the uncertainty of the estimated fundamental 
matrix using the rules of error propagation as follows. 
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 (12) 
For each match ′↔i ix x  belonging to the inlier set of minimum cardinality, the Sampson distance di and 
its variance 2
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The average of these distances, * *d id nµ =∑ , and their standard deviation, * 2 *id d nσ σ= ∑ , can 
represent the distribution of the residuals for inliers. Considering Tchebyscheﬀ’s inequality, at least 95% 
of the population is within 4.47 times the standard deviation from the mean, no matter what kind of 
probability distribution they are following. Therefore, every match k is an outlier by the confidence of 
95% if its residual, kd , is greater than 
* *4.47d dµ σ+ . 
 
4.5 Experimental Results and Discussions 
To demonstrate the efficiency of our algorithm and its individual components, we performed several 
experiments on simulated and real data. The variables that are tested with these experiments include: i) 
the performance of our sampling scheme, ii) the accuracy of our adaptive thresholding method for inlier 
classification, iii) the effect of GA population size on the performance of the algorithm, iv) the 
performance of the overall algorithm under different levels of noise and outliers. Table  4.6.1 
summarizes the criteria used to assess these variables. 
Table  4.6.1. Criteria for performance assessment 
Symbol Description 
Itr number of iterations before the termination of robust estimation 
Nmodel number of models hypothesized before termination (for most algorithms, equal to the number of 
sample sets drawn before termination) 
VPM number of verifications per model 
ρ inlier ratio: percentage of the detected inliers from the total number of putative matches 
μd precision of estimation: average of squared Sampson residuals over the detected inliers that shows 
how well the estimated fundamental matrix fits the detected inliers 
α accuracy of inlier classification: percentage of correctly identified outliers and inliers among all the 
matches (applicable when ground-truth is available) 
TPR sensitivity or true positive rate: percentage of correctly identified inliers (applicable when ground-
truth is available) 
TNR specificity or true negative rate: percentage of correctly identified outliers (applicable when 
ground-truth is available) 
μd.CP accuracy of estimation: average of squared Sampson residuals on control points or true inliers that 
shows how well the estimated model fits the real inliers (applicable when ground-truth is 
available) 
DF difference between the estimated fundamental matrix and the true one measured using a method 




The experimental results obtained from the proposed technique are compared with those of the 
following representative state-of-the-art techniques: RANSAC, MSAC, MLESAC, RRANSAC with 
SPRT test, LO-RANSAC (Lebeda et al., 2012), PROSAC, StaRSAC, Cov-RANSAC, Multi-GS 
RANSAC and least median of squares (LMedS).  
4.5.1 Experiments on synthetic data 
Several synthetic datasets were used in order to evaluate the performance of our algorithm. Using the 
synthetic data allowed us to control the imaging geometry, the fraction of outliers and the image noise. 
Besides, it let us assess the accuracy of inlier-detection and model estimation in comparison with the 
ground truth. Instead of creating random correspondences without having any specific geometric or 
physical form, real 3D point clouds were used to generate synthetic images. The synthetic datasets are 
described in Table  4.6.2 
 Table  4.6.2. Description of synthetic datasets 
Dataset 
Label Figure (3D scene and Cameras Orientation) Description 
Multi-view 
 
− 40 synthetic images 
− averagely 3000 correspondences per stereo pair 
− focal length: 4730 pixels, sensor size: 4870×3250 
pixels 
− Gaussian noise: from 0 to 2 pixels 
− outlier ratio: from 20% to 80% 
− outlier: gross error from both normal and uniform 




− 2500 correspondences 
− focal length: 8889 pixels, sensor size: 5750×3750 
− Gaussian noise: from 0 to 4 pixels 
− outlier ratio: from 0% to 80% 
− outliers: from 10 to 30 pixels 
Church 
 
− 800 correspondences 
− focal length: 1000 pixels, sensor size: 3000×2000 
− Gaussian noise: from 0 to 2 pixels 
− outlier ratio: from 20% to 70% 
− outliers: from 10 to 40 pixels 
Table 
 
− focal length: 3500 pixels, sensor size: 1940×1460 
pixels 
− Gaussian noise= from 0 to 2 pixels 
− correspondences are either on the monitor plane or 
other objects on the table 
− λ is the number of matches located on the monitor 
plane divided by the total number of matches 
− six instances of the data created by varying λ from 0.4 
                                                            




Label Figure (3D scene and Cameras Orientation) Description 
to 0.9 
− 258 correspondences on the monitor plane at each 
instance of data 
− a total of 100 random outliers at each instance of data 
 
4.5.1.1 Performance of the guided sampling technique 
In order to verify the efficiency of our sampling algorithm to avoid planar degeneracy, the Table dataset 
was used. In each instance of this data, 258 synthesized correspondences were located on the monitor 
plane (as the dominant plane of the scene), and the number of matches from other objects varied to get 
the ratio λ. For instance, at λ=0.4, the total number of correspondences was 645, from which 258 
correspondences located on the monitor plane. For any instance of the dataset at different ratios λ, we 
limited the total number of hypotheses to 1000 and compared the results of our method with those of 
RANSAC and Multi-GS RANSAC. That is each algorithm was stopped when exactly 1000 sample sets 
were generated. This limited number of samples is approximately 6 times more than the theoretical 
number of sample sets for achieving 95% probability of picking up at least one outlier-free random 
sample set from the data containing 40% outliers, which is the maximum outlier ratio in the dataset 
instances. The performance criteria used for this experiment were i) the percentage of outlier-free1 
sample sets among the 1000 sample sets, ii) the percentage of non-degenerate2
 
 and outlier-free sample 
sets among the 1000 sample sets that we denote as non-degenerate sample sets for simplicity, and iii) 
estimation accuracy (μd.CP). The median of the results obtained after five trials is represented in Figure 
4.6.1. The proposed algorithm drew up to 75 times more outlier-free sample sets in comparison with 
RANSAC within a limited budget of 1000 sample sets. The percentages of outlier-free samples for our 
algorithm and Multi-GS RANSAC were very close. This showed that Multi-GS sampling strategy 
performed well in the absence of degeneracy. However, Multi-GS sampling failed to draw non-
degenerate sample sets as the ratio λ increased. For ratios higher than 0.7, both RANSAC and Multi-GS 
RANSAC failed to estimate the model correctly (Figure 4.6.3c), while the proposed algorithm estimated 
the model robustly even in the presence of serious degeneracy (λ=0.9). 
  
a b c 
                                                            
1 An outlier-free sample set is a set of matches where all the matches are inlier. 
2 A degenerate sample set contains more than five points from the dominant plane (in this example, the monitor plane). 
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Figure  4.6.1. Performance of sampling methods on Table dataset as the ratio λ increases (a) percentage 
of outlier-free sample sets, (b) percentage of non-degenerate sample sets, (c) estimation accuracy. 
 
A similar test was performed to assess the performance of the sampling algorithm under various ratios of 
outliers. To this end, the Church dataset was used. The limited sampling budget was set to 1000 and 
5000 sample sets for outlier ratios less than or equal to 50% and higher than 50%, respectively. The 
percentage of outlier-free sample sets among the budget sample sets (either 1000 or 5000) and the 
estimation accuracy (μd.CP) are presented in Figure  4.6.2.  
  
a b 
Figure  4.6.2. Sampling methods on Church dataset as the outlier ratio increases (a) percentage of outlier-
free sample sets, (b) estimation accuracy. 
 
For most of the outlier ratios, the outlier-free sampling rates of the proposed algorithm and those of 
Multi-GS were very close. RANSAC generally drew quite less number of outlier-free sample sets in 
comparison with the other two methods. For outlier ratios higher than 50%, RANSAC completely failed 
to detect outlier-free sample sets and to estimate the model correctly. For outlier ratio of 80%, only the 
proposed algorithm kept good performance by drawing at least 22% outlier-free sample sets, given the 
limited sampling budget. As a conclusion, the sampling strategy based on the spatial distribution of 
matches along with the evolutionary search not only increased the speed of reaching an outlier-free 
sample set but also decreased the probability of ending up with a degenerate solution. 
4.5.1.2 Performance of inlier classification with adaptive thresholding 
In order to verify the performance of the proposed thresholding method for inlier classification (Section 
 4.4.7), a stereo pair from Multi-view dataset at baseline of 20 meters was used. To eliminate the effect of 
other components of the algorithm, such as sampling and objective function, no outlier was introduced 
to the images; i.e. the dataset was outlier-free. The results from our method were compared with those of 
the median-based and covariance-based algorithms. To this end, each algorithm was applied 500 times. 
In any trial, a minimal sample set of 8 points was randomly drawn, and the fundamental matrix was 
estimated with the normalized 8-point algorithm. For our algorithm, the technique of Section  4.4.7 was 
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applied to determine the inlier threshold. For the median-based algorithm, the robust standard deviation 
of residuals was determined as 1.4826(1 5/( 8)) ( )i in median rσ = + − . As the dataset was outlier-free, n was 
equal to the total number of matches, and ri for [1: ]i n=  was the residual of any correspondence. Then, 
the inlier threshold was calculated as 1.96σ . For the covariance-based algorithm, which is the core 
component of Cov-RANSAC, first, the uncertainty of the estimated model was used to narrow down the 
total set of matches to the potential inliers. Then the median-based algorithm was applied to the potential 
inliers for determining the inlier threshold.  
In order to evaluate the performance of these algorithms, the fraction of runs (from 500 runs), in which a 
correspondence was classified as inlier was calculated, namely the inlier probability of that match. The 
inlier probabilities (sorted in ascending order) are shown in Figure  4.6.3. Knowing that the dataset was 
outlier-free, the inlier probability for all the points was ideally one. Our thresholding algorithm resulted 
in the most stable and robust solutions. That is, for 92% of the points, the inlier probability was higher 
than 0.9. For the median-based algorithm, this percentage was only 15%. The covariance-based 
algorithm had poor performance in comparison with both other methods. Our algorithm resulted in inlier 
ratios higher than 90% at more than 88% of the runs. However, the median-based and covariance-based 
algorithms yielded inlier ratios higher than 90% at only 32% and 15% of the runs, respectively.  
   
a b c 
Figure  4.6.3. Inlier probability of correspondences obtained using (a) our adaptive thresholding method, 
(b) median-based algorithm, (c) covariance-based algorithm. 
 
To investigate the reason behind the performance of each algorithm, the threshold values determined at 
each run are illustrated versus the run index in Figure  4.6.4. The maximum and median of the residuals 
from the true fundamental matrix are shown too. Using the median-based algorithm, the threshold value 
based on the true residuals was calculated and is illustrated in Figure  4.6.4. The true fundamental matrix 
was directly calculated from the orientation values used for synthesizing these images.  
The true median-based threshold was slightly higher than the true maximum residual, and it would be an 
ideal choice of threshold only if the fundamental matrix were perfect. However, in reality, the 
fundamental matrix was calculated from a minimal sample set of eight correspondences, which had 
different values of noise and did not necessarily have an ideal spatial configuration either. Therefore, the 
uncertainty of the fundamental matrix and the noise value of each point could affect the threshold value. 
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Although the covariance-based method tried to consider this effect, it underestimated the potential 
inliers. The main reason was that the uncertainty of the fundamental matrix was estimated only from the 
minimal sample set. As shown in Figure  4.6.4, our algorithm varied the threshold adaptively. 
Frequently, the threshold value was slightly higher than the ideal median-based threshold. This was 
reasonable since the calculated fundamental matrix, although estimated from an outlier-free sample set, 
was not necessarily perfect. However, for the other two methods, the threshold values were 
approximately around the true median-based threshold, which could be a good threshold only if the 
fundamental matrix were as accurate as the true one.  
   
a b c 
Figure  4.6.4. Inlier thresholds determined by (a) our adaptive thresholding method, (b) median-based 
algorithm, (c) covariance-based algorithm.  
 
4.5.1.3 Performance under various outlier ratios 
In order to assess the performance of the overall algorithm under various ratios of outliers, the Multi-
view data set was used. In the following experiments, the stall generation of GA (number of generations 
during which the best fitness should not change before termination) was set to 60, and the maximum 
number of iterations was set to 1000. The upper bound to the standard deviation of image noise (σmax) 
was set to 3 pixels. The GA population size was set to 27. The parameter n* was set to n/10 in all our 
experiments. All the algorithms were implemented in MATLAB directly without using the optimization 
toolbox. The average of the results over all the stereo pairs versus the outlier ratios are presented in 
Figure  4.6.5. 
On the downside, the number of models hypothesized by our algorithm was relatively higher than other 
methods, especially for low percentages of outliers. This was caused by the fact that GA terminated 
when no improvement was achieved after a certain number of iterations. This was not a suitable 
termination criterion when the ratio of inliers in the dataset was very high, since, at any iteration, it was 
highly probable to encounter another outlier-free sample set from which a slightly better model could be 
estimated. Therefore, the improvement stopped after a higher number of iterations. However, this was 
advantageous in high outlier ratios. For instance, to reach 95% accuracy in inlier detection from a 
dataset with 70% outliers, at least 45658 sample sets must be drawn in random sample consensus. 
However, the proposed algorithm reached 95% accuracy by drawing only 2100 sample sets. Similarly, 
our algorithm achieved 78% accuracy over the 80% contaminated dataset with only 1440 hypotheses, 
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while 591455 random sample sets would be theoretically required to reach that accuracy. In addition, for 
all the outlier ratios, the number of GA iterations was lower than other algorithms (average Itr of 93). 
Since the genetic algorithm can be parallelized easily, we could benefit from the low number of 
iterations and parallelize all the sampling procedures within any iteration. This could eventually result in 
higher computational efficiency in comparison with other methods. 
In terms of the number of evaluations per models, the proposed algorithm behaved quite like other 
variants of RANSAC, except for RRANSAC. Since RRANSAC benefited from the SPRT test, each 
model was not necessarily evaluated against all the points. Therefore, for RRNSAC, the average number 
of verifications per model was noticeably lower than other methods. However, the required number of 
hypotheses was noticeably more than other methods, since good hypotheses might have been ignored 
due to randomized verification.  
 
Figure  4.6.5. Performance of different algorithms under various percentages of outliers for Multi-view 
dataset. In the graphs, the x-axis represents the percentage of synthetic outliers in the dataset. 
 
From the accuracy point of view, the proposed algorithm was more robust to outliers in comparison with 
other algorithms, especially when the outlier percentage grew over 40%. On average, the proposed 
technique achieved 91%±6% accuracy for inlier detection. The considerably high estimation accuracy 
(average μd.CP of 0.376) confirmed this as well. The improvement achieved by the proposed algorithm 
was also obvious in terms of true negative rate (average TNR of 94%), which showed the efficiency of 
the algorithm to distinguish outliers from inliers. 
4.5.1.4 Performance stability 
Another variable that should be tested under various outlier ratios is the stability of the results obtained 
by running the algorithm multiple times. To this end, the Church dataset was used. The algorithm was 
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performed 50 times on each instance of the data. The average and standard deviation of the results 
obtained from these runs are shown in Figure  4.6.6.  
For outlier ratios ranging from 10% to 70%, the variations of accuracy was not considerable 
(α=99%±2%). However, at 80% outlier rate, the average accuracy decreased to 92%±8%. Although this 
was a noticeable change in the performance of the algorithm, the median of the accuracies was yet 
reasonably high (95%). Regarding the number of models hypothesized before termination, high range of 
changes was observed at lower outlier ratios. As explained earlier, this happened due to the stopping 
criterion in GA. However, this was itself an advantage for large outlier ratios (more than 50% outliers). 
  
Figure  4.6.6. Performance of the proposed algorithm from the stability point of view. 
 
4.5.1.5 Performance under various noise levels 
The Urban dataset was used to evaluate the robustness of the proposed algorithm against noisy image 
observations. To this end, the effects of image noise along with varying percentages of outliers were 
tested using 81 instances of Urban data set. The results are illustrated in Figure  4.6.7.  
From the accuracy point of view, the accuracy of estimation (represented by μd.CP) did not decrease by 
increasing the noise level. In terms of accuracy of inlier detection, the true positive rate was not affected 
by the noise. However, the true negative rate decreased slightly by increasing the noise level. Since the 
outliers were synthesized by adding gross errors as low as 10 pixels to correspondences, distinguishing 
real outliers from noisy inliers at higher noise levels became a more difficult task. In terms of 
convergence speed, increasing the magnitude of image noise decreased the number of iterations. The 
total number of iterations required to find the final solution changed only from 80 to 250 as the ratio of 
outliers increases to 80% and the level of noise increases to 4 pixels. This shows the high computational 





Figure  4.6.7. Performance of the proposed algorithm with noisy images. The graph at the bottom of each 
surface-plot represents the average of respective performance criterion versus the amount of noise. 
 
4.5.1.6 Effect of the GA population size 
In order to evaluate the effect of GA population size on the performance of the algorithm, Church 
dataset was applied. The GA population size was varied from 20 to 70 by steps of five individuals, and 
the performance of the algorithm was assessed under various outlier ratios. The results obtained from 




Figure  4.6.8. Performance of the proposed algorithm with varying GA population size. The graph at the 
bottom of each surface-plot represents the average of the respective performance criterion versus the 
population size. 
 
There was no considerable correlation between the accuracy and the size of the population. The average 
accuracy of inlier-detection (α) with different population sizes was 99.1% with standard deviation of 
only 0.9%. The accuracy of estimation (μd.CP) also remained below 0.05, which confirmed the stable 
accuracy of model estimation. The number of iterations before termination (Itr) seemed to be more 
dependent on the outlier percentage rather than the population size. The average number of iterations at 
outlier ratios less than 50% was 122, while it was only 62 at higher outlier ratios. The number of 
generated hypotheses (Nmodel) increased by either decreasing the outlier ratio or increasing the GA 
population size since it depended both on the population size and number of iterations. Showing that the 
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accuracy does not have any specific correlation with the population size, the low size of the population 
is suggested to both avoid unnecessary generation of hypotheses and to keep the number of iterations 
optimal. 
4.5.2 Experiments on real data 
The proposed algorithm of robust estimation and inlier detection was compared with other RANSAC-
like techniques for 15 real stereo pairs (Table  4.6.3). These examples were chosen to cover various 
cases, such as close-range and aerial photography, narrow and wide baselines, degenerate 
configurations, scale variation, multi-platform photography and highly contaminated data. The first nine 
pairs and their putative matches were gathered from Raguram et al. (2013). For these data, the 
percentages of true inliers in the dataset (ε) were manually determined in the reference article. For the 
10th, the 11th and the 12th stereo pairs, we used signalized targets to provide ground control data when 
acquiring the images. The reference fundamental matrices were calculated from these control points. 
The 13th stereo pair belongs to the ISPRS data sets for urban classification1. The 14th and the last stereo 
pairs belong to the ISPRS benchmark for multiplatform photogrammetry2 (Nex et al., 2015). For these 
last three pairs, the exterior and interior orientation parameters provided by ISPRS were used as 
reference values for evaluation. For the last seven stereo pairs, SIFT key points were detected and 
matched using VlFeat3
It can be noticed from the results that our algorithm generally yielded solutions that were compatible 
with the ground-truth in terms of either inlier-detection accuracy or estimation accuracy. The main 
drawback of the proposed method, compared with other methods, was the higher number of models 
hypothesized (Nmodel) for high inlier ratios. This was due to both the termination criterion in GA and the 
fact that more than one model was hypothesized at any iteration. However, it can be still noticed that the 
total number of iterations (Itr) for the proposed algorithm was either close to or noticeably lower than 
other methods. Therefore, in terms of computational time, this drawback could be compensated by 
parallelizing the iterations. Besides, the algorithm benefited from the fast linear estimation of 
fundamental matrix based on partial pivoting, which was computationally a light operation.  For the 10th 
and the 11th images, a dominant plane existed in the scene. Therefore, most of the algorithms ended up 
to a degenerate solution. However, the degeneracy could be avoided quite efficiently by our algorithm. 
This was mainly due to the guided sampling based on spatial distribution of matches. Finally, it was 
noticed that the algorithm had good performance in challenging cases such as multi-platform 
photography. In general, the accuracy of the results was most close to that of ProSAC and RRANSAC, 
however, with much higher computational efficiency. 
 feature-based matching library. For the 4th and the 14th stereo pairs, we could not 
apply Multi-GS, since the low inlier ratio and a high number of correspondences made that algorithm 
too slow to be executable.  






Table  4.6.3. Performance of the proposed algorithm and other techniques on real data 










1 ε=48% , n=3154* Itr 103 814 743 50001 1984 502 401 76295 824 
 
  
Nmodel 2579 814 743 50000 2093 501 406 76295 824 
 VPM 3127 3154 3154 15 3169 16 3115 3154 3154 
 ρ 47.0 43.5 43.8 37.8 45.0 0.3 54.2 50.3 49.6 
 μd 0.192 0.160 0.116 0.143 0.262 972.343 6.982 0.824 0.824 
2 ε=57% , n=575 Itr 116 304 219 50001 824 503 187 38815 111 
 
  
Nmodel 2801 304 219 50000 922 502 190 38815 111 
 VPM 553 575 575 6 581 20 566 575 575 
 ρ 54.6 54.6 52.9 54.3 56.2 1.9 59.7 60.5 78.5 
 μd 0.235 0.122 0.116 0.116 0.168 9.133 1.764 3.148 8.122 
3 ε:38% , n=1088 Itr 82 2823 3201 50001 16038 503 1400 160818 2645 
 
  
Nmodel 1988 2823 3201 50000 16092 502 1409 160818 2645 
 VPM 1062 1088 1088 9 1088 25 1081 1088 1088 
 ρ 34.0 32.0 32.0 31.5 34.2 1.1 47.2 43.2 42.8 
 μd 0.163 0.111 0.092 0.120 0.228 24.916 16.625 6.076 28.593 
4 ε=22% , n=1516 Itr 203 46329 50000 500001 500000 505 5001 112200  
 
  
Nmodel 4962 46329 50000 500000 500068 504 5010 112200  
 VPM 1482 1516 1516 266 1516 21 1513 1516  
 ρ 21.6 8.0 20.6 5.9 6.9 0.7 33.3 14.9  
 μd 0.163 0.208 0.074 0.137 0.455 139.683 115.022 15.881  
5 ε=38% , n=422 Itr 80 217 1044 50001 18757 503 1177 91638 198 
 
  
Nmodel 1819 217 1044 50000 18921 502 1185 91638 198 
 VPM 415 422 422 4 422 12 419 422 422 
 ρ 31.8 32.7 33.4 24.9 34.8 2.6 47.4 49.5 100.0 
 
μd 0.199 0.115 0.170 0.306 0.194 154.951 24.888 46.196 4911 
6 ε=45% , n=904 Itr 78 964 1100 50001 2547 502 326 52692 1259 
 
  
Nmodel 1885 964 1100 50000 2645 501 329 52692 1259 
 VPM 888 904 904 11 907 15 896 904 904 
 ρ 44.1 42.3 40.5 38.9 43.0 1.4 55.6 59.5 43.7 
 μd 0.179 0.102 0.100 0.110 0.250 0.614 18.828 32.472 20.919 
7 ε=85% , n=2471 Itr 80 100 100 50001 100 502 101 6211 101 
 
  
Nmodel 1988 100 100 50000 143 501 105 6211 101 
 VPM 2398 2471 2471 218 2540 423 2377 2471 2471 
 ρ 83.9 76.1 75.4 77.1 82.6 17.0 93.0 61.4 93.1 
 μd 0.155 0.139 0.144 0.091 0.332 0.048 0.377 0.053 0.373 
8 ε=65% , n=1110 Itr 63 100 100 50001 134 502 101 17595 101 
 
  
Nmodel 1526 100 100 50000 177 501 105 17595 101 
 VPM 1095 1110 1110 35 1135 104 1068 1110 1110 
 ρ 66.4 55.0 57.5 62.3 66.4 9.2 73.1 58.5 74.4 
 
μd 0.252 0.303 0.219 0.169 0.369 0.081 0.890 0.187 0.605 
9 ε=60% , n=962 Itr 178 100 100 50001 144 502 101 14122 101 
 
  
Nmodel 4089 100 100 50000 209 501 103 14122 101 
 VPM 757 962 962 112 990 101 943 962 962 
 ρ 60.7 65.5 56.3 61.3 62.2 10.2 71.5 72.6 70.5 
 μd 0.209 0.613 0.136 0.141 0.254 0.099 27.357 4.009 1.103 
10 ε=N/A , n=1497 Itr 105 100 100 50001 100 502 101 6028 101 
 
  
Nmodel 2520 100 100 50000 176 501 106 6028 101 
 VPM 1433 1497 1497 68 1557 464 1547 1497 1497 
 ρ 89.9 96.8 81.0 93.8 98.1 17.3 90.3 97.2 90.5 
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 μd 0.122 5.911 1.908 4.638 26.657 0.053 1.570 248.279 0.621 
 DF 4.0 147.2 234.5 156.1 235.3 2433.3 34.2 122.3 9036.2 
 μd.CP 0.335 543.293 750.871 371.097 293.029 9052.456 23.365 112.079 30254.320 
11 ε=N/A , n=4355 Itr 120 100 100 22595 100 502 101 6000 101 
 
  
Nmodel 2746 100 100 22594 132 501 107 6000 101 
 VPM 3618 4355 4355 4 4454 1646 4111 4355 4355 
 ρ 94.7 84.7 89.1 94.7 97.4 37.7 97.0 97.7 96.9 
 μd 0.071 0.093 0.077 0.075 0.744 0.041 0.117 0.435 0.117 
 DF 2.5 284.9 371.3 117.7 76.3 733.4 55.4 93.0 96.9 
 μd.CP 0.737 3138.844 5820.395 517.842 233.113 33732.238 109.322 298.400 214.419 
12 ε=N/A , n=1647 Itr 59 100 100 50001 100 502 109 27292 101 
 
  
Nmodel 1448 100 100 50000 187 501 118 27292 101 
 VPM 1571 1647 1647 3 1717 67 1521 1647 1647 
 ρ 60.7 88.4 73.3 35.3 89.9 3.8 75.6 92.0 83.5 
 μd 0.309 3.447 1.986 0.224 2.821 0.061 3.974 7.403 2.865 
 DF 13.7 80.6 74.2 172.3 70.1 806.2 42.4 96.1 94.6 
 μd.CP 1.356 2.707 2.774 11.226 1.218 4459.101 1.975 4.675 4.134 
13 ε=N/A , n=1213 Itr 74 100 100 50001 100 502 101 26343 101 
 
  
Nmodel 1586 100 100 50000 176 501 104 26343 101 
 VPM 1119 1213 1213 85 1261 77 1178 1213 1213 
 ρ 37.3 44.2 45.5 50.2 99.3 21.9 93.0 98.0 73.6 
 μd 0.258 0.255 0.252 0.267 9.747 0.085 3.043 6.251 3.065 
 DF 10.8 38.2 51.5 22.4 119.6 150.5 14.1 26.0 131.4 
14 ε=N/A , n=582 Itr 207 50000 5035 50001 8965 507 3374 310000  
 
  
Nmodel 5088 50000 5035 50000 9074 506 3388 310000  
 VPM 229 582 582 5 583 55 580 582  
 ρ 24.9 5.5 2.7 21.6 36.8 8.4 42.4 38.0  
 μd 4.001 6377.040 6.921 0.210 5.953 0.106 201.988 9.657  
 DF 159.3 1750.5 367.6 188.4 509.0 179.3 1476.6 556.0  
15 ε=N/A , n=3487 Itr 346 100 100 50001 100 502 101 7329 101 
 
  
Nmodel 8699 100 100 50000 132 501 104 7329 101 
 VPM 3334 3487 3487 152 3566 126 3386 3487 3487 
 ρ 81.4 89.3 87.6 81.9 90.0 3.4 90.3 90.9 100.0 
 μd 0.188 0.382 0.311 0.138 2.536 1.742 0.738 3.767 76190.183 
 DF 12.5 12.4 12.3 12.4 76.1 1555.6 14.4 49.3 2343.3 
*ε is the inlier ratio, and n is the total number of correspondences.  
 
4.6 Conclusion 
In this study, we proposed a modified version of the integer-coded genetic algorithm for the problem of 
accurate epipolar-geometry estimation from putative matches, followed by an adaptive thresholding 
algorithm for inlier classification. The proposed algorithm can be considered as a solution to resolve 
some of the drawbacks involved in conventional robust estimators, specifically RANSAC-like methods. 
Based on the experiments, the proposed approach showed robustness to high percentages of outliers, to 
degeneracy and to image noise. These characteristics are mostly due to the guided sampling strategy, the 
evolutionary search and the method for inlier classification based on adaptive thresholding. In general, 
the algorithm was able to detect the inliers by more than 80% accuracy, which is a remarkable success 
for large data sets. In addition, the computational expenses of the algorithm were not increasing with the 
ratio of outliers or the magnitude of image noise. As a negative characteristic, the number of models to 
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be hypothesized before reaching the termination criterion was generally higher than other methods for 
datasets containing less than 50% outliers. However, this adverse effect can be compensated by reducing 
the computation time via parallelizing the procedures inside any iteration of GA. Besides, the efficiency 
of the proposed algorithm in terms of speed and accuracy was noticeably higher than other methods for 
datasets with a high ratio of outliers (with more than 50% outliers). 
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5. Sparse Reconstruction- Part II 
This chapter is complementing the method of sparse reconstruction. In Chapter 4, the article 
concentrated only on the process of robust sparse matching and epipolar-geometry estimation. Section 
5.1 explains the application of the methodology described in Chapter 4 to the gravel-pit dataset acquired 
with the UAV-PS. Section 5.2 describes the method of initial EO parameter estimation and sparse 
reconstruction. Then, Section 5.3 presents the methodology proposed for efficient sparse bundle 
adjustment. This Section is related to the specific objective 3.2, namely assessing a BBA strategy for on-
the-job self-calibration based on the integration of pseudo-observations to Gauss-Helmert model. 
 
5.1 Application of the proposed sparse matching technique to the gravel-pit dataset 
For 159 images of dataset A (Table  3.5.1), the approximate ground fields of view (GFoV) were 
calculated. Then, for 639 stereo pairs, whose GFoV had more than 50% overlap, SIFT key points were 
detected and matched using VlFeat feature-based matching library. Then, the inlier detection and 
epipolar-geometry estimation were performed using the proposed algorithm, RANSAC, MSAC and 
MLESAC algorithms. The results are summarized in Table  5.1.1. The EO parameters from Pix4D 
software were used as reference data to calculate the ground-truth fundamental matrices, and to evaluate 
the results in terms of DF. Where available, the checkpoints were also used to determine the accuracy of 
the estimated model, μd.CP. As it can be noticed, the proposed algorithm outperformed other algorithms 
either in terms of the computational efficiency (Itr) or the accuracy of model estimation (DF, μd.CP and 
μd). It should be mentioned that in these experiments, the GA iterations were set to end if the elite 
solutions during the stall generations were improved less than 0.1. This simple solution could handle the 
higher number of iterations of GA in cases the inlier ratio was high. Averagely, the proposed algorithm 
improved the speed of traditional RANSAC algorithm by 65%. In addition, the accuracy of 
fundamental-matrix estimation is improved by 61%. 
Table  5.1.1. Comparative results of sparse matching for gravel-pit dataset A 
Parameters Our Alg. RANSAC MSAC MLESAC 
Average Itr 96 281 932 1794 
Average Nmodel 2108 281 932 1794 
Average VPM 1802 1835 1835 1835 
mode  ρ  61.1 56.7 49.4 45.1 
Average μd 0.102 0.125 0.097 0.002 
Average μd.CP 0.399 1.020 1.914 10.439 
Average DF 12.1 50.5 24.3 136.6 
 
5.2 Initial EO Parameter Estimation and Sparse Reconstruction 
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The process of SfM computation includes the following steps. 
1. Establishing sparse corresponding points between stereo images 
2. Estimating the fundamental matrix 
3. Determining relative orientation (RO) parameters 
4. Establishing a unique local coordinate system and transforming the RO parameters to EO 
parameters 
5. Estimating the initial 3D coordinates of corresponding points 
6. Transforming the local coordinate system to a global system either directly using navigation data 
or indirectly using the coordinates of ground control points (optional) 
The presented article discussed the first step (establishing inlier corresponding points) and the second 
step (robust estimation of epipolar geometry). The other steps need to be accomplished as well in order 
to complete the process of sparse reconstruction. As a result, the initial values of EO parameters and the 
object coordinates of the corresponding points are generated. These estimations are used as initial values 
in the process of block bundle adjustment to get refined. Please note that no specific contribution was 
introduced in this thesis for these steps (steps 3 to 6). Therefore, the theoretical details of these steps are 
provided in Appendix II. 
 
5.3 Block Bundle Adjustment 
The significant problem of SfM is its relative sense of computation. SfM techniques are very useful for 
processing a short image sequence; however, they are not robust against the accumulation of errors in 
long image sequences (Kume et al., 2015). To reduce and adjust these errors, the results of SfM are 
optimized as initial values in a bundle adjustment (BA) process.  
In BA, the estimations of exterior orientation parameters, intrinsic camera calibration parameters and 3D 
coordinates of the points are considered as unknowns and are optimized together. This optimization 
problem is usually defined as a non-linear least squares problem, where the error to be minimized is the 
re-projection error, i.e. the distance between an observed feature and the re-projection of the 
corresponding 3D point on the image. Levenberg–Marquardt (LM) has been one of the most popular 
least-squares optimization methods for this type of error (cost) function (Engels et al., 2006). The main 
approach of LM for solving a non-linear problem is to solve a sequence of linear approximations to the 
problem (Agarwal et al., 2010). Mostly, Gauss-Newton approach is used to build these linear 
approximations, called normal equations (Triggs et al., 1999). 
Although BA seems computationally problematic for large-scale reconstruction, the block-sparsity of its 
normal equations allows its memory-efficient implementation. There is a popular trick known as Schur 
complementation or camera reduction, which uses this sparsity to simplify BA computationally (Triggs 
et al., 1999). That is the system is subdivided into structure parameters (3D coordinates of 
correspondences) and camera parameters. The structure ones are subsumed and a reduced system is 
derived that only depends on camera parameters. By solving the linear reduced system for camera 
parameters and back-substitution, the structure variables can be solved too. In order to solve the reduced 
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camera system, several solutions have been proposed in the literature. If the connectivity graph of the 
dataset is sparse1 or the number of cameras is limited to a few hundred, then the most practical method 
for exactly and directly solving the reduced camera system is Cholesky factorization or LU 
decomposition2
The block-bundle-adjustment strategy used in this thesis has the following characteristics and aims at 
achieving the objective 3.2 of this thesis. 
. SBA is one of the sparse implementations of this type of generic bundle adjustment 
(Lourakis and Argyros, 2009). However, if the connectivity graph is large and dense (e.g. large internet 
photo collections of a scene), then Cholesky factorization becomes impractical, and iterative inexact 
solutions based on preconditioned conjugate gradients (PCG) should be used (Byrod and Astrom, 2009; 
Agarwal et al., 2009). The parallel implementation of this type of BA has also been performed (Wu et 
al., 2011). In cases of very large datasets, the practical solution is to reduce the size of the BA problem 
by dividing it into sub-problems, for example by locally concentrating on the most recently modified 
part of the reconstruction (Mouragnon et al., 2009), by partitioning the scene to several sub-maps (Ni et 
al., 2007), and by partitioning the whole parameter vector into individual sub-vectors (Pang et al., 2012). 
− Non-linear Gauss-Helmert model (GHM) with Lagrange-multipliers method is used for 
estimation, which considers the errors in both observations and unknowns. 
− Re-projection error is used to define the cost function. 
− Camera system reduction is performed for sparse implementation. 
− Linear reduced camera system is solved by exact, direct LU decomposition since the number of 
cameras in our datasets is a few hundreds, and they are not densely connected. 
− Intrinsic camera calibration parameters are considered as pseudo-observations (unknowns with 
known weights) as explained in Section  3.6.2. 
5.3.1 Sparse BBA strategy using GHM and pseudo-observations 
Generally, in the literature, BA is formulated via Gauss-Markov model (GMM). Such a model is defined 
as ( )=m f p . That is observations m (coordinates of image features) are expressed by a non-linear 
functional relation f of unknown parameters p. The parameters include 3D coordinates of points, EO 
parameters and intrinsic calibration parameters of cameras. An initial estimation of parameters p0 and 
observations m are available from SfM computation. The final estimation of parameters pˆ  is desired, so 
that the sum of squared re-projection errors vTv is minimized with ˆ( )= −v m f p . This can be solved 
with iterative methods such as LM. The basic key of the solver is a linear approximation of f at a small 
neighborhood δp of p; i.e. f(p+ δp) ≈ f(p)+Jδp, where J=∂f/∂p is the Jacobian matrix. The main 
characteristic of this model is that observations would remain unchanged through the optimization 
iterations.  
This problem can alternatively be modeled via a Gauss-Helmert model, in which the functional relation  
f includes both observations and unknown parameters, i.e. ( , ) 0=f m p . Therefore, linearization should 
                                                            
1 That is each camera looks at the same part of scene as only few other cameras 
2 LU decomposition is less efficient than Cholesky factorization for solving large linear system 
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be performed not only at small neighborhood δp of p but also at small neighborhood v of m. This is the 
model used in this thesis and will be discussed in the following paragraphs. 
The unknowns can be divided into three partitions, (6 3 )[ , , ] a b cu u u+ += ∈ℜp a b c . The unknowns 6∈ℜja  
represent the EO parameters of the jth image. 3∈ℜib  represents the 3D coordinates of the i
th point, and 
cu∈ℜc  represents the intrinsic calibration parameters. ua and ub are the total number of images and 
object points, respectively. uc is the number of intrinsic camera calibration parameters, which depends 
both on the model of distortions and the number of different cameras (devices) in the dataset. In this 
thesis, only one camera was used, and the IO and distortions were modeled using a total of 10 
parameters (see Appendix I); i.e. uc was equal to 10.  
There may also be a set of additional constraints on unknowns as g(p)=0. For instance, seven inner-
constrains might be applied. As mentioned earlier, the intrinsic calibration parameters are considered as 
pseudo-observations; i.e. they have a weight matrix Qc associated with them. The weight of other 
unknowns is zero; i.e. 0p cQ ∉ = . The observations include blocks of 
2∈ℜijm , which represents the 
coordinates of the ith point on the jth image. The weight matrix of observations Q is made of diagonal 
matrices 2 2ijQ
×∈ℜ . 
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where Jacobian matrices are J=∂f/∂p, B=∂f/∂m and M=∂g/∂p, and miss-closure vectors are w=f(p,m) and 
t=g(p). Therefore, the objective function Ω to be minimized can be expressed as Equation (2), where μ 
and λ are Lagrange multipliers. 
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where, (Hc, Ha, Hb, Hca, Hcb, Hab) are sub-blocks of Hessian matrix 1( )T Tp mH Q J BQ B J
−= + , (nc, na, nb) 
are sub-blocks of the gradient 1( )T TmJ BQ B
−= −n w , and (Ma, Mb) are sub-blocks of the Jacobian of 
constraint equations M.  
Note that Hac, Hbc and Hba would be equal to (Hca)T, (Hcb)T, (Hab)T only if the horizontal image 
coordinates were independent of vertical image coordinates. However, in this study, this condition did 
not hold true because of in-plane affine distortions of the sensor. 
The direct solution of Equation (3) is computationally infeasible for large datasets. However, due to the 
sparse structure of the sub-blocks of the normal equation, it can be solved by Schur-complement trick. 
The following steps should be performed to solve Equation (3) sparsely. See the details of camera 
system reduction in Appendix III. 
1. Prepare the initial estimations, p0, and image observations, m (see Section  5.2). 
2. Set the termination criteria: 
a. The largest value of the residual vector n falls below ε1 (set to 10-16) 
b. The largest value in the changes of parameters δ p  falls below ε2 (set to 10-16) 
c. The number of LM iterations reaches an upper bound kmax (set to 100) 
3. For any point i on image j, compute derivative matrices with respect to unknowns (J), observations 
(B) and constraints (M) via Equation (4).  
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4. Calculate the auxiliary matrix ( ) 11 Tij ij ij ijD B Q B −−=  
5. Compute miss-closure vectors with respect to observation equations (w) and constraint equations (t) 
via Equation (5). 
( )
( , )ij ij ij=
t = g p
w f m p  (5) 
6. Calculate residuals with respect to camera intrinsic parameters (nc), camera orientation parameters 
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7. Calculate Hessian sub-blocks via Equation (7). 
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8. Replace ajH  and
b
iH with their inverses (computed using sparse LU decomposition). 
9. Compute the following auxiliary variables and delete the variables that are no more required to free 
the memory space allocated to them. 
1,  ( ) ,  ,  delete ( , )ib b bc c c cb b g b C b ci i i i i i
i
Z H H K H H Z Z Z K Z H−= = − =∑  
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10. Solve the linear reduced camera system of Equation (9) using LU decomposition and update the EO 
parameters as new δ= +a a a  
c bO Oδ =a  (9) 
11. Calculate the Lagrange multiplier λ as in Equation (10). 
N OS S δ= + aλ  (10) 
12. Solve δc  as in Equation (11) and update the intrinsic calibration parameters as new δ= +c c c . 
( )C O K NK K K Kδ δ= + +c a λ  (11) 
13. For any point i, solve iδb  via Equation (12) and update the 3D coordinates of the points as 
new
i i iδ= +b b b . 
( ( ))N g O b ba Ki i i j i ij j i
j
U Z K H H Uδ δ= + − − +∑b a λ  (12) 
15. Calculate the vectors of residuals ijv  for feature i on image j via Equation (13) and update the 
observation as newij ij ij= +m m v . 
( )( ( ))T c a bij ij ij ij ij ij ij j ij iQ B D J J Jδ δ δ= − + + +v w c a b  (13) 
16. If any of the stop criteria (Step 2) is met, then quit. Otherwise, replace m with newm , replace p0 with 
[ , , ]new new new new=p a b c , increment k, and return to Step 3. 
5.3.2 Experimental results 
Using the observations and estimations made at Section  0 5.2, the BBA could be performed on images of 
dataset A (Table  3.5.1). The first factor tested was the effect of integrating pseudo-observations on de-
correlating the unknowns. The experiments and results with this regard are already presented in Section 
 3.8.6, and will not be repeated here. However, as a short reminder, it was shown that the proposed 
strategy could de-correlate IO parameters from EO parameters up to 60%, even when the imaging 
configuration was not suitable.  
The importance of this de-correlation becomes evident and critical when the intrinsic camera calibration 
parameters, estimated from BA, should be used in a separate reconstruction (intersection/resection only). 
This is a common case in large-scale sequential SfM, where BA can only be performed on some 
keyframes. In such cases, the estimated intrinsic parameters from the last BA should be directly applied 
for reconstructing the scene from the frames in between the key frames. Therefore, the accuracy of the 
intrinsic parameters would be important.  
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To clarify this, consider the examples given in Section 3.7.3. Once, the observations of a set of images at 
different altitudes (corresponding to Figure  3.7.4c) were applied for ordinary BBA and calculating the 
camera intrinsic parameters (corresponding to Figure  3.8.10c). Given these intrinsic calibration 
parameters, and some known EO parameters, the 3D coordinates of checkpoint visible on other images 
of the dataset were reconstructed. Note that the EO parameters were assumed fixed, and were the ones 
calculated from a complete BBA as in Section  3.6.2. The average 2-norm of the residuals on 
checkpoints in this reconstruction was 8.5±1.0 cm (blue plot at Figure  5.3.1).  
Another time, the observations of a set of images at the same altitudes (corresponding to Figure  3.7.4b) 
were considered for ordinary BBA and calculating the camera intrinsic parameters (corresponding to 
Figure  3.8.10b). The average 2-norm of the residuals on checkpoints in reconstruction with these 
intrinsic calibration parameters was 18.3±1.8 cm (red plot at Figure  5.3.1). It should also be noted that 
the largest errors happened at the z-direction with an average of 18.2±1.7 cm. 
One more time, the observations of the set of images at the same altitudes (corresponding to Figure 
 3.7.4b) were applied for the proposed BBA strategy and calculating the camera intrinsic parameters 
(corresponding to Figure  3.8.10d). The average 2-norm of the residuals on checkpoints in reconstruction 
with these intrinsic calibration parameters was only 3.5± 1.6 cm (green plot at Figure  5.3.1). 
Finally, the intrinsic calibration parameters calculated offline were directly used for calculating the 3D 
coordinates of the checkpoints. The average 2-norm of the residuals on checkpoints in reconstruction 
with offline intrinsic calibration parameters was 37.1± 17.3 cm (black plot at Figure  5.3.1). 
When the correlation between IO and EO parameters (specifically focal length and altitude) is high, then 
the IO parameters cannot be correctly estimated. Therefore, when they are applied for independent 
reconstruction, low accuracy is achieved. Varying the camera orientations and attitudes is the physical 
solution to reduce the correlation between unknowns. Therefore, the accuracy of reconstruction 
increases as well (53% improvement). The proposed strategy for BBA is a numerical solution to reduce 
the correlation between IO and EO parameters. As the results show, the accuracy of reconstruction is 
improved by 81%. This shows the importance of the proposed strategy in de-correlating the IO and EO 




Figure  5.3.1. Error of independent reconstruction using some fixed EO parameters when applying the 
intrinsic calibration parameters calculated in a different way 
 
The second effect to be tested was the behavior of the proposed sparse BBA in application to all the 
images of data set A. After terminating BBA, the computed coordinates of checkpoints were compared 
to their measured coordinates. The 2-norm of these residuals on checkpoints is presented in Figure  5.3.2. 
As it can be noticed, the suggested BBA strategy resulted in a high accuracy of 6.0±1.2 mm on 
checkpoints. Comparatively, the accuracy achieved with sparse BBA using Gauss-Markov model (see 
the formulation in Appendix IV) was 6.8±1.4 mm on checkpoints. It shows that, in average, the 
proposed strategy caused 12% accuracy improvement. In addition, the speed of convergence with the 
proposed strategy was almost three times faster than ordinary BA; the former converged after 5 
iterations, while the latter took 15 iterations. 
 





6. Dense Reconstruction 
 
6.1 Article Presentation 
6.1.1 Background 
This article is part of the thesis related to the specific objective 3.3, namely revisiting the concepts of 
intrinsic curves for developing an efficient dense stereo matching technique.  
In terms of research problematic, this article considers the problem of dense matching for high-
resolution images. When dealing with high-resolution images where terrain-relief variations cause large 
changes of disparity values, the task of dense matching becomes difficult. For instance, in the gravel-pit 
dataset, disparity range varied at few thousands of pixels. Therefore, the disparity search space becomes 
very large for any stereo pair and handling it becomes difficult either memory-wise or time-wise. 
Another problem with high-resolution images is that possibility of occlusion increases since more details 
are imaged. For instance, stereo low-resolution images of a pile might result in major occlusions due to a 
hidden side of the pile in one image. However, high-resolution images of the same pile result in 
occlusions at details too. For instance, one side of every small rock on the pile might be visible in one 
image but hidden in another one. In addition, the increase of details in the image increases the chance of 
mismatching and matching ambiguity as well. Therefore, rather than pixel-wise intensity differences, 
higher levels of details and clues need be considered for dense matching. Using concepts of intrinsic 
curves, the following article strives to address these challenges. 
 
6.1.2 Methodology 
To initiate dense matching, the stereo images should first be rectified. Rectification is the process of 
making vertical equivalent images from tilted stereo images (Wolf and Dewitt, 2000, p. 217). In 
rectified images, corresponding points are located on the same rows, namely epipolar lines or scanlines. 
Therefore, there is only a horizontal shift between them, called disparity. The task of dense matching is 
to identify the corresponding points by determining these disparity values for as many pixels as possible. 
In this study, method of Fusiello et al. (2000) is used for rectification, as it is known to avoid introducing 
large projective distortions to epipolar images. The flowchart of the research methodology for dense 
matching using intrinsic curves is presented in Figure  6.1.1. The following article discusses this 
methodology and the logic behind it. Note that this thesis is not involved with the techniques of dense 
matching post-refinements, such as hole-filling, densifying, sub-pixel refinement, speckle filtering of the 
generated disparity map, or median filtering of the generated point cloud. The objective of this article is 
introducing a new dense matching technique and evaluating its raw effect on the accuracy and efficiency 
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Dense stereo matching is one of the fundamental and active areas of photogrammetry. The increasing 
image resolution of digital cameras as well as the growing interest in unconventional imaging, e.g. 
unmanned aerial imagery, has exposed stereo image pairs to serious occlusion, noise and matching 
ambiguity. This has also resulted in an increase in the range of disparity values that should be considered 
for matching. Therefore, conventional methods of dense matching need to be revised to achieve higher 
levels of efficiency and accuracy. In this paper, we present an algorithm that uses the concepts of 
intrinsic curves to propose sparse disparity hypotheses for each pixel. Then, the hypotheses are 
propagated to adjoining pixels by label-set enlargement based on the proximity in the space of intrinsic 
curves. The same concepts are applied to model occlusions explicitly via a regularization term in the 
energy function. Finally, an optimization is required to assign one of the disparity hypotheses to each 
pixel. With this regard, two approaches are tested, global optimization using belief propagation and 
semi-global matching by cost augmentation along several local paths. By searching only through a small 
fraction of the whole disparity search space and handling occlusions and ambiguities, the proposed 
framework could achieve high levels of accuracy and efficiency compared to the state-of-the-art. 
Resumé 
L’appariement dense est l'un des domaines fondamentaux et actifs de la photogrammétrie. La résolution 
croissante des images fournies par les appareils photo numériques, ainsi que l'intérêt croissant pour 
l'imagerie non conventionnelle telle que l'imagerie aérienne acquise par drones, occasionne des 
occlusions, du bruit et de l'ambigüité sur les paires d'images stéréo. Cela a également entrainé une 
augmentation de la gamme des valeurs de disparité qui devraient être considérées pour l'appariement. 
Par conséquent, les méthodes classiques d'appariement dense doivent être révisées pour atteindre des 
niveaux plus élevés d'efficacité et de précision. Dans cet article, nous présentons un algorithme qui 
utilise les concepts de courbes intrinsèques afin de proposer des hypothèses de disparité clairsemées 
pour chaque pixel. Ensuite, les hypothèses sont propagées aux pixels adjacents en fonction de la 
proximité dans l'espace des courbes intrinsèques. Les mêmes concepts sont appliqués pour modéliser les 
occlusions explicitement par un terme de régularisation dans la fonction d'énergie. Enfin, l'optimisation 
est nécessaire pour attribuer l'une des hypothèses de disparité pour chaque pixel. À cet égard, deux 
approches sont testées, l'optimisation globale en utilisant la propagation des croyances et l'appariement 
semi-globalpar l’augmentation des coûts selon divers trajets locaux. En cherchant seulement à travers 
une petite fraction de l'ensemble de l'espace de recherche de la disparité et la manipulation des 
occlusions et des ambigüités, l’approche proposée pourrait atteindre des niveaux élevés de précision et 
d'efficacité par rapport à l'état de l’art. 






Dense stereo matching has always been one of the fundamental and active areas of photogrammetry and 
computer vision. In addition to three-dimensional (3D) scene reconstruction, several other applications 
such as view synthesis, image-based rendering, and robotics benefit from the results of dense matching. 
Generally, any dense stereo matching technique can be described by the following three components: 
matching cost computation, cost aggregation and disparity computation (Scharstein and Szeliski, 2002). 
Disparity refinement, which is basically an enhancement of the generated depth field, can also be 
considered as the fourth step of the dense matching.  
Most of the dense matching techniques, which are discussed in the next section, still have considerable 
computational complexity regarding the size of the disparity search space. The techniques proposed to 
deal with such complexities either evaluate the complete disparity space implicitly or require successive 
correspondence search over the full or limited range of disparities. In addition, the sensitivity of 
matching techniques to occlusion, noise and matching ambiguity at poorly textured regions is 
undeniable. These necessitate enforcing constraints such as ordering and uniqueness that are not always 
efficient/true for all types of scenes. 
In this paper, we present a matching algorithm that is generally based on the concepts of intrinsic curves 
(Tomasi and Manduchi, 1998). This matching strategy avoids exhaustive disparity search space 
exploration by proposing sparse disparity hypotheses for each pixel. Then, the hypotheses are 
propagated to adjoining pixels by label-set enlargement based on the proximity in the space of intrinsic 
curves in order to avoid gaps created due to noise. The same concepts are applied to model occlusions 
explicitly via a regularization term in the energy function. Finally, two approaches are tested to assign 
one of the disparity hypotheses to each pixel, global optimization using belief propagation and semi-
global matching by cost augmentation along several local paths. 
The rest of the paper is organized as follows. First, a brief review of literature in dense stereo matching 
is presented. Then, the details of the proposed technique are presented in sections 6.4 and 6.5. The 
experiments performed to evaluate our method are discussed in section 6.6 and, finally, the conclusions 
are mentioned in section 6.7.    
 
6.3 Related Work 
The techniques of dense matching can be classified into two categories of local and global methods. 
Local methods construct a cubic cost volume ( , , )C x y d , which represents the cost associated with 
matching a pixel ( , )x y  in the left (reference) image to the corresponding pixel in the other stereo image 
(right image) at a disparity value d belonging to the full disparity search range. This matching cost is 
usually quantified by a per-pixel dissimilarity measure. Then, the disparity map can be determined by 
finding the minimum cost at each pixel as ˆ( , ) arg min ( , , )dd x y C x y d= . However, such results are highly noisy 
because the solution is not regularized. To regularize the solution one can aggregate the costs over a 
support region (local window) and find the disparity with the lowest aggregated cost. Basically, the 
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window-based cost aggregation means filtering the ( , )x y  dimensions of the cost volume (Hosni et al., 
2013). Thus, the aggregated cost over a window W can be achieved as ( , )( , )( , , ) ( , , )S u vu v WC x y d C x y dω∈=∑ , 
where ω is the weight of a pixel in the support area (Gurbuz et al., 2015). For instance, in the sum-of-
squared-differences (SSD) algorithm, the support aggregation is done by summing matching costs over a 
squared window surrounding each point assuming a constant disparity, i.e. ω=1. In some algorithms, the 
aggregation is performed implicitly by computing a window-based matching cost such as normalized 
cross-correlation (NCC). Although these window-based aggregations yield smoother results, they ignore 
disparity discontinuities since the windows are not aligned with image edges. In order to preserve depth 
discontinuities, edge-aware weighted filters, e.g. geodesic distance, bilateral and guided filtering, can be 
used at the cost of noticeably higher computational complexity (Yoon and Kweon, 2006; Hosni et al., 
2009; Hosni et al., 2013). The main drawback of local techniques is that they require evaluating the full 
disparity space image (DSI). That is the matching costs should be computed and aggregated at each 
pixel for all possible disparities (Sinha et al., 2014). They also depend largely on the choice of the 
window size (W). While a small window is preferred to avoid over-smoothing and to increase 
computational efficiency, a large window is required in areas of low texture to decrease matching 
ambiguity. These facts results in a trade-off between lower success rate using small windows and border 
bleeding artifacts using large windows (Geiger et al., 2011). Therefore, when the local characteristics of 
the pixels are similar, considerable ambiguity is involved in finding their correspondences without 
global reasoning. 
In global methods, stereo matching is formulated as a pixel labeling problem, where the inputs are a set 
of pixels and a set of labels (i.e. potential disparities). From the probabilistic point of view, this can be 
treated as an inference problem using Bayesian approaches. That is inferring the disparity map given the 
likelihood based on image observations and the prior based on the assumptions about the scene structure 
(e.g. disparity smoothness) (Sun et al., 2013). Bayesian approaches can be divided into two categories 
based on pathfinding and Markov random fields (MRF). In path-finding approaches, ordering and 
uniqueness constraints are the priors that are used to solve scanline matching in terms of finding the 
shortest path to go from the beginning to the end of the corresponding scanlines (epipolar lines) in the 
matrix of their pair-wise matching costs. The most popular solution used in the literature to find such 
minimum-cost path is dynamic programming (DP) (Cox et al., 1996). The main drawback of these 
techniques is that the dependence between scanlines is either totally ignored or partially considered via 
inter-scanline vertical edges (Ohta et al., 1985). Without the smoothness assumption between scanlines, 
the results of path-finding approaches often suffer from streaking effect (Zitnick and Kanade, 2000). As 
a powerful alternative, the labeling problem can be modeled as a Markov random field (MRF) since a 
particular pixel label depends only on the labels of its neighbors (Boykov et al., 1998). Such problem 
can then be solved in an energy minimization framework, where a global energy function penalizes 
intensity dissimilarities between the corresponding pixels and discontinuities between the neighboring 
pixels in the disparity map (Scharstein and Szeliski, 2002). In other words, the maximum a posterior 
(MAP) estimate of the disparity map can be achieved by minimizing this energy function. However, 
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minimizing a global MRF-based energy function is generally NP-hard1
A drawback of global methods is their computational complexity, which does not scale well to large 
label spaces (large DSI). Several solutions exist for limiting the disparity search range. The simplest way 
is to select only the best disparities for each pixel that correspond to the highest matching scores. 
Another way is the hierarchical approach, in which a Gaussian pyramid of the original images is 
constructed and disparities are computed at each level. Then, disparity results at coarser levels are used 
to reduce the disparity range at finer levels. Local, fast window-based techniques can also be used before 
applying a complex global technique to reduce the matching ambiguity. A more recent category of 
techniques for disparity search space reduction is based on assuming planar hypotheses for specific 
regions of the images. For instance, Libelas method builds a prior on the disparities by forming a 
triangulation on sparsely matched keypoints (Geiger et al., 2011). PatchMatch stereo also finds 
correspondences between small patches (segments) of the images by iteratively propagating disparities 
from initial seeds to their neighbors (Bleyer et al., 2011). In LPS (Local Plane Sweeps) method, local 
slanted plan hypotheses, which are derived from initial sparse feature correspondences, are used to 
propose disparity hypotheses (Sinha et al., 2014). Except for the best candidate based method, the rest of 
these techniques require either exhaustive DSI computation or successive matching to find the 
appropriate priors.  
. Therefore, a variety of 
approximation algorithms has been proposed that apply graph cuts or belief propagation for inference 
(Sun et al., 2003; Boykov et al., 2001). Semi-global matching (SGM) is also a technique that 
approximates the global MRF inference by aggregating cost functions along several (usually eight or 
sixteen) local paths in the image and computes the disparity with a winner-take-all mechanism 
(Hirschmüller, 2008). 
Another drawback of global methods is their tendency to fail in occluded regions (Mozerov et al., 2015). 
Generally, uniqueness and ordering constraints are used to handle occlusion. Uniqueness is usually 
enforced by left-right cross-checking of disparity maps. The ordering constraint, which is mostly 
satisfied in DP-based methods, requires that the relative ordering of pixels remains the same on the 
corresponding scanlines. However, such assumption is not always true, especially in scenes containing 
narrow foreground objects (Scharstein and Szeliski, 2002). 
 
6.4 Original Concepts of Intrinsic Curves 
6.4.1 Definition 
In this study, we revisit the concept of intrinsic curves proposed by Tomasi and Manduchi (1998) to 
develop a new dense matching approach. Intrinsic curves are the multidimensional representations of the 
paths that the image descriptors follow as a scanline is traversed from left to right. Assume the intensity 
and its derivative (gradient) as two image descriptors. Scanlines can then be considered as one-
dimensional (1D) signals of intensity l(xl) at every location xl on the left scanline and r(xr) at every 
                                                            
1 non-deterministic polynomial-time hard 
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location xr on the right scanline (Figure  6.4.1a)1
Figure  6.4.1
. Respectively, their derivatives are l'(xl) and r'(xr). If we 
plot l'(xl) versus l(xl), then we lose the spatial track of xl ( b), i.e. the new representation of 
the left scanline would be Cl=l'(l). In this new representation, if l(x) is replaced by a displaced replica 
l(xl+d), the curve Cl of Figure  6.4.1b remains the same. Due to this invariance to displacements 
(disparities), these curves are called intrinsic curves. Then, the problem of image matching would be 
converted to the problem of curve matching. It should be noted that in order to have a 
continuous/smooth representation of the curves, the scanline intensity signals are modeled with piece-








Figure  6.4.1. (a) One part of left and right corresponding scanlines; (b) Intrinsic curves of the left and 
right scanlines (Cl, Cr) in red and blue, respectively. 
 
6.4.2 Matching cost computation 
If the only difference between two scanlines were the geometric disparity, the two curves would 
coincide everywhere. However, the images are usually corrupted by noise and photometric 
transformations. Therefore, there is a non-constant variation between the two curves. According to 
Tomasi and Manduchi (1998), zero-mean low-pass filtering of the images may remove the noise and 
brightness bias between images completely. Therefore, contrast difference is the only remaining 
difference between scanlines, which causes the right intrinsic curve Cr be an expanded/contracted form 
of the left intrinsic curve Cl from the origin. This assumption suggests a radial metric for finding 
candidate matches based on intrinsic curves; i.e. two points might be corresponding if they are collinear 
with the origin in the two-dimensional space of the curves, e.g. points cl1 and cr1 in Figure  6.4.1b. In this 
                                                            
1 The stereo images belong to Middlebury Stereo Datasets; see Section 5.6. 
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sense, their radial distance in the full space of curves shows the degree of their similarity and measures 
the matching costs. 
6.4.3 Local aggregation 
The original study suggests aggregating the candidate matches into candidate matching segments; i.e. a 
candidate match and its close neighbors on the intrinsic curves belong to a matching segment, and these 
matches are either all wrong or right. For instance, candidate correspondences (cl1, cr1) and (cl2, cr2) 
belong to the same segment since the arc-length sl between cl1 and cl2 is smaller than a threshold and is 
also close to the arc-length sr between cr1 and cr2. The matching cost of each segment is defined as the 
sum of the matching costs of its correspondences. 
6.4.4 Disparity computation 
Because of the aggregation step, there are fewer candidate segments than candidate matching points; 
therefore, the search space for matching is reduced. Constraints of uniqueness and ordering are applied 
to the candidate segments to solve the matching with a path-finding approach. That is, two candidate 
segments, e.g. S1={(cl1,cr1),(cl2,cr2)} and S2={(cl3,cr3),(cl4,cr4)}, can follow each other only if there is no 
overlap between them (uniqueness) and one is the successor of the other (ordering). Based on this 
concept, a graph is formed in which the candidate segments are the nodes, and segments that can follow 
each other are linked with edges. The edges are weighted based on the aggregated matching cost of the 
source nodes. Then, an application of a shortest-path-finding algorithm produces the minimum-cost path 
through the scanline, that is, the best matching segments. 
6.4.5 Shortcomings of the original concepts 
Although low-pass filtering of a signal reduces its noise level and subtracting the mean from two signals 
decreases their shift (bias), there usually remains some local shift between the signals. In other words, 
assuming an affine photometric distortion model is locally possible, but not globally. As a result, the 
radial metric (phase similarity) is not applicable everywhere. For example, at the stereo pair of Figure 
 6.4.1a, only for 35% of the points, the ground-truth match exists among the hypothesized candidate 
matches. 
In addition, computing matching cost as the radial distance between two points is not enough to resolve 
the matching ambiguities since this distance is only a pixel-wise measure, similar to squared intensity 
difference (SD).  
Another shortcoming arises from the aggregation step. While segmenting candidate matches based on 
the arc-length proximity seems like a brilliant alternative for window-based cost aggregation, it does not 
provide dense matching and struggles for finding correct matches at poorly textured image areas. To 
understand this more clearly, a part of a scanline with both poor and high-variance textures is shown in 
Figure  6.4.2. Sampling the intensity signal of this scanline based on a constant x (1 pixel) results in a 
uniform grid through the scanline (Figure  6.4.2a). However, sampling based on a constant arc-length (9 
gray values) through the intrinsic curve results in a non-uniform grid through the scanline (Figure 
 6.4.2b). This non-uniform grid is denser at busy areas of the image since the arc-lengths are longer 
where high intensity changes happen. As a result, at these areas candidate matches may not be close 
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enough (in terms of arc-length) to form candidate segments; therefore, they will be left unmatched. On 
the other hand, at flat areas of the image, the arc-lengths are shorter. Thus, these areas produce crowded 





Figure  6.4.2. (a) Uniform sampling of a scanline based on position; (b) Non-uniform sampling based on 
arc-length.   
 
6.5 Proposed Dense Matching Algorithm 
In contrast with the original concept, we do not want to lose the full track of disparity. However, we are 
looking for a solution to maximize the benefits from the concepts of intrinsic curves in order to first, 
reduce the disparity search space without requiring successive matching or additional search, and, 
second, to handle the poorly-textured areas (ambiguity) and occluded areas (occlusion) efficiently. 
6.5.1 Hypothesis generation  
We establish the hypotheses for pixels belonging to a small neighborhood (Ni) by assuming that the 
photometric transformation between corresponding scanlines can be locally modeled with an affine 
transformation as follows: 
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( ) ( )     , l l li i ir x d l x x Nα β+ = + ∈  (1) 
where the gain parameter αi and the shift parameter βi represent the difference in contrast and brightness 
between the scanlines in the local neighborhood Ni. This assumption necessitates zero-mean low-pass 
filtering of the image, e.g. with a Gaussian filter with kernel size 3 and standard deviation of 1.2, in 
order to avoid an additional noise term in Equation (1). In fact, the noise term can be considered small 
enough to be independent of x and to be integrated to the brightness bias term.  
If we consider the parametric representation of the left intrinsic curves by a pair of functions as Cl(x) = 
(l(x), l'(x)), then the parametric form of the right curve can be estimated as 
( ) ( ( ) , ( ))r l l li i iC x d l x l xα β α ′+ = + . This proves that, at corresponding points, C
l and Cr cannot be radial 
from the center; however, the tangents to the curves, ( , )l l′ ′′=lt  and ( , )r r′ ′′=rt , have the same orientations 
(θl, θr).  
1
1 1
( ) tan ( )





















Therefore, at any pixel p at coordinates (xp, yp) on the left image, the set of disparity candidates Dp can 
be defined as follows: 
{ | ( ( ) ( )) }l rp p pD d D abs x x d Tθ θ= ∈ − + <  (3) 
where D is the whole range of possible disparities. 
Although this assumption is generally true for small thresholds T, it may cause problems at texture-less 
areas of the image, where intensity changes are either very low or zero. Because, in these cases, even 
small values of remaining noise on the scanlines are large enough, compared to the values of ( , )l l′ ′′ , to 
make noticeable differences between θl and θr. To avoid such situations, we can increase the threshold T. 
In addition, a filtering step is applied to fill in any gaps in the disparity hypotheses that may exist 
because of noise. This filtering step is similar to the idea proposed by Veksler (2006), however with 
different definition and measures. Let define set Pd as { |  }d pP d D= ∈p . In other words, Pd is the set of 
all the pixels for which the disparity d is selected as a candidate disparity. Now, Pd can be extended 
(enlarged) to all the pixels that are close to pixels of set Pd on the intrinsic curves. That is: 
{ | ( , )   for some }extendedd dP Pϕ σ= < ∈i i j jp p p p  (4) 
where φ(pi, pj) is the curve arc-length measured as: 





l x l x dxϕ ′ ′′= +∫i jp p  (5) 
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It is noteworthy that this measure to extend the disparity candidates considers the fact that close pixels 
(in spatial space) that have similar intensities and similar intensity changes (therefore, are close in the 
curve space) are more probable to have similar disparities. 
6.5.2 Occlusions 
Using intrinsic curves, occlusions stand out as pieces of one curve, usually in the form of loops, which 
remain unmatched in the other curve. Figure  6.5.1a and Figure  6.5.1b show two scanlines and their 
corresponding intrinsic curves. The stars on the curves show the matched pixels and the circles on the 









Figure  6.5.1. (a) One part of left and right corresponding scanlines with partial occlusions; (b) Intrinsic 
curves demonstrating matched pixels (shown by stars) and occluded pixels (shown by circles in the 
green frame). 
 
As it can be noticed, occlusions happen at left arcs whose curvature changes are not similar to the right 
arcs. In other words, the curvature of the left curve changes the same way as the curvature of the right 
curve between any two non-occluded corresponding points; i.e. the curve remains either concave or 
convex in both curves. To formulate this concept mathematically, consider a pixels xli on the left 
scanline and its adjacent neighbors xli+1 and xli−1. Their correspondences on the right scanline are 
denoted as xri, xri+1 and xri−1. Respectively, the points on the intrinsic curves associated with these 
pixels are denoted as cli, cli+1, cli-1, cri, cri+1 and cri-1 (Figure  6.5.2). Assume that 1l iiκ + contains the 
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curvature values of the left curve between cli and cli+1. A similar definition applies to 
1
1 1,   and 
l i r i r i
i i iκ κ κ
+
− − . Therefore, the similarity of curvature changes around pixels x
l
i and xri can be 
measured as follows. 
( )1 1
{ , 1}
( , ) min ( ) ( )l r l j r ji i j jj i i
x x sign signκ κ+ +
∈ −
Θ = −  (6) 
If xli is non-occluded and is surrounded by two non-occluded pixels xli+1 and xli−1, then 1( )l iisign κ
+  and 
1( )r iisign κ
+ are the same; besides, 1( )
l i
isign κ −  and 1( )
r i
isign κ −  are equal too, which means ( , ) 0
l r
i ix xΘ =
. Alternatively, if it is surrounded by one occluded pixel at one side, for example at xli+1, and by one 
non-occluded pixel at the other side (xli−1), then only 1( )
l i
isign κ −  and 1( )
r i
isign κ −  are equal; however, 
1( )l iisign κ
+  and 1( )r iisign κ
+  are different. This shows an occurrence of occlusion. This concept is used 
later in defining the global energy function for matching. 
 
 
Figure  6.5.2. Example of intrinsic curves to measure local curvature similarity for occlusion detection 
 
It should be noted that occlusions are also implicitly considered in the stage of hypothesis generation. 
That is, the pixels with empty candidate disparity sets are automatically recognized as occluded pixels 
and will be left unmatched. 
6.5.3 Global energy function 
Consider the reference image as a set of pixels P with observed intensities Ip for each P∈p . Therefore, 
a pixel p is representative of image observations at pixel p. The pixel p has coordinates (xp,yp) and its 
four immediate neighbors {(xp−1,yp), (xp+1,yp), (xp,yp−1), (xp,yp+1)} form a neighborhood set Np. The 






, where Dp is the set of disparity hypotheses for 
pixel p as defined in Section 6.5.1. 
In global algorithms, the goal of matching is to compute, for each pixel p, an optimal label pd as the 
disparity at this pixel, so that the following energy function is minimized: 
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( , ) ( , ) ( , ) ( , )
p
data p occ p smooth p q
P N
E P D E d E d E d d
∈ ∈




p p  (7) 
In the following subsections, the data term Edata and smoothness term Esmooth, the occlusion term Eocc are 
defined. Later in Section 6.5.4, the belief propagation strategy to minimize this energy function is 
explained as well. In addition, in Section 6.5.5, semi-global matching using these occlusion and data 
terms is explained. 
6.5.3.1 Data term 
The data term encodes the intensity similarity (photometric consistency) of pixel correspondences for 
hypothesized disparities: 
( , ) ( ( , ))data p data pE d F dρ=p p  (8) 
where ( , )pF dp is the cost of matching pixel p to the right image with disparity pd . In this study, we 
measure F based on non-parametric census transform (Zabih and Woodfill, 1994). The function dataρ  is a 
truncated L1 norm function proposed by (Sun et al., 2003) that is robust to noise: 






= − − − +     
 (9) 
where ed and σd are parameters controlling the shape of the function.  
6.5.3.2 Smoothness term 
The smoothness term encodes the piecewise smoothness prior on the disparities of every pixel p and its 
immediate neighbors q. 
( , ) ( )smooth p q smooth p qE d d d dρ= −  (10) 
where the function smoothρ  is also a robust function defined similar to Equation (9) with parameters es 
and σs.  






= − − − +     
 (11) 
The function smoothρ  has the form of a potential function of Total Variance (TV), which has the 
discontinuity-preserving property needed for a proper smoothness term (Sun et al., 2003). The parameter 




   
a b c 
Figure  6.5.3. The robust function ρ(t) with different parameters. (a) e=0.01, σ=0.6; (b) e=0.05, σ=0.6; 
(c) e=0.05, σ=1.8. 
 
6.5.3.3 Occlusion term 
In addition, we want to include the occlusion term for encoding the occlusion clues as explained in 
Section 6.5.2. Therefore, we integrate such occlusion assumption into the basic energy function using a 
soft constraint as Eocc. 
( , ) ( , )occ p p p pE d x x d= Θ +p  (12) 
where the function Θ is defined as in Equation (6). This energy term imposes a penalty for a pixel p 
being occluded on the right image assuming a disparity dp.  
6.5.4 Approximating inference by belief propagation 
From probabilistic point of view, the energy is equal, up to a constant, to the negative log posterior. 
Therefore, minimizing the energy function E(P,D) is equivalent to maximizing a posterior probability 
p(D|P); that is the disparity map given image observations (Equation (13)). In fact, in a Markov random 
field network, pixels P can be considered as observable nodes of the graph, and disparity hypotheses D 
(or labels) can be considered as random variables (hidden nodes). There is a link (undirected edge) 
between any pixel p and all the labels in its candidate disparity set Dp and also between any directly 
neighboring pixels:  












p  (13) 
where γ is the unary potential, 
( )( , ) exp ( ( , ) ( , )p data p p p pd F d x x dγ ρ= − −Θ +p p  (14) 
and η is the interaction or binary potential. 
( , ) exp( ( ))p q smooth p qd d d dη ρ= − −  (15) 
To maximize this posterior, loopy belief propagation (LBP) technique is used (Sun et al., 2003). There 
are several algorithms to perform LBP, from which the max-product algorithm is applied here that 
maximizes the joint posterior. Note that this would be equivalent to the min-sum algorithm, if the 
negative log probabilities were used instead of the potentials. Max-product is basically a message-
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sending algorithm where every observable node p sends a message ( ( )p qmsg d→ ) to node q in its 
neighborhood about the amount of its belief that node q has disparity value d:  
\
( ) max ( , ) ( , ) ( )
p p
l D N






∏p q s p
s q
p  (16) 
where Np\q means all the pixels in the neighborhood of pixel p except for q, to which the message is 
being sent. It should be noted that for a pixel q should only receive messages about disparities that 
belong to its candidate disparity set, i.e. qd D∈ . 
The details of the algorithm are avoided here and readers are referred to Sun et al. (2003) and (2005) for 
more details. The message sending iterates several times until all the nodes receive the complete 
messages from the other nodes. Then, at the end, the belief at each node p about any disparity candidate 
d (i.e. ( )pB d ) can be computed as follows. 




B d d msg dγ →
∈
= ∏ q p
q
p  (17) 
Therefore, the disparity candidate which maximizes the belief is the optimal one ( ˆpd ), which together 
with the optimal disparities at other pixels maximizes the posterior of Equation (13), or equivalently, 
minimizes the energy of Equation (7). 






=  (18) 
6.5.5 Semi-global optimization 
As explained in Section 6.3, semi-global matching is a technique that approximates the global MRF 
inference by aggregating pixel-wise cost functions and smoothness priors along several local paths in the 
image. Then, it determines the disparity with a winner-take-all mechanism. In this study, the energy 
function is defined as Equation (7), with a slight change for the smoothness prior. Based on the original 
method of SGM (Hirschmüller, 2008), the following energy function is adapted, 
( )1 2( , ) ( ( , )) ( , ) 1 1
p
data p p p p p q p q
P q N
E P D F d x x d PT d d P T d dρ
∈ ∈




p  (19) 
where T is a Boolean operator evaluating to 1 if the succeeding condition is true and to 0 otherwise. 
Values P1 and P2 add constant penalties to the energy when disparity changes a little bit and largely, 
respectively. Therefore, it should always be ensured that 2 1P P≥ . 
To semi-globally minimize the energy function of Equation (19), the aggregated costs S(p,d) should be 
computed. To this end, pixel-wise costs should recursively be accumulated along several paths r, e.g. 
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where q=p+r. Notice that the terms ( , )r pL dq exist only if p qd D∈ . Therefore, the path accumulation is 
performed only for p pd D∈  and the terms that involve p qd D∉  are set to infinity so that they do not 
affect the minimizing operator in Equation (20). Afterward, the accumulated costs Lr are summed over 
the paths in all directions of r, e.g. 8 paths. 
( , ) ( , )p r pS d L d=∑
r
p p  (21) 
Finally, the optimal disparity value is selected as the one that minimizes the aggregated cost S. 






= p  (22) 
 
6.6 Experimental Results 
6.6.1 Close-range stereo images 
In order to test different aspects of the proposed dense matching algorithm, some training stereo images 
belonging to the Middlebury Stereo benchmark were used (Scharstein and Szeliski, 2003; Scharstein and 
Pal, 2007; Hirschmüller and Scharstein, 2007; Scharstein et al., 2014). Moreover, evaluations were 
performed on the 2014 test datasets of the benchmark, which allowed the comparison of this algorithm 
with other state-of-the-art ones.  
For hypothesis generation, orientation threshold of T=15 degrees was used (in Equation (3)), and the 
maximum arc-length in the curve was considered to decide the arc-length threshold σ in Equation (4). If 
the number of pixels, for which at least one disparity candidate was generated, was less than 40% of the 
image size, the orientation threshold was augmented to T=45. However, it was ensured that the number 
of candidates for other pixels did not increase. For F in Equation (8), non-parametric census transform 
with a window size of 9×7 pixels was used. For data and smoothness terms in Equations (9) and (11), 
es=0.15, σs=0.6, ed=0.01 and σd=3 were selected. For LBP, the maximum number of iterations was set to 
25, and for SGM, the penalty terms P1=27 and P2=29 were used, and the number of paths was set to 8 
(equivalent to 4 paths in two scans).  
In the following experiments, the variables that were evaluated include the followings. 
− gain in computational efficiency in terms of reducing the size of the disparity search space 
− accuracy of hypothesis generation to initiate the matching 
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− effect of the inclusion of occlusion term in the energy function 
− accuracy of one-way matching (without any left-right cross consistency checking) compared to 
the state-of-the-art  
− raw accuracy of matching (after left-right consistency checking, with no other post-processing) 
compared to the state-of-the-art  
− density of the generated disparity maps after dense matching 
To evaluate these variables, several performance criteria were used that are described in Table  6.6.1. 




Number of corresponding points whose disparity values are more than 1.5 pixels different from the ground-
truth disparity values, divided by the total number of matched pixels, multiplied by 100 
It is calculated from the disparity map obtained by directly matching the left image to the right one. 
2-way 
error 
Similar to the 1-way error 
However, it is calculated from the disparity map obtained after left-right cross-consistency checking  
Density Total number of matched pixels divided by the total number of matches in the ground-truth map, multiplied by 100 
Hyp_Acc Total number of pixels for which the ground truth disparity value is among their hypothesized candidate disparities, divided by the total number of matches in the ground-truth map, multiplied by 100 
Hyp_Size1 
Number of candidate disparities hypothesized for each pixel averaged over all the pixels for which at least 
one disparity candidate is hypothesized, divided by the ground-truth disparity range of the image, multiplied 
by 100 
Hyp_Size2 
Number of candidate disparities hypothesized for each pixel averaged over all the pixels for which at least 
one disparity candidate is hypothesized, divided by the image width (which is the disparity search range if 
no information is available beforehand), multiplied by 100 
 
Several variants of our proposed algorithm and other state-of-the-art techniques of dense matching were 
applied. Unless otherwise mentioned, for the state-of-the-art techniques the open-source/access libraries 
provided by their authors and the same parameters mentioned in their corresponding articles were used. 
Table  6.6.2 presents a short description of these techniques. 
Table  6.6.2. Description of dense matching techniques applied for comparative experiments 
Technique 
Symbol Description Reference 
ICBP The proposed algorithm of dense matching based on intrinsic curves, with final LBP optimization as described in Section 6.5.4 This paper 
ICSG The proposed algorithm of dense matching based on intrinsic curves, with final semi-global optimization as described in Section 6.5.5 This paper 
ICWTA 
The proposed algorithm is used for disparity hypothesizing and measuring total matching cost 
as the sum of data cost, Equation (9), and occlusion term, Equation (12). Final matching is 
done by winner-take-all mechanism. 
This paper 
ICBP_Noocc The same as ICBP, except that the occlusion term, Equation (12), is not included in the energy function. This paper 
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ICSG_Noocc The same as ICSG, except that the occlusion term, Equation (12), is not included in the energy function. This paper 
ICWTA_Noocc The same as ICWTA, except that the occlusion term, Equation (12), is not included in the matching cost. This paper 
CenWTA Local matching using 9 × 7 Census cost.  
RSGM 
A CPU implementation of conventional SGM with fine-grained parallelization and usage of 
multiple cores, where the disparity space is partially sub-sampled and compressed.  9×7 
Census mask is used as input for the matching cost calculation. The range of disparity search 




Correspondences with occlusions are calculated using graph cuts. The measure of matching 
cost is the absolute difference of intensity that is calculated by linearly interpolating intensity 




Matching is performed by hierarchical (multi-level) loopy belief propagation, which reduces 
the number of message-sending iterations at lower levels (higher resolutions). The matching 





Matching is performed using a hierarchical coarse-to-fine solution for the conventional SGM 
method, in which matching results of low-resolution images are used to narrow down the 
disparity search range for higher resolutions of the pyramid. As the cost of matching, 9 × 7 
Census cost is used. 
Rothermel et al., 
2012 
 
Table  6.6.3 presents the data used for the close-range stereo experiments. For each dataset, the left 
image, the ground-truth disparity map, the estimated disparity map by ICBP, the parameters Hyp_Size1, 
Hyp_Size2 and Hyp_Acc (in percentage) are illustrated. In this table, the capital letter L at the beginning 
of dataset name stands for low-resolution, and H stands for high-resolution. 
















   
97.3 29.2 4.8 
H_Baby3 
   
97.0 41.0 4.8 
H_Cloth4 
   
98.0 31.7 4.9 
H_Midd2 
   

















   
98.2 38.1 5.0 
H_Wood1 
   
97.1 29.6 4.7 
L_Baby1 
   
95.2 60.7 6.8 
L_Bowling2 
   
94.9 65.1 9.8 
L_flowerpots 
   
94.7 77.3 10.8 
L_midd1 
   
84.0 60.9 9.0 
L_Monopoly 
   
90.4 58.9 7.2 
L_Wood2 
   
95.4 58.9 9.9 
H_Art 
   
93.4 28.3 4.6 
H_Books 
   

















   
95.7 29.0 4.6 
H_Cones 
   
94.9 29.4 3.6 
H_Loundry 
   
88.3 28.6 4.8 
H_Moeibuis 
   
93.1 29.2 4.6 
H_Reindeer 
   
96.0 31.7 4.8 
L_Teddy 
   
95.0 61.7 7.4 
H_Adirondack 
   
82.4 26.2 2.2 
H_Motorcycle 
   
92.3 26.6 2.2 
H_Pipes 
   
92.5 23.5 2.2 
H_Shelves 
   

















   
91.0 40.9 9.0 
L_MotorE 
   
98.4 58.6 5.1 
L_Piano 
   
96.5 74.2 5.5 
L_Playroom 
   
94.7 60.6 6.5 
L_Playtable 
   
95.3 59.0 5.8 
L_Vintage 
   
90.6 37.7 8.5 
 
The proposed algorithm for hypothesis generation based on intrinsic curves gained an average accuracy 
of 93±6%. That is for 93% of pixels, the ground-truth disparity value was among the hypothesized 
candidates for that pixel. The main reason of failure at other pixels was the fact that no hypothesis was 
generated at all for those pixels. They were, mainly, the pixels located at texture-less or low-textured 
areas of the image. At these areas, the orientation at the intrinsic curve was undefined since there were 
neither intensity nor gradient-of-intensity changes. Therefore, these points were left with no candidate 
hypothesis, unless some were found at the hypothesis extension step. That is, a pixel was locally located 
in the texture-less area but its close surrounding area had texture variations. 
In addition, the size of candidate disparity sets for each pixel was, in average, 44±16% of the ground-
truth disparity range, and only 6±2% of the image width. For algorithms such as hierarchical belief 
propagation (Felzenszwalb and Huttenlocher, 2006) and SGM (Hirschmüller, 2008) whose time 
complexity is linear with regard to the size of disparity search space, the proposed algorithm (for 
disparity search space reduction) can improve the speed of matching by 56% if the approximate 
disparity range is known, and by 94% if no information is available beforehand. Note that this reduction 
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is done using the original-resolution images, requiring no hierarchical search. It should also be noted 
that the complexity that is added to the matching algorithm for generating intrinsic curves is linear only 
with regard to the number of pixels in the image, and has no dependency on the disparity search range. 
More specifically, generating intrinsic curves requires calculating one-directional image gradients and 
up-sampling it at half-pixel by piecewise cubic spline interpolation. Many other robust matching costs 
such as the one proposed by Birchfield and Tomasi (1998), which is widely used in the literature, also 
require up-sampling by linear or cubic interpolations at half-pixel. 
Table  6.6.4 shows the average of comparative results of the techniques mentioned at Table  6.6.2 applied 
to data sets of Table  6.6.3. The detailed tables for all the datasets are provided in Appendix V. Note 
that one-way results of two techniques, RSGM and SURE, are missing from Table  6.6.4 since their 
open-access libraries do not provide raw, one-way disparity maps. It should also be mentioned that in 
the experiments of this study, disparity refinement was not performed, e.g. speckle filtering, median 
filtering, sub-pixel refinement and hole-filling using interpolation techniques; because the objective of 
these experiments was to check the raw accuracy achievable only by the matching algorithms. SURE 
was an exception to this rule, where some post-processes such as sub-pixel refinement, filtering and hole 
filling were inevitable given its open-access libraries. 



























1-way error% 17.0 18.7 15.6 17.4 36.5 38.4 40.1  N/A 35.3 48.6 N/A 
2-way error% 8.8 10.8 8.8 10.8 19.6 21.7 25.4 17.9 26.5 35.1 9.3 













1-way error% 22.2 23.7 19.3 21.0 45.4 47.3 47.3 N/A 40.0 37.6 N/A 
2-way error% 10.1 12.0 7.5 9.6 29.3 31.4 31.6 18.5 27.3 22.9 10.1 





 1-way error% 19.8 21.3 17.5 19.3 41.2 43.1 44.0 N/A 38.2 42.8 N/A 
2-way error% 9.5 11.4 8.1 10.1 24.8 26.9 28.7 18.2 27.0 28.6 9.7 
Density% 81.8 82.1 83.5 83.5 59.4 59.5 61.7 119.0 67.8 66.5 88.0 
 
Regarding the proposed method to detect potential occlusions, a test was performed on the stereo 
images. For each pair, the function Θ , as defined in Equation (6), was calculated at non-occluded 
ground-truth pixels. Figure  6.6.1 shows the value of this function for the images of L_Dolls (note that 
the Θ values were ordered ascending). The similar results were obtained for other images. In average for 
92±1% of the non-occluded pixels, the value of Θ  was exactly zero. Therefore, the consideration of this 
function to estimate the occlusion term of the energy function (Eocc) as a soft prior (not a hard/binary 
constraint) was logical. The experiments showed that including the occlusion term in the energy 
function increased the accuracy by approximately 2%, which is not large but can avoid a considerable 




Figure  6.6.1. Values of curvature similarity, Θ , at non-occluded pixels of a stereo pair 
 
One of the advantages of the proposed algorithm (ICSG and ICBP) over other methods was the 
noticeably high accuracy that could be achieved in raw one-way matching. Figure  6.6.2 shows two 
examples of the one-way matching results obtained by different methods. In these figures, black pixels 
represent an error (wrong estimation of disparity value), and white pixels represent correct matches. The 
percentage of bad pixels using the proposed technique was almost two times less than other techniques 
(difference of 20%). This feature can be beneficial to real-time mapping applications, where the speed of 
matching is more important than gaining metric accuracy. Therefore, without needing to perform 
matching on both stereo pairs, high accuracy (averagely 82%) can be achieved. Specifically, if local 
matching was supposed to be used, then the proposed algorithm (ICWTA) results in averagely 4% less 
error than a conventional local matching (CenWTA). 
      
      
a b c d e f 
Figure  6.6.2. Examples of error maps at one-way matching by (a) ICBP; (b) ICSG; (c) ICWTA; (d) 
ADHierBP; (e) ADGC; (f) CenWTA 
 
In terms of the energy minimization technique, ICSG had slightly better performance than ICBP. That is 
semi-globally minimizing the proposed energy function resulted in 2% higher accuracy than globally 
estimating the inference using LBP. In addition, the speed of matching was faster with SGM than a 
normal LBP, since the complexity of LBP was quadratic in terms of disparity search space and linear in 
terms of the number of iterations. To further test the ICSG algorithm, it was applied to 2014 full-
resolution datasets of MiddleBurry benchmark. The evaluation results showed that ICSG produced the 
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most accurate disparity maps at badpixel=0.5 (i.e. the percentage of pixels whose estimated disparity 
values were 0.5 pixels or more different from the ground-truth)1
Based on 
. The average error at training and test 
datasets was 10% and 7% respectively. It should be noted that the results submitted to the benchmark 
were also raw results of dense matching with no post-processing and densification. Therefore, the 
evaluations of the benchmark were only valid at what is called “sparse” mode. In terms of speed, the 
proposed technique (ICSG) was in the middle of benchmark table; i.e. it was neither the fastest nor the 
slowest one. It should, however, be noted that most of the techniques of the table were implemented 
using CUDA or GPU, and extensive multi-core parallel instructions were applied. However, ICSG was 
implemented on CPU C++ and parallelizing was only partially applied at the level of matching cost 
calculation using parallel for-loop instructions of MSDN. 
Table  6.6.4, the results of SURE were more similar to ICSG than other techniques. In average, 
ICSG was only 1% more accurate than SURE. In average, SURE produced 9% denser disparity maps 
compared to ICSG, with a maximum difference of 20% in H_Loundary dataset (Figure  6.6.3). High 
difference of density was mainly observed in datasets like H_Midd2, H_Books and H_Adirondack. The 
main source of this density difference was the hypothesis-generation step at ICSG. For instance at 
H_Loundary dataset, only for 88% of pixels, a true disparity value was hypothesized. As explained 
earlier, the reason was that, for pixels located at low-textured areas of the image, such as a completely 
white wall, no disparity hypothesis was generated; i.e. no matches could be estimated. This, however, 
was not always a drawback of ICSG. In general, texture-less areas cause high matching ambiguity for 
any technique of matching. Therefore, the results of matching at such areas are usually not reliable. That 
is why ICSG had higher matching accuracy in datasets such as H_Loundary and H_Midd2 compared to 
SURE, since it avoided ambiguous matching. 
  
  
                                                            





Figure  6.6.3. Examples of disparity maps generated by (a) SURE and (b) ICSG. Notice their 
considerable differences in terms of matching density. 
 
Another important difference was that SURE algorithm tended to ignore small details, which made it 
less suitable for close-range imagery. Edges were generally reconstructed more clearly using our 
algorithm (Figure  6.6.4). This was mainly because of the fact that in the hierarchical matching strategy 
of SURE, the disparity priors from low-resolution imagery were used to derive a region of interest 
representing the potential disparity map of the objects in high-resolution levels. Small details, like short 
edges, would not be present in any of the levels of the pyramid except for the original resolution. 
Therefore, the right disparity range of such objects might not be identified correctly, which would result 
in their mismatching. 
   
   





a b c 
Figure  6.6.4. Examples of disparity maps and their considerable differences in terms of detail 
preservation. (a) Zoomed ground-truth; (b) SURE disparity map; (c) ICSG disparity map 
 
6.6.2 Aerial stereo images 
The proposed algorithm was applied to unmanned aerial images captured with a high-resolution camera 
(sensor size of 4872×3248 pixels and focal length of 35 mm). The images were gathered from a pile at a 
gravel-pit mine. The dataset included 25 images that were previously epipolar rectified. So, this 
experiment involved only with the dense matching. As before, not post-processing was performed after 
either dense matching or triangulation. The 3D point clouds generated from the disparity maps of this 
dataset were compared with the dense 3D point cloud acquired with a LiDAR instrument (FARO Focus 
3D by FARO, Lake Mary, FL, USA). The results of ICBP and ICSG were compared with that of SURE 
as well. 
Figure  6.6.5 presents the 3D point clouds generated by each algorithm. As it can be noticed, SURE still 
yielded a denser result (20% denser). This difference was more evident in low-textured areas like the 









Figure  6.6.5. Point clouds generated by dense matching via (a) ICBP; (b) ICSG; (c) SURE 
 
To evaluate the accuracy of matching, the distances of the LiDAR point cloud from the image-based 
point clouds were measured (Figure  6.6.6). Table  6.6.5 summarizes the histograms of distances at Figure 
 6.6.6. 
Highest errors happened at the ground-level surface and access way of the pile. Since LiDAR 
acquisition was performed after image acquisition, and fieldwork team was waking at those areas, such 
errors were naturally expected. In a comparative sense, SURE achieved slightly better accuracy than 
ICSG, and ICSG performed slightly better than ICBP. However, in average, all the algorithms resulted 
in very high accuracy better than 12±8 mm. 
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a b c 
Figure  6.6.6. Distance of the LiDAR point cloud from the image-based point clouds and their 
corresponding histograms generated by (a) ICBP dense matching; (b) ICSG dense matching; (c) SURE 
dense matching 
 









ICBP 11.5 7.7 13.8 
ICSG 10.9 7.0 9.0 
SURE 9.5 6.1 8.0 
 
6.7 Conclusions 
In this study, the concepts of intrinsic curves were revisited and their characteristics were studied in 
order to propose an efficient dense stereo matching algorithm. The first objective of this study was to 
reduce the disparity search range with a simple search at the space of the intrinsic curves, directly at the 
original resolution, and without requiring computationally complex techniques such as hierarchical 
matching. The suggested hypothesis generation technique considered both spatial and photometric 
characteristics of pixels to propose the candidate disparities. The proposed technique achieved an 
average accuracy of 93±6% in hypothesis generation. It was noticed that for pixels located at texture-
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less (or low-textured) areas of images, no hypothesis was generated. While it was a drawback causing 
low-density matching, this characteristic avoided high-ambiguity matching. In addition, the size of the 
disparity search space was reduced to as low as 4% of the original search range. This means 96% speed 
achievement for most techniques of matching, whose complexity is linear with respect to the disparity 
search range. The second objective was to reduce the errors due to occluded pixels of images by 
integrating the occlusion-detection clues explicitly into the global energy function as a soft prior. These 
clues were also derived using the concepts of intrinsic curves and their capacity to manifest occlusions. 
Respectively, the inclusion of occlusion priors in the energy term increased the accuracy of matching 
averagely 2%. The third objective was to combine these concepts into global and semi-global matching 
procedure to increase the raw accuracy of dense matching. Two techniques of LBP and SGM were 
tested. In average, semi-global matching based on intrinsic curves gained higher accuracy. Compared to 
the state-of-the-art techniques, the proposed dense matching algorithm achieved considerably higher 
accuracy (up to 20% higher) and manifested capacity to preserve details of disparity maps. The 
evaluations of the proposed technique at MiddleBurry stereo benchmark also proved that it gained the 
most accurate results for dense matching (with no post processing). 
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7. General Conclusions and Discussions 
 
7.1 Summary and Conclusions 
The rapid advancement of UAVs and digital imaging sensors, as well as their facilitated accessibility to 
researchers and industries, has recently caused revolutionary movements in fields of small-scale remote 
sensing. As the review study of this thesis showed, the applications of these systems have grown fast 
and vast specifically in agricultural and natural environments. However, the speed of such growth has 
been so fast that researchers could not concentrate on specific aspects of these systems. In early 
applications, including the majority of the literature covered in the review study, in-house customized 
systems were more popular probably because the commercial development of UAV-remote-sensing 
systems for civilian use was not advanced enough. Although promising signs of success were shown by 
those studies, their primary shortcoming was underestimating the importance of automated data 
processing. UAV systems are capable of producing a large volume of data, which can end up being 
useless if the data-processing chain is not well adapted to it. Nowadays, among remote-sensing 
researchers, less attention is being concentrated on system development, since pre-packaged UAV-
systems are available at wide ranges of capacities. Therefore, the current research not only should 
improve the data-processing schemes but also should investigate the systems extensively and realize 
solutions to maximize their capacities, in order to obtain satisfying results with respect to the 
requirements of specific applications. 
In this study, the focus was on photogrammetry systems, which have had a special place in this 
revolutionary remote-sensing movement created by UAVs. The majority of the applications involved 
with unmanned aerial imagery require not only visual information of the environment but also 
topographic and spatial information as well. This is mainly what a photogrammetry system is about: 
generating three-dimensional information of the environment from the spectral data. The main question 
to be answered by this research was: What should be done that a UAV-PS be able to meet the 3D-
modeling requirements of various engineering and natural-resource-management applications, in terms 
of accuracy, spatial resolution, and temporal operability? To answer this question, first, the requirements 
of such applications were investigated through a review study. Their issues, challenges, and future 
perspectives were identified. In addition, the systems used at these applications were studied, which 
allowed recognizing the specifications that a high-performance system should have. 
Built on the lessons learned from the review study, a specific objective of this thesis was exploring the 
methodological and experimental aspects of developing a UAV-PS for ensuring high-quality visual and 
topographic data. The hardware of the system consisted of an electric-powered helicopter, a high-
resolution digital camera, and an inertial navigation system. The developed system was extensively 
evaluated for precise modeling of an open-pit gravel mine and performing volumetric-change 
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measurements. This application was selected for several reasons. Firstly, from a general perspective, this 
application could be aligned with many other natural-resource-management applications. Secondly, this 
case study provided a challenging environment for 3D modeling, in terms of scale changes, terrain relief 
variations as well as structure and texture diversities. Thirdly, geological monitoring of mines demands 
high levels of accuracy, similar to the accuracy required for precision engineering applications. The third 
chapter of the thesis investigated issues that needed to be addressed at the levels of system development 
and deployment as well as data acquisition and pre-processing for producing high-quality data. The 
concerns regarding the accuracy of intrinsic camera calibration parameters were investigated and 
solutions were proposed for achieving higher accuracy at either offline calibration or on-the-job self-
calibration. Factors affecting the quality of direct geo-referencing were assessed too. Regarding the 
system integration and multi-sensor control, it was verified that the developed software package was 
capable of synchronizing the navigation and imaging sensors with an approximate delay of 11 ms 
without requiring any additional mechanism. This is an important factor for off-the-shelf cameras, which 
are not necessarily equipped with a multi-sensor synchronization mechanism, such as external trigger 
inputs. It was also shown that platform calibration was an important factor in determining the quality of 
direct geo-referencing. Furthermore, several experiments were performed to assess different aspects of 
indirect geo-referencing. It was shown that a minimum number of GCPs could provide a high accuracy 
level if they were distributed evenly over the whole zone and their visibilities in images were maximized. 
However, under such conditions, the scale consistency of the imaging network needed to be ensured e.g. 
by providing proper overlap among images. That was the main reason that necessitated the planning of 
flight trajectory and camera shots with respect to terrain characteristics before data-acquisition. The 
planning software developed in this study could effectively address this point. It was also shown that the 
accuracy of target detection could affect the accuracy of reconstruction largely (up to 81%). Therefore, 
the target-detection method proposed in Chapter 3 could be used to precisely locate the GCPs on the 
images. This would prevent the image-measurement noise, caused by manual target detection, from 
affecting the accuracy of indirect geo-referencing. Moreover, the impacts of high photometric variations 
among images, mainly caused by shadows, on the accuracy of 3D modeling were verified. It was shown 
that enhancing images in a pre-processing stage not only could improve the accuracy of 3D modeling 
but also was mandatory in serious cases to enable the 3D reconstruction. As a result of these efforts, an 
operational UAV-photogrammetry system was achieved. It was demonstrated how the capacities of the 
system, with its current equipment and characteristics, could be maximized in different mapping 
circumstances. In terms of the expenses of data-acquisition with the UAV-PS compared to a manned 
helicopter, the most part of the economy is related to the costs of piloting services. Renting a manned 
helicopter for data acquisition in Quebec would cost approximately $1,500/hour1, while the piloting 
service of the UAV used in this study cost only $150/hour. In addition, UAVs, that are more recent2
                                                            
1 The prices mentioned in the thesis are based the rates used by Centre de geomatique du Quebec at the time this project was conducted. 
, do 
not require specific piloting skills, which eliminate this expense as well. In terms of equipment, the 
rental fees for the sensors and land-surveying equipment required for data acquisition were as follows. 
The Responder platform, Prosilica GE4900C camera, and Microbotics INS would approximately cost 




The other specific objective of this thesis was developing photogrammetric-processing techniques that 
were adapted to the characteristics of low-altitude unmanned imagery. Firstly, a modified version of the 
integer-coded genetic algorithm for the problem of robust epipolar-geometry estimation from putative 
matches was proposed. It was followed by an adaptive thresholding algorithm for inlier classification. 
The main issue that this algorithm needed to address was the effective sparse matching of stereo images 
majorly contaminated by noise and outliers. Extensive experiments were performed to assess the 
components of this algorithm and its overall performance in comparison with the state-of-the-art 
techniques (mainly RANSAC-like methods). The proposed approach showed considerable robustness to 
high percentages of outliers, to degenerate configurations and to image noise. It was shown that the 
computational expenses of the algorithm were not increasing with the ratio of outliers (even when 
growing over 80%) or the magnitude of image noise. These characteristics were mostly due to the 
guided sampling strategy, the evolutionary search scheme and inlier classification based on adaptive 
thresholding. Secondly, a BBA strategy for on-the-job self-calibration based on the integration of 
pseudo-observations to Gauss-Helmert model was assessed. It was shown that this simple strategy could 
significantly decrease the correlation of IO and EO parameters in the bundle adjustment (60% 
improvement), without requiring any additional orientation observations. As a result, the accuracy of 
reconstruction could be improved over 80%. It was also shown that simultaneous adjustment of 
observations with unknowns in the GHM could result in extra 12% of accuracy improvement. Thirdly, 
the concepts of intrinsic curves were revisited in order to propose an efficient dense stereo matching 
algorithm. To initiate dense matching, a hypothesis-generation technique was proposed, which 
considered both spatial and photometric characteristics of pixels to propose the candidate disparities for 
them. It was shown that the proposed solution was able to reduce the disparity search range with a 
simple search at the space of the intrinsic curves, directly at the original resolution, and without 
requiring computationally complex techniques such as hierarchical matching. The proposed technique 
achieved an average accuracy of 93±6% in hypothesis generation, and could reduce the size of the 
disparity search space to as low as 4% of the original search range. In addition, this technique was 
avoiding ambiguous matching at texture-less areas of images. In order to reduce the errors due to 
. The Trimble R8 GNSS mobile and base receivers with accessories would approximately cost 
$350/day. If the data-acquisition sessions were well planned, then few hours of fieldwork would be 
sufficient. Therefore, the daily cost of using the UAV-system developed in this study would be less than 
$1,850. It should be noted that the UAV technology has advanced with an incredible pace between the 
time this project was started and the time this thesis is presented. Therefore, nowadays, less expensive 
sensors and platforms are available in the market for comparable prices and higher performances. For 
instance, Sony Alpha a7R II with almost three times the resolution of GE4900C is currently a popular 
camera for integration to UAVs. Besides, specialized navigation sensors are developed for UAVs, such 
as Trimble APX-15 UAV, which has RTK capability and can provide very accurate direct geo-
referencing of images.    
                                                            
1 This rental fees are based on the approximate original price of the equipment. Note that the equipment was acquired several years ago at 
considerably high prices. Nowadays, the same performance can be expected from equipment available at the market with lower prices. 
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occluded pixels, specific occlusion clues were derived using the curvature characteristics of intrinsic 
curves. They were explicitly integrated into the global energy function as a soft prior. Including these 
occlusion priors in the energy term increased the accuracy of matching. Compared to the state-of-the-art, 
the proposed dense matching algorithm achieved considerably higher accuracy (up to 20% higher). The 
evaluations of the proposed technique at MiddleBurry stereo benchmark also proved that it gained the 
most accurate results for dense matching (with no post processing).  
Finally, it was shown that the application of the proposed photogrammetric techniques to the imagery 
acquired by the developed UAV-PS resulted in average dense reconstruction accuracy of 11±7 mm, and 
sparse reconstruction accuracy of 6±1 mm at spatial resolution of better than 1.3 cm. Such high level of 
accuracy and resolution can meet the requirements of many geological, natural-resource-management 
and precise engineering applications. For instance, the topographic data required for predicting 
hazardous events, such as ground subsidence, slope instability and landslides, must provide a ground 
resolution of 1-3 cm. The map scale required for volumetric measurement in earthworks is usually 
between 1:4000 and 1:10,000, which is roughly equivalent to 3-7 cm of imaging spatial resolution with 
GE4900C camera. Therefore, in these cases, the system is operational and the level of accuracy 
achievable with the system is sufficient. However, the spatial resolution, thus the mapping accuracy, 
might need to be improved for applications that require higher precision, such as detecting structural 
fractures with a few millimeters width and inspecting displacements of infrastructures limited to a few 
millimeters. The success of the proposed algorithms on both close-range imagery and the imagery taken 
from the gravel-pit mine would mean that they could be applicable to other types of UAV-imagery as 
well, e.g. high-oblique imagery required for inspecting vertical structures such as building facades.  
The main contributions and originalities of this thesis can be summarized to the following ones. 
1. Critical review of remote-sensing applications of unmanned aerial imagery 
2. Comprehensive theoretical and experimental study of the requirements of a high-performance UAV-
photogrammetry system at levels of implementation, deployment and data acquisition, and 
proposing solutions for the common challenges existing in the current literature with these regards 
3. Novel and effective techniques of sparse and dense reconstruction 
3.1. Developing a new technique of robust epipolar-geometry estimation and inlier detection for 
sparse matching, which showed considerable robustness (while maintaining high efficiency) 
against high outlier ratios, noise in observations and degenerate configurations compared to the 
state-of-the-art 
3.2. Suggesting a BBA strategy and its sparse implementation for de-correlating IO and EO 
parameters in bundle adjustment of a large number of images 
3.3. Proposing a new technique of dense stereo matching by revisiting the concepts of intrinsic 





7.2 Research Perspectives and Future Work 
In the future, the performance of the sparse- and dense-reconstruction techniques will be optimized. 
More specifically, the genetic algorithm will be implemented in parallel way to increase the speed of the 
algorithm. The strategy of the guided sampling will be improved in order to take the quality of 
correspondences into account, for instance the results of detecting of noise, foreground motion, and non-
rigid structures. For the algorithm of dense matching, the density of matching at texture-less areas 
should be improved. This will be done by integrating shape/structure priors into the global energy 
functions. The raw results of dense matching will also be post-processed for increasing the accuracy. 
The achievements of this thesis proved that obtaining very high levels of 3D-modelling accuracy with 
UAV-photogrammetry systems is possible. However, accuracy is only one of the criteria to measure the 
capacity of UAV-PSs; autonomy and intelligence are other important factors. Therefore, we are 
interested in investigating UAV-PSs for applications were all these three factors are important, e.g. 
metric inspection of vertical infrastructures and post-disaster safety inspection in urban canyons. These 
applications are quite challenging mainly because of the limited knowledge available beforehand about 
their environment. Hence, the trajectory designed for the UAV flight will not be sufficiently reliable. As 
a result, significant pilot effort should be continually focused on keeping camera orientation over the 
features of interest and on the safety of the vehicle with respect to the unknown obstacles in the 
environment. Moreover, GNSS-based navigation will be a challenging task in such environments 
specifically due to GNSS-signal blockage and communication loss with the base stations. For these 
reasons, there will be a considerable area for improving the efficiency of flight through the development 
of better path-planning strategies and navigation techniques. We are specifically interested in improving 
the UAV-PS developed at this study by adding a multi-modal navigation system to it through integrating 
GNSS-based inertial sensors with vision-based, laser-based and wireless positioning systems. Such a 
system will be able to perform both accurate trajectory-following and online decision-making and 
mission planning (e.g. sense and avoid).  
Another element that makes these applications challenging is that their end-users do usually not have 
any expertise in working with three-dimensional data to extract the specific types of information they 
require rapidly and efficiently. Therefore, such applications demand automated semantic image 
processing and intelligent scene understanding. For instance, metric inspection of buildings' facades and 
roofs would require a 3D line cloud (instead of a point cloud) representing the building outlines along 
with segments representing different sorts of anomaly (e.g. thermal and structural ones). We are 
particularly interested in extending our sparse- and dense-reconstruction algorithms with integrating 
semantic properties of the objects directly into them, and using this to meet the requirements of high-
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Appendix I. Intrinsic Camera Calibration 
The practical steps of off-line camera calibration and image correction are as follows. 
i. Decide the parameters of the calibration model. 
ii. Design and establish a test-field with signalized targets. 
iii. Set the camera, pose it at different orientations, and photograph the test-field. 
iv. Detect and position the targets on the images. 
v. Perform self-calibration to calculate the calibration parameters. 
vi. Correct the images to make them undistorted. 
The design and configuration of the test field are thoroughly discussed in Section  3.4.1.1. Detection and 
positioning the targets is also presented in Section  3.4.1.2. The following sub-sections describe the 
camera calibration model and the estimation procedure. 
AI.1 Camera Calibration Model 
The conventional imaging system in photogrammetry is called the principal coordinate system (Figure 
AI.1). The center of the principal coordinate system is the camera perspective center (point C in Figure 
AI.1). The optical axis passing through the perspective center intersects the image plane at the principal 
point (point p.p. in Figure AI.1). The z-axis is aligned to the optical axis. The x-axis is parallel to the 
sensor horizontal edge and directed as in the conventional, pixel-based coordinate system. The y-axis 
keeps the coordinate system right-handed. Nominally, the principal point is located at the center of the 
sensor, and the sensor elements (pixels) are considered as perfect squares. 
 
Figure AI.1. The imaging coordinate system 
 
Now, consider a point measured at coordinates ( , )x y  in the nominal principal coordinate system. These 
coordinates must be corrected by ( , )x y∆ ∆  to take the systematic errors and the principal point offsets 
into account. In this project, the Brown's additional parameters set for digital cameras are applied to 
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model the systematic errors (Dörstel et al., 2003; Brown, 1971; Fryer and Brown, 1986). Therefore, the 
main equations to determine ( , )x y∆ ∆  can be stated as follows. 
2 4 6 2 2
1 2 3 1
2 1 2
( - ).( ) ( 2( - ) )
2 ( - ).( - ) ( - ) ( - )
p p p
p p p p
x x x x K r K r K r P r x x
P x x y y A x x A y y
∆ = − + + + + +
+ + + . 
(1) 
2 4 6 2 2
1 2 3 2 1( - ).( ) ( 2( - ) ) 2 ( - ).( - )p p p p py y y y K r K r K r P r y y P x x y y∆ = − + + + + + + . (2) 
In these equations, ( , )p px y are the principal point offsets, and r is the radial distance of the observation 
from the principal point, which is defined as 2 2( ) ( )p pr x x y y= − + − . 
The error terms considered in Equation 1 and Equation 2 are described in the following paragraphs. 
i) Parameters of radial 1 2( , ,...)K K and tangential lens distortion 1 2( , )P P  
Although lens distortions might affect the image in an irregular manner, they are mostly symmetrical in 
a radial sense. This effect is originated from the physical symmetry of the lens structure. Radial 
distortions might be observed in two different forms, namely barrel and pincushion distortions. The 
former causes the image to seem inflated by decreasing the image magnification as the distance from the 
optical axis increases. The latter makes the image look pinched at the center by increasing the image 
magnification with the distance from the optical axis. The complex effect, or mustache distortion, is 
caused by the combination of both barrel and pincushion distortions. 
Tangential or decentering lens distortion is caused by misalignment of physical elements in the lens. 
Imagining some hypothetical circles originating from the principle point at the image plane, the 
decentering distortion vectors are tangent lines to these circles, while radial distortion vectors are the 
circles radii. 
ii) Sensor, in-plane distortion parameters 1 2( , )A A  
This sort of systematic error is caused by the physical properties of the sensor elements (pixels). The 
parameters 1 2( , )A A model this error by a first order, two-dimensional polynomial. The term 1A  is the 
scale parameter, which takes the non-square size of pixels into account. The term 2A  is the shear 
parameter; it denotes the declination of the angle between the sensor x and y directions from 
perpendicular status, namely non-orthogonality of the pixel array. 
 
AI.2 Bundle Adjustment with Additional Parameters 
Briefly summarizing the procedure of calibration, a test-field is first needed. The test-field includes 
several targets installed in fixed positions. Once the test-field is established, the camera is moved to 
various positions and orientations in front of the test-field, and the test-field is photographed at each 
position. This results in a network of images, from which the targets must be detected; that is the 
coordinates of all the targets should be determined on every image. The output of all these procedures 
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would be a set of image coordinates as ( , )ij ijx y  representing the coordinates of target number i in the j
th 
image. 
In order to determine the intrinsic camera calibration parameters, self-calibration should be performed. 
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. (4) 
In general, the unknowns of these equations are 
− the EO parameters ( , , , , , )C C Cj j j j j jX X Xω ϕ κ  for j=1 to the number of images in the network, 
− the model-space coordinates of the targets ( , , )i i iX Y Z  for i=1 to number of targets in the test-
field, and 
− the intrinsic calibration parameters 1 2 3 1 2 1 2( , , , , , , , , , )p px y f K K K P P A A  that are involved in 
computing ( , )ij ijx y∆ ∆  as in Equation 1 and Equation (2). 
To solve these equations and determine the unknowns, free-network bundle adjustment with additional 
parameters should be performed. The inner constraints (three constraints for the position, three for the 
orientation, and one for the scale of the model-space coordinate system) are also applied as datum 
constraints to eliminate the singularity of the problem. 
Since the co-linearity equations (Equation (3)) are nonlinear with respect to the unknowns, initial 
estimations of the unknowns are required to perform the adjustment. In our case, the approximate 3D 
coordinates of targets were measured using a spatial station. These coordinates were also used to 
estimate the approximate values of EO parameters via single image space-resection. There are several 
linear methods in the literature for this purpose such as direct linear transformation (DLT) (Abdel-Aziz 
and Karara, 1971). In this study, an approximate, closed-form Perspective 3-Points (P3P) solution (or 
resection with minimum object information) is used since high accuracy is not required, and these 
estimations are only used to initiate the iterative bundle adjustment procedure. In this method, an 
intermediate coordinate system is used to calculate the approximate values of the rotation matrix and 
translation vector of the camera (Luhmann et al., 2007, p. 46).  
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Assuming that xyz represents the camera coordinate system and XYZ represents the object (model-space) 
coordinate system, the uvw represents the intermediate coordinate system at the scale of the camera and 
UVW at the scale of the object. Assume that there are three reference points as p1, p2, p3 on the image 
with known 3D coordinates as objects P1, P2, P3. The intermediate coordinate systems can be 








































Vector u is the unit vector on the u-axis and vector w is perpendicular to the uv-plane. These vectors can 
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Therefore, the approximate rotation matrix from xyz to XYZ can be determined as: 
( )TXYZ XYZ xyzxyz uvw uvwR R R= . (7) 
Using the centroids of the reference points in camera coordinate system (xs) and in the object coordinate 
space (Xs), approximate values for the translation vector (T) can be defined as follows. 
XYZ
s xyz sT X R x= − . (8) 
AI.3 Stability Analysis 
The intrinsic camera calibration was repeated several times, and the parameters were compared for 
stability analysis. From the statistical point of view, a T-test was performed. For testing the null 







=  was used, where is the sample mean p , s is the sample standard deviation of 
the sample and n is the sample size. The degrees of freedom used in this test were n-1. Table AI.1 
presents the average values, variances, and the test statistics, given a significance level of 0.05, n=17. 
This states that, e.g., with a confidence 0.95, the population mean of focal length would be a value 
between 35.96 and 36.08. 
 
Table AI.1. Average values of intrinsic calibration parameters 
Parameter Average value Variance T-test variance 
K1 7.287E-05 4.592E-11 2.856E-11 
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K2 -5.884E-08 1.124E-15 6.993E-16 
K3 1.390E-11 1.764E-21 1.097E-21 
P1 3.124E-06 1.275E-10 7.933E-11 
P2 5.184E-06 4.743E-10 2.950E-10 
A1 1.550E-04 2.102E-08 1.308E-08 
A2 -5.461E-05 9.344E-09 5.813E-09 
xpp -1.214E-01 6.302E-03 3.920E-03 
ypp 1.905E-01 3.005E-02 1.870E-02 
f 3.602E+01 6.077E-03 3.780E-03 
 
According to this test, the results of calibration confirmed the null hypothesis at some dates, and the 
results rejected the null hypothesis at other dates. The variances of those calibration values that 
confirmed the null hypothesis were used in the BBA strategy proposed at Chapter 5. 
In order to physically test the stability of calibration parameters, a comparison test was performed based 
on the similarity of reconstructed bundles using single photo resection (SPRT) method (Pullivelli, 2006 , 
p. 44). Table AI.2 presents the spatial offsets (σ0 in pixels) obtained by comparing intrinsic camera 
calibration parameters of every two tests using the SPR method. One can notice that the IOPs of the 
camera calculated at close dates are similar (σ0<0.7pixels). However, in general, these parameters are 
not similar, specifically, as the camera lens was unattached and the focus distance was slightly changed 
in-between two tests. Therefore, it was suggested to re-estimate the intrinsic calibration parameters 
through on-the-job self-calibration instead of relying solely on the offline calibration parameters. 
Table AI.2. Stability comparison of IOP sets using SPR method (σ0 in pixels) 
Date (m/d) 10/28 10/28 4/28 4/28 5/7 5/7 5/12 5/12 6/18 6/18 7/9 7/9 9/4 9/4 9/4 8/18 
07/10 0.6 0.5 2.1 2.1 2.2 2.5 1.6 1.5 0.6 2.2 1.2 1.2 2.5 1.6 2.2 2.8 
10/28 - 0.1 2.7 2.7 2.8 3.1 2.1 2.1 1.2 2.8 1.8 1.8 3.1 2.2 2.8 3.3 
10/28 - - 2.7 2.6 2.8 3.0 2.1 2.0 1.2 2.7 1.7 1.8 3.0 2.1 2.7 3.2 
4/28 - - - 0.1 0.2 0.5 0.8 0.9 1.5 0.2 1.0 0.9 0.6 0.6 0.7 1.5 
4/28 - - - - 0.3 0.5 0.8 0.8 1.4 0.2 0.9 0.9 0.7 0.6 0.7 1.5 
5/7 - - - - - 0.3 0.8 0.9 1.6 0.1 1.1 1.0 0.4 0.7 0.5 1.5 
5/7 - - - - - - 1.1 1.1 1.9 0.3 1.3 1.3 0.3 0.9 0.6 1.5 
5/12 - - - - - - - 0.1 0.9 0.8 0.6 0.5 1.1 0.5 0.8 2.1 
5/12 - - - - - - - - 0.9 0.9 0.5 0.5 1.2 0.5 0.9 2.1 
6/18 - - - - - - - - - 0.5 0.6 0.6 1.9 1.0 1.6 2.3 
6/18 - - - - - - - - - - 1.0 0.9 0.5 0.6 0.5 1.5 
7/9 - - - - - - - - - - - 0.1 1.3 0.4 1.0 1.9 
7/9 - - - - - - - - - - - - 1.3 0.4 1.0 1.8 
9/4 - - - - - - - - - - - - - 0.6 0.4 1.6 
9/4 - - - - - - - - - - - - - - 0.6 1.6 




AI.4 Image Correction 
Image correction means to create an undistorted image from the raw image. Consider an image point, 
which is observed on the pixel ( , )u v , where u and v are the column and row numbers. Therefore, its 
coordinates in the nominal principal coordinate system can be computed as ( . / 2, . / 2)x u s W v s H= − − + . 
W and H are the width and the height of the sensor, and s is the pixel size. Assume that the gray value 
(intensity) observed at this point is G. Then, it can be stated that this spectral data should have been 
observed at another point with coordinates ( , )x x y y+ ∆ + ∆ , where ( , )x y∆ ∆  are expressed as in Equation 
1 and Equation 2. Therefore, the task of image correction is to map the observed spectral data to their 
corrected locations. 
To correct the image via this concept, the regular grid of the image (the pixels on integer rows and 
columns) are corrected and moved to decimal positions. The gray values of these points are equal to the 
gray values of the initial pixels. Now, in order to produce an image array from the irregular corrected 
points, an interpolation technique can be used. The most common types of interpolation are the nearest 




Appendix II. Initial Recovery of EO Parameters and 3D Object-Space Coordinates 
of Corresponding Points 
AII.1. RO Parameter Estimation 
The output of robust epipolar-geometry estimation is a fundamental matrix (F), which comprises the 
following elements. 
[ ] 22 1 1F K R KΤ ×= t  (1) 
where K2 and K1 are the calibration matrices of the second and the first camera respectively. (R,t) 
represent the rigid body transformation (rotation and translation) from the first camera coordinate 
system to the second one, namely RO parameters. [ ]×t is the anti-symmetric matrix defined from t. 
Using the offline intrinsic camera calibration parameters, or the nominal approximate intrinsic 
calibration parameters, matrices K2 and K1 can be estimated and eliminated from Equation (1). This 
leaves the essential matrix, E, as follows. 
[ ] 21E R×= t  (2) 
Assume that t1 and t2 are the coordinates of the perspective centers of the first and the second cameras, 
respectively, in the object-space coordinate system (n), 1nR  and 2nR  are the rotation matrices to make the 
principal coordinate systems of the first and the second cameras, respectively, parallel to n. Therefore t 
and 21R  are defined as: 















Given the essential matrix (E), there are two ways to determine the parameters of relative rotation and 
translation: linear way and nonlinear way. The linear way is usually used to provide the non-linear way 
with initial estimations. In this study, the linear solution based on singular value decomposition of the 
essential matrix is used (Hartley and Zisserman, 2003, p. 258). Then, the nonlinear solution based on co-
planarity condition (Wolf and Dewitt, 2000, p. 236) is used to refine the RO parameters. 
The essential matrix has only five degrees of freedom. The translation vector t has scale ambiguity, 
therefore, has only two degrees of freedom. The rotation matrix, although composed of nine elements, is 
an orthogonal matrix where the sum of squared elements on each row and each column is one (resulting 
in six constraints). Therefore, it has only three degrees of freedom. Therefore, the first and the second 
singular values of any essential matrix are equal, and the third one is zero. If the SVD of E is 
( )1,  1,  0 TUdiag V , then there are  two possible factorizations for essential matrix E = SR as: 
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   
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 (5) 
In Equation (4), R is the same as 21R  and S is the same as [ ]×t  up to scale. Therefore, St=0, which 
follows that t = U (0, 0, 1)T = u3, the last column of U. It can be concluded that there are four following 
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From these four options, only the one that results in 3D reconstruction in front of both cameras is the 
correct one (Hartley and Zisserman, 2003, p. 518). A point X with Homogeneous coordinates (X,Y,Z,1) 
is in front of a camera with projection matrix P if the sign of its depth from the camera, depth(X;P), is 
positive. Given the case of relative orientation, the first camera can be set as the reference with camera 
projection matrix 11 1 3( ) [ | 0]P K I−= , where 3I  is a 3×3 identity matrix. Respectively, the camera matrix of 
the second camera can be defined as 1 22 2 1( ) [ | ]P K R−= −t . Therefore, the depth of the point X, 
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where M1 and M2 are the left hand 3 × 3 blocks of P1 and P2, respectively. 31m and 32m  are the third rows 
of M1 and M2 respectively, P1X = w1x and P2X = w2x'. 
If 1( ; ) 0depth P >X  and 2( ; ) 0depth P >X , then the point is in front of both cameras. Therefore, one can test 
all the four possible choices of P2 (see Equation (6)), and determine the one which results in positive 
depths for all the corresponding points. Note that due to high noise, this condition might be incorrect for 
few points. These points can be recognized and eliminated. 
Once the initial linear solution to the rotation matrix and translation vector is determined, the co-
planarity equation is used to refine the relative orientation parameters. Suppose that the relative 
translation vector (air-baseline) is determined as ( )21 TR=b t . Therefore, the co-planarity equation can 
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 (8) 
where ( , )x y′ ′ and ( , )x y  are the image coordinates of matches ′x  on the second image and x on the first 
image. Variable f is the camera focal length. The parameters rij are elements of the rotation matrix ( )21 TR  
In some techniques, further refinement may also be applied by considering image triplets rather than 
two-view stereo images. Suppose that there are three images 1, 2, 3 in a triplet. The relative orientation 
of image 3 with respect to image 1 that are determined from their essential matrix can be refined from 
the RO parameters of image 3 with respect to image 2 and image 2 with respect to image 1 (He and 
Habib, 2014). Another way is the robust estimation of the trifocal tensor of all the three views. The 
trifocal tensor is similar to the fundamental matrix for three images instead of two (Ressl, 2003). 
 
AII.2. Establishing the Local Coordinate System and Incremental Estimation of EO Parameters 
and 3D Local Coordinates of Corresponding Points 
One image in the dataset that is overlapped with the most number of images is selected as the first 
reference image, and its coordinate system is determined as the local coordinate system (n). Therefore, 
the camera projection matrix of the first reference image is 1 3( ) [ | 0]r rP K I−= . The first reference image 
also decides an arbitrary scale factor for its baseline with one of the images in the dataset. This image is 
the one that is overlapped with the first reference image (with a large number of tie points) and is also 
overlapped with many other images in the dataset. Given a target un-orientated image, u, and a reference 








 =  
 
= +t t t
 (9) 
where urR  and t are the relative orientation parameters between the reference and the target image. The 
parameter λ  is the scale factor that is set to an arbitrary value for the first stereo pair and is determined 
for other pairs using the previously reconstructed points. Given the EO parameters, the local 3D 
coordinates of the corresponding points between image r and image u can be reconstructed using the 
following co-linearity equations. 
( ) [ ]
( ) [ ]
1
1
| , , ,1 , ,1
| , , ,1 , ,1
Tr r n n n
r n n r r r r
Tu u n n n
u n n u u u u
K R R X Y Z w x y
K R R X Y Z w x y
−
−
   − =   




Successively, all the un-oriented images of the dataset should be treated and their EO parameters should 
be determined. To decide the order of this successive process, at each step, the 3D cloud of tie points 
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with already oriented images is formed. In this thesis, bundle adjustment is also regularly applied on the 
already orientated images to avoid error accumulation. Then, for each un-oriented image (image u) and 
any of the already-oriented images (image r), the portion of the 3D point cloud that has common tie 
points with both images is considered (Suppose that this is called the partial point cloud of image r and 
image u). The next image to be oriented is the one that its partial point cloud has numerous points, and 
that the points of its partial cloud are homogeneously spread. To determine the homogeneity, the method 
of Pierrot and Clery (2011) is used that is based on the inertia matrix of the point cloud. First, the center 
of mass of the partial point cloud is calculated (simply by averaging the positions of points along each 
direction). Then, the origin of the partial point cloud is translated to the center of mass, and the inertia 
matrix of the point cloud along the camera axes passing through the mass center is calculated. The 
elements of the inertia matrix are the moments of inertia of the point cloud about an axis, which are the 
measure of the distribution of the point cloud about that axis. The smaller the inertia, the more the mass 
is concentrated about the axis. Therefore, the smallest value amongst the moments of inertia shows the 
highest concentration of the point cloud along one axis. Thus, the image whose partial point cloud has 
the largest smallest moment of inertia has the most homogenous distribution. 
  
AII.3. Geo-referencing the Initial Estimations 
This step is optional and required only if the final mapping is to be done in a global coordinate system; 
i.e. geo-referencing is required. Geo-referencing is done either directly by relying on the EO parameters 
directly measured via the navigation system, or indirectly by relying on the 3D coordinates of ground 
control points measured in a global coordinate system. Anyhow, the task of geo-referencing is 
transforming the 3D object coordinates as well as EO parameters from the local coordinate system (n) to 
the global coordinate system (e). Note that this transformation can also be done once the bundle 
adjustment is performed in a local coordinate system. However, the results would be more accurate if 
the geo-referencing is repeated inside the bundle adjustment by integrating the global observations into 
it. Therefore, the best practice is to estimate global values of 3D object coordinates and EO parameters 
first, and use them as initial values in the bundle adjustment.  
A seven parameter Helmert transformation (three translations, three rotations, and one scale) is one of 
the transformations that can be used to describe the relationship between the local and global coordinate 
systems. Suppose that (Xe,Ye,Ze) are the observations of a ground control point in the global coordinate 
system, and (Xn,Yn,Zn) are the local coordinates of the same point computed via Equation (10). The 
Helmert transformation can be expressed as Equation (11) (Watson, 2006). Given at least three control 
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Appendix III. Camera System Reduction in BBA with GHM 
Suppose that p is the vector of unknowns including the following elements: 
Camera calibration parameters ( ):  unknowns
external orientation paramateres of  images in the dataset ( ): 6  unknowns











The vector of observations is m including 2×1 blocks of mij as the non-homogenous image coordinate of 
the it’th point on the j’th image.  
General equations with the Gauss-Helmert model would be of form ( , ) 0f =p m  for observation 
equations and ( ) 0g =p  for additional constraints on unknowns. Linearizing the equations with Taylor 







































Suppose that the weight matrix of observations is Q . Suppose that unknowns have a priori weight pQ as 
well (if not known, the weight of an unknown is set to 0). Using Lagrange multipliers K1 and K2, the 
objective function to minimize the sum of squared residuals would be as follows. 
1 1 1 2 2 22 ( ) 2 ( )
T T T T
cQ Q K W A B K W Aφ δ δ δ δ= + + + + + +v v p p p v p  (3) 
To minimize φ , the derivatives with respect to unknowns should be set to zero as follows. 
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A WK
δ− −    + −
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p
 (5) 
Rename the following variables as 11 1( )
T T
x vH P A BP B A
−= + , 11 1( ) , ,
TT T c a bN A BQ B W N N N−  = − =   , 
2 0
a bA M M =   . 
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a b
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   
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   
    −      
 (6) 
The objective is to solve this system without calculating any large matrix multiplication or inverting and 
to avoid storing the complete elements of matrices since many of them are zeros. 
From the third row of Equation (6), it can be concluded that:  
( ) ( )( )1 2Tb b bc ba bb H N H C H a M Kδ δ δ−= − − −  (7) 
Putting bδ  back to the first row of Equation (6) results in the following equation. 
( )( )
( )( )
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 = − +
 
 + − 
 
 (8) 
For the sake of representation the components of Equation (8) are renamed as follows, leaving 
( )2c a K Nc K K a K K Kδ δ= + + . 
( )( )
( )






c c cb b bc
O cb b ba ca
TK cb b b
N c cb b b
K H H H H
K H H H H
K H H M










Putting the equation of cδ  back to the third row of Equation (6) gives the following equation for bδ  
which is no more dependant to cδ .  
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( ) ( )( )
( ) ( )( )
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b bc c a b ba
Tb bc c K b b
H N H H K K
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 = + − −
 
 + − − 
 
 (10) 
For simplicity, the components of Equation (10) are re-named as follows, leaving 
2
N a Kb U U a U Kδ δ= + + . 
( ) ( )( )
( ) ( )( )
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Multiplying the left side of the above equation to Mb would give bM bδ , and from the fourth row of the 
Equation (6), it can be seen that 
2
b aM b W M aδ δ= − − . (12) 
Therefore, it can be concluded that 2 2
a b N b a b KW M a M U M U a M U Kδ δ− − = + + . From Equation (12), 
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 (13) 
For simplicity, the components of Equation (13) are re-named as follows leaving 2
N aK S S aδ= + . 
( ) ( )
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From the second row of Equation (6), it can be seen that 
1
2( ) ( ( ) )
a a ac ab a Ta H N H c H b M Kδ δ δ−= − − − . (15) 
Substituting the final equations of other elements (Equation (13), Equation (10) and Equation (8)) to 
Equation (15) gives the reduced linear system of cameras as follows. 
( ) ( ) ( ) ( )( )( )




Ta ac c a K a ab a K a a a
u
Ta a ac c N K N ab N K N a N
I H H K K K S H U U S M S a




+ + + + + =




Appendix IV. Intrinsic Calibration Model and Co-linearity Observation Equations 
in Gauss-Markov Model 
In the Gauss-Markov model, the observations (image points coordinates) are expressed by a non-linear 
functional relation of parameters. The function is itself linear with respect to the image observations. In 
the experiments of Section  5.3.2, the following observation equations were defined for GMM, 
2 4 6 2 2
1 2 3 1 2
2 4 6 2 2
1 2 3 2 1
(1 ) 2 ( 2( ) )
(1 ) 2 ( 2( ) )
p
h h h h
p
h h h h
x x R r R r R r T x y T r x
f
y y R r R r R r T x y T r y
f
= + + + + + +
−
= + + + + + +
−
 (1) 
where ( , )p px y  are the coordinates of a feature on an image in its principal coordinate system, (X,Y,Z) 
are the 3D coordinates of that feature, ( , , , , , )o o oX Y Zκ ϕ ω  are the EO parameters of the camera, f is the 
camera focal length, (R1,R2,R3) are radial lens distortion parameters, (T1,T2) are tangential lens distortion 
parameters, and  2 2 2( ) ( ) .h hr x y= +  
Coordinates ( , )p px y  can be determined from the position of the feature in the sensor coordinates 







x u s C
y v s C
= + −
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 (2) 
In Equation (1), ( , )h hx y  are defined as follows, 
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Appendix V. Detailed Tables of Comparative Results for Dense Matching 
The following tables are supplementary material to Section  6.6. In these tables, 1-way error percentage, 
2-way error percentage, and density of the generated disparity maps are compared. Note that the results 
of two techniques, RSGM and SURE, are missing from Table AV.1, since their open-access libraries do 
not provide raw, one-way disparity maps. In addition, in all the tables, for some datasets, the technique 
ADGC did not generate any result. 










CenWTA ADGC ADHierBP 
H_Aloe 6.0 7.6 6.4 7.7 22.1 24.8 24.7 21.0 21.9 
H_Baby3 17.4 18.2 12.0 14.4 41.9 44.0 44.6 32.5 34.6 
H_Cloth4 2.7 5.0 2.5 3.9 20.5 21.6 22.5 19.0 14.1 
H_Midd2 43.6 45.4 42.5 43.5 60.2 62.7 61.8 
 
58.5 
H_Rocks2 2.6 4.0 3.4 4.6 16.8 18.6 19.1 26.0 19.9 
H_Wood1 8.7 11.3 6.9 8.9 41.5 43.6 43.9 
 
32.0 
L_Baby1 5.3 6.3 4.5 6.4 22.3 23.6 26.8 19.9 18.2 
L_Bowling2 9.8 11.3 9.3 10.7 29.0 31.1 32.8 23.1 37.3 
L_flowerpots 11.1 12.9 15.6 18.2 33.2 35.7 36.8 24.7 35.6 
L_midd1 37.9 39.9 36.0 37.2 51.5 53.7 52.7 39.8 46.0 
L_Monopoly 23.5 25.1 18.9 21.1 42.6 45.4 48.0 66.1 55.5 
L_Wood2 8.0 8.8 3.6 5.2 35.2 37.3 39.2 21.2 39.9 
H_Art 16.5 18.7 14.0 15.6 42.8 44.7 44.7 30.8 34.9 
H_Books 34.4 33.2 28.7 30.0 56.9 59.6 58.8 47.3 36.3 
H_Dolls 14.7 16.1 14.7 16.8 42.6 43.6 43.6 30.9 30.2 
H_Cones 18.3 19.6 12.2 13.4 48.4 50.2 51.0 63.5 39.8 
H_Loundry 36.7 38.2 29.5 31.4 61.0 62.4 61.9 42.2 43.5 
H_Moeibuis 20.5 21.8 18.2 19.9 43.5 45.3 44.8 32.0 27.7 
H_Reindeer 11.1 12.7 8.9 11.1 43.2 44.6 44.5 28.3 25.7 
L_Books 13.2 14.7 9.8 11.1 36.1 37.6 40.3 32.3 46.7 
L_Teddy 8.5 10.5 8.3 11.0 26.5 27.6 31.6 29.8 49.4 
H_Adirondack 49.7 51.3 44.4 46.2 67.8 70.1 70.5 83.3 81.9 
H_Motorcycle 24.9 26.7 20.4 22.7 54.5 55.8 55.7 44.2 43.8 
H_Pipes 18.2 19.6 15.0 16.7 41.4 43.2 44.3 36.0 32.4 
H_Shelves 51.3 53.1 47.7 49.6 66.4 68.7 68.4 62.5 62.5 
L_Adirondack 15.1 16.8 11.8 14.1 38.0 39.6 41.3 60.8 74.5 
L_Jadeplant 24.0 25.3 23.6 25.0 38.6 40.5 41.0 
 
39.0 
L_MotorE 8.3 9.9 7.2 8.5 26.6 27.9 30.7 
 
84.5 
L_Piano 18.9 20.6 17.4 19.5 36.0 37.3 39.1 
 
49.4 
L_Playroom 21.8 23.9 18.6 20.5 38.0 40.8 42.3 
 
62.4 
L_Playtable 15.3 17.4 16.2 18.0 38.8 39.7 42.4 
 
46.7 




















H_Aloe 2.6 4.0 3.5 6.1 11.0 12.2 13.6 7.5 10.8 11.7 3.4 
H_Baby3 6.8 9.1 4.7 6.4 25.3 27.0 28.8 9.9 21.3 20.5 4.1 
H_Cloth4 0.8 2.1 1.4 2.8 9.0 10.7 13.1 2.5 9.9 4.3 1.3 
H_Midd2 13.9 15.9 7.4 9.1 35.1 38.0 38.0 45.8 
 
41.1 21.8 
H_Rocks2 1.2 3.7 2.6 5.3 7.4 9.7 10.2 2.4 10.4 6.2 2.0 
H_Wood1 3.2 5.0 2.4 4.7 22.3 23.7 24.8 4.8 
 
16.0 2.1 
L_Baby1 2.0 4.3 2.2 3.5 8.6 10.2 15.6 4.5 10.9 10.8 3.1 
L_Bowling2 5.6 6.8 6.2 8.3 17.0 18.6 23.6 9.4 19.2 35.1 5.1 
L_flowerpots 6.5 8.7 12.4 15.9 22.1 24.8 27.9 15.8 27.4 32.7 6.2 
L_midd1 20.3 21.9 19.0 20.4 27.5 29.6 30.8 46.5 32.1 41.4 22.6 
L_Monopoly 11.5 13.8 9.2 11.5 23.2 26.2 30.0 25.5 49.1 30.9 12.5 
L_Wood2 2.5 5.3 1.1 3.2 16.1 17.6 23.5 5.8 9.7 27.4 5.3 
H_Art 8.1 9.2 7.2 8.5 29.9 32.5 32.2 14.3 20.7 21.0 9.2 
H_Books 16.9 19.8 12.3 13.8 37.7 40.3 39.5 25.3 30.1 19.6 13.2 
H_Dolls 7.7 9.2 9.5 11.2 28.1 31.0 29.7 15.3 22.5 20.4 7.2 
H_Cones 6.5 8.9 5.1 7.1 30.2 32.3 32.0 9.0 53.4 23.7 4.0 
H_Loundry 19.3 21.5 11.7 14.2 46.3 47.5 48.3 25.5 27.9 24.7 24.6 
H_Moeibuis 8.4 9.6 6.7 8.5 23.6 25.6 25.4 15.6 15.5 10.9 7.9 
H_Reindeer 4.9 7.9 5.0 7.2 29.5 32.2 30.5 10.2 17.2 12.3 5.2 
L_Books 6.5 8.1 6.8 8.4 18.9 21.8 26.5 10.8 20.6 34.3 6.9 
L_Teddy 4.7 7.6 4.7 6.0 12.3 14.4 19.4 7.9 15.8 32.8 5.5 
H_Adirondack 24.7 26.8 16.1 19.1 48.9 50.5 51.1 37.7 72.7 64.9 16.0 
L_Motorcycle 10.7 12.6 8.5 11.1 38.2 40.5 39.8 18.7 25.5 26.8 11.9 
H_Pipes 7.4 8.8 5.5 7.6 26.3 28.1 28.7 15.1 21.3 18.5 8.1 
H_Shelves 27.8 29.0 17.3 20.3 49.6 52.0 50.8 55.1 50.4 47.6 30.3 
L_Adirondack 6.2 7.4 5.8 8.3 18.3 20.6 23.6 11.2 53.8 59.1 5.0 
L_Jadeplant 12.5 15.0 11.7 13.7 23.8 26.1 29.1 24.4 
 
17.8 12.9 
L_MotorE 4.3 6.8 4.4 5.5 12.9 15.5 18.8 8.2 
 
69.5 5.6 
L_Piano 9.7 10.7 10.1 13.1 18.2 19.3 22.3 21.2 
 
35.6 10.0 
L_Playroom 13.3 14.9 11.4 13.5 22.7 24.4 26.9 23.1 
 
43.5 11.4 
L_Playtable 8.1 10.2 10.7 12.8 20.5 23.4 26.2 17.4 
 
33.6 9.0 


































H_Baby3 81 82 87 87 56 56 58 125 72 77 98 
H_Cloth4 96 96 97 97 75 75 76 120 80 84 96 
H_Midd2 53 53 49 49 37 37 39 121 
 
56 63 
H_Rocks2 99 99 99 99 80 80 82 118 74 80 97 
H_Wood1 88 89 90 90 56 56 58 117 
 
72 93 
L_Baby1 93 93 94 94 73 73 78 112 81 83 95 
L_Bowling2 92 92 94 94 70 70 74 123 85 79 98 
L_flowerpots 94 95 93 93 68 68 73 133 98 81 100 
L_midd1 69 69 70 70 51 51 55 120 68 78 75 
L_Monopoly 79 79 85 85 57 57 61 112 40 45 78 
L_Wood2 88 89 94 94 61 61 66 117 75 66 87 
H_Art 83 83 84 84 56 57 57 132 70 69 86 
H_Books 65 65 68 68 45 45 45 114 54 67 85 
H_Dolls 87 87 88 88 60 60 60 118 77 79 92 
H_Cones 82 82 89 89 53 53 53 118 42 63 97 
H_Loundry 62 62 66 65 42 42 42 122 61 61 86 
H_Moeibuis 80 80 80 80 56 56 56 117 68 77 80 
H_Reindeer 88 88 91 91 54 54 55 123 71 78 91 
L_Books 85 86 91 91 61 62 66 114 71 83 93 
L_Teddy 93 94 94 94 73 73 77 115 71 58 96 
H_Adirondack 53 54 52 52 40 40 40 109 23 30 70 
H_Motorcycle 77 77 80 80 50 50 50 116 62 69 88 
H_Pipes 83 83 84 84 59 59 60 126 65 76 89 
H_Shelves 56 56 53 53 40 40 40 120 49 60 64 
L_Adirondack 84 84 89 89 60 61 63 110 68 34 93 
L_Jadeplant 77 77 73 74 60 60 65 133 
 
58 79 
L_MotorE 96 96 98 98 74 74 77 115 
 
22 98 
L_Piano 87 88 91 91 68 68 71 116 
 
70 94 
L_Playroom 85 85 88 88 65 65 69 124 
 
52 89 
L_Playtable 88 88 90 90 62 62 65 116 
 
69 92 
L_Vintage 66 67 62 62 44 44 47 112 
 
63 72 
 
