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Abstract
Let (ht)t∈R be the horocycle flow acting on (M,µ) = (Γ\ SL(2,R), µ), where Γ is
a co-compact lattice in SL(2,R) and µ is the homogeneous measure locally given by
the Haar measure on SL(2,R). Let τ ∈ W 6(M) be a strictly positive function fully
supported on the discrete series and let µτ be the probability measure equivalent to µ
with density τ . We consider the time changed flow (hτt )t∈R and we show that for any
k ∈ N there exists a constant β = β(M,k) > 0 such that for any f0, . . . , fk−1 ∈W 6(M)
there exist C = C(f0, . . . , fk−1) > 0 such that for every 0 = t0 < t1 < . . . < tk−1, we
have ∣∣∣∣∣
∫
M
k−1∏
i=0
fi ◦ hτti dµτ −
k−1∏
i=0
∫
M
fi dµ
τ
∣∣∣∣∣ 6 C
(
min
06i<k−1
(ti+1 − ti)
)−β
.
1 Introduction
1.1 Unipotent flows and their time-changes
Unipotent flows on compact (or, in general, finite volume) quotients of Lie groups are ho-
mogeneous flows given by the action of one-parameter unipotent subgroups. An important
example of a unipotent flow is the horocycle flow on compact quotients Γ\SL(2,R) of
SL(2,R), defined by multiplication on the right by upper triangular unipotent matrices.
Identifying Γ\SL(2,R) with the unit tangent bundle of the compact hyperbolic surface
S = Γ\H, the horocycle flow is the unit speed parametrization of translations along the
stable leaves of the geodesic flow on T 1S.
Its dynamical properties have been studied in great details and are now well-understood:
it has zero entropy [15], in the compact setting it is minimal [16], uniquely ergodic [13],
mixing and mixing of all orders [21], and has countable Lebesgue spectrum [23] (mixing
and spectral properties hold for general finite volume quotients). Finer ergodic properties
were investigated by Ratner [24, 25].
Another important class of unipotent flows is given by nilflows on nilmanifolds, namely
homogeneous flows on compact quotients of (non-abelian) nilpotent Lie groups. The pro-
totypical examples of nilflows are Heisenberg nilflows on quotients of the 3-dimensional
Heisenberg group.
One key feature of unipotent flows, in particular of the horocycle flow, is a form of
slow divergence: the distance between nearby points lying on different orbits grows at
most polynomially in time (quadratically, in the case of the horocycle flow). This property
is in sharp contrast with the dynamics of hyperbolic flows, such as the geodesic flow, for
1
2which the divergence of orbits is exponential. Unipotent flows are hence examples of
smooth parabolic flows, namely smooth flows for which nearby points diverge polynomially
in time.
Outside the homogeneous setting, very little is known for general smooth parabolic
flows, even for smooth perturbations of homogeneous ones. Perhaps the simplest case of
such perturbations are smooth time-changes, or time-reparametrizations. Roughly speak-
ing, a smooth time-change of a flow is obtained by moving along the same orbits, but
varying smoothly the speed of the points. In other words, a smooth time-change is defined
by rescaling the generating vector field by a smooth function τ , called the generator of
the time-change, see Section 2.1 for definitions. A time-change is said to be trivial if its
generator is a quasi-coboundary for the flow, see Section 2.1. It is easy to see that trivial
time-changes are isomorphic to the original flow.
On the other hand, performing a non-trivial smooth time-change can alter significantly
the ergodic properties of the flow. This is the case, for example, of ergodic nilflows. Indeed,
nilflows are never weak mixing, because of the presence of a toral factor, corresponding
to the projection onto the abelianization of the nilpotent group. Nevertheless, non trivial
time-changes, within a natural class of “polynomial” functions on the nilmanifold, destroy
the toral factor and are strongly mixing, as was shown by Avila, Forni, Ulcigrai, and the
second author in [1], extending previous results in [2] and in [29]. For time-changes of
Heisenberg nilflows, one obtains an even stronger dichotomy, [12]: either the time-change
is trivial (in which case the toral factor-persists), or the time-changed flows is mildly mixing
(it has no non-trivial rigid factors).
In the case of the horocycle flow, the study of the cohomological equation by Flaminio
and Forni [8] imply that a generic time-change of the horocycle flow is non-trivial and thus,
by the rigidity result of Ratner [26], not even measurably conjugated to the horocycle
flow itself. Hence, non-trivial time-changes form an important family of smooth non-
homogeneous parabolic flows. Similarly to the unperturbed horocycle flow, they are mixing,
as was shown by Marcus [20]. Moreover, it was conjectured by Katok and Thouvenot, [19],
that sufficiently smooth time changes of horocycle flows have countable Lebesgue spectrum.
Lebesgue spectral type for smooth time-changes was proved by Forni and Ulcigrai [10]
(independently, Tiedra de Aldecoa [32] obtained the absolute continuity property). The full
version of the Katok-Thouvenot conjecture (countable multiplicity) was recently obtained
in [7].
However, as it happens for nilflows, other finer properties of non trivial time-changes
are different from their homogeneous counterpart. One such example is the set of joinings
between their rescalings: whilst all rescalings of the horocycle flow are isomorphic to each
other, the first author, Lemańczyk and Ulcigrai [18], and Flaminio and Forni [9] independ-
ently, showed that different rescalings of non-trivial time-changes are always disjoint.
1.2 Quantitative mixing
Let k ∈ N, k > 2. We recall that a measure preserving flow {ϕt : M → M}t∈R on a
probability space (M,B, µ) is said to be k-mixing if for any f0, . . . , fk−1 ∈ L∞(M) we
have ∣∣∣∣∫
M
f0 · f1 ◦ ϕt1 · · · fk−1 ◦ ϕtk−1 dµ−
(∫
M
f0 dµ
)
· · ·
(∫
M
fk−1 dµ
)∣∣∣∣→ 0 (1)
3as |ti − tj| → ∞, for all ti 6= tj, 0 6 i, j 6 k − 1. We say that ϕt is mixing of all orders
if it is k-mixing for all k > 2. In the case of the horocycle flow, it follows from [28] that
Ratner’s property persists under smooth time-changes, hence they are mixing of all orders.
Under some regularity assumptions on the observables fi, one can ask about the rate
of decay in the limit (1) in terms of the minimum |ti− tj| for i 6= j. It turns out that in the
parabolic setting, quantitative 2-mixing is more tractable than quantitative higher order
mixing as we describe below.
1.2.1 Quantitative 2-mixing
For parabolic flows (i.e. flows of intermediate orbit growth), quantitative 2-mixing in most
cases based on controlled (quantitative) stretching of certain curves by the flow. Ratner,
[27] proved that the rate of 2-mixing of the horocycle flow is polynomial, namely she showed
that there exists an explicit γ > 0, depending only on the co-compact lattice Γ, such that
for all C 3 functions f0, f1 there exists a constant C = C(f0, f1) such that for all t > 1 we
have ∣∣∣∣∫
M
f0 · f1 ◦ ϕt dµ−
(∫
M
f0 dµ
)(∫
M
f1 dµ
)∣∣∣∣ 6 Ct−γ.
Moreover, it can be shown that this bound is optimal. In the case of time-changes of
horocycle flows, quantitative mixing estimates were obtained by Forni and Ulcigrai in [10],
although they are conjecturally not optimal. Their result is based on sharp bounds on
ergodic integrals of the horocycle flow proved by Flaminio and Forni in [8] and refined
by Bufetov and Forni for “horocycle-like” arcs in [4], together with stretching of geodesic
curves.
For other parabolic flows, Forni and the first author in [11] showed that, for a full
dimensional set of Heisenberg nilflows and for a generic set of smooth time-changes, if the
time-change is not trivial, the rate of mixing is polynomial. This is the only quantitative
result available for mixing properties of time-changes of nilflows.
A shearing phenomenon analogous to the one described above is at the base of several
results on quantitative 2-mixing for non-homogeneous parabolic flows, see, e.g., [6], [29],
[7]. We will use a version of this mechanism in this paper as well, see the proof of Theorem
2 in Section 3.2.
1.2.2 Quantitative higher order mixing
Quantitative higher order mixing (in particular, 3-mixing) for parabolic flows is much
harder to get and, until recently, there were no results in the literature on this problem.
The main reason for this is that mechanisms for obtaining higher order mixing are, by thei
very nature, non-quantitative: singular spectrum criterion of Host [17], Ratner’s property
[25], or Marcus multiple mixing mechanism [21].
The first, and to the best of our knowledge the only, quantitative higher order mixing
result appears in the very recent work of Björklund, Einsiedler, and Gorodnik [3], where
the authors proved a very general quantitative result for multiple mixing of group actions
which, in the very specific case of the regular action of SL(2,R), implies that, for all k > 2,
the rate of k-mixing of the horocycle flow is polynomial. Such results are difficult to obtain
for non-homogeneous flows, and in particular for non trivial time-changes of unipotent
4flows, since one cannot exploit the algebraic properties of the actions and the powerful
representation theory machinery.
Our argument shares some similarities with the one in [3], notably in exploiting the
shearing of a transverse vector field under the action (see in particular [3, §7.2]). For
homogeneous flows, the push-forward of left-invariant vector fields is given by the Adjoint,
which can be controlled using the algebraic structure of the group, see [3, §2]. In our
setting, however, due to the non-homogeneous structure of the flow, we employ a more
geometric approach and we exploit precise bounds on the growth of ergodic integrals and
good quantitative control of the (non-uniform) stretching of geodesic curves.
We hope that the local mechanism that we use has the potential to be applied to other
non-homogeneous flows, such as time-changes of higher step nilflows, or some smooth
surface flows.
1.3 Statement of the main result
In this paper, we establish polynomial k-mixing estimates for time-changes of the horocycle
flow supported on the discrete series, see Theorem 1 below. To the best of our knowledge,
this is the first result on quantitative multiple mixing for smooth non-homogeneous para-
bolic flows.
Let (ht)t∈R be the horocycle flow on (M,µ), where M = Γ\SL(2,R) is compact and µ
is locally given by the Haar measure. Let W 6(M) ⊂ L2(M) denote the standard Sobolev
space or order 6 (see Section 2.3 for definitions), and let τ ∈W 6(M) be a positive function
fully supported on the discrete series (see Section 2.3). We consider the time changed flow
(hτt )t∈R generated by τ as defined in Section 2.1. The following is our main result.
Theorem 1. Let k ∈ N. There exists γ = γ(M,k, τ) > 0 such that for any f0, . . . , fk−1 ∈
W 6(M) there exists C = C(f0, . . . , fk−1) > 0, such that for all 0 = t0 < t1 < . . . < tk−1,
we have ∣∣∣∣∣
∫
M
k−1∏
i=0
fi ◦ hτti dµ−
k−1∏
i=0
∫
M
fi dµ
∣∣∣∣∣ 6 C
(
min
06i<j6k−1
|ti − tj |
)−γ
.
The driving idea of the proof is refining Marcus’ approach for multiple mixing of the
horocycle flow in [21] by making it quantitative. An important difference with Marcus’
result, however, is that the generic time-change considered here is not homogeneous and,
in particular, the shearing of geodesic segments under the action of the flow is not uni-
form. Our assumption on the generator τ enables us to control the “deviations” from the
homogeneous case, see Lemma 2.2. The problem is then reduced to study the L2 norm
of some multiple ergodic averages, see Proposition 3.3, which are estimated using a sharp
quantitative version of van der Corput inequality (Lemma 2.3).
2 Definitions and basic properties
2.1 Time changes of flows
Let (ϕt) be a flow on (X,B, µ) and let τ ∈ L1(X,µ) be a strictly positive function. Then,
for a.e. x ∈ X, for every t ∈ R, there exists a unique solution u = u(x, t) of∫ u
0
τ(ϕsx) ds = t.
5The function u(x, ·) defined this way is an R-cocycle, i.e. for t1, t2 ∈ R, we have u(x, t1 +
t2) = u(x, t1) + u(ϕt1x, t2). We define the time-change flow (ϕ
τ
t )t∈R induced by τ by
setting ϕτt (x) = ϕu(x,t)(x), and we say that τ is its generator. Since u(x, ·) is a cocycle, the
latter equality defines an R-action. Moreover, (ϕτt )t∈R preserves the measure µ
τ given by
dµτ = τ∫
X
τdµ
dµ.
Since the flow (ϕt) has the same orbits as any of its time-changes, and since the invari-
ant measure µτ is equivalent to µ, ergodicity is preserved when performing a time-change.
Mixing and other spectral properties, however, are more delicate, as discussed in the in-
troduction.
We say that a function τ is a quasi-coboundary for (ϕt)t∈R if there exists a measurable
solution ξ : X → R to∫ t
0
τ(ϕsx)ds − t
∫
X
τdµ = ξ(x)− ξ(ϕtx), for t ∈ R.
It follows that if τ is quasi-coboundary, then (ϕt)t∈R and (ϕτt )t∈R are isomorphic. We call
such time changes trivial.
2.2 Horocycle and geodesic flows
Let G := SL(2,R) be the group of 2×2 matrices with determinant 1 and let µ be the Haar
measure on G. We denote the lie algebra of G by g, which consists of 2 × 2 matrices of
zero trace. Let U,X, V ∈ g be given by
U :=
(
0 1
0 0
)
, X :=
(
1/2 0
0 −1/2
)
, V :=
(
0 0
1 0
)
.
Then U,X, V are generators of respectively the (stable) horocycle, geodesic and opposite
(unstable) horocycle flow. We will be dealing with flows generated by U and X. More
precisely, let exp: g → G be the exponential map and let Γ ⊂ G be a co-compact lattice
in G. We will consider the following R-actions on the homogeneous space M := Γ\G: the
horocycle flow
ht(Γx) = Γx exp(tU), (2)
and the geodesic flow
gt(Γx) = Γx exp(tX). (3)
The flows ht and gt both preserve a smooth measure on M , locally given by the Haar
measure µ, which we will denote also by µ. Recall that the horocycle and geodesic flows
satisfy the following renormalization equation
ht ◦ gs = gs ◦ hest, for every t, s ∈ R. (4)
2.3 Spectral theory of horocycle flows
We will briefly recall some facts from the spectral theory of horocycle flows, for details see
e.g. [8]. Let
Θ :=
(
0 1/2
−1/2 0
)
6be the generator of the maximal compact subgroup SO(2) of G = SL(2,R). Let H =
L2(M,µ) be the Hilbert space of square integrable functions on M = Γ\G, on which G
acts unitarily. We define the Laplacian by setting ∆ := −(X2 + U2/2 + V 2/2); it is an
elliptic element of the universal enveloping algebra of g which acts as an essentially self-
adjoint operator on H. Remark that ∆ on SO(2)-invariant functions coincides with the
Laplace-Beltrami operator on the compact hyperbolic surface S = Γ\H. The Sobolev space
of order s > 0, W s(M), is defined as the completion of the space C∞(M) of infinitely
differentiable functions with respect to the inner product
〈f, g〉 := 〈(1 + ∆)sf, g〉H.
We will denote by ‖·‖6 the norm in W 6(M).
Let  := −X2 − (V + Θ)2 + Θ2 = ∆ + 2Θ2 be the Casimir operator, a generator
of the centre of the universal enveloping algebra of g. By the classical theory of unitary
representations of SL(2,R), we have the following orthogonal decomposition into irreducible
components, listed with multiplicity:
L2(M) =
⊕
µ∈Spec()
Hµ = Hp ⊕Hc ⊕Hd,
where
Hp =
⊕
µ∈Spec(),
µ>1/4
Hµ, Hc =
⊕
µ∈Spec(),
µ∈(0,1/4)
Hµ, Hd =
⊕
µ∈Spec(),
µ=−n2+n, n∈Z>0
Hµ.
We call Hp the principal series, Hc the complementary series, and Hd the discrete series.
On each irreducible representation Hµ, the Casimir operator acts as multiplication by
the constant µ. The representation H0 is the trivial representation and appears with
multiplicity 1.
We will be interested in functions τ ∈ Hd. We remark that it follows from a recent
work of D. Dolgopyat and O. Sarig [5] that functions coming from non-zero harmonic forms
are not measurable coboundaries; in particular, there exist positive functions in Hd which
are not measurable quasi-coboundaries, and hence generate a time-change which is not
measurably conjugate to the horocycle flow.
2.4 Deviation of ergodic averages for functions in Hd.
We will first state a result on growth of ergodic integrals for functions in the space Hd. It
is a straightforward consequence of Theorem 1.5 in [8]. We make a standing assumption
that
∫
M τdµ = 1.
Lemma 2.1. Let τ ∈W 6(M)∩Hd. There exists a constant Cτ such that for every |s| < 1,
every T > 1 and every x ∈M , we have∣∣∣∣∫ T
0
(τ − τ ◦ gs)(htx) dt
∣∣∣∣ 6 Cτ |s| log T.
Proof. Recall that the spaceHd is invariant for the action of the geodesic flow gs. Therefore,
τ − τ ◦ gs ∈ Hd. Then by Theorem 1.5 in [8], we have∣∣∣∣∫ T
0
(τ − τ ◦ gs)(htx) dt
∣∣∣∣ 6 C‖τ − τ ◦ gs‖6 log T 6 CC ′|s| log T = Cτ |s| log T,
7which finishes the proof by taking Cτ = CC ′.
We remark that, since any non-trivial time change destroys the homogeneous structure,
the commutation relation (4) does not in general hold for time-changes. Below we state
an important lemma which estimates the error in the renormalization formula for the time
changed flow.
Lemma 2.2. Let τ ∈W 6(M) ∩Hd. Then there exists C ′ > 0 such that for every x ∈M ,
|s| < 1 and T > 1, we have
hτT ◦ gs(x) = gs ◦ hτesT+A(x,s,T )(x),
where
|A(x, s, T )| 6 C ′|s| log T.
Proof. Let A(x, s, T ) be such that
u(x, esT +A(x, s, T )) = esu(gsx, T ). (5)
Notice that for every fixed x ∈M , the function u(x, ·) is strictly increasing, hence the term
A(x, s, T ) as in (5) above is uniquely defined. By definition of a time change and (4), we
have
hτT ◦ gs(x) = hu(gsx,T ) ◦ gs(x) = gs ◦ hesu(gsx,T )(x) = gshτesT+A(x,s,T )x.
We only need to show that A(x, s, T ) given by (5) satisfies |A(x, s, T )| 6 C ′|s| log T for
some C ′ > 0.
By definition, we have
esT +A(x, s, T ) =
∫ u(x,esT+A(x,s,T ))
0
τ(htx) dt.
Changing variables r = est and using (4), we get
esT = es
∫ u(gsx,T )
0
τ(ht ◦ gs(x)) dt =
∫ esu(gsx,T )
0
τ(gs ◦ ht(x)) dt.
Therefore, (5) gives us
A(x, s, T ) =
∫ esu(gsx,T )
0
τ(htx)dt−
∫ esu(gsx,T )
0
τ(gshtx) dt.
Using Lemma 2.1, we obtain
|A(x, s, t)| =
∣∣∣∣∣
∫ esu(gsx,T )
0
(τ − τ ◦ gs)(htx)dt
∣∣∣∣∣ 6 Cτ |s| log(esu(gsx, T )).
Since maxx∈M |u(x, T )| 6 1infM τ T , the proof is complete.
82.5 van der Corput inequality
We recall a version of the van der Corput’s inequality, that will be useful in our setting.
The following lemma is valid in general Hilbert spaces H, for simplicity we state it just for
H = L2(X,µ), where (X,µ) is a probability space. The notation X = O(Y ) means that
X 6 cY for some global constant c > 0.
Lemma 2.3 (van der Corput inequality). Let (φu)u∈R ⊂ L2(X,µ) with ‖φu‖2 6 1 for
every u ∈ R and assume that 〈φu, φw〉 = 〈φ0, φw−u〉 for every u,w ∈ R. Then, for every
N > 0 and 0 < L < N , we have∥∥∥∥ 1N
∫ N
0
φu du
∥∥∥∥
2
6
[
2
N
∫ N
0
(
1
L
∫ L
0
|〈φu, φu+l〉|dl
)
du
]1/2
+O
(
L
N
)
(6)
Remark 2.4. As mentioned before, the result above is true for general Hilbert spaces
and without the extra invariance assumption on the (φu)u∈R. We will use Lemma 2.3 for
φu = f ◦ hτu for which the above assumption is satisfied. A nice proof of the more general
statement in the non-quantitative version can be found in J. Moreira blogpost, [22].
The proof follows standard steps, we provide it here for completeness.
Proof of Lemma 2.3. Notice first that∥∥∥∥ 1N
∫ N
0
φu du− 1
L
∫ L
0
(
1
N
∫ N
0
φu+l du
)
dl
∥∥∥∥
2
= O
(
L
N
)
.
Moreover, by Cauchy-Schwartz inequality,
∥∥∥∥ 1N
∫ N
0
(
1
L
∫ L
0
φu+l dl
)
du
∥∥∥∥
2
6
[
1
N
∫ N
0
∥∥∥∥ 1L
∫ L
0
φu+l dl
∥∥∥∥2
2
du
]1/2
=
[
1
N
∫ N
0
1
L2
∫ L
0
(∫ L
0
〈φu+l1 , φu+l2〉dl1
)
dl2 du
]1/2
=
[
1
N
∫ N
0
1
L2
∫ L
0
∫ L
0
〈φu, φu+l2−l1〉dl1 dl2 du
]1/2
6
[
1
N
∫ N
0
1
L
∫ L
−L
〈φu, φu+l〉dl du
]1/2
=
[
2
N
∫ N
0
1
L
∫ L
0
|〈φu, φu+l〉|dl du
]1/2
,
where we use invariance and the fact that −L 6 l1 − l2 6 L. This finishes the proof.
2.6 2-mixing estimates for the horocycle flow and time changes of the
horocycle flow
In this section we will recall a result of G. Forni and C. Ulcigrai, [10], on estimates of rates
of 2-mixing for time-changes of the horocycle flow. In the homogeneous setting, optimal
rates of mixing for the classical horocycle flow were obtained by M. Ratner in [27].
9Lemma 2.5 (Theorem 3, [10]). Let τ ∈ W 6(M), τ > 0 and let (hτt ) denote the time
change induced by τ . There exists a constant C = C(τ) > 0 and β > 0 such that for any
function f, g ∈W 6(M) and any t > 1, we have∣∣∣∣∫
M
(f ◦ hτt )g dµ−
∫
M
f dµ
∫
M
g dµ
∣∣∣∣ 6 C‖f‖6‖g‖6t−β.
Remark 2.6. Let µ0 > 0 denote the spectral gap of the Laplace-Beltrami operator on the
compact hyperbolic surface Γ\H, and let ν0 =
√
1− 4µ0 if µ0 6 1/4, and 0 otherwise. It
follows from Theorem 3 in [10] that the above result holds for any 0 < β 6 1−ν02 .
We will use the full strength of the above lemma in our analysis. In particular we need
explicit dependence on mixing rates and norms of the observables (given by Lemma 2.5).
3 Main estimates
The strategy of the proof is similar to the proof of Theorem 1.1 in [3]; however, since we
are in the non algebraic setting, our reasoning is local and we use estimates on stretching
of geodesic arcs of the time changed flow. We also use some ideas from Marcus’ proof in
[21]. Similarly to [3] and [21], the proof goes by induction, i.e. we assume that we have
quantitative (k− 1)-mixing estimates for smooth functions and, using the dynamics of the
time changed flow (or Lemma 2.2) and van der Corput inequality, we obtain quantitative
k-mixing estimates. We will deal with the time changed flow (hτt )t∈R for τ ∈W 6(M)∩Hd.
Without loss of generality, for the rest of the paper we make a standing assumption that
the L2 norms of all functions that appear are bounded above by 1.
We start with the following definition.
Definition 3.1 (Quantitative k-mixing). Let (ϕt)t∈R be a measure preserving flow acting
on (X,B, µ), let L20(X,µ) = {f ∈ L2(X,µ) :
∫
X f dµ = 0}, and let F ⊂ L20(X,µ) be a
subspace equipped with a norm ‖ · ‖F . We say that (ϕt)t∈R has the Q(k,F)- property for
k ∈ N if there exist γk > 1, βk > 0 such that for every f1, . . . , fk ∈ F and every (ti)ki=1
with 0 = t1 6 t2 6 . . . 6 tk, or with tk 6 . . . 6 t2 6 t1 = 0, we have∣∣∣∣∣
∫
X
k∏
i=1
fi ◦ ϕti dµ
∣∣∣∣∣ 6 C
(
max
(
1,
k∏
i=1
‖fi‖F
))γk ( 1
min0<i6k(ti+1 − ti)
)βk
,
for some constant C = C(k) > 0.
We will use the above definition for (hτt ) on (M,µ) and F = W 6(M) ∩ L20(M,µ) with
‖·‖F = ‖·‖6. To shorten the notation we denote Q(k) = Q(k,W 6(M)∩L20(M,µ)). Notice
that by Lemma 2.5, it follows that (hτt ) has the Q(2)-property. The theorem below is a
quantitative version of Proposition 1 in [21].
Theorem 2. Let τ ∈ W 6(M) ∩Hd. For every k > 2 if (hτt )t∈R has the property Q(ℓ) for
every 2 6 ℓ 6 k then it has the property Q(k + 1). Moreover there exists an explicit lower
bound on βk in terms of τ , M and k for every k > 2.
Theorem 1 follows easily from Theorem 2 above.
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Proof of Theorem 1. By Lemma 2.5, the time change (hτt ) has the Q(2)-property; hence,
by Theorem 2, it has property Q(k) for all k > 2. Let f0, . . . , fk−1 ∈ W 6(M). For each
0 6 i 6 k − 1, denote f¯i =
∫
X f dµ ∈ R and f⊥i = fi − f¯i ∈W 6(X) ∩ L20(X). We have∣∣∣∣∣
∫
M
k−1∏
i=0
fi ◦ hτti dµ−
k−1∏
i=0
∫
M
fi dµ
∣∣∣∣∣ =
∣∣∣∣∣
∫
M
k−1∏
i=0
(f⊥i + f¯i) ◦ hτti dµ−
k−1∏
i=0
f¯i
∣∣∣∣∣
6
∑
J⊆{0,...,k−1}, |J |>2
(∏
i∈Jc
|f¯i|
) ∣∣∣∣∣∣
∫
M
∏
j∈J
f⊥j ◦ hτtj dµ
∣∣∣∣∣∣
6 C ′
∑
J⊆{0,...,k−1}, |J |>2
(
1
minj,j′∈J |tj′ − tj|
)β|J|
6 C
(
1
min06i<j6k−1 |ti − tj|
)γ
,
(7)
where γ = min{βj : 2 6 j 6 k − 1}. This concludes the proof.
The following observation will be important in what follows.
Remark 3.2. There exist a constant D > 0 such that for every f ∈ W 6(M) and every
d > 1, we have
‖f · f ◦ hd‖6 6 D‖f‖26d6.
This follows from the fact that functions inW 6(M) have the algebra property, i.e. ‖f ·g‖6 6
D′‖f‖6‖g‖6 and the fact that ‖f ◦ hd‖6 6 D′′‖f‖6d6.
Before we prove Theorem 2 we will need the following result.
Proposition 3.3. Let k ∈ N and assume that (hτt ) satisfies the Q(ℓ)-property for 2 6 ℓ 6 k.
There exists ηk > 0 such that for every 0 < ǫ < 1 + 1/k there exists δ = δ(ǫ, k) > 0 such
that for any fi ∈ W 6(M) ∩ L20(M), for 1 6 i 6 k, for every n 6= m, and for every
|n−m|−ǫ < K1 < . . . < Kk = 1, we have∥∥∥∥∥ 1n−m
∫ n
m
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
6
C
(
max
(
1,
k∏
i=1
‖fi‖6
))ηk (
|n−m| min
16i6k
(Ki+1 −Ki)
)−δ
, (8)
for some constant C = Ck > 0.
Proof. Notice that we always have∥∥∥∥∥ 1n−m
∫ n
m
k∏
i=1
fi ◦ hKiu du
∥∥∥∥∥
2
6
∣∣∣∣∣ 1n−m
∫ n
m
∥∥∥∥∥
k∏
i=1
fi ◦ hKiu
∥∥∥∥∥
2
du
∣∣∣∣∣ 6
k∏
i=1
‖fi‖2 ,
so that we can assume |n − m|mini(Ki+1 − Ki) > 1. Up to replacing m with n, let us
assume that n > m.
We will use van der Corput inequality (see Lemma 2.3). Let φu(·) =
∏k
i=1 fi ◦
hKi(u+m)(·) ∈ L2(M,µ). Since ‖fi‖2 6 1 it follows that for every u ∈ R, we have ‖φu‖2 6 1.
So by Lemma 2.3, we have to bound
1
L
∫ L
0
|〈φu, φu+l〉|dl,
11
and optimize for 0 < L 6 N = n− l. As in the proof of Theorem 1, let us write
fi·fi◦hKil(x) =
∫
M
fi·(fi◦hKil) dµ+(fi·fi◦hKil)⊥(x), with (fi·fi◦hKil)⊥ ∈W 6(M)∩L20.
Then, we write
|〈φu, φu+l〉| =
∣∣∣∣∣
∫
M
(
k∏
i=1
fi ◦ hKi(u+m)(x)
)(
k∏
i=1
fi ◦ hKi(u+m+l)(x)
)
dµ
∣∣∣∣∣
=
∣∣∣∣∣
∫
M
k∏
i=1
(fi · fi ◦ hKil)(hKi(u+m)x) dµ
∣∣∣∣∣ 6
k∏
i=1
∣∣∣∣∫
M
fi · (fi ◦ hKil) dµ
∣∣∣∣+
+
∑
J({1,...,k}
(∏
i∈J
∣∣∣∣∫
M
fi · (fi ◦ hKil) dµ
∣∣∣∣
)∣∣∣∣∣∣
∫
M
∏
j∈Jc
(fj · fj ◦ hKj l)⊥(hKj(u+m)x) dµ
∣∣∣∣∣∣
 ,
(9)
where in the last term we allow J = ∅ in which case ∏i∈J ∣∣∫M fi · (fi ◦ hKil) dµ∣∣ := 1.
Notice moreover that if |Jc| = 1, then the last integral vanishes by measure invariance.
Hence we will assume that the sum is taken over J ( {1, . . . , k} with |J | 6 k − 2.
We will now bound each term on RHS of (9): first trivially, we have∣∣∣∣∫
M
fi · (fi ◦ hKil) dµ
∣∣∣∣ 6 ‖fi‖26.
Therefore the last term in (9) is bounded by
C
(
k∏
i=1
‖fi‖6
)2 ∑
J({1,...,k}
|J |6k−2
∣∣∣∣∣∣
∫
M
∏
j∈Jc
(fj · fj ◦ hKj l)⊥(hKj(u+m)x) dµ
∣∣∣∣∣∣
Let J be as above and let aJ1 < a
J
2 < . . . < a
J
mJ denote all the elements in J
c (recall
that mJ > 2). Using the Q(ℓ)-property for ℓ := |Jc| 6 k, we can bound the last term in
the RHS of (9) by∣∣∣∣∣∣
∫
M
∏
j∈Jc
(fj · fj ◦ hKj l)⊥(hKj(u+m)x) dµ
∣∣∣∣∣∣ 6 C
(
max
(
1,
∏
i∈Jc
‖(fi · fi ◦ hKil)⊥‖6
))γ|Jc|
×
(
1
(u+m)min16i6mj (KaJi+1
−KaJi )
)β|Jc|
6
C
(
max
(
1,
∏
i∈Jc
‖(fi · fi ◦ hKil)⊥‖6
))γ|Jc|
×
(
1
(u+m)min16i6k(Ki+1 −Ki)
)β|Jc|
, (10)
where in the last inequality we use the fact that the minimum on the LHS is taken over a
smaller set than on the RHS ((aJi ) is a subset of {1, . . . k}).
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We now have the following important estimate (see Remark 3.2): for every 1 6 i 6 k,
‖fi · fi ◦ hKil‖6 6 D‖fi‖26(Kil)6.
This implies that
∏
i∈Jc
‖fi · fi ◦ hKil‖6 6 D|J
c|Cf
(∏
i∈Jc
Ki
)6
l6|J
c|.
The above bounds and (9) imply that
1
L
∫ L
0
|〈φu, φu+l〉|dl 6 1
L
∫ L
0
k∏
i=1
∣∣∣∣∫
M
fi · (fi ◦ hKil) dµ
∣∣∣∣ dl+
+C
∑
J({1,...,k}
|J |6k−2
max
(
1, (D|J
c|Cf )
γ|Jc|
( k∏
i=1
K
6γ|Jc|
i
)
L6|J
c|γ|Jc|
)(
1
(u+m)mini(Ki+1 −Ki)
)β|Jc|
.
Let
aL :=
1
L
∫ L
0
k∏
i=1
∣∣∣∣∫
M
fi · (fi ◦ hKil) dµ
∣∣∣∣ dl
and let
bL,Jc(u) := 2Cmax
(
1, (D|J
c|Cf )
γ|Jc|
( k∏
i=1
K
6γ|Jc|
i
)
L6|J
c|γ|Jc|
)(
1
(u+m)mini(Ki+1 −Ki)
)β|Jc|
.
By Lemma 2.3, we have
∥∥∥∥∥ 1n−m
∫ n
m
k∏
i=1
fi ◦ hKiu du
∥∥∥∥∥
2
6
aL + ∑
J({1,...,k}
|J |6k−2
1
N
∫ N
0
bL,Jc(u) du

1/2
+O
(
L
N
)
. (11)
Notice that by the Q(2) property (used only for the last term in the product), we have
(using also that Kk = 1)
aL 6
k−1∏
i=1
‖fi‖6 1
L
∫ L
0
|
∫
M
fk · fk ◦ hldµ|dl 6
k∏
i=1
‖fi‖26
1
L
∫ L
0
l−β dl 6 CfL
−β,
where Cf :=
∏k
i=1 ‖fi‖26.
We now define L ∈ [0, N ]. By assumption, let 0 < ε < (k+1)/k be such thatK1 > N−ε.
Let us define θ = θk,ε and L by
θ =
1
2
min
(
k − ǫ(k − 1),min
i6k
βi
12γi
)
13
and
L :=
 min
J⊂{1,...,k}
|J |6k−2
[
∏
i∈Jc
Ki]
−1
(
N min
i
(Ki+1 −Ki)
)θ
1
|Jc|
,
(where we allow J = ∅). This implies that for every J ⊂ {1, . . . , k} with |J | 6 k − 2,
L|J
c|
∏
i∈Jc
Ki 6 N min
i
(Ki+1 −Ki)θ. (12)
Moreover, if a set J0 ⊂ {1, . . . k} realizes the minimum in the definition of L, then
Lk > LJ
c
0 > L|J
c
0
|
∏
i∈Jc
0
Ki =
(
N min
i
(Ki+1 −Ki)
)θ
. (13)
From our assumption N−ε 6 K1 6 · · · 6 Kk = 1, we deduce that(
k∏
i=1
Ki
) 1
k
> N−ε
k−1
k ;
in particular, by (12) for J = ∅ and using the definition of θ,
0 6
L
N
6
(N mini(Ki+1 −Ki))θ/k(∏k
i=1Ki
)1/k
N
6
1
N1−θ/k−ǫ(k−1)/k
6
1(
N mini(Ki+1 −Ki)
)1−θ/k−ǫ(k−1)/k 6 1. (14)
Notice that by the bound on aL and (13) it follows that
aL 6 Cf
1
(N mini(Ki+1 −Ki))
θβ
k
. (15)
Fix J ( {1, . . . , k}, |J | 6 k − 2. For the term bL,Jc(u) in (11), since∫ N
0
du
(u+m)β|Jc|
=
n1−β|Jc| −m1−β|Jc|
1− βk 6
(n−m)1−β|Jc|
1− β|Jc|
=
N1−β|Jc|
1− β|Jc|
,
it follows, using also (12), that
2
N
∫ N
0
bL,Jc(u) du 6
2C
N
(
1 + (D|J
c|Cf )
γ|Jc|
( ∏
i∈Jc
K
6γ|Jc|
i
)
L6|J
c|γ|Jc|
)
1
mini(Ki+1 −Ki)β|Jc|
∫ N
0
du
(u+m)β|Jc|
6 C ′
1
mini(Ki+1 −Ki)β|Jc|Nβ|Jc|
+ C ′C
γ|Jc|
f
1
(N mini(Ki+1 −Ki))β|Jc|−6γ|Jc|θ
6 C ′max(1, Cf )
γ|Jc|
1
(N mini(Ki+1 −Ki))β|Jc|−6γ|Jc|θ
. (16)
14
Set
ηk :=
1
2
max(1,max
i6k
γi)
and
δ := min
(
1− θ
k
− ǫk − 1
k
,
θβ
2k
,min
i6k
βi − 6γiθ
2
)
,
notice that δ > 0 by the definition of θ. We get from (11), using (14), (15), and (16) (for
each J ( {1, . . . , k} and summing over J), we obtain∥∥∥∥∥ 1n−m
∫ n
m
k∏
i=1
fi ◦ hKiu du
∥∥∥∥∥
2
6 C ′′max(1, Cf )
ηk
1
N δ mini(Ki+1 −Ki)δ .
3.1 Combinatorial argument
We describe an inductive procedure that will be used in the proof of Theorem 2 (see the
outline of the proof below).
Fix k ∈ N and fix numbers (ζi)i6k in (0, 1). For any (k +1)-tuple of numbers 0 = t0 <
t1 < ... < tk we perform the following inductive procedure.
Step 1. Let r1 = t
ζ1
12k
k . If {ti}ki=0 ⊂ [0, r1] ∪ [tk − r1, tk], the procedure stops. If not, let
s1 < k be the largest such that ts1 /∈ [0, r1] ∪ [tk − r1, tk].
Step 2. Let r2 := r
ζ2
12k
1 . If {ti}ki=0 ⊂ [0, r2]∪[ts1−r2, ts1+r2]∪[tk−r2, tk] the procedure stops.
If not, let s2 < k be the largest such that ts2 /∈ [0, r2]∪ [ts1− r2, ts1 + r2]∪ [tk− r2, tk].
Step ℓ+ 1. If the procedure does not stop at Step ℓ, let rℓ+1 := r
ζℓ+1
12k
ℓ and take sℓ < k to
be the largest such that tsℓ /∈ [0, rℓ] ∪
⋃ℓ−1
m=1[tsm − rℓ, tsm + rℓ] ∪ [tk − rℓ, tk].
Notice that the procedure will definitely stop no later than Step k. Moreover, notice that
if the procedure stops exactly at Step k, then by the definition of (rℓ), for ξk :=
∏k
i=1 ζi
(12k)k
,
we have
min
06i<k
|ti+1 − ti| > tξkk . (17)
It is crucial that ξk depends on (ζi) and k but not on the (ti)i6k.
3.2 Proof of Theorem 2
The rest of the section is devoted to the proof of Theorem 2. We first present an outline
for the reader’s convenience.
Outline of the proof. The proof consists of two cases (Case A and Case B below),
depending whether the inductive procedure described above stops at Step k or before.
If it stops at Step ℓ for ℓ < k (Case A), it means that there exist j 6= i such that the
corresponding times tj and ti are close, namely |ti − tj| 6 2rℓ. We then write
fi ◦ hτti · fj ◦ hτtj = (fi · fj ◦ hτtj−ti) ◦ hτti ,
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and, by assumption, the Sobolev norm of the term in brackets is small, namely is of
order O(r6ℓ ). We do the same for all the times tj contained in an interval of the form
[tsi − rℓ, tsi+rℓ] as described in the inductive procedure, and we consider the corresponding
terms in brackets as a single observable. In this way, we reduce the number of observables
to ℓ < k (with appropriate bounds on theis Sobolev norms), and we can apply the inductive
hypothesis on quantitative ℓ-mixing to conclude.
If the procedure does stop exactly at Step k (Case B), we exploit the shearing property:
transverse segments in the geodesic direction get sheared along hτt . We denote by σ > 0 the
length of such segments. Our assumption on the time-change ensures that the deviations of
the shearing property form the unperturbed homogeneous case is logarithmic (see Lemma
2.2), hence the error term is of order σ logk |tk|. We will use a “mixing via shearing”
argument (analogous to the one in [10]) to be able to reduce the problem of estimating the
multiple correlations to the setting of Proposition 3.3. For the assumptions of Proposition
3.3 to be satisfied, we will need to choose σ = |tk|−α2 for some small α > 0. In order
to conclude, it will be crucial to exploit (17), which will ensures that σ = |tk|−α2 =
O(min06i<k |ti+1 − ti|−α˜), for some α˜ > 0.
Proof of Theorem 2. Let k > 2 and assume that (hτt ) has the property Q(ℓ) for 2 6 ℓ 6 k.
Let ζi+1 :=
βi+1
γi+1
. Fix f0, . . . , fk ∈ W 6(M) ∩ L20(M) and let 0 = t0 6 t1 6 . . . 6 tk, or
tk 6 . . . 6 t1 6 t0 = 0 . By invariance of the measure µτ for (hτt ), up to composing with
hτ−tk and relabeling t
′
i = ti − tk, we can assume that
min
06i<k
|ti+1 − ti| = min
16i<k
|ti+1 − ti|. (18)
We now apply the combinatorial procedure to the sequence (ζi)i6k−1 and t0 < ... < tk.
Assume the procedure stops at Step ℓ. We consider two cases:
Case A. ℓ < k. By definition this means that {ti}ki=0 ⊂ [0, rℓ]∪ [tk− rℓ, tk]
⋃ℓ−1
m=1[tsm−
rℓ, tsm + rℓ]. For 0 6 i 6 ℓ, let
f˜i :=
∏
tj∈[tsi−rℓ,tsi+rℓ]
fj ◦ htj−tsi ,
with s0 = 0 and sℓ = k. Let wi := #{j 6 ℓ : tj ∈ [tsi − rℓ, tsi + rℓ]}. Then∫
M
k∏
i=0
fi ◦ hτti dµτ =
∫
M
ℓ∏
i=0
f˜i ◦ hτtsi dµ
τ . (19)
Notice that by the same splitting as in (7), we have∣∣∣∣∣
∫
M
ℓ∏
i=0
f˜i ◦ hτtsi dµ
τ
∣∣∣∣∣ 6 C
(
ℓ∏
i=1
‖fi‖k∞
)
ℓ∑
i=0
∣∣∣∣∫
M
f˜idµ
τ
∣∣∣∣+
∣∣∣∣∣
∫
M
ℓ∏
i=0
f˜⊥i ◦ hτtsidµ
τ
∣∣∣∣∣ . (20)
Moreover, by the Q(wi) property and the definition of f˜i,∣∣∣∣∫
M
f˜i dµ
τ
∣∣∣∣ < C
(
k∏
i=1
‖fi‖6
)wi (
1
mintj∈[tsi−rℓ,tsi+rℓ](tj+1 − tj)
)βwi
6
C
(
k∏
i=1
‖fi‖6
)wi (
1
mini6k(ti+1 − ti)
)βwi
.
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Therefore, these terms have the desired behaviour. We will now deal with the last term in
(20). Since ℓ < k, we can use the Q(ℓ+ 1) property to bound∣∣∣∣∣
∫
M
ℓ∏
i=0
f˜⊥i ◦ hτtsi dµ
τ
∣∣∣∣∣ 6 C
(
ℓ∏
i=0
‖f˜i‖6
)γℓ+1
×
(
1
min06i6ℓ tsi+1 − tsi
)βℓ+1
.
Notice that by the definition of (f˜i),
ℓ∏
i=0
‖f˜i‖6 6 (
k∏
i=1
‖fi‖6)(rℓ)6wi 6 (
k∏
i=1
‖fi‖6)(rℓ)6k.
On the other hand, by the definition of (si), we have min06i6ℓ tsi+1− tsi > rℓ−1. Therefore,
we can bound (19) by∣∣∣∣∣
∫
M
ℓ∏
i=0
f˜i ◦ hτtsi dµ
τ
∣∣∣∣∣ 6 C(
k∏
i=1
‖fi‖6)6γℓ+1r6kγℓ+1ℓ r
−βℓ+1
ℓ−1 .
By the definition of (ri) and (ζi), we have
r
6kγℓ+1
ℓ r
−βℓ+1
ℓ−1 6 r
ζℓ+1
12k
·6kγℓ+1−βℓ+1
ℓ−1 6 r
−βℓ+1
2
ℓ−1 .
It remains to notice that rℓ−1 = t
θℓ
k (where θℓ does not depend on (ti) but only on (ζi)).
To deduce that for βk+1 := θℓ
βℓ+1
2 , we can bound (19) by
C(
k∏
i=1
‖fi‖6)6γℓ+1 1
t
βk+1
k
6 C(
k∏
i=1
‖fi‖6)6γℓ+1 1
min06i6k(ti+1 − ti)βk+1
.
This finishes the proof of the Q(k + 1) property in this case.
Case B. ℓ = k. Recall that in this case (17) holds. Fix
0 < σ :=
1
|tk|α2
< 1, where α = αk := min
(
1
3k
,
ξk
2
)
.
We have∫
M
f0 ·
k∏
i=1
fi ◦ hτti dµτ =
∫
M
(τf0) ·
k∏
i=1
fi ◦ hτti dµ =
〈
τf0,
k∏
i=1
fi ◦ hτti
〉
L2(M,µ)
.
By invariance of the Haar measure µ by the geodesic flow and by integration by parts, for
σ > 0, we can write
〈
τf0,
k∏
i=1
fi ◦ hτti
〉
=
1
σ
∫ σ
0
〈
(τf0) ◦ gs,
k∏
i=1
fi ◦ hτti ◦ gs
〉
ds
=
1
σ
〈
(τf0) ◦ gσ,
∫ σ
0
k∏
i=1
fi ◦ hτti ◦ gs ds
〉
− 1
σ
∫ σ
0
〈
X(τf0) ◦ gs,
∫ s
0
k∏
i=1
fi ◦ hτti ◦ gr dr
〉
ds.
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Cauchy-Schwarz inequality then yields∣∣∣∣∣
∫
X
f0 ·
k∏
i=1
fi ◦ hτtidµτ
∣∣∣∣∣ 6‖τf0‖2σ
∥∥∥∥∥
∫ σ
0
k∏
i=1
fi ◦ hτti ◦ gs ds
∥∥∥∥∥
2
+
1
σ
∫ σ
0
‖X(τf0)‖2
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτti ◦ gr dr
∥∥∥∥∥
2
ds
6
(‖τf0‖2
σ
+ ‖X(τf0)‖2
)
sup
s∈[0,σ]
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτti ◦ gr dr
∥∥∥∥∥
2
6
3
σ
‖τ‖6 ‖f0‖6 sup
s∈[0,σ]
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτti ◦ gr dr
∥∥∥∥∥
2
.
(21)
By the commutation relation in Lemma 2.2, we have∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτti ◦ gr dr
∥∥∥∥∥
2
=
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ gr ◦ hτerti+A(x,r,ti) dr
∥∥∥∥∥
2
.
Since, for every r ∈ [0, s] and x ∈M , there exists a constant C ′ such that∣∣∣∣∣
k∏
i=1
fi ◦ gr(hτerti+A(x,r,ti)x)−
k∏
i=1
fi(h
τ
erti+A(x,r,ti)
x)
∣∣∣∣∣ 6 C ′s
k∏
i=1
‖fi‖6 ,
it follows∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ gr ◦ hτerti+A(x,r,ti) dr −
∫ s
0
k∏
i=1
fi ◦ hτerti+A(x,r,ti)
∥∥∥∥∥
2
6 C ′s2
k∏
i=1
‖fi‖6 . (22)
Moreover, by Lemma 2.2, we have∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτerti+A(x,r,ti) −
∫ s
0
k∏
i=1
fi ◦ hτerti dr
∥∥∥∥∥
2
=
∥∥∥∥∥
∫ s
0
k∏
i=1
(fi ◦ hτA(x,r,ti) − fi) ◦ hτerti dr
∥∥∥∥∥
2
6
∫ s
0
∥∥∥∥∥
k∏
i=1
(fi ◦ hτA(x,r,ti) − fi) ◦ hτerti
∥∥∥∥∥
2
dr
6 s max
r∈[0,s]
k∏
i=1
∥∥∥fi ◦ hτA(x,r,ti) − fi∥∥∥∞ 6 s maxr∈[0,s]
k∏
i=1
‖fi‖6 ‖A(x, r, ti)‖∞
6 Csk+1
k∏
i=1
‖fi‖6 log |ti|.
(23)
From (21), using (22) and (23), we obtain∣∣∣∣∣
∫
X
f0 ·
k∏
i=1
fi ◦ hτtidµτ
∣∣∣∣∣ 6 3 ‖τ‖6 ‖f0‖6σ sups∈[0,σ]
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ gr ◦ hτerti+A(x,r,ti) dr
∥∥∥∥∥
2
6 Cτ,fσ
k∏
i=0
log |ti|+ 3 ‖τ‖6 ‖f0‖6
σ
sup
s∈[0,σ]
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτerti dr
∥∥∥∥∥
2
.
(24)
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where we have defined Cτ,f = 6 ‖τ‖6
∏k
i=0 ‖fi‖6. We now bound the two terms in the right
hand-side of (24) separately. For the first term, by the choice of σ and by (17), we have
that for every ε > 0
Cτ,fσ
k∏
i=0
log |ti| 6 Cτ,fσ logk |tk| = C (log |tk|)
k
|tk|α2
6 C
1
|tk|α2−ε
6 C
1
(min06i<k |ti+1 − ti|)(α2−ε)/ξk
.
(25)
We now bound the second term in (24). Define 0 < Ki = ti/tk 6 1. For all x ∈ M ,
changing variable u = ertk, and integrating by parts,∣∣∣∣∣
∫ s
0
k∏
i=1
fi ◦ hτerti(x) dr
∣∣∣∣∣ =
∣∣∣∣∣
∫ estk
tk
k∏
i=1
fi ◦ hτKiu(x)
du
u
∣∣∣∣∣
6
1
|tk|
∣∣∣∣∣
∫ estk
tk
k∏
i=1
fi ◦ hτKir(x) dr
∣∣∣∣∣+
∣∣∣∣∣
∫ estk
tk
1
r2
∫ r
tk
k∏
i=1
fi ◦ hτKiu(x) dudr
∣∣∣∣∣ .
Therefore,∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτerti dr
∥∥∥∥∥
2
6
1
|tk|
∥∥∥∥∥
∫ estk
tk
k∏
i=1
fi ◦ hτKir dr
∥∥∥∥∥
2
+
es − 1
|tk| supr∈[0,s]
∥∥∥∥∥
∫ ertk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
6 sup
r∈[0,s]
2
|tk|
∥∥∥∥∥
∫ ertk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
,
hence
3 ‖τ‖6 ‖f0‖6
σ
sup
s∈[0,σ]
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτerti dr
∥∥∥∥∥
2
6
6 ‖τ‖6 ‖f0‖6
σ|tk| sups∈[0,σ]
∥∥∥∥∥
∫ estk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
.
(26)
Let 0 6 s 6 σ. If 0 6 s 6 |tk|−2α2 , then, obviously,
6 ‖τ‖6 ‖f0‖6
σ|tk|
∥∥∥∥∥
∫ estk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
6 C
es − 1
σ
6 2C
s
σ
6 2C|tk|−α2 . (27)
If |tk|−2α2 < s 6 σ, we have
1
(es − 1)|tk| 6
1
s|tk| 6
1
|tk|1−2α 6
(
t1
tk
)1−2α
= K1−2α
2
1 ,
hence the assumption of Proposition 3.3 is satisfied with ε = 11−2α2 <
k+1
k , m = tk, and
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n = estk. Thus, by Proposition 3.3, we get
6 ‖τ‖6 ‖f0‖6
σ|tk|
∥∥∥∥∥
∫ estk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
=
6 ‖τ‖6 ‖f0‖6 (es − 1)
σ
∥∥∥∥∥ 1(es − 1)tk
∫ estk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
6 Cτ,f
es − 1
σ
1
(min16i<k(Ki+1 −Ki)(es − 1)|tk|)δ
6 2Cτ,f
s1−δ
σ
1
(min16i<k |ti+1 − ti|)δ
6 2Cτ,f
1
(σmin16i<k |ti+1 − ti|)δ .
By (18), the maximum above can be taken within 0 6 i < k. Moreover, by (17) and the
definition of σ,
1
σmin16i<k |ti+1 − ti| =
1
σmin06i<k |ti+1 − ti| =
|tk|α2
σmin06i<k |ti+1 − ti|
6
1
min06i<k |ti+1 − ti|1−α2/ξk
,
and, by definition, 1− α2/ξk > 0. Thus we obtain
6 ‖τ‖6 ‖f0‖6
σ|tk|
∥∥∥∥∥
∫ estk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
6 2Cτ,f
1
(min06i<k |ti+1 − ti|)δ(1−α2/ξk)
. (28)
In both cases 0 6 s 6 |tk|−2α or |tk|−2α < s 6 σ, by (27) and (28), we deduce that
sup
s∈[0,σ]
6 ‖τ‖6 ‖f0‖6
σ|tk|
∥∥∥∥∥
∫ ertk
tk
k∏
i=1
fi ◦ hτKiu du
∥∥∥∥∥
2
6 Cmax(1, Cτ,f )
1
(min06i<k |ti+1 − ti|)δ ,
for some δ > 0, so that, by (26),
3 ‖τ‖6 ‖f0‖6
σ
sup
s∈[0,σ]
∥∥∥∥∥
∫ s
0
k∏
i=1
fi ◦ hτerti dr
∥∥∥∥∥
2
6 Cmax(1, Cτ,f )
1
(min06i<k |ti+1 − ti|)δ . (29)
The claim then follows by (25) and (29).
Acknowledgements
We would like to thank Giovanni Forni for several discussions. We are also grateful to
the organizers of the conference “Dynamics of Parabolic Flows” held at the University of
Zürich in July 2019 for the opportunity to further discuss the project.
References
[1] A. Avila, G. Forni, D. Ravotti, C. Ulcigrai, Mixing for smooth time-changes of general
nilflows, preprint arXiv:1905.11628, 2019.
20
[2] A. Avila, G. Forni, C. Ulcigrai, Mixing for time-changes of Heisenberg nilflows, J. Diff.
Geom. 89:369–410, 2011.
[3] M. Björklund, M. Einsiedler, A. Gorodnik, Quantitative multiple mixing, to appear in
JEMS, arXiv:1701.00945.
[4] A. Bufetov, G. Forni, Limit theorem for horocycle flows, Ann. Sci. Éc. Norm. Supér.
47(5):851–903, 2014.
[5] D. Dolgopyat, O. Sarig, Temporal Distributional Limit Theorems for Dynamical Sys-
tems, J. Stat. Phys. 166:680–713,2017.
[6] B. Fayad, Polynomial decay of correlations for a class of smooth flows on the two
torus, Bull. Soc. Math. 129(4):487–503, 2001.
[7] B. Fayad, G. Forni, A. Kanigowski, Lebesgue spectrum for area preserving flows of the
torus, submitted.
[8] L. Flaminio, G. Forni, Invariant distributions and time averages for horocycle flows,
Duke Math. J. 119(3):465–526, 2003.
[9] L. Flaminio, G. Forni, Orthogonal powers and Möbius conjecture for smooth time-
changes of horocycle flows, preprint arXiv:1811.04652, 2018.
[10] G. Forni and C. Ulcigrai, Time-changes of horocycle flows. J. Mod. Dynam. 6(2):251–
273, 2012.
[11] G. Forni, A. Kanigowski, Time-changes of Heisenberg nilflows, preprint
arXiv:1711.09460, 2017.
[12] G. Forni, A. Kanigowski, Mutliple mixing and disjointness for time changes of some
Heisenberg nilflows, preprint arXiv:1810.13319, 2018.
[13] H. Furstenberg, The unique ergodicity of the horocycle flow, in Recent Advances in To-
pological Dynamics (New Haven, Conn., 1972), Lecture Notes in Math. 318, Springer,
Berlin, 1973, 95-115.
[14] A. Gorodnik, Higher-order correlations for group actions, to appear in Tata Institute
Conference Proceedings, arXiv:1805.06994.
[15] B. M. Gurevic, The entropy of horocycle flows, Dokl. Akad. Nauk SSSR 136:768–770,
1961.
[16] G. A. Hedlund, Fuchsian groups and transitive horocycles, Duke Math. J. 2:530–542,
1936.
[17] B. Host,Mixing of all orders and pairwise independent joinings of system with singular
spectrum, Israel J. Math. 76, , 289–298, 1991.
[18] A. Kanigowski, M. Lemańczyk, C. Ulcigrai On disjointness properties of some para-
bolic flows, preprint arXiv:1810.11576, 2018.
21
[19] A. Katok, J.-P. Thouvenot,Spectral properties and combinatorial constructions in er-
godic theory, Handbook of dynamical systems. Vol. 1B, 649–743, Elsevier B. V., Am-
sterdam, 2006.
[20] B. Marcus, Ergodic properties of horocycle flows for surfaces of negative curvature,
Ann. of Math. 105:81–105, 1977.
[21] B. Marcus, The horocycle flow is mixing of all degrees, Invent. Math. 46(3):201–209,
1978.
[22] J. Moreira, https://joelmoreira.wordpress.com/2015/03/08/the-horocycle-flow-is-
mixing-of-all-orders/
[23] O. S. Parasyuk, Flows of horocycles on surfaces of constant negative curvature (in
Russian), Uspekhi Mat. Nauk 8(3):125–126, 1953.
[24] M. Ratner, Rigidity of horocycle flows, Ann. of Math. 115(2):597–614, 1982.
[25] M. Ratner, Horocycle flows, joinings and rigidity of products, Ann. of Math.
118(2):277–313, 1983.
[26] M. Ratner, Rigidity of time changes for horocycle flows, Acta Math. 156:1–32, 1986.
[27] M. Ratner, The rate of mixing for geodesic and horocycle flows, Ergodic Theory Dy-
nam. Systems 7:267–288, 1987.
[28] M. Ratner, Rigid reparametrizations and cohomology for horocycle flows, Invent. Math.
88(2):341–374, 1987.
[29] D. Ravotti, Mixing for suspension flows over skew-translations and time-changes of
quasi-abelian filiform nilflows, Ergodic Theory Dynam. Systems, to appear.
[30] D. Ravotti, Quantitative mixing for locally Hamiltonian flows with saddle loops on
compact surfaces, Annales Henri Poincaré, 18(12):3815–3861, 2017.
[31] V. V. Ryzhikov, J. -P. Thouvenot, Disjointness, Divisibility, and Quasi-Simplicity of
Measure-Preserving Actions, Funkts. Anal. Prilozh. 40(3):85–89, 2006.
[32] R. Tiedra de Aldecoa, Spectral analysis of time-changes of horocycle flow, J. Mod.
Dynam. 6(2):275–285, 2012.
