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Modalna analiza je skupno ime za preučevanje dinamičnih lastnosti najrazličnejših
sistemov. Cilj eksperimentalne modalne analize je določitev različnih modalnih pa-
rametrov (lastne frekvence, faktorji dušenja, frekvenčne odzivne funkcije) iz znanih
vzbujanj in odzivov sistema, do katerih pridemo pri modalnem testiranju. V magi-
strskem delu opišite osnove eksperimentalne modalne analize ter glavne korake pri
modalnem testiranju. Za dinamične sisteme, ki jih predstavimo s sistemom line-
arnih diferencialnih enačb, izračunajte t.i. naravne frekvence, modalne oblike ter
frekvenčne odzivne funkcije. Potek eksperimentalne modalne analize prikažite na
konkretnem zgledu.
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Eksperimentalna modalna analiza z meritvami odziva sistema
Povzetek
Eksperimentalna modalna analiza se ukvarja z analizo vibracij dinamičnih struk-
tur. Z merjenjem odzivov in vzbujanj sistema lahko vnaprej predvidimo obnašanje
strukture in določimo kritične frekvence, ki lahko ogrozijo varnost ali delovanje ne-
kega dinamičnega sistema, to je lahko npr. krilo letala, viseči most, teniški lopar
itd. Pri eksperimentalni modalni analizi izvajamo postopek modalnega testiranja s
pomočjo merilnih inštrumentov in tipal, ki jih uporabimo za merjenje vzbujanja in
odziva sistema. Glavni rezultat modalnega testiranja je odzivna frekvenčna funk-
cija, ki je pravzaprav prenosna funkcija linearnega časovno neodvisnega sistema in
vsebuje veliko informacij o lastnih nihanjih, prožnosti in dušenju strukture. V na-
logi se obravnava postopek modalnega testiranja in ozadje metod nadaljne modalne
analize za določanje lastnosti dinamičnih sistemov, katerih vedenje nas zanima pri
različnih frekvencah. Modalno testiranje je izvedeno tudi na praktičnem primeru z
uporabo merilne opreme in programja Dewesoft.
Experimental modal analysis with system’s response measurement
Abstract
Experimental modal analysis deals with vibration of dynamic structures. Measu-
ring system’s responses and excitations helps to predict structure’s dynamics and
determine critical frequencies that can compromise safety or operation of a dynamic
system, i.e. plane wing, suspension bridge, tennis racket, etc. With experimental
modal analysis the process of modal testing is applied with the help of measurement
devices and sensors that are used for acquiring system’s excitation and response
data. Main outcome of the modal testing is a frequency response function which is
actually a transfer function of a linear time invariant system and carries information
of natural frequencies, stiffness and damping. This work presents the process of mo-
dal testing and basics of further modal analysis for determining dynamic properties
of a system of interest in order to examine its behaviour at different frequencies.
Dewesoft software and hardware is used for a practical example of a modal testing
process.
Math. Subj. Class. (2010): 70J10, 34A30, 65T50
Ključne besede: modalna analiza, modalno testiranje, Fouriereva transforma-
cija, digitalna obdelava signalov, sistem linearnih navadnih diferencialnih enačb,
frekvenčna odzivna funkcija
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V zadnjih desetletjih je modalna analiza postala ena izmed vodilnih tehnologij za
določanje dinamičnih lastnosti mehanskih struktur. Pripomore k izboljšavi, opti-
mizaciji in nenazadnje tudi varnosti obravnavanih objektov. Strukturne vibracije
predstavljajo veliko tveganje in omejitev pri konstruiranju velikega nabora objek-
tov in struktur. Strukturna celovitost visečega mostu je na primer glavna skrb pri
konstrukciji, saj lahko vzbujanje določenih vibracij povzroči, da nihanje mostu pre-
ide v resonanco, kar predstavlja veliko tveganje za zrušitev. Po drugi strani pa je
tudi preverjanje vibracij ob samem delovanju naprav ključno za nemoteno in dolgo
delovanje. Proizvajalci avtomobilov tako lahko s pomočjo modalne analize dosežejo
reduciranje teže avtomobila, zadušijo vpliv zunanjih vibracij in izboljšajo kabinsko
počutje. Poznamo tudi primere v letalski in vesoljski industriji, denimo minimizira-
nje teže antene na satelitih, električni industriji, na turbinah itd.
Modalna analiza je proces, s pomočjo katerega določimo dinamične karakteri-
stike sistema v obliki lastnih frekvenc, faktorjev dušenja in modalnih oblik, ki jih
nato uporabimo za oblikovanje modalnega modela sistema. Bazira na dejstvu, da
lahko odziv linearnega, časovno nespremenljivega sistema na vibracije izrazimo kot
linearno kombinacijo enostavnih harmoničnih gibanj, imenovanih lastne modalne
oblike vibracij.
Modalno testiranje je eksperimentalna tehnika, ki se uporablja za izpeljavo mo-
dalnega modela linearnega, časovno nespremenljivega sistema. Tehnika temelji na
povezavi med odzivom sistema na vibracije v neki točki ter vzbujanjem v isti ali
drugi točki. To razmerje poznamo pod imenom frekvenčna odzivna funkcija (FRF,
ang. frequency response function), ki je ponavadi kompleksna funkcija. Kombina-
cije vzbujanj in odzivov na različnih lokacijah tvorijo matriko frekvenčnih odzivnih
funkcij, ki bolje predstavlja dinamiko strukture.
Poznamo dve obliki modalne analize, eksperimentalno ter operativno modalno
analizo. Pri prvi poznamo vir in obliko vibracij, na katere se sistem odziva, pri opera-
tivni modalni analizi pa je vhodno vzbujanje sistema neznano. Operativna modalna
analiza se večinoma nanaša na določanje dinamičnih lastnosti velikih zgradb, kjer je
nemogoče vzbuditi celoten sistem z znanim vhodom. Viri vzbujanja so ponavadi zu-
nanje sile, npr. veter, promet itd. V tem delu bo osredotočenost na eksperimentalni
modalni analizi, kjer so vhodni signali oz. vzbujanja sistema znani, npr. z modalnim
kladivom ali vzbujevalnikom vibracij.
Cilj te naloge je opisati postopek modalnega testa. Ta vključuje zajem podatkov
z merilnim inštrumentom in njihovo obdelavo, ki vodi do izračuna frekvenčne od-
zivne funkcije, ter nekaj nadaljne modalne analize v frekvenčni domeni. Del naloge
je posvečen tudi digitalni obdelavi signalov, ki je potrebna za pretvorbo časovnih
signalov v frekvenčno domeno, ter izračun drugih rezultatov, ki pripomorejo k ana-
lizi sistema še pred samim določanjem modalnih parametrov. Predstavljena so tudi
grafična orodja, ki v veliki meri pomagajo pri izvajanju testov in povejo veliko o
sami kvaliteti podatkov in kvaliteti izvedenega testa.
Predstavljen je tudi praktični primer meritve s programsko opremo Dewesoft,
kjer je prikazana vizualizacija podatkov ter sam postopek ene meritve. Modalni test
je izveden na kovinski vibroizolacijski plošči.
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2 Osnovna teorija vibracij
Gibanje realne strukture lahko redko opišemo teoretično z vibracijami, saj v teoriji
privzamemo idealne pogoje ter imamo nemalo predpostavk. Proces konstruiranja
idealnega modela realne strukture imenujemo matematično modeliranje, s pomočjo
katerega lahko potem nadaljujemo z analizo strukture. Vendar pa ta model ni eno-
ličen, saj je konstrukcija takšnega modela izjemno zahteven postopek, kjer štejejo
izkušnje in brezhibno razumevanje dinamike. Pri modalni analizi se uporabljajo dis-
kretizirani modeli s končnim številom točk. Gibanje strukture, modalne oblike oz.
lastna nihanja opazujemo s prostorsko ločljivostjo, ki smo jo izbrali za diskretizacijo
modela. Model je torej večinoma predstavljen s končnim številom navadnih dife-
rencialnih enačb, ki jih s Fourierevo transformacijo lahko pretvorimo v algebraične
enačbe.
Vibracije so nihanje sistema okrog ravnovesne lege, ki je lahko periodično ali
naključno. Pri modalnem testiranju se ukvarjamo z vsiljenim nihanjem, saj celotno
strukturo vzbujamo z znano silo. Odziv sistema nato analiziramo oz. iščemo lastna
nihanja, ki jih določajo zgolj lastnosti sistema. Lastno nihanje je sinusno nihanje
pri lastni frekvenci.
Prostostna stopnja je neodvisna možnost gibanja sistema. Število prostostnih
stopenj sistema je minimalno število med seboj linearno neodvisnih parametrov
sistema, s katerimi je gibanje enolično določeno. Poznavanje števila prostostnih
stopenj je ključnega pomena za analizo vibracij dinamičnega sistema. Poznamo
sisteme z eno prostostno stopnjo oz. sisteme SDOF (ang. single degree of freedom)
in sisteme z več prostostnimi stopnjami oz. sisteme MDOF (ang. multi degree of







Slika 1: Primer sistema z dvema prostostnima stopnjama. V praksi vsaka os pospe-
škomera predstavlja eno prostostno stopnjo.
Zaradi praktične narave te naloge bomo o vseh merjenih količinah govorili kot o
signalih.
Definicija 2.1. Signal je fizikalna tvorba, s katero je moč prenašati sporočila vzdolž
določenega okolja. S pojmom šum opredelimo le posebno vrsto signala, ki pri dolo-
čeni uporabi predstavlja motilni pojav.
Ločimo med dejanskimi fizikalnimi signali in njihovimi teoretičnimi modeli.
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Definicija 2.2. Fizikalno realni signali so signali, ki nas obdajajo v prostoru in
času in jih lahko zaznamo z ustreznimi tipali (senzorji).
Primer fizikalno realnega signala so vibracije, prav tako so to tudi zvočni signali,
elektromagnetni signali itd. Lastnosti takih signalov so: omejena energija, omejena
amplituda, amplituda je zvezna funkcija časa in omejen frekvenčni spekter.
Definicija 2.3. Teoretični modeli signala so predstavljeni kot realna ali kompleksna
funkcija ene realne spremenljivke (največkrat časa).
Teoretični model nima nujno omejitev, ki jih srečamo v realnosti, na primer,
signali imajo neomejeno energijo, moč, amplitudo, so nezvezni, lahko so definirani
na celi časovni osi itd.
Definicija 2.4. Signal f je periodičen natanko tedaj, ko je za vsako vrednost časa
t izpolnjen pogoj
f(t+ T ) = f(t),
kjer je T ∈ R in T ̸= 0. Konstanto T imenujemo perioda signala f . Signal je
neperiodičen, če ni periodičen.
S samo obdelavo signalov se bomo ukvarjali v poglavju 4.
2.1 Harmonične vibracije
Osnovni gradniki vibracij so harmonične vibracije. Videli bomo, da lahko signal
zapišemo kot vsoto, v kateri nastopata kot člena trigonometrični funkciji sinus in
kosinus večkratnih kotov. Z drugimi besedami, vibracije so vsota harmoničnih vibra-







(an cosnx+ bn sinnx) , (2.1)
kjer so koeficienti an in bn, n = 0, 1, 2, . . . , realna števila. V nadaljevanju se bomo
posvetili frekvenčni analizi signalov. Najprej si oglejmo pojem Fouriereve vrste.
V množici zveznih funkcij na intervalu [a, b] lahko definiramo sledeč skalarni
produkt.





kjer f , g ∈ C(a, b), je skalarni produkt.
V [3] je dokazano, da je izraz (2.2) res skalarni produkt. Vektorski prostor zveznih
funkcij postane prostor s skalarnim produktom.
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Definicija 2.6. Prostor L2(a, b) vseh funkcij f , definiranih na intervalu [a, b], za
katere je ∫ b
a
f 2(x)dx <∞,










je norma na tem prostoru in
d(f, g) = ∥f − g∥
je razdalja oz. metrika.
Prostor L2(a, b) je v metriki iz definicije 2.6 poln metrični prostor. Ker imamo
v prostoru L2(a, b) skalarni produkt, imamo tudi pravokotnost. Skalarni produkt
funkcij f in g je enak 0, ⟨f, g⟩ = 0, natanko tedaj kadar sta funkciji pravokotni.
Definirajmo ortonormirano družino.
Definicija 2.7. Funkcije ϕ1, ϕ2, ϕ3, . . . sestavljajo ortonormirano družino funkcij
natanko tedaj, ko velja
⟨ϕi, ϕj⟩ = 0, i ̸= j
in
⟨ϕi, ϕi⟩ = 1, i = 1, 2, . . . .
Takšno množico imenujemo tudi ortonormiran sistem funkcij. Vemo, da lahko
vsak vektor iz Rn razvijemo po neki ortonormirani bazi {e1, e2, . . . , en}, ei ∈ R, kot
x = ⟨x, e1⟩e1 + ⟨x, e2⟩e2 + · · ·+ ⟨x, en⟩en.
V primeru neskončno dimenzionalnega prostora L2 lahko naredimo nekaj podobnega.
Namesto končne vsote dobimo vrsto.





se imenuje Fouriereva vrsta oz. razvoj funkcije f v Fourierevo vrsto po ortonormi-
ranem sistemu {ϕ1, ϕ2, ϕ3, . . . }.
Za funkcije iz L2(a, b) ta vrsta vedno konvergira proti neki funkciji iz L2(a, b)
(dokaz v [5]) in velja
∞∑
k=1
|⟨f, ϕk⟩|2 ≤ ∥f∥2,
kar imenujemo Besselova neenakost. Ne konvergira pa vedno proti funkciji f .
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Definicija 2.9. Ortonormiran sistem imenujemo kompleten oz. ortonormirana baza










⟨f, ϕk⟩ϕk = f.
Če je ortonormiran sistem poln, velja
∞∑
k=1
|⟨f, ϕk⟩|2 = ∥f∥. (2.5)
Enakost (2.5) imenujemo tudi Parsevalova enakost.
Nas bo zanimala trigonometrična Fouriereva vrsta. Omejimo se na funkcije iz










, n = 1, 2, . . . . (2.6)
Zapišimo naslednjo trditev, dokaz najde bralec v [3].
Trditev 2.10. Družina funkcij T = {φ0, φn, ψn;n = 1, 2, . . . } je kompleten orto-




















f(t) sinnt dt, n = 0, 1, 2 . . . .
Koeficiente an, bn, n = 1, 2, . . . , imenujemo koeficienti trigonometrične Fouriereve















eiφ = cosφ+ i sinφ































kjer sta cn = an−ibn2 in c−n =
an+ibn
2
= cn za vsak n > 0 in c0 = a02 . S temi oznakami


















f(t)e−intdt, n = 0,±1,±2, . . . .













Trigonometrična vrsta konvergira na realni osi R po točkah/enakomerno proti funk-
ciji f , če velja Sk → f ko k → ∞ po točkah/enakomerno na R. Ker pa so realne
funkcije cosnx, sinnx in kompleksne funkcije einx vse periodične s periodo 2π in
isto velja za njihove linearne kombinacije, je tudi limitna funkcija f , če obstaja,
periodična s periodo 2π.
Razvoj funkcij s periodo 2π v vrsto po trigonometričnih funkcijah lahko posplo-
šimo za katerokoli integrabilno funkcijo s poljubnega intervala [a, b], a < b. Funkcijo
nadaljujemo periodično po vsej realni osi s periodo b− a in jo razvijemo v trigono-
metrično vrsto po sinusih in kosinusih drugačnega argumenta.



















n = 1, 2, . . . tvorijo ortonormiran sistem na poljubnem intervalu [a, b]. Pri prever-






in vse integrale preve-

































, n = 0, 1, 2, . . . .
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imenujemo tudi osnovna frekvenca oziroma osnovna harmonična frekvenca. Vemo
tudi, da je krožna frekvenca premo sorazmerna s frekvenco ν, ki meri število nihajev
v eni sekundi. Velja zveza ω0 = 2πν in ν = 1T .
Funkcije φ0, φn in ψn so periodične s periodo T , saj je




















cos (nω0 + 2nπ) = φn(t).
Podobno lahko pokažemo za ψn(t).
Ker so tako signal f kot tudi vse funkcije iz ortonormiranega sistema (2.8) pe-
riodični z enako periodo T, lahko signal f s tako izbranim ortonormiranim siste-
mom izrazimo na območju cele časovne osi, ne le na območju ene periode, saj velja







kjer cn ∈ C. Pri opisovanju periodičnih signalov pa je običajno, da oznake koefici-







Ker so signal f in funkcije φ0, φn in ψn periodične s periodo T , izbira t1 ne vpliva
na vrednost F (n) in lahko zato t1 izberemo poljubno.
S fizikalnega stališča lahko funkcijo einω0t interpretiramo kot matematični model
sinusnega nihanja s frekvenco nω0. Razvoj periodičnega signala v Fourierevo vrsto
pa lahko razumemo kot predstavitev signala z neskončno vsoto sinusnih nihanj s
frekvencami nω0. Govorimo o frekvenčni oz. spektralni predstavitvi periodičnega
signala. Vrednost koeficienta F (n) pa nam pove, v kolikšni meri je sinusno nihanje
s frekvenvo nω0 zastopano v signalu. Z vrednostmi koeficientov F (n) je frekvenčna
predstavitev signala natanko določena. Postopek je obrnljiv, saj iz vrednosti F (n)
lahko dobimo potek periodičnega signala f . Koeficiente F (n) imenujemo tudi kom-
pleksni spekter periodičnega signala f .
Spekter F (n) lahko z realnimi spektri predstavimo v kartezični ali polarni obliki.
Kartezična oblika
F (n) = C(n) + iD(n),
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kjer sta C(n) in D(n) realni funkciji, nam poda realni spekter C(n) in imaginarni
spekter D(n) signala f . Polarna oblika
F (n) = |F (n)|eiΘ(n),
kjer sta funkciji |F (n)| in Θ(n) prav tako realni funkciji pa nam prikaže amplitudni
spekter |F (n)| in fazni spekter Θ(n).
Za realen periodični signal f je lahko pokazati, da sta njegov realni spekter C(n)
in amplitudni spekter |F (n)| sodi funkciji, imaginarni spekter D(n) in fazni spekter
Θ(n) pa lihi funkciji frekvence nω0, glej [10]. Velja torej
C(n) = C(−n),
D(n) = −D(−n),
|F (n)| = |F (−n)|,
Θ(n) = −Θ(−n).
(2.9)
Simetrije (2.9) nam povejo, da je spektralna predstavitev realnih periodičnih signa-
lov povsem določena z nenegativnimi frekvencami, spektralna vsebina signala pri
negativnih frekvencah pa je le zrcalna slika vrednosti na pozitivnem delu frekvenčne
osi.
Ugotovili smo, da lahko realen periodičen signal zapišemo kot trigonometrično
vrsto. Če ima ta signal končno število frekvenčnih komponent, sledi da ga lahko
zapišemo tudi kot končno vsoto trigonometričnih funkcij, katerih frekvence so več-
kratniki osnovne frekvence ω0.
Pri realnih meritvah nimamo vedno opravka s popolnoma periodičnimi signali,
zato si poglejmo še frekvenčno analizo neperiodičnih signalov in Fourierevo trans-
formacijo.
Definicija 2.13. Za vsako funkcijo f ∈ L1(R) definiramo njeno Fourierevo trans-
formiranko oz. Fourierevo transformacijo kot




Za krajši zapis uporabimo oznako F (ω) = F (f) (ω). Podobno definiramo inverzno
Fourierevo transformacijo





Fouriereva in inverzna Fouriereva transformacija definirata preslikavi med ča-
sovno in frekvenčno predstavitvijo signala. Zapis neperiodičnega signala f torej
predstavimo z integralom sinusnih nihanj eiωt. Integral je določen preko cele fre-
kvenčne osi, zato sledi, da so v neperiodičnih signalih zastopana sinusna nihanja eiωt
s poljubno realno frekvenco ω.
Definicija 2.14. Fourierevo transformacijo F(f)(ω) imenujemo tudi kompleksni
spekter signala f .
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Kompleksni spekter predstavimo enako kot spekter F (n) za periodične signale,
in sicer v kartezični,
F (ω) = C(ω) + iD(ω),
in polarni obliki,
F (ω) = |F (ω)|eiΘ(ω),
kjer so C(ω), D(ω), |F (ω)| in Θ(ω) realne funkcije frekvence ω. Od definicije za
periodične signale se razlikuje le poimenovanje funkcije |F (ω)|, ki jo v neperiodičnem
primeru imenujemo spekter amplitudne gostote.
Podobno kot za periodične signale lahko določimo sodost in lihost spektrov za
realne neperiodične signale, glej [10]. Iz teh lastnosti sledi, da je spekter realnih
signalov popolnoma določen že z vrednostmi za nenegativne frekvence ω. Za nega-
tivne frekvence le sodo ali liho prezrcalimo vrednosti s pozitivne frekvenčne osi.
Videli smo, da neperiodični signali sestojijo iz neskončnega števila trigonometrič-
nih funkcij (harmoničnih funkcij), katerih frekvence pokrivajo vse možne frekvence
v rangu. Velja pa tudi, da lahko za vsak signal, ki ga lahko zapišemo s Fourierevo
vrsto, določimo tudi njegovo Fourierevo transformacijo, za več podrobnosti glej [10,
podpoglavje 5.6.1].
Čiste harmonične vibracije lahko srečamo v le dveh primerih. Prva možnost so
proste vibracije brez dušenja, drug primer pa dobimo, kadar je sistem podvržen
zunanji harmonični sili.
2.2 Reševanje linearnih diferencialnih enačb drugega reda s
konstantnimi koeficienti
Gibalne enačbe, ki predstavljajo obravnavane dinamične sisteme, so linearne dife-
rencialne enačbe drugega reda s konstantnimi koeficienti. V tem poglavju bo kratek
pregled reševanja takšnih enačb.
Naj bosta c, d ∈ C in f zvezna funkcija. Linearna diferencialna enačba drugega
reda s konstantnimi koeficienti je enačba oblike
y′′ + cy′ + dy = f. (2.10)
Rešujemo jo v dveh korakih. Najprej poiščemo rešitev homogene enačbe, nato pa
še partikularno rešitev nehomogene enačbe. Splošna rešitev homogene enačbe je
množica vseh linearnih kombinacij dveh njenih linearno neodvisnih rešitev, splo-
šna rešitev nehomogene enačbe pa je vsota partikularne rešitve in splošne rešitve
homogene enačbe ([3]).
Rešitev homogene enačbe iščemo v obliki
y(x) = Ceλx,
kjer sta λ,C ∈ C. Vstavimo nastavek v enačbo (2.10) in dobimo(
λ2 + cλ+ d
)
Ceλx = 0. (2.11)
Iščemo torej ničli λ1, λ2 ∈ C polinoma
λ2 + cλ+ d, (2.12)
ki ga imenujemo karakteristični polinom. Ločimo tri možnosti.
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– Ničli sta različni, λ1 ̸= λ2. Linearno neodvisni rešitvi homogene enačbe sta
y1(x) = e
λ1x, y2(x) = e
λ2x,
splošna rešitev pa je oblike
y(x) = C1e
λ1x + C2e
λ2x, C1, C2 ∈ C.
– Dvojna ničla λ = λ1 = λ2. Linearno neodvisni rešitvi sta
y1(x) = e
λx, y2(x) = xe
λx,
splošna rešitev pa je enaka
y(x) = C1e
λx + C2xe
λx, C1, C2 ∈ C.
– Ničli sta konjugirano kompleksen par
λ1 = a+ bi, λ2 = a− bi, a, b ∈ R.
Rešitvi sta funkciji
y1(x) = e
ax cos bx, y2(x) = e
ax sin bx,
splošna rešitev pa je
y(x) = C1e
ax cos bx+ C2e
ax sin bx, C1, C2 ∈ C.
Nastavki za iskanje partikularne rešitve so odvisni od oblike funkcije f . Rešitev
nehomogene linearne diferencialne enačbe drugega reda s konstantnimi koeficienti
oblike
y′′ + cy′ + dy = eµxq,
kjer je q polinom, poiščemo z nastavkom
yP (x) = p(x)e
µxxk,
kjer je p polinom stopnje enake stopnji polinoma q, in k kratnost ničle µ v karakte-
rističnem polinomu (2.12).
Sisteme linearnih diferencialnih enačb drugega reda rešujemo z enakimi nastavki
kot enorazsežne enačbe, le da so konstante zapisane v vektorju. Sistem prevedemo
na posplošen lastni problem in izračunamo lastne vrednosti in vektorje, ki predsta-
vljajo množico rešitev. Pri modalni analizi bodo obravnavane le lastne vrednosti
oz. ničle karakterističnega polinoma in lastni vektorji, ki jih bomo določili s po-
močjo lastnih vrednosti pri reševanju posplošenih lastnih problemov. Pri reševanju
vseh diferencialnih enačb v nadaljevanju bomo predpostavljali, da µ ni enaka ničlam
karakterističnega polinoma.
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2.3 Proste in vsiljene vibracije sistemov SDOF
Poglejmo enostaven primer sistema SDOF. Na sliki 2 vidimo sistem SDOF z eno
maso in vzmetjo. Z uporabo drugega Newtonovega zakona dobimo enačbo
mẍ+ kx = 0, (2.13)
kjer je x odmik od ravnovesne lege v odvisnosti od časa t, m je masa telesa in k
koeficient togosti. Kot smo razložili v podpoglavju 2.2, rešujemo (2.13) z nastavkom
x(t) = Ceωt, kjer sta C, ω ∈ C. Karakteristični polinom je enak mω2 + k, njegovi




. Splošna rešitev enačbe (2.13) je enaka








x, C1, C2 ∈ C.











Slika 2: Primer enostavnega sistema SDOF z maso in vzmetjo.
Če upoštevamo še začetna pogoja, začetni odmik x(0) in začetno hitrost ẋ(0), so




sinω0t+ x(0) cosω0t. (2.15)
Rešitev (2.15) lahko zapišemo še lepše. Naj bosta A = ẋ(0)/ω0 in B = x(0). Potem
































Z uporabo adicijskih izrekov pa dobimo enakost
x(t) =
√
A2 +B2 sin (ω0t+ δ),
kjer δ imenujemo fazni zamik. Iz enačbe (2.15) vidimo, da sistem vedno prosto niha
s svojo naravno frekvenco. To velja tudi za linearne sisteme MDOF, le da v tem
primeru sistem prosto niha z vsemi naravnimi frekvencami naenkrat.
Nihanje sistema SDOF lahko vzbudimo tudi s poljubno neharmonično silo. Po-
znamo več metod za določitev odziva sistema na vsiljene vibracije. Najbolj pogosta
je Laplaceva transformacija, ki jo bomo spoznali v poglavju 3. Za bolj realno sliko
dodajmo še dušenje. Za poljubno silo f je izpeljana enačba gibanja
mẍ+ cẋ+ kx = f, (2.16)
kjer je m masa, c koeficient dušenja in k koeficient togosti. Uporaba Laplaceve




ms2 + cs+ k
+
(ms+ c)x(0) +mẋ(0)
ms2 + cs+ k
, (2.17)
kjer sta X(s) in F (s) Laplacevi transformiranki časovnih funkcij x in f . Če so vsi
začetni pogoji enaki 0, se enačba poenostavi v
X(s) =
F (s)
ms2 + cs+ k
, (2.18)
kar je tipična enačba za linearen dinamičen sistem. Definirajmo še funkcijo
G(s) :=
1
ms2 + cs+ k
,
ki jo imenujemo prenosna funkcija sistema. Enačbo (2.18) lahko tedaj zapišemo kot
X(s) = G(s)F (s).
Časovne vibracije x lahko določimo z inverzno Laplacevo transformacijo funkcije
X(s) (glej poglavje 3).
2.4 Proste in vsiljene vibracije sistemov MDOF
Analizo prostih vibracij sistema MDOF prav tako pričnemo z enačbo gibanja, kot
smo to storili za sisteme SDOF. Splošno enačbo za sistem zN prostostnimi stopnjami
zapišemo v matrični obliki
Mẍ + Kx = 0, (2.19)
kjer je M masna in K togostna matrika, obe sta velikosti N ×N , x pa je vektorska
funkcija dolžine N , v kateri nastopajo odmiki xi posameznih prostostnih stopenj.
Matrika K je simetrična, matrika M pa simetrična pozitivno definitna, kar nam
zagotavlja obstoj realnih lastnih vrednosti posplošenega lastnega problema, ki ga
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bomo izpeljali v nadaljevanju. Rešitev linearne diferencialne enačbe s konstantnimi
koeficienti (2.19) ima obliko
x(t) = aeiωt, (2.20)
kjer je a vektor dolžine N . Če zgornjo rešitev (2.20) vstavimo v (2.19), dobimo
enostavno algebraično enačbo (
K − ω2M
)
a = 0. (2.21)






Rešitve ω enačbe (2.22) imenujemo naravne frekvence sistema, enačba (2.21) pa
predstavlja posplošen lastni problem, kjer je ω2 lastna vrednost in a lastni vek-
tor. Lastna vrednost je torej kvadrat naravne frekvence sistema, lastni vektor pa
predstavlja lastno nihanje oziroma modalno obliko.
Primer 2.15. Poglejmo primer prostih vibracij sistema MDOF z dvema prosto-
stnima stopnjama, kot ga vidimo na sliki 3. Odmika predstavljata spremenljivki x1
in x2. Zapišimo enačbi gibanja:
m1ẍ1 + (k1 + k2)x1 − k2x2 = 0,
m2ẍ2 − k2x1 + (k2 + k3)x2 = 0.
(2.23)














k1 + k2 −k2
















Uporabimo obliko (2.21) in dobimo[
k1 + k2 − ω2m1 −k2













Karakteristični polinom sistema je kvadratna enačba za ω2. Obravnavali bomo pri-
mer, ko ω21 ̸= ω22, saj v nasprotnem primeru ni zagotovljen obstoj dveh linearno
neodvisnih lastnih vektorjev. Lastni vrednosti ω21 in ω22 sta kvadrata naravnih fre-































Slika 3: Primer sistema z dvema prostostnima stopnjama.
Proste vibracije sistema pa so oblike











Dobili smo linearno kombinacijo dveh harmoničnih nihanj s frekvencama ω1 in ω2.
V tem primeru so torej proste vibracije enake periodičnemu nihanju z dvema fre-
kvencama. Ker modalni obliki nista enolično določeni, saj pomnoženi s skalarjem
še vedno predstavljata modalni obliki za lastni frekvenci ω1 in ω2, bosta amplitudi
a(1) in a(2) enolično določeni šele ob upoštevanju začetnih pogojev.
Razvidno je, da sta prosti nihanji x1 in x2 sestavljeni iz dveh modalnih oblik,
ki sta posamezni harmonični nihanji kot v sistemu SDOF. SDOF komponente so
razvidne v sistemu MDOF, kar je pomemben koncept v razvoju modalne analize. 
Poglejmo si še enostaven primer vsiljenih vibracij, kjer sistem vzbujamo s har-
monično silo. Enačbo gibanja zapišemo kot
Mẍ + Kx = f sinωt, (2.29)
pri čemer ω ni enaka nobeni lastni vrednosti in kjer je f vektor, ki vsebuje amplitude
sil, uporabljenih za vzbujanje sistema. Tako kot prej lahko z nastavkom x(t) =
a sinωt, enačbo (2.29) pretvorimo v algebraično,(
K − ω2M
)
a = f, (2.30)





Frekvenca nihanja je identična frekvenci vsiljenega nihanja.
V splošnem imajo uporabljene sile različne frekvence, fazne zamike in amplitude,
lahko pa so tudi kombinacija večih sinusoidnih sil. V našem primeru smo uporabili
sile, ki imajo isto frekvenco in so brez faznega zamika. Če imajo sile za vzbujanje
sistema različne frekvence, lahko vedno uporabimo linearnost in sistem razdelimo
na več delov.
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2.5 Primer - vibracije strune
Imejmo struno, katere masa je ρ na enoto dolžine. Napetost strune je enaka T , njeno
ravnovesje pa je vzdolž x osi. Slika 4 prikazuje delček strune in sile, ki delujejo nanjo.
Slika 4: Delček strune napete v x smeri in sile, ki delujejo nanjo.
Zaradi zelo majhnih odklonov je napetost T konstanta in kot Θ med osjo x in
struno je precej manjši od 1, zato sledi, da so sinΘ ∼= Θ, cosΘ ∼= 1 in tanΘ ∼= Θ.
Skica na sliki 4 je zaradi razločnosti pretirana. Dolžina delčka strune je označena z
△x, y pa predstavlja odmik strune od ravnovesne lege, ki je odvisen od položaja x
in časa t.
Enačbo gibanja v y smeri zopet določimo s pomočjo drugega Newtonovega za-
kona
Fy = may,
kjer je Fy vsota sil v y smeri in je enaka
Fy = T sinΘ2 − T sinΘ1.
Maso zapišemo kot
m = ρ△x,





Drugi Newtonov zakon torej zapišemo kot




Pomagamo si še z aproksimacijo za majhne kote, tanΘ ∼= Θ in sinΘ ∼= Θ, torej





Naklona tangent v krajiščih delčka strune, ki ga opazujemo, sta enaki naklonoma






































označimo hitrost širjenja valovanja po struni. Splošna rešitev parcialne diferencialne














kjer A, B, C, D in ω določimo iz začetnih in robnih pogojev. Podrobneje je reševanje
parcialnih diferencialnih enačb opisano v [8].
Kot primer si oglejmo struno dolžine L, ki je napeta med dve točki. Robna
pogoja sta enaka y(0, t) = y(L, t) = 0. Iz pogoja y(0, t) = 0 sledi, da B = 0 in
rešitev (2.36) postane




Iz pogoja y (L, t) = 0 sledi, da mora biti sin ω
c
L = 0. Torej mora veljati
ω
c
L = nπ, n ∈ N.
Za posamezen n označimo pripadajočo frekvenco z ωn. Iz enakosti ωn = 2πνn sledi,











modalne oblike pa se zapišejo kot




Prve štiri modalne oblike vidimo na sliki 5.
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(a) Prva modalna oblika z naravno fre-
kvenco c2L .
(b) Druga modalna oblika z naravno fre-
kvenco cL .
(c) Tretja modalna oblika z naravno fre-
kvenco 3c2L .
(d) Četrta modalna oblika z naravno fre-
kvenco 2cL .
Slika 5: Prve štiri modalne oblike nihajoče strune, vpete med dve točki.
3 Linearni in časovno nespremenljivi sistemi
Imamo dinamičen sistem, sestavljen iz medsebojno odvisnih komponent, ki predsta-
vljajo neko zaključeno celoto. V klasični teoriji sistemov sistem opišemo v vhodno-
izhodni obliki kot diferencialno enačbo, kar smo že videli tekom tega dela. Sistem si
lahko predstavljamo kot transformacijo T , ki vhod preslika v izhod:
y(t) = T (x(t)) . (3.1)
Definicija 3.1. Sistem, predstavljen s transformacijo y(t) = T (x(t)), je linearen,
če je
T (α1x1(t) + α2x2(t)) = α1T (x1(t)) + α2T (x2(t)) ,
za funkciji x1, x2 in skalarja α1, α2.
Definicija 3.2. Sistem, predstavljen s transformacijo y(t) = T (x(t)) je časovno
nespremenljiv oziroma časovno invarianten, če za poljuben t0 velja
y(t− t0) = T (x(t− t0)) .
Ukvarjali se bomo z linearnimi, časovno nespremenljivimi sistemi. Prav tako






Slika 6: Vhodno-izhodna oblika dinamičnega sistema.
Že v podpoglavju 2.4 je bilo omenjeno, da nam je pri analizi dinamičnega sis-
tema iskanje rešitve olajšala uporaba Laplaceve transformacije. Z njeno pomočjo
transformiramo diferencialne enačbe v enostavnejše algebraične enačbe, ki so lažje
rešljive. Pa si poglejmo še njeno definicijo in nekaj lastnosti, ki nam to omogočajo.
Definicija 3.3. Naj bo f : R+ ∪ {0} → R dana funkcija. Laplaceva transformacija






za tiste vrednosti s, za katere integral obstaja. Pišemo L(f)(s) = F (s) oziroma
krajše L (f) = F .
Laplaceva transformacija funkcijo iz časovne domene preslika v frekvenčno do-
meno kompleksne spremenljivke s. Že prej smo obravnavali Fourierevo transfor-
macijo, ki je le poseben primer Laplaceve transformacije in bo za naše potrebe
zadoščala, saj nas bodo zanimali le frekvenčni odzivi oziroma frekvenčni spektri, ne
pa tudi stabilnost samega sistema.
Poglejmo nekaj glavnih lastnosti Laplaceve transformacije. Laplaceva transfor-
macija je linearna, saj za poljubna skalarja α1 in α2 velja
L (α1f1 + α2f2) (s) = α1L(f1)(s) + α2L(f2)(s),
za vsak s, kjer sta definirani tako L(f1)(s) kot tudi L(f2)(s).
Reševanje diferencialnih enačb nam zelo olajša oblika transformiranke od-
voda. Naj bo f eksponentnega tipa, kar pomeni, da obstajata konstanti M > 0 in







(s) = sF (s)− f(0).






(s) = snF (s)− sn−1f(0)− sn−2f ′(0)− · · · − f (n−1)(0),
kjer je f (n− 1)-krat zvezno odvedljiva v točki 0.
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Denimo, da velja f1(t) = f2(t) = 0 za vse t < 0. Konvolucija funkcij f1 in f2 je
definirana kot







Produkt Laplacevih transformirank funkcij f1 in f2, ki ju označimo s F1 in F2,
postane Laplaceva transformacija konvolucije funkcij f1 in f2 za vsak s ∈ C, za
katerega sta hkrati definirani F1 in F2, to je
F1(s)F2(s) = L (f1 ∗ f2) (s).
V drugo smer velja
L (f1 · f2) (s) = F1(s) ∗ F2(s).
Inverzna Laplaceva transformacija ima obliko





kjer integriramo vzdolž navpične premice v kompleksni ravnini, pri čemer je σ ∈ R
večji od vseh realnih komponent polov F (s).
Zelo pomembna funkcija pri analizi sistemov je enotski impulz δ oz. t.i. Diracova
delta funkcija, o kateri lahko najdemo več v [11]. Laplaceva transformiranka za
enotski impulz je enaka
L(δ)(s) = 1.
Denimo, da naš sistem opisuje diferencialna enačba s konstantnimi koeficienti
y(n)(t) + k1y
(n−1)(t) + · · ·+ kn−1y′(t) + kny(t) = β0x(m)(t) + · · ·+ βmx(t). (3.2)
Rešitev sistema (3.2) lahko dobimo s pomočjo Laplaceve transformacije. Če pred-
postavimo, da je sistem relaksiran, kar pomeni, da imamo ničelne začetne pogoje za





(n−i)) = kisn−iL(y), L (βjx(m−j)) = βjsm−jL(x).
Označimo Laplacevi transformiranki z Y = L(y) in X = L(x). Enačba (3.2) postane
k(s)Y (s) = β(s)X(s), (3.3)
kjer sta
k(s) = sn + k1s
n−1 + · · ·+ kn−1s+ kn,
β(s) = β0s
m + β1s












Funkcijo G(s) imenujemo prenosna funkcija in velja
Y (s) = G(s)X(s). (3.6)
Če za vhod vzamemo enotski impulz, x = δ, potem kot izhod dobimo t.i. impulzni
odziv, označimo ga s h.
Iz enakosti (3.6) sledi, da je prenosna funkcija G enaka Laplacevi transformiranki
impulznega odziva, saj L(δ)(s) = 1. Iz enakosti
L(y)(s) = Y (s) = G(s)X(s) = L(h)(s)L(x)(s) = L(h ∗ x)(s)
sledi
y(t) = (h ∗ x) (t).
Linearen časovno nespremenljiv sistem je torej določen z impulznim odzivom, saj je
odziv na poljuben vhod konvolucija impulznega odziva in vhoda.
4 Digitalna obdelava signalov
V splošnem se izraz obdelava signalov nanaša na analizo časovno spremenljivih fi-
zikalnih procesov. Kot taka je obdelava signalov razdeljena na dve veji, obdelavo
analognih signalov ter obdelavo digitalnih signalov. Analogen signal je zvezen v času
in lahko zavzame zvezen nabor amplitudnih vrednosti, npr. električna napetost, ki
jo prikažemo na osciloskopu – zvezen prikaz kot funkcija časa. Pri obdelavi signa-
lov na digitalnih računalnikih, ko želimo amplitude signala predstaviti s številskimi
vrednostmi, pa smo zaradi omejenega obsega pomnilnika prisiljeni za amplitude izbi-
rati le med končnim številom različnih vrednosti. Postopek, kjer vrednosti določimo
tako, da pri tem napravimo čim manjšo napako, imenujemo kvantizacija. Iz istega
razloga lahko v pomnilniku predstavimo vrednosti signala le ob določenih časovnih
trenutkih ti, i ∈ Z. Postopek diskretizacije po času imenujemo vzorčenje. Diskreten
časovni signal opisuje signal, katerega vrednosti so kvantizirane in jih poznamo le
ob diskretnih časovnih trenutkih, primer vidimo na sliki 7. Kvantiziran in vzorčen
signal imenujemo tudi digitalen signal. Matematično lahko predstavimo diskreten
signal kot zaporedje števil {xn} oz. funkcijo indeksa x[n], n ∈ Z. Ukvarjali se bomo







Slika 7: Grafični prikaz diskretnega signala.
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le z digitalnimi signali, saj ti predstavljajo vhodne in izhodne signale dinamičnega
sistema. Vhodni in izhodni signali bodo zajeti z merilno napravo, ki digitalizira si-
gnal s pomočjo analogno/digitalnega pretvornika (AD pretvornika). AD pretvornik
je naprava, ki analogne vrednosti pretvori v binarni zapis, ki ga lahko shranimo in
obdelujemo. AD pretvornik je uporaben za zajem procesnih veličin iz analognih
tipal, kot so tlak, teža, temperatura itd. Signali bodo potem obdelani s programom
Dewesoft, ki nam bo vrnil rezultate modalnega testa (glej poglavje 9).
4.1 Enakomerno vzorčenje
Diskretni signali najpogosteje nastanejo z enakomernim vzorčenjem analognih si-
gnalov
x[n] = x(nts),
kjer z x označimo analogen signal. Posamezna števila niza x[n] so vzorci analognega




predstavlja vzorčno frekvenco. Analogen signal vzorčimo z izbrano vzorčno fre-
kvenco z uporabo AD pretvornika.
Glavna skrb pri vzorčenju je, kako hitro mora biti analogen signal vzorčen, da
ohrani vse informacije. Pri frekvenčni analizi oz. frekvenčnih spektrih signalov se
lahko pojavijo težave zaradi diskretizacije signala. Če je signal vzorčen prepočasi,
se bomo srečali s frekvenčnimi dvoumnostmi v frekvenčni domeni. To težavo v
angleškem jeziku imenujemo “aliasing”.
Naše glavno orodje pri računanju bo Fouriereva transformacija, ki signal pretvori
iz časovne domene v frekvenčno, torej je zelo pomembno, da so spektri signalov
enolično določeni. Kako preprečiti dvoumnosti pa si poglejmo v nadaljevanju.
4.2 Dvoumnost signalov v frekvenčni domeni
Prenizka vzorčna frekvenca glede na frekvenčno vsebino signala lahko napačno inter-
pretira prisotnost visokih frekvenc v originalnem signalu v postopku diskretizacije.
Visoke frekvence se v spektru odražajo kot nizke ali pa jih sploh ne moremo ločiti
od dejansko prisotnih nižjih frekvenc. Na sliki 8 vidimo, kako lahko diskretizacija
signalov z nižjo in višjo frekvenco generira enak nabor diskretnih vrednosti.
Vzorčenje signala x lahko predstavimo kot produkt zveznega signala x in vzor-
čevalne funkcije u. Rezultat produkta je vzorčen signal
xv(t) = x(t)u(t).
Vzorčevalna funkcija u je neskončen niz enotskih impulzov, ki so med seboj razma-






Slika 8: Odražanje visoke frekvence kot nizke.
Naj bo signal x omejen s frekvenco F . Določimo sedaj spekter Xv(ω) vzorčenega
signala xv. Določimo ga lahko v obliki, iz katere je razvidna povezava s spektrom
zveznega signala X(ω). Vzorčevalno funkcijo u razvijemo v Fourierevo vrsto. Vsi










S Fourierevo transformacijo izračunajmo spekter vzorčenega signala









































Iz enačbe (4.2) vidimo, da se spekter zveznega signala X(ω) ponavlja v spektru
vzorčenega signala Xv(ω) okrog vseh mnogokratnikov vzorčne frekvence.
Kadar vzorčimo s frekvenco fs je nemogoče razlikovati med vzorčnimi vrednostmi
sinusne krivulje s frekvenco f0 in vrednostmi sinusne krivulje s frekvenco f0 + kfs,
k ∈ Z, saj je
sin (2πf0nts) = sin (2π (f0 + kfs)nts).
Izrek 4.1 (Izrek o vzorčenju). Naj bo x frekvenčno omejen signal s frekvenčnim
obsegom [0, fm], kjer se fm imenuje mejna frekvenca. Signal je enolično določen z














Dokaz relacije (4.4) lahko bralec najde v [10, str. 212]. Pri enakomernem vzorče-
nju je torej signal x mogoče popolnoma rekonstruirati iz vzorcev vzorčenega signala
le, kadar je signal frekvenčno omejen in je frekvenca vzorčenja večja od dvakratne
najvišje frekvence prisotne v signalu.
Z drugimi besedami, spektra analognega in vzorčenega signala se ne prekrivata,






imenujemo tudi Nyquistova ali Shannonova frekvenca vzorčenja in je minimalna
frekvenca vzorčenja.
Predpostavimo, da imamo vedno frekvenčno omejen signal, kar pomeni, da so
vrednosti njegovega spektra lahko neničelne samo na intervalu [−fm, fm], kjer je fm
mejna frekvenca. Primerjavo zveznega in diskretnega spektra frekvenčno omejenega
signala lahko vidimo na sliki 9. V primeru, da nimamo frekvenčno omejenega signala,
lahko uporabimo nizkoprepustno sito na signalu, ki prepušča le nižje frekvence in
tako višje odstranimo. S siti se tukaj ne bomo ukvarjali, saj imajo merilne naprave,
ki se uporabljajo za modalno testiranje, že vgrajena potrebna sita in tako imamo







. . .. . .
Slika 9: Spekter zveznega frekvenčno omejenega signala zgoraj in spekter diskretnega
frekvenčno omejenega signala spodaj.
4.3 Diskretna Fouriereva transformacija
Spektra signala, ki je podan v digitalni obliki, ne moremo več določiti z uporabo
Fouriereve transformacije, ki je definirana z določenim integralom, ampak moramo
uporabiti numerični postopek ocene integrala. Diskretna Fouriereva transformacija
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(DFT) je ena najbolj pogostih in zmogljivih metod, ki jih srečamo pri obdelavi
digitalnih signalov. Z njo ocenimo spekter signala, ki smo ga prevedli v digitalno
obliko.
Diskretna Fouriereva transformacija seveda izvira iz zvezne Fouriereve transfor-
macije podane v definiciji 2.13. Če namesto spremenljivke ω uporabimo frekvenco





kjer je x zvezen časovni signal.
Definicija 4.2. Diskretna Fouriereva transformacija preslika zaporedje N vzorcev









Velja tudi obratno, N spektralnih komponent lahko preslikamo nazaj v N vre-
dnosti signala.











kjer je k = 0, . . . , N − 1 in N število vzorcev.
Če upoštevamo izrek o vzorčenju in enakost (4.3), vidimo, da je obseg spektra,
ki ga lahko izračunamo s pomočjo DFT, odvisen od vzorčne frekvence fs. Zadnjo
spektralno komponento izračunamo pri frekvenci enaki fN , ki je določena v (4.5).
Razmiki med zaporednimi spektralnimi komponentami pa so odvisni od števila vzor-





DFT torej računamo v blokih dolžine N . V praksi to pomeni, da pri realni
meritvi, ko imamo trenutne vrednosti signala, iz diskretnega signala vzamemo N
zaporednih vrednosti, izračunamo spekter signala, in potem nadaljujemo na nasle-
dnjih N vrednostih ter ponovimo isti postopek. To ponavljamo celoten čas meritve.
Bloki, na katerih računamo DFT, se lahko tudi prekrivajo.
DFT ima podobne lastnosti kot Fouriereva transformacija, npr. linearnost. Več
informacij o teh lastnostih najdemo v [9, 12]. Velja poudariti, da je DFT v osnovi
določena za periodične signale, zato imajo zamiki in konvolucija krožen značaj. Velja
simetrija
X[k] = X[N − k]. (4.8)
Le omenimo tudi časovno diskretno Fourierevo transformacijo oz. DTFT (ang. Dis-
crete time Fourier Transform), ki se uporablja za računanje spektrov neperiodičnih
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signalov. Računalniško ni mogoče realizirati časovno diskretne Fouriereve transfor-
macije, vendar pa je mogoče določiti njen približek s pomočjo diskretne Fouriereve
transformacije, zato bomo to temo izpustili, si pa lahko več o njej preberemo v [9, 12].
Računanje diskretne Fouriereve transformacije kot take je izredno potratno. Ob-
stajajo algoritmi, ki omogočajo hitro računanje DFT, saj izkoriščajo lastnosti DFT,
kot sta na primer periodičnost in simetričnost koeficientov. Izraz hitra Fouriereva
transformacija oz. FFT (ang. Fast Fourier Transform) se uporablja kot skupno ime
za različne algoritme, ki omogočajo učinkovit izračun DFT z bistveno manjšim števi-
lom računskih operacij, kot bi jih uporabili, če bi računali direktno preko izraza (4.6).
4.3.1 Hitra Fouriereva transformacija
Postopki FFT temeljijo na dekompoziciji transformacije dolžine N na več krajših
transformacij. Obstajata dva osnovna postopka dekompozicije, decimacija po času
in decimacija po frekvenci. Tukaj bo izpeljana le decimacija po času.
Poglejmo si, kako se FFT razvije iz DFT. Velja omeniti, da je dekompozicija
najučinkovitejša, kadar je število N potenca števila 2, torej N = 2m, m ∈ N. V
nadaljevanju bomo predpostavljali, da je N vedno takšne oblike.
Trditev 4.4. Hitra Fouriereva transformacija za izračun diskretne Fouriereve trans-
formacije dolžine N zahteva izračun le N/2 spektralnih komponent X[k], 0 ≤ k <
N/2.
Dokaz. Pričnemo z enačbo (4.6), ki predstavlja DFT dolžine N . Izraz (4.6) nato
razstavimo na dva dela. V enem delu nastopajo členi zaporedja x[n], kjer je n sod


















Če izpostavimo konstanto e−i
2π
N









x[2r + 1]W 2rkN . (4.11)














x[2r + 1]W rkN/2. (4.12)














































x[2r]W rkN/2 −W kN
(N/2)−1∑
r=0
x[2r + 1]W rkN/2. (4.16)
Če primerjamo enačbi (4.12) in (4.16), vidimo, da se razlikujeta le v predznaku
pred drugo vsoto. Kar pomeni, da je potrebno izračunati X[k] le za 0 ≤ k < N/2,
za komponente z indeksi N/2 ≤ k < N − 1 pa lahko uporabimo že izračunane
vrednosti.
Za izračun dveh komponent izhodne transformacije iz komponent polovičnih
transformacij potrebujemo tako le eno množenje, eno seštevanje in eno odštevanje.
Za primer, ko je N = 8, je postopek izračuna z dvema polovičnima transformacijama
prikazan na sliki 10. Zaradi specifičnega vzorca osnovno komponento izračuna FFT

































Slika 10: Shematičen prikaz izračuna FFT za N = 8 z uporabo dveh FFT dolžine 4.
Postopek dekompozicije ponovimo na obeh transformacijah dolžine N/2 in do-
bimo 4 transformacije dolžine N/4. Po m dekompozicijah (N = 2m) dobimo N




x[n]W 01 = x[0].
Hitra Fouriereva transformacija je torej diskretna Fouriereva transformacija z
zmanjšanim številom potrebnih aritmetičnih operacij. Časovna zahtevnost hitre
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Fouriereve transformacije je O(N logN), če pa pogledamo diskretno Fourierevo
transformacijo, pa je njena časovna zahtevnost enaka O(N2).
Na realnih signalih, ki so časovno neomejeni in naključni, ne moremo narediti
natančne spektralne analize. Lahko pa težave pri izračunu diskretne Fouriereve
transformacije omilimo do neke mere.
4.4 Frekvenčno razlivanje in časovna okna
Diskretna Fouriereva transformacija je izračunana na končnem številu N vzorcev,
ki so vzorčeni z vzorčno frekvenco fs. Kot rezultat dobimo spektralne komponente
pri frekvencah kfs/N , k = 0, 1, . . . , N − 1. Realni signali, na katerih računamo
DFT med meritvijo pa žal nimajo končnega števila vzorcev, saj so časovno neome-
jeni. Zaporedoma jemljemo nize N vzorcev, ki se lahko med seboj tudi prekrivajo,
na katerih izračunamo DFT. Ti končni izseki v izjemno redkih primerih vsebujejo
periodičen del signala. Bodisi se to zgodi zaradi same narave signala (ki ni nujno
periodičen) bodisi zaradi dolžine N , bodisi zaradi vzorčenja.
Primer 4.5. Poglejmo konkreten primer jemanja nizov podatkov na sliki 11, kjer
vidimo prvo sekundo in pol dveh signalov. Vzorčna frekvenca je bila enaka fs =
256 Hz oz. 256 vzorcev na sekundo, dolžina transformacije pa N = 128. Da je
primer lažje razumeti, smo vzeli dva popolna sinusna signala. Zgornji ima frekvenco
4 Hz, spodnji pa 4.78 Hz. Nize oz. bloke podatkov jemljemo od začetka meritve,
ko je čas enak 0, in potem zaporedno en blok za drugim. Ne preskočimo nobenega
vzorca. V našem primeru vzamemo en blok vsakih 128 vzorcev (brez prekrivanja
blokov).
Slika 11: Primer jemanja izsekov iz signala.
Signal iz slike 11 ima v vsakem bloku natanko 2 periodi, saj ima ena perioda
signala natanko 64 vzorcev. Spodnji pa žal nima frekvence, ki bi bila oblike k ·
256/128 = k · 2 in so v vsakem bloku nepopolne periode. 
DFT vrne točne rezultate le, če je vhodno podatkovno zaporedje natanko celotna
perioda oz. K period signala s stalno amplitudo, K ∈ N, ki vsebuje le frekvence
kfs/N . Če vhodno zaporedje vsebuje kakšno vmesno frekvenco, potem se bo to do
neke mere kazalo na vseh frekvenčnih točkah izhodne transformacije. Rečemo, da
se spektralna komponenta razlije čez več frekvenčnih točk.
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Težavo je ponovno najlažje razumeti z ilustracijo. Nadaljujmo zgornji primer 4.5
in si poglejmo sliko 12, na kateri sta prikazani isti sinusoidi kot prej, le da imamo pri
vsaki le en blok, na katerem bomo izračunali DFT dolžine N = 128. Zgornji signal
je popolnoma periodičen v bloku, na katerem se izvede DFT. Izračunan spekter,
ki ga vidimo desno od signala, je točen in enak natanko eni neničelni frekvenčni
točki (4 Hz). Pri spodnjem signalu pa periodičnost ni zagotovljena, saj vidimo, da
zadnja perioda ni popolna. Izhoden spekter, desno od signala na sliki, nam napačno
nakazuje, da nimamo zgolj ene frekvence. Energija signala se je razlila čez druge
frekvenčne točke, ki so blizu dejanski frekvenci signala 4.78 Hz.
Slika 12: Efekt razlivanja glede na periodičnost.
Način, kjer bi se popolnoma znebili frekvenčnega razlivanja žal ne obstaja. Ob-
staja pa metoda, ki minimizira te neželene efekte, imenuje se oknjenje (ang. win-
dowing).
Razlivanje zmanjšamo tako, da amplitudo vhodnega niza podatkov prisilimo, da
se na začetku in koncu bloka gladko približuje eni vrednosti. Torej, namesto da
vzorce, na katerih bomo izračunali DFT, preprosto izrežemo iz signala, lahko ta niz
vzorcev pomnožimo s časovno omejeno in diskretno okensko funkcijo w[n] preden
izračunamo DFT. Okenskim funkcijam krajše rečemo kar okna.
Imejmo vhodni niz podatkov {x[n]}N−1n=0 . Prav tako naj bo okno {w[n]}N−1n=0 dol-
žine N . Vhodni niz {x[n]}N−1n=0 pomnožimo z oknom {w[n]}N−1n=0 preden izračunamo








kjer 0 ≤ k ≤ N − 1. Na spektru Xw[k] je torej minimiziran efekt razlivanja glede na
karakteristike okna w[n]. Pri nadaljnem računanju bomo vedno uporabljali oknjene
spektre.
Poglejmo si nekaj najpogosteje uporabljenih oken. Pravokotno okno je najosnov-
nejše okno in je enakovredno preprostemu rezanju vzorcev, ki smo ga obravnavali do
sedaj. Vsa okna imajo svoje slabosti in prednosti, ponavadi jih izberemo glede na
potrebe aplikacije. V spodnjih primerih so vsa okna dolžine N , torej 0 ≤ n ≤ N − 1
in N je sodo število.
– Pravokotno okno:
w[n] = 1, n = 0, 1, . . . , N − 1.
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– Eksponentno okno s podanim koeficientom padca β, 0 ≤ β ≤ 1:
w[n] = e
ln β
N−1n, n = 0, 1, . . . , N − 1.
Eksponentno okno se največ uporablja pri merjenju odziva sistema, kadar
sistem vzbujamo z udarcem modalnega kladiva. Okno uporabimo na signalu
odziva in si tako zagotovimo, da pade na ničelne vrednosti. Koeficient padca,
ki ima vrednosti med 0% in 100%, določi, za koliko odstotkov začetna vrednost
signala pade do konca bloka. Če je npr. koeficient padca enak 25%, potem okno
pade na četrtino začetne amplitude do konca bloka.
– Trikotno okno:
w[n] = 1−
⏐⏐⏐⏐2n− (N − 1)N − 1








, n = 0, 1, . . . , N − 1.
Med njimi so bolj znana
· Blackmanovo okno, kjer so a0 = 0.42, a1 = 0.5, a2 = 0.08 in ai = 0,
i = 3, . . . K,
· Hannovo okno, kjer so a0 = a1 = 0.5 in ai = 0, i = 2, . . . K,
· Hammingovo okno, kjer so a0 = 0.54, a1 = 0.46 in ai = 0, i = 2, . . . K.
Poseben primer kosinusnega okna je tudi pravokotno okno, ki ga dobimo, če
izberemo a0 = 1 in ai = 0 za i > 1.
Efekt oknjenja s pravokotnim, trikotnim in eksponentnim oknom lahko vidimo
na sliki 13.
Teoriji razlivanja in oknjenja sta precej obširnejši od zgornjega zapisa, vendar
tukaj nista glavna tema in sta predstavljena bolj suhoparno, le z dejstvi, ki jih
uporabljamo pri obdelavi signalov. Če si bralec želi bolj podrobne razlage, jo lahko
najde v [9, 12].
4.5 Povprečenje
Za analizo signalov naključnih vibracij ni dovolj le izračunati Fouriereve transforma-
cije, ampak potrebujemo za karakterizacijo dotičnih signalov korelacijske funkcije in
močnostne spektre, ki bodo predstavljeni v podpoglavju 7.1. Čeprav so te lastnosti
izračunane s Fourierevo transformacijo, je potrebno pozornost usmeriti tudi na nji-
hovo točnost in zanesljivost. V splošnem je potrebno uporabiti proces povprečenja,
ki upošteva več zaporednih izračunov preden zagotovimo, da so rezultati točni. V
realnem svetu vhodni in izhodni signali v sistem niso deterministični, saj je v okolju
in na sami merilni opremi preveč dejavnikov, na katere nimamo vpliva, kažejo pa se
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(a) Časovno neomejen signal. (b) Pravokotno okno in signal po oknje-
nju.
(c) Trikotno okno in signal po oknjenju. (d) Eksp. okno z 10% koeficientom padca
in signal po oknjenju.
Slika 13: Oknjenje signala z različnimi okni, okna so modre, signal pa črne barve.
v obliki šuma in anomalij. S procesom povprečenja pa te anomalije zgladimo in do-
bimo reprezentativne rezultate. Npr. ko izvajamo meritev z modalnim kladivom, jo
v eni točki večkrat ponovimo (večkrat udarimo) in v frekvenčni domeni povprečimo
močnostne spektre, ki jih uporabimo za izračun končnih rezultatov.
Poznamo več tehnik povprečenja, med njimi so najpogostejše linearno vzorčenje,
eksponentno vzorčenje in metoda maksimalnih vrhov (ang. peak hold). Poglejmo si,
kako je definirano povprečenje za te tri metode.
Naj a označuje niz podatkov dolžine N , a = {a[n]}N−1n=0 . Povprečimo sedaj
K takšnih nizov. Naj ai = {ai[n]}N−1n=0 , i = 0, . . . K − 1, označuje i-ti niz. Z












– Eksponentno povprečenje je definirano rekurzivno
a0 = {a0[n]}N−1n=0 ,
at = {αat[n] + (1− α) at−1[n]}N−1n=0 , t = 1, 2, . . . , K − 1
in a = aK−1, kjer je α koeficient glajenja, za katerega velja 0 < α < 1.
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Če upoštevamo še, da je ai[n] ∈ C, 0 ≤ n ≤ N − 1, potem pri linearnem in ek-
sponentnem povprečenju posebej povprečimo realni in posebej imaginarni del. Pri
metodi maksimalnih vrhov, ki so pravzaprav lokalni maksimumi, pa za vsako kom-
ponento poiščemo število z maksimalno absolutno vrednostjo ter to število zapišemo
kot končno vrednost. Torej za vsak n, 0 ≤ n ≤ N − 1, je povprečenje po metodi
maksimalnih vrhov enako
a[n] = am[n], če |am[n]| = max
0≤k≤K−1
|ak[n]|.
Pri modalnem testiranju večinoma uporabljamo linearno povprečenje z ali brez
prekrivanja. V današnjem času se DFT računa izjemno hitro, kar omogoča, da se
nova transformacija izračuna še preden zajamemo nov, celoten niz podatkov. Eno-
stavno lahko uporabimo zadnjih N podatkov, čeprav so bili nekateri vključeni že v
prejšnjem izračunu. Kot smo že omenili, ta proces imenujemo prekrivanje. Povpre-
čenje s prekrivanjem je učinkovitejše, saj dobimo kot rezultat gladkejše spektre.
5 Osnove modalne analize
Poznamo dva načina analize vibracij, teoretičnega in eksperimentalnega. Teoretičen
postopek sestoji iz treh korakov, po katerih tipično poteka analiza. Običajno zač-
nemo z opisom fizikalnih lastnosti strukture, kot so masa, togost in faktorji dušenja.
Takšen opis imenujemo prostorski model. Nato se izvede teoretična modalna ana-
liza prostorskega modela, ki nas pripelje do opisa obnašanja strukture kot skupka
vibracijskih modalnih oblik, z drugimi besedami, dobimo modalni model. Ta mo-
del je definiran kot množica naravnih frekvenc s pripadajočimi faktorji dušenja in
modalnimi oblikami. V tretjem koraku pa se analizira, kako točno se bo struktura
odzvala glede na dano vzbujanje, kar opišemo kot odzivni model. Odzivni model bo
tukaj sestavljen iz množice frekvenčnih odzivnih funkcij.
Analize vibracij se je mogoče lotiti tudi v obratni smeri – eksperimentalni način.
Iz lastnosti odziva, kot so izmerjene frekvenčne odzivne funkcije, lahko izpeljemo
modalne lastnosti in na koncu tudi prostorske. Pri modalnem testiranju, kot bo
opisano v tem delu, se uporablja eksperimentalni način.
5.1 Dinamični sistem z eno prostostno stopnjo (SDOF)
Najbolj efektivno raziščemo lastnosti modalne analize preko frekvenčne odzivne
funkcije FRF (ang. Frequency Response Function). Frekvenčna odzivna funkcija je
prenosna funkcija dinamičnega sistema, če upoštevamo terminologijo iz poglavja 3.
V tem poglavju bomo definirali FRF sistema z eno prostostno stopnjo (sistema
SDOF) in preučili različne metode predstavitve funkcije in njenih lastnosti. Reali-
stično lahko zelo malo struktur modeliramo s sistemom SDOF. Lastnosti takega sis-
tema so vseeno zelo pomembne, saj tvorijo osnovo metod eksperimentalne modalne
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analize. Opisani pristopi bodo kasneje razširjeni tudi na sistem z več prostostnimi
stopnjami, saj lahko takšne sisteme vedno razumemo kot linearno kombinacijo več
SDOF karakteristik.
5.1.1 Frekvenčna odzivna funkcija sistema SDOF
Obravnavali bomo sistem, prikazan na sliki 14, ki ima maso, vzmet in dušilec z
viskoznim ali strukturnim dušenjem. Viskozno in strukturno dušenje se razlikujeta
v obliki gibalne enačbe. Gibalno enačbo vsiljenih vibracij z viskoznim dušenjem smo
že uporabili v podpoglavju 2.3 (enačba (2.16)), enaka je
mẍ+ cẋ+ kx = f, (5.1)
kjer je m masa, x odmik, c koeficient dušenja, k koeficient togosti in f sila, ki deluje
na sistem. Količini x in f sta odvisni od časa. Gibalna enačba vsiljenih vibracij s
strukturnim dušenjem pa se glasi
mẍ+ kcx = f, (5.2)






Slika 14: Sistem SDOF z vzbujanjem in dušenjem.
Obravnavajmo silo vzbujanja v obliki f(t) = F (ω)eiωt in uporabimo nastavek
x(t) = X(ω)eiωt za rešitev gibalne enačbe, kjer sta F (ω), X(ω) ∈ C. Tako dobimo
tudi informacije o amplitudi in fazi. Gibalna enačba (5.1) tako postane(
−ω2m+ iωc+ k
)
X(ω)eiωt = F (ω)eiωt. (5.3)
Podobno naredimo tudi za enačbo (5.2) s strukturnim dušenjem. Sedaj je znano
razmerje med odzivom odmika in vhodno silo vzbujanja. Večinoma ga označimo
s H ali v določenih primerih z α in je definirano kot frekvenčna odzivna funkcija
(FRF) sistema. Za viskozno dušenje imamo





(k − ω2m+ iωc)
(5.4)
in za strukturno dušenje





(k − ω2m+ ih)
. (5.5)
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Čeprav je frekvenčna odzivna funkcija definirana kot razmerje sile in odziva, je v
resnici od njiju neodvisna.
FRF je glavna funkcija, na kateri sloni modalna analiza. Čeprav je v teoriji
FRF odvisna le od parametrov dinamičnega sistema, je v realnosti točnost merjenih
frekvenčno odzivnih funkcij kritična lastnost, od katere je odvisno, ali bo modalna
analiza pravilna.
Definirana FRF uporablja odmik kot odziv. Imenujemo jo receptančna fre-
kvenčna odzivna funkcija ali krajše receptanca (ang. receptance FRF). Namesto
odmika lahko uporabimo tudi hitrost v(t) = ẋ(t), za katero velja
v(t) = V (ω)eiωt, V (ω) := iωX(ω),
ali pospešek a(t) = ẍ(t), za katerega velja
a(t) = A(ω)eiωt, A(ω) := −ω2X(ω).












Uporabljajo se tudi razmerja, ki so ravno obratna zgornjim trem, definirana so
v [4, 6].
Razvidno je, da lahko te tri tipe FRF, α(ω), Y (ω) in A(ω), enostavno izmenju-
jemo. Vsi trije so kompleksne funkcije frekvence, za njihove amplitude pa velja
|A(ω)| = ω |Y (ω)| = ω2 |α(ω)| .
Fazna razlika med njimi je konstantna pri vsaki frekvenci
ΘA(ω) = ΘY (ω) +
π
2
= Θα(ω) + π.
Kot smo že pokazali v poglavju 3, je FRF Fouriereva transformiranka impulznega
odziva sistema,





Različne vizualizacije frekvenčne odzivne funkcije so poglavitne v modalni analizi.
Različni grafični prikazi poudarijo različne informacije, ki jih vsebuje FRF. Ker
eksperimentalna modalna analiza pogosto sloni na aproksimaciji krivulj glede na
podatke frekvenčne odzivne funkcije, je razumljivo, da je razumevanje grafičnih
oblik nujno.
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Pokazali bomo štiri glavne izrise, ki se uporabljajo pri vizualizaciji frekvenčne
odzivne funkcije. To so izris amplitude in faze, izrisa realnega in imaginarnega
dela, izrisa realnega in imaginarnega dela recipročne vrednosti FRF ter Nyquistov
diagram. Nekatere grafe bomo označevali glede na tip osi. Imejmo npr. funkcijo
f , odvisno od spremenljivke x. Običajen graf, kjer so na abscisni osi vrednosti x,
na ordinatni osi pa vrednosti f(x), bomo imenovali lin-lin graf. Graf, kjer bodo
na abscisni osi vrednosti log x in na ordinatni osi vrednosti f(x), se bo imenoval
log-lin graf. Graf, kjer so na abscisni osi vrednosti log x in na ordinatni osi vrednosti
log f(x), se bo imenoval log-log graf, graf z vrednostmi x na abscisni in vrednostmi
log f(x) na ordinatni osi pa bo lin-log graf. Poglejmo si najprej izris amplitude in
faze.
Izris amplitude in faze sestoji iz dveh delov. Prvi je izris magnitude frekvenčne
odzivne funkcije v odvisnosti od frekvence, drugega pa predstavlja izris faze v odvi-
snosti od frekvence. Frekvenca je vedno na abscisni osi. Pri prvem imamo lahko vse
lin/log kombinacije grafov. Prav tako to drži za izris faze, vendar to nima velikega
smisla, saj nič ne pridobimo, če na katerikoli osi označimo logaritemske vrednosti.
Za izris faze praviloma uporabljamo lin-lin graf. Grafe linearnih časovno neodvi-
snih sistemov z neko prenosno funkcijo, ki jih sestavljata magnitudni in fazni graf v
odvisnosti od frekvence, imenujemo tudi Bodejevi diagrami.
Ob pojavu resonance se amplituda nihanja znatno poveča. Resonanca nastopi,
kadar sistem niha z naravno frekvenco, ki jo poimenujemo tudi resonančna frekvenca.
Glavna prednost izrisa magnitude z lin-lin ali log-lin grafom je, da resonance zelo
izstopajo, glej sliko 15. Vendar pa so obenem, zaradi visokega vrha pri resonanci, t.i.
resonančnega vrha, vse ostale vrednosti krivulje tako nizko, da postanejo nerazločne.
Z lin-log ali log-log grafi premagamo to težavo.
Slika 15: Lin-lin izris amplitude v odvisnosti od frekvence, na katerem je jasno
razviden resonančni vrh.
V obeh primerih je magnituda frekvenčne odzivne funkcije pretvorjena v decibele.
Pretvorbo v decibele si poglejmo za primer receptance










Slika 16: Log-log izris amplitude v odvisnosti od frekvence.
Na lin-lin grafu 15 vidimo, da pride do resonance, saj prevladuje resonančni
vrh pri naravni frekvenci ω0, ki je bila določena v (2.14). Ni očitno, kako bi lahko
izluščili fizikalne parametre. Znano je, da obnašanje FRF pri nizkih frekvencah
narekuje togostna karakteristika sistema, pri visokih masna karakteristika, v bližini
resonančnega vrha pa karakteristika dušenja. Lahko pa uporabimo log-log graf (glej
sliko 16) za preučevanje masne in togostne karakteristike sistema, saj takšen izris
poudari oz. zviša območja z amplitudo, nižjo od resonančnega vrha pri ω0. Takšne
logaritemske izrise lahko torej razdelimo na tri dele:
– nizkofrekvenčno območje z asimptoto,
– visokofrekvenčno območje z asimptoto,
– območje resonance z ostrimi magnitudnimi in faznimi spremembami.
Dodajanje mreže možnih asimptot na log-log grafe nam je lahko zelo v pomoč. V
tabeli 1 lahko vidimo, kako se različne oblike FRF obnašajo, kadar frekvenca ω ni v
bližini resonančne frekvence, in kateri parameter prevladuje. Razvidno je tudi, da
bosta masna in togostna lastnost vedno v obliki premice na log-log grafu in bosta
predstavljali asimptoto ob neki določeni masi in togostnemu koeficientu, imenujemo
ju masna in togostna asimptota FRF.
oblika FRF (ω ≫ ω0) – masa (ω ≪ ω0) – togost
RECEPTANCA α (ω) −1/ (ω2m) 1/k
20 log |α (ω)| −20 logm− 2 logω −20 log k
GIBLJIVOST Y (ω) −i/ (ωm) iω/k
20 log |Y (ω)| −20 logm− 20 logω logω − 20 log k
AKCELERANCA A (ω) 1/m −ω2/k
20 log |A (ω)| −20 logm 2 · 20 logω − 20 log k
Tabela 1: Prevladujoče karakteristike frekvenčne odzivne funkcije v limitnih prime-
rih.
Takšen prikaz FRF podatkov se nanaša na vse tipe sistemov, dušene ali nedušene.
Vsi ostali pa so bolj uporabni pri dušenih sistemih in so občutljivi na različne tipe
dušenja. Na grafih 15 in 16 pa dušenje vpliva na obliko grafa le v okolici oz. območju
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resonance, tj. kadar je frekvenca ω blizu resonančne frekvence. Od količine dušenja
je odvisna oblika resonančnega vrha, ki je lahko ostrejša ali bolj topa.
Nadaljujemo z naslednjim izrisom, ki je izris realnega in imaginarnega dela. Po-
novno realni in imaginarni del frekvenčne odzivne funkcije rišemo v odvisnosti od
frekvence. Za strukturno dušenje (5.5) sta realni in imaginarni del enaka
ℜ (α (ω)) = k − ω
2m
(k − ω2m)2 + h2
, (5.7)
ℑ (α (ω)) = −h
(k − ω2m)2 + h2
(5.8)
in ju vidimo na sliki 17. Naravno frekvenco (2.14) dobimo, ko je realni del enak 0. Ta
opazka niti ni tako uporabna, saj izmerjeni FRF podatki nimajo nujno dovolj velike
ločljivosti, da bi lahko iz grafa točno razbrali, kdaj je realni del enak 0. Vidimo pa
lahko, kako se faza spreminja v območju resonance, realni del spremeni predznak,
imaginarni del pa doseže lokalni maksimum oz. vrh. Podobno sledi tudi za viskozni
model. Uporaba lin-log in log-log grafov tukaj ne pride v poštev, saj nas zanimajo
Slika 17: Na levi izris realnega in na desni imaginarnega dela FRF sistema s šibkim
dušenjem.
predvsem prehodi preko ordinatne osi realnega in imaginarnega dela, česar pa z
uporabo naštetih grafov ne bomo videli. Ta oblika izrisov sicer ni tako uporabna
kot prva.
Inverzni ali recipročni izrisi FRF so na vrsti naslednji. Poglejmo si recipročno
vrednost receptance z viskoznim dušenjem
1
α(ω)
= k − ω2m+ iωc, (5.9)
ki zgleda bolj enostavno kot sam α (ω). Realni del je popolnoma odvisen od mase in
togosti, imaginarni pa le od dušenja. Imaginarni del je linearna funkcija frekvence ω,
katere naklon je odvisen le od koeficienta dušenja. Realni del pa je linearna funkcija
ω2. Če ga narišemo v odvisnosti od ω2, bo presečišče z abscisno osjo pri frekvenci
enaki naravni frekvenci.
Za model s strukturnim dušenjem pridemo do enakih zaključkov za realni del,
imaginarni del pa je konstanten. Imaginarni del lahko narišemo tudi v odvisnosti
od ω2 in v takšni obliki nam pove količino strukturnega dušenja.
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Zadnji tip izrisa se imenuje Nyquistov diagram in je zelo učinkovit prikaz območja
resonance. Imaginarni del narišemo v odvisnosti od realnega dela v kompleksni
ravnini, s frekvenco kot implicitno spremenljivko.
Slika 18: Nyquistov diagram sistema s strukturnim dušenjem za receptanco.
Na sliki 18 vidimo Nyquistov diagram dinamičnega sistema s strukturnim du-
šenjem za receptanco. Manjkajo informacije o frekvenci pri posamezni točki, ki jih
napišemo, kadar je to potrebno. V primeru na sliki lahko identificiramo le točke, ki so
najbližje resonanci, vse ostale so preveč skupaj, da bi jih razločili. To je tudi glaven
atribut Nyquistovega diagrama pri modalni analizi. Izrisan graf zavzame približno
obliko krožnice. Pravzaprav gibljivostna FRF tvori popolno krožnico, receptančna
in akcelerančna pa približno obliko krožnice, kadar na sistemu deluje viskozno du-
šenje. Pri strukturnem dušenju pa ima to lastnost receptanca. Krožnico, ki jo tvori
receptanca, lahko vidimo na sliki 18.
Pri izmerjenih frekvenčnih odzivnih funkcijah smo frekvenčno omejeni, torej
imamo omejen nabor točk, ki so na voljo. Vedno dobimo le del Nyquistovega dia-
grama, kar je tudi razvidno iz slike 18.
5.1.3 Lastnosti frekvenčne odzivne funkcije
Frekvenčno odzivno funkcijo lahko predstavimo na več načinov, kar smo videli v
prejšnjem poglavju. Vsaka metoda poudari določeno lastnost frekvenčne odzivne
funkcije, kot na primer, lin-lin ali log-lin Bodejev magnitudni diagram, ki poudari
resonance, ostale lastnosti pa niso jasne.
Že je bilo pokazano, da lahko iz log-log Bodejevega magnitudnega diagrama raz-
beremo asimptote, proti katerim se bliža FRF, ko frekvenca pada ali narašča stran
od resonančne frekvence ω0. Prevladujoče člene FRF smo poimenovali masna in
togostna asimptota. Iz masne in togostne asimptote in njunega presečišča lahko
ocenimo ti dve količini sistema SDOF. Lin-lin izris takšnih rezultatov ne more po-
nuditi. Očitno je tudi, da dušenje sistema ne vpliva na masno in togostno asimptoto.
Prav tako smo videli, da so izrisi recipročnih vrednosti frekvenčnih odzivnih
funkcij linearne funkcije. Iz teh grafov lahko ločimo dušenje sistema od mase in
togosti. Te lastnosti ne poseduje noben drug prikaz frekvenčne odzivne funkcije.
Enostavnost grafa realnega in imaginarnega dela nam namiguje, da lahko parametre
razberemo z aproksimacijo premice.
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Nenazadnje obdelajmo še krožno lastnost Nyquistovega diagrama frekvenčne od-
zivne funkcije. Nyquistov diagram je za vse tri oblike, receptanco, gibljivost in
akceleranco, zelo podoben krožnici, a le za eno je pravilna krožnica, odvisno od




k −mω2 + iωc
,
kjer sta
ℜ (Y (ω)) = ω
2c
(k −mω2)2 + (ωc)2
in ℑ (Y (ω)) = ω (k −mω
2)
(k −mω2)2 + (ωc)2
.
Lahko je pokazati, da velja(





















. Receptance in akcelerance z
viskoznim dušenjem ne moramo tako predelati, da bi dobili krožnico.
Podobno velja za receptančno frekvenčno odzivno funkcijo sistema SDOF s struk-
turnim dušenjem. Imamo
ℜ (α(ω)) = k −mω
2
(k −mω2)2 + h2
in ℑ (α(ω)) = −h
(k −mω2)2 + h2
in od tod sledi, da velja
(ℜ (α(ω)))2 +
(
















. Podobno kot prej,
gibljivosti in akcelerance ne moremo predelati v takšno obliko.
Iz krožne lastnosti receptančne frekvenčne odzivne funkcije izvira uporaba apro-
ksimacije krožnice, ki je standardna metoda v modalni analizi, in bo predstavljena v
podpoglavju 8.1.2. Numerično enostavna metoda, ki nam omogoča tudi, da kasneje
z interpolacijo točk bolj točno ocenimo naravno frekvenco in tudi druge parametre.
5.2 Nedušen dinamični sistem z več prostostnimi stopnjami
(MDOF)
Analiza dinamičnega sistema z več prostostnimi stopnjami je naravna razširitev
analize sistema z eno prostostno stopnjo. Za večino struktur potrebujemo več kot eno
koordinato, da lahko zadostno opišemo njihovo gibanje in vibracije. Sistem MDOF
opišemo s pomočjo masnih in togostnih matrik. V tem poglavju bo osredotočenost
na teoriji modalne analize nedušenega sistema MDOF.
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5.2.1 Normalne modalne oblike
Za nedušen sistem MDOF z N prostostnimi stopnjami gibalno enačbo zapišemo kot
Mẍ + Kx = f, (5.12)
kjer sta M masna in K togostna N ×N matrika ter x in f vektorja odmikov in sil
v odvisnosti od časa, dolžine N . Obe matriki sta simetrični, masna matrika pa je
tudi pozitivno definitna.
Najprej obravnavajmo primer prostih vibracij, da določimo naravne modalne
lastnosti. To naredimo tako, da vzamemo f(t) = 0. Uporabimo nastavek x(t) = aeiωt
za rešitev diferencialne enačbe (5.12), kjer je a vektor amplitud v odvisnosti od




a = 0, (5.13)
katerega rešitve so ničle karakterističnega polinoma det (K − ω2M). Rešitve pro-
blema (5.13) oz. lastne vrednosti, so kvadrati naravnih frekvenc. Imamo torej N
lastnih vrednosti ω21, . . . , ω2N . Predpostavimo, da so te različne. Vstavimo te vre-
dnosti nazaj v (5.13) in dobimo pripadajoče lastne vektorje a. Lastne vektorje
označimo s ψr za r-to naravno frekvenco ωr. Predstavljajo modalne oblike za pripa-
dajoče lastne frekvence. Lastni matriki sta torej dve N ×N matriki, to sta matrika









Sistem (5.13) lahko prepišemo v
KΨ = MΨΩ2. (5.14)
Matriki M in K predstavljata prostorski model, matriki Ψ in Ω2 pa modalni model.
Modalne oblike Ψ niso enolične, saj njihovi večkratniki prav tako zadoščajo
enačbi (5.13). Imenujemo jih tudi normalne modalne oblike (ang. normal modes)
dinamičnega sistema. Vemo, da če so naravne frekvence neničelne in vse različne,
potem so vse modalne oblike linearno neodvisne. Torej N modalnih oblik tvori
N -razsežen vektorski prostor. Če pa se naravne frekvence ponavljajo, izgubimo
neodvisnost modalnih oblik.
5.2.2 Princip ortogonalnosti
Zelo pomembna lastnost, ki jo poseduje modalni model, ob predpostavki, da imamo
same različne lastne vrednosti, je lastnost ortogonalnosti.
Trditev 5.1. Denimo, da imamo N različnih lastnih vrednosti ω21, . . . , ω2N . Tedaj so
različne modalne oblike med seboj ortogonalne glede na maso in togost, kar pomeni,
da velja
ΨTMΨ =






⎡⎢⎣ k1 . . .
kN
⎤⎥⎦ =:Km, (5.16)
kjer mr in kr imenujemo modalna masa in modalna togost r-te, 1 ≤ r ≤ N ,




, 1 ≤ r ≤ N.
Dokaz. Za poljubno modalno obliko velja(
K − ω2rM
)
ψr = 0. (5.17)
Zgornjo enakost z leve pomnožimo s transponiranko poljubne druge modalne oblike









ψs = 0. (5.19)






ψr = 0. (5.20)




ψTs Mψr = 0. (5.21)
Ker imamo po predpostavki N različnih lastnih vrednosti, sledi, da ω2r ̸= ω2s , torej
ψTs Mψr = 0 (5.22)
za r ̸= s. Če upoštevamo še enačbi (5.18) in (5.20), od tod sledi tudi
ψTs Kψr = 0, (5.23)
za r ̸= s. Kadar velja r = s pa iz (5.18) dobimo enakost





Naj bo ψTr Mψr = mr in ψ
T
r Kψr = kr. Torej je ω2r = kr/mr za 1 ≤ r ≤ N in s tem
je dokaz zaključen.
Količini mr in kr nimata enakih enot kot masa in togost. Modalna masa in togost
r-te modalne oblike tudi nista enolično določeni, saj lastni vektorji niso enolično
določeni, je pa enolično določeno razmerje kr/mr, ki je enako lastni vrednosti ω2r .
Iz (5.14), (5.15) in (5.16) tudi sledi, da je Ω2 =Mm−1Km.
Lastne vektorje ψr lahko normiramo na več načinov, najbolj znano pa je masno
normiranje. Masno normirane vektorje označimo z matriko Φ. Velja ΦTMΦ = I
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in sledi tudi ΦTKΦ = Ω2. Povezava med masno normirano modalno obliko φr in





ψr, mr = ψ
T
r Mψr.
Ker N modalnih oblik sistema MDOF tvori N razsežen vektorski prostor, ka-
dar ima sistem N različnih lastnih vrednosti, so proste vibracije sistema linearna
kombinacija vseh modalnih oblik. Z matriko modalnih oblik lahko diagonaliziramo
enačbo gibanja, kar pomeni tudi, da jo lahko razbijemo na N neodvisnih enačb. Sis-
tem MDOF postane skupek posameznih sistemov SDOF, ki jih lahko obravnavamo
ločeno.
Zgoraj smo obravnavali le primer, ko imamo N različnih lastnih vrednosti. Po-
gosto se zgodi, da temu ni zadoščeno, kadar so strukture zelo simetrične, npr. diski,
valji, obroči itd. Tega pri enačbah (5.22) in (5.23) nismo upoštevali. V takih prime-
rih ni nujno, da so lastni vektorji, ki pripadajo isti lastni vrednosti, ortogonalni glede
na maso in togost. Vendar pa je znano ([4]), da lahko najdemo linearne kombinacije
vektorjev, ki pripadajo isti lastni vrednosti, tako da bodo zadoščale enačbam (5.22)
in (5.23), torej bodo ortogonalne glede na maso in togost na vse ostale modalne
oblike. Pri frekvenci, katere kvadrat je večkratna lastna vrednost, velja povedati
tudi, da so proste vibracije možne v vseh modalnih oblikah, ki pripadajo tej lastni
frekvenci in njihovih linearnih kombinacijah.
5.2.3 Frekvenčna odzivna funkcija sistema MDOF
Frekvenčne odzivne funkcije so plod harmoničnega vzbujanja strukture. Vzbujamo
s skupkom harmoničnih sil, ki imajo vse enako frekvenco ω ter različne amplitude
in faze. Vektor sil ima obliko f(t) = beiωt, nastavek za rešitev enačbe (5.12) pa je
seveda spet x(t) = aeiωt, kjer sta b in a vektorja dolžine N in vsebujeta časovno
neodvisne kompleksne amplitude sil in odmikov.
Uporabimo nastavek in predpostavimo, da je ω2 različna od vseh lastnih vredno-
sti ω2r . Gibalna enačba postane(
K − ω2M
)
aeiωt = beiωt. (5.25)





kar lahko zapišemo tudi kot
a = α(ω)b, (5.27)
kjer je α(ω) N × N matrika. Kot pri sistemu SDOF se α(ω) imenuje receptančna
matrika sistema in predstavlja odzivni model. Pobližje si oglejmo receptančno ma-






⎡⎢⎣ α(ω)11 · · · α(ω)1N... . . . ...
α(ω)N1 · · · α(ω)NN
⎤⎥⎦ . (5.28)
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Vsak odziv ai lahko zapišemo kot
ai = α(ω)i1b1 + α(ω)i2b2 + · · ·α(ω)iNbN . (5.29)
Kadar vzbujamo sistem le z eno silo naenkrat, recimo bj, to pomeni, da izberemo





Torej ij-ti element matrike α(ω) je frekvenčna odzivna funkcija, kadar sistem vzbu-
jamo le z eno silo v točki j, odziv pa merimo v točki i. Če deluje na sistem več sil
v več točkah naenkrat temu očitno ni tako, vendar bomo analizo takšnih sistemov
izpustili, kaj več o tem je zapisano v [4, 6].
Pri modalnem testiranju je uveljavljena praksa za manjše, manj kompleksne sis-
teme, da jih vzbujamo le v eni točki naenkrat. Bodisi je to z modalnim kladivom
bodisi z vzbujevalnikom vibracij. Na takšnem principu sloni tudi aplikacija v pro-
gramu Dewesoft, s pomočjo katerega bo na koncu predstavljen potek realne meritve.
Elemente matrike α (ω) je torej mogoče določiti za vsako frekvenco ω, če v (5.26)
vstavimo primerne vrednosti. Vendar pa to pomeni, da moramo pri vsaki frekvenci
ω izračunati inverz matrike, kar je računsko zelo potratno za sisteme, ko je N velik
in neučinkovito, če potrebujemo le nekaj elementov matrike α (ω). Prav tako nima
doprinosa k analizi lastnosti frekvenčne odzivne funkcije.
Lahko pa uporabimo drugačno tehniko, ki uporablja modalne lastnosti namesto
prostorskih. Enakost (5.28) lahko zapišemo kot
K − ω2M = α(ω)−1, (5.31)






Če upoštevamo, da je ΦTKΦ = Ω2 in ΦTMΦ = I (glej podpoglavje 5.2.2), dobimo







kar je očitno simetrična matrika. Zelo enostavno pa je tudi računanje inverza diago-
nalne matrike Ω2−ω2I. Receptančna matrika α(ω) je torej simetrična, kar implicira
princip recipročnosti.
Definicija 5.2. Princip recipročnosti pravi, da v linearnih sistemih velja, da je odziv
Xij, ki ga merimo v točki i in vzbujamo v točki j s silo F enak odzivu Xji, ki ga
merimo v točki j in vzbujamo v točki i z enako silo F .











































mr (ω2r − ω2)
. (5.35)
Enačba (5.35) je bistvo modalne analize, saj pokaže, da je frekvenčna odzivna funk-
cija sestavljena iz vseh modalnih stanj sistema. Vpeljimo novo oznako
rAij = φirφjr.







kar je enostavnejša oblika enačbe, kot bi jo dobili iz (5.26), kjer bi bilo treba pora-
čunati inverz za vsako frekvenco posebej. Modalna konstanta za modalno obliko r
povezuje receptančni koordinati i in j.
Receptanco αij lahko s pomočjo Cramerjevega pravila zapišemo tudi kot
αij(ω) = (−1)i+j
det (Kij − ω2Mij)
det (K − ω2M)
, (5.37)
kjer je Kij enaka matriki K po izbrisu i-te vrstice in j-tega stolpca. Podobno
velja za Mij. Matriki Kij in Mij dobimo pri računanju inverza (K − ω2M)−1.
Posamezen αij iz enačbe (5.26) je torej razmerje dveh polinomov v spremenljivki ω.




4 + · · ·+ cN−1ω2(N−1)
d0 + d1ω2 + d2ω4 + · · ·+ dNω2N
. (5.38)
Dalje lahko polinom v imenovalcu še predelamo, tako da izračunamo ničle,
αij(ω) =
C(µ21 − ω2)(µ22 − ω2) . . . (µ2N−1 − ω2)
(ω21 − ω2)(ω22 − ω2) . . . (ω2N − ω2)
. (5.39)
Pri tem se µr, r = 1, 2, . . . , N − 1, imenujejo antiresonančne frekvence, ωr, r =
1, 2, . . . , N , pa so naravne frekvence oz. resonančne frekvence, saj imenovalec v enač-
bah (5.38) in (5.39) oblikuje det (K − ω2M). Racionalno funkcijo (5.38) lahko torej











Opisane lastnosti za modalni in odzivni model nedušenega sistema MDOF so
osnova za bolj splošne dušene sisteme MDOF.
Tako kot pri sistemih SDOF, lahko s pomočjo receptančne matrike izrazimo tudi




Resonance so bile že večkrat omenjene v tem besedilu. Resonanca je pojav, ki
nastane, kadar sistem niha s katerokoli naravno frekvenco. Na frekvenčni odzivni
funkciji v območju resonance vidimo veliko povečanje amplitude. Manj pozornosti
pa se večinoma posveča antiresonancam, saj ne povzročajo hudih vibracij tako kot
resonance, temveč ravno obratno. Pri antiresonančnih frekvencah lahko amplituda
nihanja pade skoraj na 0.
Medtem, ko so resonance globalna lastnost dinamičnega sistema in se pojavijo
pri vsaki frekvenčni odzivni funkciji, so antiresonance lokalna lastnost. Različne
FRF imajo različne antiresonance. Torej antiresonance iščemo na posameznih FRF.
Frekvenca µr je antiresonančna frekvenca frekvenčne odzivne funkcije αij na-
tanko tedaj, ko velja
αij(µr) = 0.
Antiresonančne frekvence so torej ničle frekvenčne odzivne funkcije, resonančne fre-
kvence pa njeni poli. Uporabimo spet enačbo (5.37) za zapis receptance αij,
αij(ω) = (−1)i+j
det (Kij − ω2Mij)
det (K − ω2M)
.






Antiresonančne frekvence so kvadratni koreni pozitivnih lastnih vrednosti posploše-
nega lastnega problema (
Kij − µ2Mij
)
ς = 0, (5.42)
kjer je ς lastni vektor, ki nima nobene očitne fizikalne interpretacije. Ker sta ma-
triki Kij in Mij večinoma nesimetrični, so lahko lastne vrednosti problema (5.42)
negativne ali celo kompleksne. Vendar pa antiresonance predstavljajo le pozitivne
lastne vrednosti.
Območje med dvema resonancama s frekvencami ωi in ωj je kvečjemu antireso-
nanca ali lokalni minimum. Posamezno receptanco lahko zapišemo v obliki (5.35).
Predznaki modalnih konstant pa narekujejo ali bo med dvema resonancama anti-
resonanca ali minimum. Splošno, če imata dve zaporedni resonanci enak predznak
modalne konstante, se bo med njima formirala antiresonanca, sicer pa minimum.
Poglejmo si primer tega na enostavnem sistemu z dvema prostostnima stopnjama.
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Primer 5.3. Imejmo 2DOF sistem v modalnem modelu. Matriki kvadratov narav-






















(a) Antiresonanca med dvema resonan-
cama.
(b) Minimum med dvema resonancama.
Slika 19: Posamezni modalni stanji, ki sestavljata receptanco sta narisani z rdečo in
zeleno barvo. Jasno se vidi kako pripomoreta k končni obliki FRF.














Predznaka obeh modalnih konstant sta pozitivna, pričakujemo antiresonanco med
ω21 in ω22 v α11. Na sliki 19(a) lahko vidimo antiresonanco, ki jo vsebuje α11. Antire-
sonanca je natanko na presečišču obeh posameznih modalnih stanj, saj je posledica
destruktivne interference, kar pomeni, da se dve valovanji vzajemno oslabita.














Predznaka modalnih konstant 1A21 in 2A21 sta različna, torej bo med ω1 in ω2
minimum. Primer minimuma vidimo na sliki 19(b). 
5.3 Dušen dinamični sistem z več prostostnimi stopnjami
Modalna analiza nedušenih sistemov je uporabna le, kadar lahko dušenje na struk-
turi zanemarimo. Pri modalni analizi za dušene sisteme lahko uporabimo veliko
konceptov iz modalne analize za nedušene sisteme in jih po potrebi razširimo. Tako
kot pri sistemih SDOF, imamo tudi tukaj dva glavna modela dušenja, to sta viskozno
in strukturno dušenje.
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5.3.1 Sistemi MDOF s proporcionalnim dušenjem
Najprej si poglejmo poseben tip dušenja, ki se pogosto uporablja pri teoretični ana-
lizi struktur. Velja poudariti, da je takšna analiza veljavna le, kadar res imamo to
posebno porazdelitev dušenja, kar pa v splošnem redko drži za realne strukture, na
katerih izvajamo modalno testiranje. Omenjen tip dušenja se imenuje proporcio-
nalno dušenje. Prednosti uporabe tega tipa dušenja so, da so modalne oblike iden-
tične modalnim oblikam nedušenega sistema, naravne frekvence pa so zelo podobne
naravnim frekvencam nedušenega sistema. Pravzaprav lahko naredimo celotno ana-
lizo na nedušenem modelu sistema in nato vključimo le popravke, ki so potrebni v
primeru dušenja.
Poglejmo splošno gibalno enačbo z viskoznim dušenjem
Mẍ + Cẋ + Kx = f, (5.43)
kjer je C pozitivno semidefinitna N × N matrika viskoznega dušenja, M in K pa
sta kot v podpoglavju 5.2.1. V splošnem se matrike C ne da diagonalizirati. Kadar
pa privzamemo proporcionalno dušenje, je matrika C linearna kombinacija masne
in togostne matrike. Zapišemo jo kot
C = β1M + β2K (5.44)
in β1, β2 ∈ R+ ∪ {0}. V takšni obliki lahko C diagonaliziramo z istimi lastnimi
vektorji ψr kot M in K. Velja
ΨTCΨ = β1Mm + β2Km, (5.45)
kjer sta Mm in Km definirani v (5.15) in (5.16). Definiramo
Cm :=
⎡⎢⎣ c1 . . .
cN
⎤⎥⎦ =
⎡⎢⎣ β1m1 + β2k1 . . .
β1mN + β2kN
⎤⎥⎦ . (5.46)
Po diagonalizaciji dobimo N neodvisnih enačb, ki vsaka zase predstavljajo sistem
SDOF. Za primer prostih vibracij (f = 0) lahko izračunamo naravne frekvence.




K + iωC − ω2M
)−1
, (5.47)





kr − ω2mr + iωcr
(5.48)
in ima podobno obliko kot pri nedušenem sistemu, le da postane kompleksen zaradi
upoštevanja dušenja.
Obstaja tudi bolj splošen pogoj za matriko C, ki implicira to, da ima sistem iste
modalne oblike, kot nedušena različica. Veljati mora
KM−1C = CM−1K. (5.49)
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Enakost lahko izpeljemo ob upoštevanju predpostavke, da je ΨTCΨ simetrična
matrika. Potem velja
ΨTCΨMm−1Km =KmMm−1ΨTCΨ.































kar je enako pogoju (5.49).
Na podoben način lahko obravnavamo tudi proporcionalno strukturno dušenje.
Splošna enačba gibanja je enaka
Mẍ + (K + iH)x = f, (5.50)
kjer je H matrika strukturnega dušenja. Če je H linearna kombinacija mase in
togosti, jo lahko zapišemo kot
H = γ1K + γ2M, (5.51)
kjer γ1, γ2 ∈ R+ ∪ {0}. Ponovno bodo modalne oblike identične modalnim oblikam





kr − ω2mr + ihr
, (5.52)
kjer je hr = γ1kr + γ2mr.
5.3.2 Sistemi MDOF z neproporcionalnim viskoznim dušenjem
Pomembno je, da znamo analizirati podatke, ki jih pridobimo na vseh mogočih
realnih strukturah, kjer ne moremo predpostaviti proporcionalnega dušenja. Zato si
poglejmo še bolj splošen primer viskoznega dušenja in v naslednjem poglavju tudi
strukturnega dušenja.
Ponovno zapišimo splošno enačbo gibanja
Mẍ + Cẋ + Kx = f, (5.53)
kjer C ne zadošča (5.44) ali (5.49). Poglejmo si najprej primer prostih vibracij brez
vzbujanja sistema, torej f = 0. Rešitev (5.53) za neproporcionalno viskozno dušenje
ima obliko x(t) = aest, s ∈ C. Nastavek vstavimo v enačbo (5.53) in dobimo(
s2M + sC + K
)
a = 0. (5.54)
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y = 0 (5.55)
ali krajše
Aẏ + By = 0. (5.56)
Matriki A in B sta velikosti 2N × 2N . Z uporabo nastavka y(t) = θest, s ∈ C,
dobimo standarden posplošen lastni problem
(sA + B)θ = 0, (5.57)
ki ima 2N kompleksnih lastnih vrednosti sr, r = 1, 2, . . . , 2N in 2N lastnih vektorjev
θr, ki oboji nastopajo v konjugirano kompleksnih parih. Označimo z Θ matriko
lastnih vektorjev. Kot v podpoglavju 5.2.2 lahko pokažemo, da so različni lastni
vektorji med seboj ortogonalni. Veljajo enakosti
ΘTAΘ =
⎡⎢⎣ a1 . . .
a2N
⎤⎥⎦ =: Am, (5.58)
ΘTBΘ =
⎡⎢⎣ b1 . . .
b2N
⎤⎥⎦ =: Bm (5.59)
in
−BmAm−1 =
⎡⎢⎣ s1 . . .
s2N
⎤⎥⎦ . (5.60)








Za poljuben r, r = 1, 2, . . . , 2N , vstavimo tako definirane θr,1 in θr,2 s pripadajočimi



























srMθr,1 = srMθr,2 (5.61)
in
srCθr,1 + srMθr,2 + Kθr,1 = 0. (5.62)
Vstavimo (5.61) v (5.62) in dobimo(
s2rM + srC + K
)
θr,1 = 0, (5.63)
od koder sledi, da je par (sr,θr,1) rešitev enačbe (5.54), torej je x(t) = θr,1esrt rešitev
enačbe (5.53).
Princip ortogonalnosti vrne drugačne rezultate kot v primeru za nedušen sistem
MDOF. Pomnožimo enačbo (5.63) z leve s θTq,1
θTq,1
(
s2rM + srC + K
)
θr,1 = 0. (5.64)
Za sq velja (
s2qM + sqC + K
)
θq,1 = 0,




s2qM + sqC + K
)
= 0T . (5.65)
Z desne množimo (5.65) s θr,1 in odštejemo od (5.64) ter dobimo(
s2r − s2q
)
θTq,1Mθr,1 + (sr − sq)θTq,1Cθr,1 = 0.





q,1Cθr,1 = 0. (5.66)
Drugo enačbo principa ortogonalnosti pa dobimo tako, da izraz (5.64) pomnožimo
z sq ter izraz (5.65) z sr in z desne s θr,1 ter odštejemo prvega od drugega. Glasi se
srsqθ
T
q,1Mθr,1 − θTq,1Kθr,1 = 0. (5.67)








kjer je ζr faktor kritičnega dušenja, ωr pa naravna frekvenca. Naj bosta sr in sq
konjugirano kompleksni par, prav tako sta pripadajoča lastna vektorja θr,1 in θq,1









ki ju vstavimo v enačbo (5.66). Dobimo
−2ωrζrθHr,1Mθr,1 + θHr,1Cθr,1 = 0.
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Definiramo cr := θHr,1Cθr,1 in mr := θ
H





Podobno, če vstavimo konjugirane pare v enačbo (5.67), dobimo
ωrθ
H
r,1Mθr,1 − θHr,1Kθr,1 = 0.












Pomen parametrov mr, kr in cr ni povsem enak kot za nedušene sisteme in sisteme
s proporcionalnim dušenjem. Koeficient kritičnega dušenja bi lahko definirali že za
sistem SDOF v podpoglavju 5.1, vendar smo primer prostih vibracij izpustili.
Pri neproporcionalno dušenem sistemu imamo fazne razlike med različnimi toč-
kami na sistemu, kar se odraža s kompleksnimi modalnimi oblikami. Pri nedušenem
sistemu so modalne oblike v fazi oz. so zamaknjene za 180◦. Pri nedušenih modal-
nih oblikah vse točke potujejo čez ravnovesje naenkrat, česar za dušene kompleksne
modalne oblike ne moremo trditi.
Poglejmo si še primer vsiljenih vibracij, kjer sistem vzbujamo s harmonično silo
f = beiωt. Za reševanje osnovne enačbe (5.53) uporabimo nastavek x(t) = aeiωt. Če
je ω različna od vseh lastnih vrednosti, direktna rešitev sistema izgleda kot
a =
(
K − ω2M + iωC
)−1 b, (5.72)
kar pa ni najboljša oblika za numerično računanje. Bolje je uporabiti pristop, ki












ki je dolžine 2N , če je f dolžine N . Če poenostavimo, je sistem sedaj enak
Aẏ + By = fe. (5.74)








(iωA + B)ueiωt = peiωt.
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Iskan u je enak u = (iωA + B)−1 p. Označimo α(ω) = (iωA + B)−1. Velja
ΘTα(ω)−1Θ = ΘT (iωA + B)Θ = iωAm +Bm,
kar sledi iz enačb (5.58) in (5.59). Če množimo z leve s Θ−T , z desne s Θ−1 in izraz
invertiramo dobimo








= Θ (iωAm +Bm)
−1ΘTp,


















ar (iω − sr)
. (5.76)
Lastne vrednosti in lastni vektorji nastopajo v kompleksno konjugiranih parih, kar









ar (iω − sr)
+
θHr pθr
ar (iω − sr)
)
. (5.77)
S pomočjo zgornje enačbe lahko izrazimo še receptanco αij(ω), ki je rezultat pri






ar (iω − sr))
+
θirθjr
ar (iω − sr)
)
. (5.78)
5.3.3 Sistemi MDOF z neproporcionalnim strukturnim dušenjem
Splošno enačbo gibanja dinamičnega sistema s strukturnim dušenjem smo že srečali,
glasi se
Mẍ + Kx + iHx = f, (5.79)
kjer je H matrika strukturnega dušenja. Matrika H je kot pri sistemu SDOF ima-
ginaren del kompleksne togostne matrike Kc = K + iH.
Spet si najprej poglejmo primer prostih vibracij, kjer je f = 0. Ponovno bo
rešitev imela obliko
x(t) = aeiλt, (5.80)
λ ∈ C. Tukaj λ predstavlja kompleksno frekvenco, pri kateri imaginarni del pred-
stavlja nihanje, realni del pa predstavlja padec amplitude pri dušenju. Ta oblika
rešitve nas vodi do kompleksnega posplošenega lastnega problema(
Kc − λ2M
)
a = 0. (5.81)
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Rešitev enačbe (5.81) nam vrne diagonalno matriko lastnih vrednosti λ2r ∈ C, r =
1, 2, . . . , N , ki jo označimo z Λ2 in matriko kompleksnih lastnih vektorjev Ψ.
Lastne vrednosti λ2r so povezane z naravnimi frekvencami ωr in faktorji izgub pri
dušenju ηr sistema kot
λ2r = ω
2
r (1 + iηr) , (5.82)
r = 1, 2, . . . , N . Lastnim vrednostim λr rečemo tudi kompleksne naravne frekvence
sistema. Kompleksna modalna oblika ψr ni enolično določena, saj vsi večkratniki
vektorjev ψr prav tako zadostijo enačbi (5.81).
V prejšnjem poglavju je bilo že omenjeno, da so bile pri nedušenih sistemih
MDOF modalne oblike zamaknjene za 0◦ ali 180◦. Pri kompleksnih modalnih oblikah
pa imamo to razliko, da ima vsaka prostostna stopnja poleg amplitude še fazni kot,
ki je lahko različen od 0◦ ali 180◦.
Tudi za te rešitve lastnega problema velja princip ortogonalnosti. Veljajo nasle-
dnje enakosti
ΨTMΨ =
















kjer mr ∈ C in kr, hr ∈ R za r = 1, 2, . . . , N . Ponovno lahko tudi definiramo masno





ΦTMΦ = I, ΦTKcΦ = Λ2. (5.87)
Z masno normiranimi modalnimi oblikami lahko diagonaliziramo FRF matriko sis-
tema s strukturnim dušenjem
ΦT
(
K + iH − λ2M
)
Φ = Λ2 − ω2I, (5.88)
kar nam bo prišlo prav pri obravnavi kompleksne FRF.
Razvidno je, da je analiza sistema MDOF s strukturnim dušenjem preprostejša
od analize sistema z viskoznim dušenjem. Kadar ni znakov, da bi različni modeli
dušenja povzročili večja odstopanja med rezultati, je lažje predpostaviti, da imamo
strukturni model dušenja.
Poglejmo si še primer vsiljenih vibracij in frekvenčno odzivno funkcijo. Kot doslej
vzbujamo sistem s harmonično silo f(t) = beiωt, kjer je ω2 različna od vseh λ2r za
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r = 1, 2, . . . , N . Pripadajoča enačba gibanja po upoštevanju nastavka za rešitev
x(t) = aeiωt se glasi (
K + iH − ω2M
)
aeiωt = beiωt. (5.89)
Direktna rešitev je podobna kot pri sistemih brez dušenja,
a =
(
K + iH − ω2M
)−1 b = α(ω)b, α(ω) = (K + iH − ω2M)−1 . (5.90)
Računanje inverza matrike je potraten numerični postopek, zato podobno kot za











ω2r − ω2 + iηrω2r
(5.92)





ω2r − ω2 + iηrω2r
. (5.93)
Matrika α(ω) je kompleksna, simetrična in vedno polnega ranga. Videli smo, da
je modalna analiza sistema s strukturnim dušenjem skoraj enaka kot za nedušen
sistem.
Slika 20: Bodejev diagram 4DOF sistema s strukturnim dušenjem za receptanco.
Na območju blizu resonance (ω ≈ ωr) sta si receptanci viskoznega in strukturnega
dušenja zelo podobni. Na sliki 20 vidimo Bodejev diagram strukturno dušenega
sistema s štirimi prostostnimi stopnjami. Konkretno je na grafih receptanca α11(ω).
Lepo se vidijo resonance, antiresonance in fazni zamiki pri le-teh.
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6 Modalno testiranje
Cilj meritev, ki jih izvajamo pri eksperimentalni modalni analizi na testnih struktu-
rah, so izračunane frekvenčne odzivne funkcije. Na voljo je več metod za izvajanje
meritev, v tem besedilu pa bomo opisali le eno. Po tej metodi vzbujamo strukturo
z znano silo in merimo tako silo kot odziv strukture. Kot rezultat dobimo skupino
frekvenčno odzivnih funkcij, ki jih potem lahko dalje uporabimo za modalno analizo,
da določimo modalni model strukture.
Strukturo obravnavamo kot sistem, katerega lastnosti ne poznamo. Poznamo
pa vhodne in izhodne signale sistema. Za vhod uporabimo silo, tako da lahko fre-
kvenčno odzivne funkcije izračunamo neposredno iz merjene sile in odzivov sistema.
Sila vzbujanja je lahko naključna, harmonična, periodična ali udarna. Mi se bomo
ukvarjali le s primerom udarnih oz. impulznih sil. V teoriji pa tip sile ni pomemben,
saj je FRF definirana kot razmerje odziva in sile. Želimo uporabljati silo, ki ima
dovolj frekvenčnih komponent, da vzbudi vse modalne oblike, ki nas zanimajo.
Predpostavljamo tudi, da je sistem, ki ga predstavlja testna struktura, linea-
ren, saj je to ključna lastnost, ki vpliva na točnost izmerjenih frekvenčno odzivnih
funkcij. Linearnost lahko tudi zlahka preverimo, saj lahko nadzorujemo velikost
amplitude sile. Naslednji dve ključni predpostavki sta tudi recipročnost in časovna
nespremenljivost. V splošnem tudi teh dveh lastnosti ni težko preveriti.
Merimo lahko več izhodov in vhodov v sistem naenkrat, odvisno koliko nam do-
voljujejo merilne naprave, ki jih uporabljamo. Poznamo več tipov sistemov, najbolj
enostaven je enovhoden in enoizhoden sistem ali krajše SISO sistem (ang. single
input single output). Poznamo še enovhoden in večizhoden sistem oz. SIMO sistem
(ang. single input multiple output). Zadnji sistem, pri katerem pa je izračun FRF
težavnejši, se imenuje multivariatni sistem ali MIMO sistem (ang. multiple input
multiple output). Dobili bi ga, če bi v enačbi (5.29) nastopala več kot ena neničelna
sila bi. Že v podpoglavju 5.2.3 pa smo dorekli, da se z analizo MIMO sistemov ne
bomo ukvarjali. Izračun frekvenčno odzivnih funkcij SIMO sistemov je ekvivalenten
izračunu FRF za več SISO sistemov naenkrat.
Tipična meritev v laboratoriju je sestavljena iz treh delov. Najprej je potrebno
silo generirati in z njo vzbuditi strukturo, nato izmeriti odzive, kasneje pa še z ob-
delavo vseh signalov izračunati frekvenčne odzivne funkcije. Strukturo večinoma
vzbujamo z vzbujevalnikom vibracij ali modalnim kladivom. Z vzbujevalnikom vi-
bracij večinoma proizvajamo sinusoidno vzbujanje, ki prehaja zaporedoma čez vse
frekvence v nekem rangu, ki nam je v interesu (ang. sine sweep). Z modalnim kla-
divom pa generiramo silo z udarcem na strukturo oz. udarno silo. Vzbujevalno silo
izmerimo s silomerom. Modalno kladivo ima že vgrajen silomer, saj je inštrument
namenjen prav za modalno testiranje. Odzive praviloma merimo s pospeškomeri, ki
jih namestimo na strukturo. Merijo pospešek testne strukture in oddajajo signal v
obliki napetosti.
Pospeškomer lahko meri v več smeri naenkrat, lahko ima x, y in z os, ki pred-
stavljajo kartezične koordinate. Vsaka os pospeškomera predstavlja eno prostostno
stopnjo. Zelo pomembno je, da dobro določimo točke na strukturi, v katerih bomo
računali FRF. Te točke oz. razporeditev in število teh točk tudi predstavljajo lo-
čljivost strukture. Lahko se zgodi, da so merjene točke ravno statične točke kakšne
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modalne oblike in tako ne bomo imeli informacij o obstoju te modalne oblike. Zato
je pomembno, da so točke, kjer bomo izračunali FRF, dovolj gosto izbrane glede
na najvišjo naravno frekvenco. Ko definiramo točke na strukturi, naredimo geo-
metrijski model strukture, sestavljen iz merjenih točk na strukturi, vidimo ga na
sliki 21. Točke geometrijskega modela animiramo s pomočjo FRF podatkov in to
nam v veliki meri pomaga pri določitvi modalnih oblik strukture.
Slika 21: Geometrijski model strukture, sestavljen iz točk, v katerih merimo FRF.
Praviloma imamo manj pospeškomerov kot imamo merjenih točk, zato se meritev
izvaja tako, da prestavljamo neko skupino pospeškomerov po strukturi, medtem ko
vzbujamo strukturo ves čas v eni točki. Mogoče je tudi obratno, namestimo en
pospeškomer, nato pa z modalnim kladivom vzbujamo posamezno vse ostale točke.
Recipročnost nam zagotavlja, da je enakovredno vzbujati strukturo v i-ti točki in
meriti odziv v j-ti točki ali vzbujati v j-ti točki in meriti odziv v i-ti točki.
6.1 Priprava strukture
Realna struktura je ponavadi integrirana v svojo okolico, tako da so njene dinamične
lastnosti na mestu delovanja določene z robnimi pogoji in z dejansko dinamiko struk-
ture. Modalno testiranje lahko izvajamo na strukturah v laboratoriju, včasih pa je
potrebno testirati neposredno na mestu delovanja, če nas zanima dinamika pri de-
janskem delovanju objekta. Se pa lahko zgodi, da je na integriranem objektu slaba
dostopnost za testiranje, tako da je vseeno potrebno testirati strukturo ločeno v la-
boratoriju. Obratno, struktura je lahko prevelika za laboratorij in posledično mora
biti testirana na mestu delovanja. V obeh primerih je pomembno, da zagotovimo
stabilne testne pogoje, da dobimo zanesljive in reprezentativne FRF.
V laboratoriju je ponavadi zaželeno, da je struktura pripravljena tako, da se
prosto giba ali pa je fiksirana, odvisno kakšne robne pogoje želimo. Robne pogoje
pri prostem gibanju simuliramo tako, da strukturo vpnemo na mehke elastike ali
vzmeti ali pa jo podložimo z mehko peno ali kakšnim drugim mehkim materialom.
Takšna postavitev lahko ustvari več togih oblik (ang. rigid modes) zaradi togosti
podpornih materialov in celotne mase strukture. Kadar so naravne frekvence teh
togih oblik daleč pred prvo naravno frekvenco strukture, ne bi smele imeti vpliva na
izmerjene FRF.
Robne pogoje za fiksirano strukturo je težje doseči v laboratoriju. V teoriji to
pomeni, da bi mogla biti struktura popolnoma fiksirana, kar je v realnosti skoraj
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nemogoče. Navadno se strukturo pritrdi na bolj tog in težji objekt, kot so na primer
betonska tla.
6.2 Tehnike vzbujanja
Pri eksperimentalni modalni analizi poznamo več tehnik vzbujanja, lahko pa jih
razdelimo v dve večji skupini: vzbujanje z udarcem in vzbujanje z vzbujevalnikom
vibracij. V prvi skupini je napogostejša metoda udarec z modalnim kladivom, po-
znamo pa še npr. udarec s padajočo maso ali uporaba udarnega nihala. V drugi
skupini pa je najpogostejša uporaba elektromagnetnega vzbujevalnika vibracij. Po-
svetili se bomo le vzbujanju strukture z udarcem modalnega kladiva.
6.2.1 Vzbujanje z udarcem modalnega kladiva
Uporaba modalnega kladiva je najenostavnejša metoda za vzbujanje strukture. Mo-
dalno kladivo je sestavljeno iz konice, silomera, glave in ročaja. Konico kladiva lahko
spreminjamo glede na trdoto, navadno imamo izbiro med gumo, plastiko in jeklom.
Od trdote konice in površine strukture je odvisen obseg frekvenc, ki smo jih vzbudili.
Udarec s trdo konico po trdi podlagi bo proizvedel širok spekter vzbujanja.
Ko konica kladiva udari strukturo, se ustvari udarni impulz, ki ima obliko po-
lovice sinusa, kot lahko vidimo na sliki 22 na zgornjih grafih. Takšen impulz ima
frekvenčni spekter, kot ga vidimo označenega na sliki 22 na spodnjih grafih. Spodnja
grafa slike 22 prikazujeta frekvenčna spektra udarca.
Slika 22: Na zgornjih grafih so udarni impulzi z različnimi konicami kladiva, na
spodnjih pa vidimo širino spektra ki ga vzbujamo. Na levi je uporabljena trda
konica (nizko dušenje), na desni pa mehka (visoko dušenje).
Modalno kladivo je neučinkovito pri vzbujanju frekvenc nad uporabnim spektrom
impulza. Uporaben spekter lahko razširimo tako, da skrajšamo dolžino impulza, kar
lahko dosežemo, če zmanjšamo maso glave kladiva. Načeloma se uporablja naj-
mehkejša konica, ki zagotovi zadostno širino uporabnega spektra, saj lahko drugače
vzbujamo višje frekvence, kot bi želeli.
Pri modalnem kladivu je težko kontrolirati moč sile in spekter udarca, kar sta
glavni slabosti te tehnike. Ti lastnosti lahko vodita do nekvalitetnih rezultatov.
Nekatere strukture so tudi enostavno preveč delikatne, da bi lahko na njih uporabili
kladivo. Vseeno pa je veliko sistemov, kjer z modalnim kladivom dosežemo dobre
rezultate.
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6.2.2 Časovna okna na udarcu in odzivu
Kadar uporabljamo modalno kladivo za vzbujanje strukture, je na vhodnem in iz-
hodnem signalu priporočljivo uporabiti okna, ki smo jih spoznali v podpoglavju 4.4.
Recimo, da podatke zajemamo v blokih dolžine N . Blok vhodnega signala zajema
udarec oz. impulz, blok izhodnega signala pa odziv na ta impulz. Zajemanje signa-
lov se prične, ko vhodni signal preseže neko vnaprej določeno vrednost, ki ji rečemo
tudi prožilnik, in konča, ko zajamemo N vzorcev.
Na vhodnem signalu želimo zadušiti nivo šuma, kadar udarna sila ne deluje več,
vendar merjenje odziva še vedno poteka. Uporabimo okno pravokotnega tipa, ki ima
dodaten parameter, dolžino okna lw, 1 ≤ lw ≤ N . Torej
w[n] =
{
1; n ≤ lw − 1
0; n > lw − 1
,
kjer 0 ≤ n ≤ N − 1. Če je lw = N dobimo pravilno pravokotno okno. Primer
takšnega pravokotnega okna lahko vidimo levo na sliki 23.
Slika 23: Signal udarca kladiva s pravokotnim oknom primerne dolžine (levo) in
signal odziva strukture z eksponentnim oknom (desno).
Na signalu odziva pa praviloma uporabljamo eksponentno okno, da minimizi-
ramo razlivanje, ki ga povzroča rezanje signala. Eksponentno okno mora biti na-
stavljeno tako, da je signal na koncu bloka zadušen do nivoja šuma oz. vsaj do 40
decibelov. Primer je prikazan desno na sliki 23.
7 Izračun frekvenčne odzivne funkcije
V sklopu modalnega testiranja izračunamo frekvenčne odzivne funkcije v posame-
znih točkah na strukturi, brez da bi poznali karakteristike sistema. Frekvenčna
odzivna funkcija je prenosna funkcija sistema, ki ga obravnavamo. Definirana je
kot razmerje Fourierevih transformirank vhoda in izhoda, kar je bilo pokazano v
poglavju 3. Za vsako merjeno točko na strukturi poznamo vzbujevalno silo in odziv
v tej točki.
Običajno FRF označimo s H, Fourierevi transformiranki vzbujevalne sile f in






Odziv je lahko izmerjen v obliki odmika, hitrosti ali pospeška, vendar je postopek
za izračun frekvenčne odzivne funkcije enak za vse tri tipe. Med FRF za različne
tipe odziva je lahko pretvarjati, kot smo videli v podpoglavjih 5.1.1 in 5.2.3. Vse
Fouriereve transformacije so izračunane z FFT algoritmom iz podpoglavja 4.3.1.
7.1 Približki frekvenčne odzivne funkcije in vpliv šuma
V realnosti nimamo tako lepih signalov, kot so analitični, saj so na signalih vedno
prisotne motnje v obliki šuma. Šum poskušamo minimizirati s povprečenjem, kar
pomeni, da naredimo več zaporednih meritev v istih točkah.
Poglejmo si najprej nekaj definicij in lastnosti, ki nam bodo olajšale razumevanje.
Definicija 7.1. Za zvezni funkciji f in g je križna korelacija definirana kot




Definicija 7.2. Za diskretna niza f in g je križna korelacija definirana kot




Korelacija je merilo podobnosti dveh signalov. Večja kot je korelacija, bolj sta si
signala podobna. Podobno kot za konvolucijo, velja zveza
F(f ⋆ g)(s) = F(f)(s)F(g)(s).
V nadaljevanju se bomo ukvarjali le z realnimi signali in bomo konjugacijo signala
izpuščali.
V grobem bomo pokazali izpeljavo za približek frekvenčne odzivne funkcije. Me-
toda sloni na slučajnih procesih in verjetnostni teoriji, podrobnosti in dokaze si lahko
bralec pogleda v [1]. Signale, na katerih je prisoten šum, lahko obravnavamo kot
stacionarne slučajne procese oz. stacionarne časovne vrste.
Označimo z {x(t)} in {f(t)} stacionarna slučajna procesa. Oba predstavljata
nabor t.i. vzorčnih funkcij x in f z realnimi vrednostmi. Vzorčno funkcijo v pra-
ksi interpretiramo kot ponovitve nekega eksperimenta. Za vsako število N in čase
t1, t2, . . . , tN , vrednosti x(t1), x(t2), . . . , x(tN) predstavljajo N slučajnih spremen-
ljivk. Podobno velja za f .









ξpf (ξ)dξ =: µf ,
kjer sta px in pf verjetnostni gostoti slučajnih spremenljivk x(t) in f(t) zaporedoma.
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Za poljuben t definiramo
Rxx(τ) = E(x(t)x(t+ τ)),
Rff (τ) = E(f(t)f(t+ τ)),
Rxf (τ) = E(x(t)f(t+ τ)),
Rfx(τ) = E(f(t)x(t+ τ)),
kjer Rxx in Rff imenujemo avtokovariančni funkciji procesov {x(t)} in {f(t)} ter
Rxf in Rfx imenujemo križni kovariančni funkciji procesov {x(t)} in {f(t)}. Defi-
nirajmo še kovariančne funkcije s pomočjo korelacijskih:
Cxx(τ) = Rxx(τ)− µ2x,
Cff (τ) = Rff (τ)− µ2f ,
Cxf (τ) = Rxf (τ)− µxµf ,
Cfx(τ) = Rfx(τ)− µfµx.
Dva stacionarna slučajna procesa sta nekorelirana, če je Cxf (τ) = 0 za vsak τ . V
posebnem bosta torej dva procesa nekorelirana, če velja Rxf (τ) = 0 za vsak τ in
µx = 0 ali µf = 0.
Predpostavimo, da so avtokorelacijske in križno korelacijske funkcije Rxx, Rff ,
Rxf , Rfx ∈ L1(−∞,∞), torej zadoščajo pogoju∫ ∞
−∞
|R(τ)|dτ <∞.
Za nize končne dolžine, ki jih imamo v praksi, to vedno velja. Fouriereva transfor-





















kjer SXX in SFF imenujemo močnostna spektra procesov {x(t)} in {f(t)}, SXF in
SFX pa imenujemo križna močnostna spektera procesov {x(t)} in {f(t)}. Velja, da
funkciji SXX , SFF zavzameta realne vrednosti, SXF in SFX pa kompleksne. Vsi
spektri S so dvostranski. Za nas pa bodo zanimivi le enostranski spektri, saj nas
bodo zanimale le frekvence večje od 0. Enostranske križne spektre označimo z G in
so izpeljani kot
GXX(ω) = 2SXX(ω),
GFF (ω) = 2SFF (ω),
GXF (ω) = 2SXF (ω),
GFX(ω) = 2SFX(ω),
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kjer 0 ≤ ω < ∞. Za vse tri enostranske križne spektre velja tudi G(0) = S(0) in
G(ω) = 0 za ω ≤ 0.
Križne spektre lahko definiramo tudi po drugi metodi. V [1] je pokazano, da
velja









E(F (ω, T )X(ω, T )), (7.5)
za končen časovni interval 0 ≤ t ≤ T , kjer X(ω, T ) in F (ω, T ) predstavljata Fourie-
revi transformiranki od x(t) in f(t),













E(|X(ω, T )|2), (7.8)




E(|F (ω, T )|2). (7.9)
Poglejmo sedaj, kako pridemo do metode za izračun približka FRF, kjer lahko
minimiziramo šum. Iz poglavja 3 vemo, da je v idealnih pogojih izhod linearnega
sistema x konvolucija impulznega odziva h in vhoda f :








h(ξ)f(t)f(t+ τ − ξ)dξ.




h(ξ)Rff (τ − ξ)dξ.
Po Fourierevi transformaciji zgornjega izraza pridemo do
SFX(ω) = H(ω)SFF
oz. če zapišemo z enostranskimi spektri







imenujemo tudi algoritem H1 za izračun FRF.






h(ξ1)h(ξ2)f(t− ξ2)f(t+ τ − ξ1)dξ1dξ2.
Uporabimo matematično upanje na obeh straneh in nato še Fourierevo transforma-
cijo in izračunamo enostranske spektre
GXX(ω) = |H(ω)|2GFF (ω). (7.13)
Če enačbo (7.11) konjugiramo, dobimo
GFX(ω) = GXF (ω) = H(ω)GFF (ω),
kar vstavimo v enačbo (7.13) ter upoštevamo, da je |H(ω)|2 = H(ω)H(ω). Dobimo
GXX(ω) = H(ω)GXF (ω). (7.14)





algoritem H2 za izračun FRF. Ob idealnih pogojih, kjer nimamo šuma in merilnih
napak, velja
H(ω) = H1(ω) = H2(ω).
Sedaj upoštevajmo še, da imamo šum na vhodnih in izhodnih signalih linearnega
sistema. Naj bosta u in v signala brez šuma, m in n pa šuma na signalih. Imamo
f(t) = u(t) +m(t),
x(t) = v(t) + n(t).
Izračunamo križne spektre in avtospektre signalov f in x:
GFF (ω) = GUU(ω) +GMM(ω) +GUM(ω) +GMU(ω), (7.16)
GXX(ω) = GV V (ω) +GNN(ω) +GNV (ω) +GV N(ω), (7.17)
GFX(ω) = GUV (ω) +GUN(ω) +GMV (ω) +GMN(ω), (7.18)
GXF (ω) = GV U(ω) +GNU(ω) +GVM(ω) +GNM(ω), (7.19)
kjer GV V (ω) = |H(ω)|2GUU(ω) in GUV = H(ω)GUU(ω).
Na vhodnem in izhodnem signalu imamo šuma, ki sta nekorelirana s signaloma
in med seboj. Velja
GUM(ω) = GMU(ω) = GUN(ω) = GNU(ω) = 0,
GVM(ω) = GMV (ω) = GV N(ω) = GNV (ω) = 0,
GMN(ω) = GNM(ω) = 0.
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Z drugimi besedami to pomeni, da je prednost križnega spektra to, da lahko zmanj-
šamo vpliv šuma s povprečenjem. Fazni koti spektra šuma so naključni, zato gre
vsota produktov spektra vhoda ali izhoda in šuma proti 0.
Upoštevajmo nekoreliranost in ponovno zapišimo enačbe (7.16)–(7.19):
GFF (ω) = GUU(ω) +GMM(ω), (7.20)
GXX(ω) = GV V (ω) +GNN(ω), (7.21)
GFX(ω) = GUV (ω). (7.22)
GXF (ω) = GV U(ω). (7.23)





minimizira šum na vhodnem signalu, medtem ko približek
Ĥ2(ω) =
GV V (ω) +GNN(ω)
GV U(ω)
(7.25)
minimizira šum na izhodu.





E(F (ω, T )X(ω, T )),
kjer sta F (ω, T ) in X(ω, T ) podani v (7.6) in (7.7). Tekom besedila smo jemali
bloke z N vzorci. V realnih aplikacijah poskušamo napako merjenih signalov zmanj-
šati s končnim številom povprečenj M , kjer so vsi spektri dolžine N . Približek za














kjer sta Fi in Xi spektra i-te ponovitve eksperimenta. S to definicijo smo sedaj
prišli do končnega rezultata, kako izračunati približka Ĥ1 in Ĥ2 za računanje FRF



















ki minimizira šum na vhodnem signalu.
Obstaja še več načinov za računanje približkov FRF, obravnavali smo le dva
najpogostejša, bralec jih lahko najde v [2, 4].
7.2 Koherenca
Koherenca je merilo linearnosti med dvema signaloma. Koherenca med dvema si-





Velja neenakost |GFX(ω)|2 ≤ GFF (ω)GXX(ω) (za izpeljavo glej [1]). Sledi, da za
vsako ω velja
0 ≤ γ2fx(ω) ≤ 1. (7.31)
Za idealen primer linearnega sistema, bo koherenca enaka 1. To vidimo, če v (7.30)





Enako se zgodi, če imamo v realnem sistemu na voljo le eno ponovitev eksperimenta,





Reprezentativne rezultate dobimo šele z vsaj dvema povprečenjema.
Če sta signala popolnoma nepovezana, bo koherenca enaka 0. Če je koherenca
večja od 0 vendar manjša od 1, obstaja eno ali več od treh možnih stanj:
– prisotnost šuma v meritvi,
– nelinearnost sistema in
– x ni posledica le vhoda f , ampak so prisotni tudi drugi vhodi.
Nizka vrednost koherence ne pomeni vedno, da je meritev neveljavna. Lahko je
le znak, da potrebujemo večje število povprečenj, da bomo prišli do veljavnega
rezultata.






8 Metode modalne analize v frekvenčni domeni
Modalna analiza je proces pridobivanja modalnih parametrov iz izmerjenih podat-
kov npr. naravnih frekvenc in faktorjev dušenja. Poznamo tudi metode modalne
analize v časovni domeni, ki jih izvajamo na impulznih odzivih, vendar jih ne bomo
obravnavali, več o njih je zapisano v [6]. Ukvarjali se bomo z metodami modalne
analize v frekvenčni domeni, kjer so izmerjeni podatki v obliki frekvenčnih odzivnih
funkcij.
Eksperimentalni pristop k modalni analizi sloni na aproksimaciji krivulj, za raz-
liko od teoretičnega pristopa, ki se ukvarja s posplošenimi lastnimi problemi. Bolj
kot imamo točne podatke izmerjenih FRF, natančneje bomo lahko aproksimirali
krivulje. Uporabljamo predoločen matematični model strukture, ki predpostavlja
število prostostnih stopenj, tip dušenja in po možosti število modalnih oblik znotraj
merjenega frekvenčnega območja. Če uporabljamo nepravilen matematični model,
dobimo napačne rezultate z aproksimacijo krivulj.
Za modalno analizo v frekvenčni domeni, matematični model predstavlja anali-
tična formula za frekvenčno odzivno funkcijo. Struktura ima v realnosti neskončno
prostostnih stopenj, posledično izmerjene FRF vsebujejo informacije o modalnih
oblikah izven merjenega frekvenčnega območja, kot tudi tistih, ki so znotraj obmo-
čja. Predpostavimo, da lahko strukturo diskretiziramo na sistem z N prostostnimi
stopnjami. Analitični izraz za FRF takšnega sistema smo srečali v podpoglavju 5.3.3
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kjer Rij predstavlja izraz, ki vključuje vse višjefrekvenčne modalne oblike, za ka-
tere nimamo izmerjenih podatkov. Izraz Rij je ponavadi obravnavan kot linearna
funkcija, tako da lahko izvajamo modalno analizo brez dodatnih težav, ki bi jih
povzročale višjefrekvenčne modalne oblike.
Glavno vprašanje analize je, koliko modalnih oblik imamo v merjenem frekvenč-
nem območju in, če lokalni maksimum oz. vrh FRF predstavlja pravo modalno
obliko. Pri tem nam zelo pomagajo grafični prikazi FRF iz podpoglavja 5.1.2, še
posebej Bodejevi diagrami, ki lepo pokažejo resonančne vrhove. Vsaka modalna
oblika se ne bo pokazala pri vsaki FRF in tudi, vsak vrh ne predstavlja resonance,
kot lahko vidimo na sliki 24. Identifikacija modalnih oblik se izvaja na večih FRF
naenkrat, obravnavamo jih skupaj, na enem grafu. Vrhovi, ki se ne pojavljajo na
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vseh FRF praviloma ne predstavljajo modalne oblike. Pomagamo si tudi s prikazi
faze. Teoretično bo resonanca povzročila spremembo faze za 180◦. Vendar pa lahko
imamo zaradi dušenja in šuma na signalih več hitrih sprememb faze, ki ne implicirajo
vibracijske oblike.
Slika 24: Vsak vrh frekvenčne odzivne funkcije ne predstavlja resonance, nekateri so
le posledica šuma.
Težave imamo tudi, če so resonance zelo skupaj, saj jih potem težko razločimo.
To se velikokrat zgodi zaradi simetrij na strukturah, kjer imamo teoretično pare iden-
tičnih modalnih oblik, a se lahko zaradi merskih napak in nepravilnosti na strukturi
pojavijo kot bližnje resonance.
Nyquistov diagram je v veliko pomoč pri identifikaciji modalnih oblik. Prava
modalna oblika bo na Nyquistovem diagramu izrisala krožnici podobno krivuljo, kot
je bilo pokazano v podpoglavju 5.1.3. Lažni resonančni vrh te lastnosti nima.
Opisali bomo le dve metodi eksperimentalne modalne analize v frekvenčni do-
meni.
8.1 Metode za sisteme SDOF
Pri vseh metodah modalne analize za sisteme z eno prostostno stopnjo imamo isto
predpostavko – v bližini resonace je FRF dominirana z vplivom le te modalne oblike.
Zato lahko vplive vseh ostalih modalnih oblik zanemarimo, kar naredimo pri metodi
izbiranja vrhov (ang. peak-picking method). Če ta predpostavka drži, potem lahko
FRF sistema z več prostostnimi stopnjami lokalno obravnavamo kot FRF sistema
z eno prostostno stopnjo. Enostaven matematični model za sistem SDOF lahko
potem uporabimo pri aproksimaciji krivulj, da izračunamo modalne parametre za
vsako modalno obliko posebej. Lahko pa, namesto da zanemarimo vplive drugih mo-
dalnih oblik, vplive obravnavamo kot kompleksno konstanto, kar storimo pri metodi
aproksimacije krožnice (ang. circle-fit method). Ta postopek deluje, kadar imamo
dobro ločene resonance.
8.1.1 Metoda izbiranja vrhov
Najenostavnejša metoda modalne analize za sisteme SDOF se opira na dejstvo, da
so resonance dobro ločene. Metoda v bližini resonance FRF obravnava kot sistem
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SDOF. Uporabnost te metode je omejena, vendar dobro služi za določitev začetnega
približka pri bolj kompleksnih metodah aproksimacije krivulj.
Postopek metode izbiranja vrhov
1. Ocena naravne frekvence:
Iz grafa identificiramo naravno frekvenco r-te modalne oblike ωr, pri kateri je
dosežen lokalni maksimum funkcije |H(ωr)|.
2. Ocena dušenja:
Za oceno dušenja poiščemo točki polovične moči ωa in ωb, ωa < ωb. To sta točki,
ki prvi dosežeta frekvenco, kjer je amplituda FRF enaka |H(ωr)|√
2
. Izhodišče je
ωr, vsako točko pa iščemo v svojo stran. Rečemo tudi, da sta to točki, kjer
amplituda pade za 3 decibele, saj je 20 log(1/
√
2) ≈ −3 dB. Faktor kritičnega
dušenja ζr ali faktor izgub pri dušenju ηr, ki smo ju srečali v podpoglavjih 5.3.2










3. Ocena modalne konstante:






ω2r − ω2 + iηrω2r
.
Naj Ar označuje modalno konstanto tega člena. Kadar je ω = ωr, velja
|H(ωr)| = Arηrω2r . Torej lahko modalno konstanto ocenimo kot
Ar = |H(ωr)|ηrω2r . (8.6)
Zaradi svoje enostavnosti metoda zagotovi hitre rezultate, vendar pa ne dobimo
točnih modalnih podatkov. Metoda se zanaša na vrednost vrha FRF, ki pa ga je
zelo težko izmeriti točno. Dušenje je ocenjeno le iz točk polovične moči, ki pa jih je
potrebno interpolirati, saj je malo verjetno, da sta to dve izmerjeni točki.
Metoda izbiranja vrhov je primerna le za FRF podatke nizko dušenih sistemov
z dobro ločenimi resonancami in dobro frekvenčno ločljivostjo.
8.1.2 Metoda z aproksimacijo krožnice
Najbolj uporabljena metoda modalne analize za sisteme SDOF je metoda z apro-
ksimacijo krožnice. V podpoglavju 5.1.3 je bilo pokazano, da Nyquistov diagram
frekvenčne odzivne funkcije izriše krožnicam podobne krivulje oz. v nekaterih pri-
merih popolne krožnice.
Postopek bomo opisali za sistem s strukturnim dušenjem in zato bomo upora-
bljali FRF v receptančni obliki, saj v tem primeru na Nyquistovem diagramu dobimo
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popolno krožnico. Če pa je potrebno uporabiti model sistema z viskoznim dušenjem,
potem uporabimo gibljivostno obliko FRF. Čeprav imamo drugačen diagram, zaro-
tiran za 90◦, je večina sledeče analize enaka v obeh primerih.
Metoda aproksimacije krožnice predpostavlja, da je v bližini resonance vedenje
sistema dominirano le z eno modalno obliko. To pomeni, da je magnituda FRF






ω2r − ω2 + iηrω2r
.
Če analiziramo r-to resonanco, lahko ta člen zapišemo posebej in dobimo
αij(ω) =
rAij






ω2s − ω2 + iηsω2s
.
Sedaj upoštevamo še predpostavko, da za frekvenčno območje v bližini obravnavane
resonance oz. naravne frekvence r-te modalne oblike velja, da je drugi člen zadnje




ω2r − ω2 + iηrω2r
+Bij. (8.7)
Krožna oblika Nyquistovega diagrama FRF se torej ne bo spremenila. Modalna
krožnica, kakor tudi drugače imenujemo Nyquistov diagram v modalni analizi, bo
imela le premaknjeno lego v kompleksni ravnini za kompleksno konstanto Bij. Polo-
žaj krožnice nima vpliva na analizo, zato lahko uporabimo kar model FRF za sistem
SDOF, brez da bi upoštevali Bij.
Postopek metode je podoben kot pri metodi izbiranja vrhov, tj. od izbire naravne
frekvence do faktorjev dušenja in modalne konstante. Vendar pa je natančnost
modalnih parametrov občutno izboljšana. Prvi korak, ocena naravne frekvence,
zahteva aproksimacijo krožnice glede na izbrane točke frekvenčne odzivne funkcije.
Te točke so izbrane v bližini resonance oz. resonančnega vrha.
Postopek metode z aproksimacijo krožnice
1. Izberemo modalno obliko iz resonančnega vrha FRF:
S pomočjo Bodejevega diagrama za magnitudo izberemo resonanco, ki jo že-
limo analizirati.
2. Izberemo točke, na katerih bomo aproksimirali krožnico:
Izberemo lahko točke na katerikoli strani maksimuma FRF. Ponavadi izberemo
fiksno število točk, nekaj na vsaki strani maksimuma. Število izbranih točk
naj ne bo manjše od 6. Izbrane točke ne bi smele biti pod večjim vplivom
katerekoli druge resonance.
3. Aproksimiramo krožnico:
Krožnico aproksimiramo z eno izmed mnogih metod za aproksimacijo, ki ve-
činoma slonijo na metodi najmanjših kvadratov. Nekaj algoritmov je opisanih
v [13]. Kot rezultat dobimo središče in polmer aproksimirane krožnice.
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4. Poiščemo naravno frekvenco modalne oblike, ki jo obravnavamo:
Naravno frekvenco predstavlja točka na krožnici, ki je najbolj oddaljena od iz-
hodišča, saj opazujemo resonančni vrh. Potem konstruiramo daljice iz središča
krožnice do točk okoli resonančne frekvence. Izberemo točki, ki z daljico, ki po-
teka od središča krožnice do točke z resonančno frekvenco, oklepata najmanjši
kot. Ena točka mora imeti frekvenco manjšo od resonančne, to frekvenco ozna-
čimo z ωb, druga pa večjo, označimo jo z ωa. Ker poznamo položaj točke z
naravno frekvenco glede na izračunani točki, lahko izračunamo oceno naravne
frekvence.
5. Izračunamo oceno faktorjev dušenja:
Izračunamo faktor dušenja glede na model, ki ga uporabljamo. V nadaljevanju
bo izpeljana enačba.
6. Določimo absolutno vrednost in argument modalne konstante:
S pomočjo premera aproksimirane krožnice in premice, ki poteka skozi iz-
hodišče, središče krožnice in točko (enaka tisti iz koraka 4), kjer je naravna
frekvenca, izračunamo modalno konstanto. Natančneje bo postopek opisan v
nadaljevanju.
Poglejmo si nekaj lastnosti modalne krožnice, saj nam te pomagajo pri izračunu
modalnih parametrov, ki jih želimo določiti v algoritmu. Ker smo predpostavili, da





1− (ω/ωr)2 + iηr
) , (8.8)
saj je edini doprinos modalne konstante rAij množenje polmera krožnice s | rAij| in
rotacija krožnice za arg (rAij). Izris α(ω) lahko vidimo na sliki 25, s katero si bomo
pomagali tudi v nadaljevanju.
ℜ(α) ℜ(α)
ℑ(α) ℑ(α)








Slika 25: Lastnosti modalne krožnice.

























kjer je kot θ označen na sliki 25.
Dušenje lahko določimo s pomočjo dveh točk, ki smo ju že srečali v algoritmu,
točke pri frekvenci ωa, za katero velja ωa > ωr in točke pri frekvenci ωb, za katero



















kjer sta kota θa in θb označena na sliki 25. Dalje, če seštejemo zgornja izraza, lahko
izrazimo faktor dušenja kot
ηr =
ω2a − ω2b
ω2r (tan (θa/2) + tan (θb/2))
. (8.11)
Zadnja lastnost omogoča še izračun modalne konstante, nanaša pa se na premer
modalne krožnice, označimo ga z rDij, ki je poznan iz aproksimacije krožnice. Za






Kot je že bilo omenjeno, bo celotna krožnica zarotirana tako, da bo premica, ki
poteka skozi izhodišče, središče krožnice in točko, kjer je naravna frekvenca, pod
kotom arg(rAij) glede na negativno imaginarno os.
Za model z viskoznim dušenjem aproksimiramo krožnico na točkah gibljivostne
FRF. Faktor kritičnega dušenja izračunamo kot
ζr =
ω2a − ω2b
2ωr (ωa tan (θa/2) + ωb tan (θb/2))
. (8.13)
Veljajo podobni rezultati kot za strukturno dušenje, izpeljava enačbe (8.13) in drugi
rezultati so zapisani v [4].
8.2 Animacija strukture
Pri iskanju modalnih oblik si lahko precej pomagamo tudi z animacijo geometrijskega
modela strukture. Točke na takšnem modelu načeloma predstavljajo točke, v katerih
merimo frekvenčno odzivne funkcije. S premikanjem po frekvenčnem območju lahko
vidimo gibanje strukture pri posamezni frekvenci.
Vsako točko posebej animiramo s pomočjo vrednosti izmerjenih FRF podatkov
za to točko. Za posamezno frekvenco iz FRF podatkov določimo amplitudo A in
fazo φ v tej točki, nato pa simuliramo nihanje v obliki A sin(2πt + φ). Vse točke
nihajo z enako frekvenco. Hitro lahko vidimo, ali je gibanje točk na strukturi na-
ključno ali potencialno odraža kakšno modalno obliko. Animacija nam tudi pomaga
pri identificiranju lokalnih maksimumov, ki ne predstavljajo resonance, saj se tam
struktura ne bo gibala, kot bi se pri kakšni modalni obliki. Na sliki 26 lahko vidimo
primer animacije deske za deskanje na snegu.
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(a) Izmerjene FRF za vse točke.
(b) Geometrijski model deske v mirova-
nju.
(c) Možna modalna oblika pri frekvenci
18.6 Hz.
(d) Možna modalna oblika pri frekvenci
48.8 Hz.
(e) Pri frekvenci 79.1 Hz ni vidne nobene
modalne oblike.
Slika 26: Animacija deske za deskanje na snegu.
9 Praktični primer z uporabo programa Dewesoft
Programska oprema in merilni inštrumenti Dewesoft nudijo vsestranske in za upo-
rabo enostavne sisteme za zajem podatkov. Postopek modalnega testiranja bomo
izvedli za primer vzbujanja z udarno silo. V programu Dewesoft bomo uporabili
aplikacijo Modalni test (ang. Modal test), ki nam ponuja vrsto izračunov, ki jih
potrebujemo za nadaljno modalno analizo. Eksperiment bomo izvedli za kovinsko
vibroizolacijsko ploščo. Za vzbujanje bomo uporabili modalno kladivo, odzive struk-
ture pa bomo merili s triosnim pospeškomerom. Triosni pospeškomer meri v x, y in z
smeri. Za zajem podatkov vhodnih in izhodnih signalov dinamičnega sistema bomo
uporabili Dewesoftovo merilno napravo Sirius, ki je najbolj primerna za tovrstno
meritev. Vse štiri vidimo na sliki 27 in če dobro pogledamo, vidimo na pospeško-
meru tudi narisan koordinatni sistem, ki nam pomaga pri pravilnem pritrjevanju
tipal.
Vibroizolacijsko ploščo podložimo z mehko peno, da simuliramo prosto gibanje
strukture. Merili bomo odzive v 10 točkah, na voljo pa bomo imeli dva pospeško-
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(a) Kovinska vibroizolacijska plošča. (b) Modalno kladivo.
(c) Pospeškomer. (d) Merilna naprava Sirius.
Slika 27: Struktura in vsi pripomočki potrebni za meritev.
mera, torej bomo merili dva odziva naenkrat. Z modalnim kladivom bomo sistem
ves čas vzbujali v točki 1, v vseh treh smereh za vsak par odzivov posebej. Na
sliki 28 lahko vidimo geometrijski model narisan preko vibroizolacijske plošče, ki
ima oštevilčene merjene točke, pritrjena pa sta tudi oba pospeškomera v točkah 9 in
10. Zaradi enostavnosti primera bomo privzeli, da imamo le dvorazsežen geometrij-
ski model. Na sliki 28 je narisan tudi koordinatni sistem, ki ga bomo uporabljali v
tej meritvi. Sklada se s tistim, označenim na pospeškomeru, velja pa tudi za udarce
kladiva in animacijo strukture.
Sledi priprava programske opreme. Izberemo primerno vzorčno frekvenco. Ne
pričakujemo resonanc nad 10 kHz, zato zadošča vzeti vzorčno frekvenco 20 kHz. Na
sliki 29 vidimo izbrano vzorčno frekvenco (ang. Sample rate), spodaj pa tudi signale
modalnega kladiva in obeh pospeškomerov v vseh treh smereh.
V aplikaciji Modalni test v programu Dewesoft izberemo, da bomo izvajali me-
ritev z modalnim kladivom in za oceno frekvenčne odzivne funkcije bomo uporabili
algoritem H1. Označimo, da bomo skupino pospeškomerov prestavljali (obkljukamo
“Roving response”), saj moramo izmeriti 10 točk z le dvema pospeškomeroma. Ra-
čunali bomo v blokih z 214 = 16384 točkmi in frekvenčni spektri bodo imeli ločljivost
enako 20000/(2 · 16384) ≈ 0.61 Hz. Poleg vseh FRF bomo izračunali še koherenco,
ponujajo pa se tudi količine, kot sta PSD in MIF, ki pa jih nismo obravnavali. PSD
predstavlja gostoto močnostnega spektra (ang. Power Spectral Density) in MIF funk-
cijo za indikacijo modalnih oblik (ang. Mode Indicator Function). Določiti moramo
dogodek, ob katerem pričnemo zapisovati podatke v blok, na katerem bomo izraču-
71
Slika 28: Geometrijski model narisan preko vibroizolacijske plošče.
Slika 29: Izbrana vzorčna frekvenca in signali merjenih količin.
nali FRF in ostale rezultate. To storimo ob vsakem trenutku, ko nivo vzbujevalne
sile preseže nivo proženja, ki smo ga nastavili na 30 N. Da zajamemo celoten uda-
rec, ne le od nivoja proženja naprej, pa določimo še, koliko odstotkov dolžine bloka
vzamemo pred proženjem. Določili smo, da pričnemo v blok, na katerem bomo ra-
čunali, zapisovati 5% dolžine bloka (kar znaša 819 vzorcev) pred proženjem. Vse
opisane nastavitve lahko vidimo na sliki 30.
Nastavimo še okna za signala vzbujanja in odziva. Za vzbujanje vzamemo pravo-
kotno okno, ki ima 100% dolžino in za odzive eksponentno okno z 20% koeficientom
padca, vidimo ju lahko na sliki 31.
Meritev bomo izvajali v več korakih. Najprej bosta pospeškomera pritrjena na
točki 1 in 2 in bomo z modalnim kladivom udarjali v x smeri v točki 1. Za vsak
korak bomo trikrat udarili s kladivom v eni smeri in se s povprečenjem znebili nekaj
šuma na rezultatih. Po tri udarce ponovimo še s kladivom v y in z smeri v isti točki.
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Slika 30: Nastavitve aplikacije Modalni test.
Slika 31: Pravokotno okno za signalu vzbujanja in eksponentno okno za odzive.
Nadaljujemo tako, da pospeškomera prestavimo na naslednji dve točki in ponovimo
celoten postopek. V spodnjem delu slike 30 lahko vidimo izbrane signale vzbujanj na
levi in signale odzivov na desni strani. Vsak signal ima določeno, kateri merjeni točki
pripada (stolpec “Index”) in katero smer odziva meri (stolpca “Direction” in “Sign”).
Vsakemu signalu je dodeljena tudi svoja skupina oz. grupa (stolpec “Group”). Signal
kladiva ima za vsako merjeno smer imenovano drugo skupino, signali odzivov pa
imajo v eni skupini signale obeh pospeškomerov v vseh treh smereh. Z izborom
pravih skupin med meritvijo povemo programu, kateri korak trenutno izvajamo in s
pomočjo tega se izračunajo FRF in ostali rezultati, ki pripadajo trenutno merjenim
točkam in smerem.
Izvedemo meritev po zgoraj opisanem postopku. Če med meritvijo z rezultati,
izračunanimi za trenutno merjene točke nismo zadovoljni oz. nismo zadovoljni le z
eno ponovitvijo koraka, lahko s pritiskom na tipko rezultate zavržemo in ponovimo
celoten korak oz. le eno ponovitev. Na sliki 32 je prikaz aplikacije Modalni test med
meritvijo. Zgoraj desno na prikazu vidimo izseke vhodnih (levo) in izhodnih (desno)
signalov, ki so uporabljeni za izračun rezultatov. Vhodni signal je udarec s kladi-
vom, izhodni pa odziv strukture. Pod njima imamo še spektra udarca in impulznega
odziva. Spodnja dva diagrama pa že kažeta izračunano FRF (zgoraj) in koherenco
(spodaj). Zraven je tudi geometrijski model, ki se med meritvijo že animira in prika-
zuje katere točke trenutno merimo. Geometrijo narišemo v posebnem urejevalniku.
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Slika 32: Prikaz med meritvijo.
Slika 33: Potek meritve.
Na prikaz bi lahko dodali še vrsto drugih grafov ali pa bi na že obstoječe dodali
še druge rezultate. Že med meritvijo lahko opazujemo, če imajo FRF resonance
na enakih mestih, tako da jih skupaj prikazujemo na istem Bodejevem diagramu.
Slika 33 prikazuje korak meritve, kjer sta pospeškomera postavljena v točkah 9 in
10, vršimo pa udarec v točki 1 v negativni z smeri. Poglejmo še rezultate meritve.
Slika 34 prikazuje Bodejeve diagrame (magnituda zgoraj in faza spodaj) frekvenčnih
odzivnih funkcij vzbujanj in odzivov v enaki smeri. Frekvenčnih odzivnih funkcij
mešanih smeri na sliki ni prikazanih. Dodana je še animacija strukture. Po FRF se
premikamo s posebnim kazalcem, ki sporoči izbrano frekvenco geometriji in ta glede
na njo iz izbranih FRF izloči potrebne podatke (fazo in amplitudo). Izberemo lahko,
za katero vzbujanje se bo struktura animirala. Geometrijski model lahko animiramo
glede na en tip vzbujanja naenkrat (v eni izmed smeri) – geometrija se animira s
pomočjo izmerjenih odzivov, ki so posledica izbranega vzbujanja. Animiramo lahko
v vseh izmerjenih smereh ali le v poljubni kombinaciji x, y in z smeri. Če nas zanima
gibanje le v z smeri, lahko to enostavno izberemo. V našem primeru lahko izbiramo
vzbujanje le v eni točki v vseh treh smereh.
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Slika 34: Izmerjene frekvenčne funkcije in geometrija.
Slika 35: Toga oblika z ocenjeno naravno frekvenco 43.169 Hz.
Pobližje si poglejmo prenosne funkcije v z smeri. Za boljše razumevanje glej
sliko 35. S kazalcem se postavimo na frekvenco 43.9 Hz, kjer se nahaja toga oblika,
ki je posledica podložene mehke pene. Postavimo se na lokalni maksimum, ker
predpostavljamo, da gre za resonanco. Na zgornjem grafu vidimo magnitudo, na
spodnjem pa fazo, ki se na položaju vrha magnitude tudi spreminja s strmim naklo-
nom, kar utrjuje domnevo, da gre za resonanco. Na prikaz smo dodali še modalno
krožnico, s pomočjo katere dobimo približek naravne frekvence in sicer 43.169 Hz. Za
modalno krožnico smo izbrali model s strukturnim dušenjem, merimo pa pospešek
in posledično računamo akceleranco, ki jo za potrebe modalne krožnice pretvorimo v
receptanco. Krožnico aproksimiramo na 7 točkah, ena je na položaju kazalca, potem
pa vzamemo v vsako smer zaporedoma še 3 točke. Dodatno pokažemo na prikazu
modalne krožnice na vsaki strani še 2 točki, da lahko bolje ocenimo, kako dobra je
bila aproksimacija krožnice. Položaj ocene naravne frekvence je označen z rdečim
krogcem na modalni krožnici. Vidimo tudi izračunan faktor dušenja. Nastavitve,
koliko točk izberemo za aproksimacijo in koliko jih želimo prikazati, lahko spremi-
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Slika 36: Modalna oblika z ocenjeno naravno frekvenco 626.91 Hz.
njamo. Prav tako lahko izberemo tip vhodnih podatkov in tip dušenja. Na sliki 35
je krožnica aproksimirana glede na izračunano FRF, ki pripada merjeni točki 1 z
vzbujanjem in odzivom v z smeri. Tudi v nadaljevanju bomo pogledali modalno
krožnico le za to FRF.
Dalje se s kazalcem postavimo na frekvenco 626.2 Hz (slika 36). Zopet se posta-
vimo v lokalni maksimum, kjer je prisotno tudi sunkovito obračanje faze. Modalna
krožnica je zelo lepo aproksimirana, saj se vse prikazane točke dobro prilegajo kro-
žnici. Ocena naravne frekvence je enaka 626.91 Hz. Struktura se pri tej frekvenci
zvija, glej sliko 36.
Če se premaknemo v naslednji resonančni vrh, kazalec premaknemo na frekvenco
976 Hz, dobimo oceno naravne frekvence enako 976.49 Hz. Ponovno je modalna
krožnica dobro aproksimirana in vidimo, da se struktura upogiba, glej sliko 37.
Slika 37: Modalna oblika z ocenjeno naravno frekvenco 976.49 Hz.
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S kazalcem se lahko postavimo tudi na frekvenco, ki glede na izmerjene podatke
ne predstavlja resonance, recimo 1212.2 Hz. Modalna krožnica ni zaznala resonanč-
nega vrha in ne more aproksimirati krožnice za izbrane točke. Tudi gibanje strukture
ne izgleda podobno kakršnikoli modalni obliki, glej sliko 38.
Slika 38: Pri frekvenci 1212.2 Hz ni zaznane modalne oblike.
Koherence imajo vrednosti večinoma blizu 1, kar narekuje, da je naš sistem
linearen. Vrednosti padejo, kjer so prisotne antiresonance in na nizkofrekvenčnem
območju. Te pojave vidimo na sliki 39.
Slika 39: Zgornji graf prikazuje magnitude FRF, spodnji pa vrednosti koherence pri
istih frekvencah.
Slika 40 prikazuje časovna signala vhoda in izhoda čez celotno meritev. Zgo-
raj vidimo signal sile, spodaj pa signal prvega pospeškomera v x smeri. Zajeti so
vsi udarci in vsi odzivi, izmerjeni s silomerom in pospeškomerom. Ena ponovitev
meritve je pod povečavo in lahko vidimo udarno silo in odziv strukture v x smeri.
Pri vsaki ponovitvi vzamemo izsek iz časovnega signala in izračunamo rezultate na
izrezanih podatkih. Izrezane podatke tudi prikazujemo med meritvijo, kot je bilo
videno na sliki 32.
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Slika 40: Časovna signala udarne sile in odziva prvega pospeškomera v x smeri čez
celo meritev.
Prikazana meritev bi lahko bila še bolj natančna, če bi povečali število merjenih
točk in strukturo obravnavali kot trirazsežno. Sama meritev poteka enostavno ter
ob pravilni pripravi in korakih zagotavlja dobre rezultate. Izračuni se lahko izvozijo
v programe, ki so osredotočeni na modalno analizo. S programom Dewesoft in
aplikacijo Modalni test se izvaja le modalno testiranje, ki za oceno kvalitete meritve
vsebuje tudi nekaj konceptov modalne analize npr. modalno krožnico. Meritev brez
težav izvajamo ločeno za posamezne točke in rezultate v končnem koraku združimo.
Meritve ni nujno opraviti z modalnim kladivom, saj je podprta tudi možnost za
uporabo vzbujevalnika vibracij, kjer pa so nastavitve v aplikaciji deloma drugačne,
kot če uporabljamo modalno kladivo. Lahko bi prikazovali različne perspektive
geometrijskega modela naenkrat. Pri analizi zahtevnejših struktur nam je to lahko
v veliko pomoč.
Modalno testiranje nudi dobre rezultate za nadaljno modalno analizo. Sama
modalna analiza in konstrukcija pravilnega modela je zelo zahtevna naloga, kjer je
potrebnega ogromno znanja in izkušenj ter je v dobri meri odvisna od zahtevno-
sti same strukture. Ukvarjali smo se le z eno vejo modalne analize in enim tipom
modalnega testiranja. Cilj je bil pokazati, na kakšen način lahko predvidimo ve-
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