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Abstract This work concerns efficient and reliable numer-
ical simulations of the dynamic behaviour of a moving-
boundary model for tubulin-driven axonal growth. The
model is nonlinear and consists of a coupled set of a par-
tial differential equation (PDE) and two ordinary differen-
tial equations. The PDE is defined on a computational do-
main with a moving boundary, which is part of the solu-
tion. Numerical simulations based on standard explicit time-
stepping methods are too time consuming due to the small
time steps required for numerical stability. On the other hand
standard implicit schemes are too complex due to the non-
linear equations that needs to be solved in each step. Instead,
we propose to use the Peaceman–Rachford splitting scheme
combined with temporal and spatial scalings of the model.
Simulations based on this scheme have shown to be efficient,
accurate, and reliable which makes it possible to evaluate the
model, e.g. its dependency on biological and physical model
parameters. These evaluations show among other things that
the initial axon growth is very fast, that the active transport
is the dominant reason over diffusion for the growth veloc-
ity, and that the polymerization rate in the growth cone does
not affect the final axon length.
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1 Introduction
We are interested in the modelling of axonal elongation, or
growth, from the stage when one of the developed neurites
of the cell body (soma) of a neuron, begins to grow fast
leaving the others behind. The growth can continue for a
long time although with decreasing speed, and axons may
also shrink. The main protein building material of the cy-
toskeleton consists of tubulin dimers, which are produced in
the soma and transported to the tip of the axon, the growth
cone, in which polymerization of the dimers to microtubules
occurs. This simplified description of the mechanism of the
one-dimensional elongation of the axon has been the focus
of both experimental and theoretical works. For example,
the purpose of theoretical work can be to investigate funda-
mental questions like the role of advection and diffusion for
the transport of tubulin in long axons without performing
tedious experiments. For references on axonal growth and
different types of modelling of the behaviour of the axon
and its growth cone, we refer to the review papers by Kiddie
et al (2005); Graham and van Ooyen (2006); Miller and Hei-
demann (2008); van Ooyen (2011); Suter and Miller (2011)
and the references therein.
The dynamic behaviour of a phenomenon is commonly
modelled by differential equations. When an entity, like the
concentration of tubulin along the axon, depends both on
time and space, the conservation of mass leads to one or sev-
eral partial differential equations (PDEs) (Smith and Sim-
mons, 2001; McLean and Graham, 2004; Graham et al,
2006; Sadegh Zadeh and Shah, 2010; García et al, 2012;
Diehl et al, 2014). Tubulin is in fact present in different
states within an axon: motor protein-bound tubulin and free
tubulin. Smith and Simmons (2001) presented and analyzed
an accurate model of bidirectional transport by motor pro-
teins and free tubulin. These three states are modelled by
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three PDEs, two advection equations for the anterograde
(outward from the cell body to the growth cone) and retro-
grade (inward) active transports, and one diffusion equation
for the movement of free tubulin. The equations are cou-
pled via reaction terms, or rather binding/detachment terms,
which model the movements of substance between the free
state and either of the actively moving-cargo states. Their
model was successfully calibrated to published experimen-
tal data by Sadegh Zadeh and Shah (2010).
In their publication, Smith and Simmons (2001) also
presented a simplified model of their three linear PDEs con-
sisting of a single advection-diffusion PDE with only two
lumped model parameters; an effective drift velocity and an
effective drift diffusion constant; see Smith and Simmons
(2001, Formulas (4a)–(4b)). It is such an equation, with an
additional sink term modelling the degradation of tubulin,
that was used by McLean and Graham (2004); Diehl et al
(2014) and which we use in the present work.
Since the axon grows, the spatial interval where the tubu-
lin concentration is defined varies in length and this leads to
a moving-boundary problem. Such a model was presented
by Diehl et al (2014) consisting of a PDE defined on an in-
terval with moving boundary coupled to two ordinary dif-
ferential equations (ODEs). One ODE models the speed of
the axon growth, which depends on the assembly (and disas-
sembly) processes in the growth cone. This ODE was formu-
lated based on experimental evidence from literature. The
assembly process depends on the available concentration of
free tubulin in the growth cone, which in turn can be mod-
elled by another ODE for the mass balance of tubulin in the
cone. Since this mass balance contains the flux of tubulin
along the axon into the growth cone, the latter ODE is cou-
pled to the PDE. Hence, even for very simplified assump-
tions, the mathematical model becomes complicated. All
steady-state solutions were presented in Diehl et al (2014)
and their dependencies on the values of the biological and
physical parameters were investigated. We refer to that pub-
lication for a detailed comparison with previously published
models of axonal growth, in particular, by McLean and Gra-
ham (2004); McLean et al (2004); Graham et al (2006);
McLean and Graham (2006), since our model can be seen
as an extension of theirs.
It was possible to investigate the dependence on the
model parameters of the steady-state solutions by means of
explicit formulas (Diehl et al, 2014). Furthermore, the stabil-
ity of each steady state was investigated by numerical simu-
lations. If a mathematical solution is not stable under distur-
bances, it is not physically or biologically relevant and can-
not appear in reality. Thus, while it was possible to describe
all steady-state solutions with explicit formulas, numerical
simulation had to be used for dynamic solutions. As was al-
ready noticed by McLean and Graham (2004); McLean et al
(2004); Graham et al (2006); Diehl et al (2014), it is not
straightforward to perform reliable numerical simulations in
reasonable CPU times. The moving boundary can be trans-
formed to a stationary one; however, if one wants to simulate
the outgrowth of an axon from a very small initial length to
its final one, several magnitudes larger, simulations can take
months of CPU time to perform unless a tailored numerical
method is used.
It is the main purpose of this article to present an effi-
cient numerical scheme that can be used for the simulation
of the dynamic behaviour of axonal growth. We also demon-
strate the difficulties of using a standard method. More-
over, we present simulations of the dynamic behaviour of
both growth and shrinkage for variations in the parameters.
These simulations give a deeper insight in the parameters’
influence on axonal growth and complement the informa-
tion from the steady-state solutions presented in Diehl et al
(2014).
The efficient numerical scheme presented is obtained by
transforming the model in both space and time, applying a
standard second-order spatial discretization, and using the
Peaceman-Rachford splitting time-discretization (Douglas,
1955; Peaceman and Rachford, 1955; Hundsdorfer and Ver-
wer, 2003; Hansen and Henningsson, 2013). Numerical in-
vestigations for both the short and long time behaviour in-
dicate the convergence of the numerical solutions to those
of the differential equations, although no proof of conver-
gence is provided. Furthermore, simulations converge to ex-
act steady-state solutions when the input soma concentration
is constant.
The model equations are reviewed in Sec. 2 together
with the model parameters. In Sec. 3, the transformations
of the equations in both space and time are given and these
are used for the numerical methods presented in Sec. 4. Then
Sec. 5 contains several simulations performed partly to in-
vestigate the properties of the numerical methods as such,
and partly to investigate the dynamical properties of the
axonal-growth model. Conclusions are found in Sec. 6.
2 The model
An idealized one-dimensional axon is shown in Fig. 1. The
axon length l(t) [m] at time t [s] is measured from the soma
at x = 0 to the growth cone. The effective cross-sectional
area A [m2] of the axon through which tubulin is transported
is assumed to be constant. Tubulin is produced in the soma,
which is assumed to have the known concentration cs(t).
This function is the driving input to the model. The un-
known concentration of tubulin along the axon is denoted
by c(x, t) [mol/m3] and in the growth cone by cc(t). Along
the axon, both the motor protein-bound and the free tubu-
lin are included in c(x, t). No tubulin is produced along the
axon, but degradation occurs at the constant rate g [1/s]. The
active transport by motor proteins is assumed to occur at the
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soma axon cone
A
cs(t) c(x, t) cc(t)
Vc
l(t) l(t) + lc
x
Fig. 1 Schematic illustration of a growing axon.
the constant velocity a [m/s] and the diffusion of free tubu-
lin is modelled by Fick’s law with a constant diffusion coef-
ficient D [m2/s]. The growth cone has the volume Vc [m3].
It turns out that the equations contain the ratio lc := Vc/A,
which we therefore interpret as a length parameter character-
izing the size of the growth cone. In the cone, consumption
of tubulin occurs by degradation at the constant rate g [1/s]
and by assembly of dimers to microtubules, which elongates
the axon at a constant rate r˜g [1/s], i.e., r˜g is the reaction rate
of polymerization of guanosine triphosphate (GTP) bound
tubulin dimers to microtubule bound guanosine diphosphate
(GDP). We let Ag [m2] denote the constant effective area
of polymerization growth and ρ [mol/m3] the density of the
assembled microtubules (the cytoskeleton). Additionally, we
assume that the assembled microtubules in the growth cone
may disassemble at the constant rate s˜g [1/s]. All biological
and physical constants are assumed to be positive.
The model equations are the following:
∂c
∂ t
+a
∂c
∂x
−D∂
2c
∂x2
=−gc, 0 < x < l(t), t > 0,
dcc
dt
=
(a−glc)
lc
cc− Dlc c
−
x
− (rgcc+ r˜glc)(cc− c
∞
c )
lc
,
t > 0,
dl
dt
= rg(cc− c∞c ), t > 0,
c(0, t) = cs(t), t ≥ 0,
c(l(t), t) = cc(t), t > 0,
c(x,0) = c0(x), 0≤ x < l(0) = l0,
cc(0) = c0(l0).
(1a)
(1b)
(1c)
(1d)
(1e)
(1f)
(1g)
Equation (1a) models the tubulin concentration along the
axon, influenced by advection, diffusion and degradation.
Here we have used the common assumption that the flux
[mol/(m2s)] of tubulin is
F(c,cx) = ac−Dcx, (2)
where cx := ∂c/∂x. The conservation of tubulin in the
growth cone is described by (1b), which we derive below
after motivating Equation (1c). The latter equation states
that the growth velocity due to (net) polymerization is an
affine function of the available concentration cc in the cone.
Since cc(t) = c∞c is equivalent to l
′(t) = 0, the constant c∞c ,
appearing both in (1b) and (1c), is the steady-state concen-
tration at which the processes of assembly and disassembly
are equally fast. The background of Equation (1c) is partly
the assumption that the assembly of tubulin dimers is as-
sumed to be proportional to the amount of tubulin in the
cone Vccc(t) with the reaction rate r˜g as the proportionality
constant, and partly that the disassembly occurs at the rate s˜g
and is proportional to the amount of already assembled mi-
crotubules, ρAgκlc, where κ > 0 is a dimensionless constant
such that κlc is the length of the assembled microtubles that
may undergo disassembly. Hence, this disassembly does not
depend on the concentration of free tubulin, an assumption
in accordance with experiments presented by Walker et al
(1988). This leads to the equation
d(ρAgl)
dt︸ ︷︷ ︸
mass increase per unit time
= r˜gVccc︸ ︷︷ ︸
assembly
− s˜gρAgκlc︸ ︷︷ ︸
disassembly
. (3)
which can be written as
dl
dt
= rgcc− sg with rg := r˜gVcρAg and sg := s˜gκlc, (4)
Here sg is the maximum speed of shrinkage, which occurs
when cc = 0. The lumped parameter rg is a concentration-
rate constant. To convert (4) to (1c), we define the constant
c∞c :=
sg
rg
=
s˜gρAgκlc
r˜gVc
=
s˜gρAgκ
r˜gA
. (5)
Equation (1b) originates from the conservation of mass
of tubulin in the growth cone cc:
d(Vccc)
dt︸ ︷︷ ︸
mass increase per unit time
=
= A
(
ac−−Dc−x − l′c−
)︸ ︷︷ ︸
flux in
− gVccc︸ ︷︷ ︸
degradation
− r˜gVccc︸ ︷︷ ︸
assembly
+ s˜gρAgκlc︸ ︷︷ ︸
disassembly
.
(6)
The assembly and disassembly terms here are the same as
in (3), however, with opposite signs. The flux [mol/s] of
tubulin into the growth cone is the product of A, the concen-
tration just to the left of x = l(t), which is
c− = c−(t) := c
(
l(t)−, t
)
= lim
ε↘0
c
(
l(t)− ε, t), (7)
and the net velocity of tubulin across x = l(t). The velocity
due to advection and diffusion is F(c−,c−x )/c− relative the
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axon, where F is defined in (2) and c−x is defined in the sim-
ilar way as (7). Since the axon is elongated with the speed
l′(t), the net flux across the moving boundary x = l(t) is
c−
(
F(c−,c−x )
c−
− l′
)
= F(c−,c−x )− l′c−
= ac−−Dc−x − l′c−,
which explains the flux term of (6). That equation can now
be rewritten by dividing by Vc = Alc, and using (1c) and (5)
to obtain (1b).
Initial data are denoted by the super index 0. In the
derivations of the model equations (1a)–(1g), we have used
the natural assumption that the concentration of tubulin is
continuous in space and time.
The parameter values used are shown in Table 1. The
nominal values are extracted carefully from the biological
literature and we refer to Diehl et al (2014) for references
and explanations on how the parameter values were found.
In particular, the nominal values for rg and sg were calcu-
lated from the experiments reported by Walker et al (1988).
The exception is the polymerization reaction rate constant
r˜g in (3), for which we made a qualified guess. This variable
does not influence any steady-state solution and for the dy-
namic behaviour presented in Sec. 5, we investigate a wide
range of values and can conclude that the nominal value
seems to be reasonable.
Table 1 Parameter values.
Parameter Nominal value Interval Unit
a 1 0.5–3.0 10−8 m/s
D 10 1–25 10−12 m2/s
g 5 2.5–40 10−7 s−1
lc 4 1–1000 10−6 m
sg 2.121 0.5–4.0 10−7 m/s
rg 1.783 0.9–7.2 10−5 m4/(mol s)
r˜g 0.053 0.015–0.240 s−1
c∞c 11.90 2.80–23.57 10
−3 mol/m3
cs(t) — 5.95–23.80 10−3 mol/m3
3 Model transformation
As a first step in the construction of an efficient numerical
method we scale the model (1) both in space and time. The
former scaling allows us to work in a constant spatial do-
main in contrast to the varying domain defined by (1). The
latter scaling grants a time adaptivity which is well needed
due to the huge differences in axon growth rates occurring
during simulations, cf. Sec. 5.2.
3.1 Scaling in space
As the axon grows (or shrinks) the domain of the PDE (1a)
expands (or contracts). Thus, straightforward application of
an off-the-shelf numerical method is not possible. This issue
is considered by McLean and Graham (2004) who made a
spatial scaling transforming the domain of the PDE into the
constant interval (0,1). As a consequence the same number
of spatial computational cells can be used along the axon re-
gardless of its length. Compare also with Diehl et al (2014);
Graham et al (2006), where numerical computations are per-
formed using this technique. The spatial scaling is the fol-
lowing:
y :=
x
l(t)
,
∂y
∂x
=
1
l(t)
,
∂y
∂ t
=−xl
′(t)
l(t)2
=−yl
′(t)
l(t)
,
where x ∈ [0, l(t)] and thus y ∈ [0,1]. With c¯(y, t) :=
c(yl(t), t), the derivatives can be written as
∂c
∂x
=
1
l(t)
∂ c¯
∂y
,
∂ 2c
∂x2
=
1
l(t)2
∂ 2c¯
∂y2
,
∂c
∂ t
=
∂ c¯
∂ t
− yl
′(t)
l(t)
∂ c¯
∂y
.
Substituting these into the equations and noting that
a− yl′(t)
l(t)
=
a− yrg
(
cc(t)− c∞c
)
l(t)
,
we can write the transformed dynamic model (1) as
∂ c¯
∂ t
+
(
a− yrg(cc− c∞c )
) 1
l
∂ c¯
∂y
−D 1
l2
∂ 2c¯
∂y2
=−gc¯,
dcc
dt
=
(a−glc)
lc
cc− Dlc
1
l
c¯−y
− (rgcc+ r˜glc)(cc− c
∞
c )
lc
,
dl
dt
= rg(cc− c∞c ),
c¯(0, t) = cs(t),
c¯(1, t) = cc(t),
c¯(y,0) = c0(yl0),
cc(0) = c0(l0),
l(0) = l0,
(8a)
(8b)
(8c)
(8d)
(8e)
(8f)
(8g)
(8h)
for y ∈ (0,1) and t > 0.
3.2 Scaling in time and space
For short axon lengths the advection and diffusion effects
are large in relation to the domain. This is reflected by the
coefficients 1/l and 1/l2 in (8a). Thus the model can be ex-
pected to be substantially more difficult to simulate when
the axon length is small. Additionally, recall that the axon
length is expected to change multiple orders of magnitude
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during its growth. Therefore we would expect that consider-
ably longer time steps can be taken when l is large compared
to the short steps needed to resolve the fast evolution when
l is small. Our temporal scaling is designed to implement
such a desired time adaptivity.
First, we make the assumption that l(t)> 0 for all t ≥ 0,
define the dimensionless function
Γ (t) := a
t∫
0
ds
l(s)
(9)
and introduce the following coordinate transformation, to be
applied on (1):y :=
x
l(t)
,
τ := Γ (t),
0≤ x≤ l(t), t ≥ 0. (10)
Since Γ ′(t) = a/l(t)> 0 for all t ≥ 0, the inverse of Γ exists,
and (10) is equivalent to{
x = yl¯(τ),
t = Γ−1(τ),
0≤ y≤ 1, τ ≥ 0, (11)
where l¯(τ) := l(Γ−1(τ)) = l(t). It is convenient to in-
troduce the notation t¯ for Γ−1, i.e. t = t¯(τ) := Γ−1(τ).
Furthermore, differentiating the identity Γ (t¯(τ)) = τ gives
Γ ′(t¯(τ))t¯ ′(τ) = 1 which results in an ODE to update the
original time:
dt¯
dτ
=
1
Γ ′(t¯(τ))
=
1
a/l(t¯(τ))
=
l¯(τ)
a
.
We append this ODE to the dynamical system (1). Further-
more, we set c¯c(τ) := cc(t), and redefine c¯(y,τ) := c(x, t).
We have
∂τ
∂ t
= Γ ′(t) =
a
l(t)
=
a
l¯(τ)
,
∂τ
∂x
= 0,
c′c(t) = c¯
′
c(τ)
∂τ
∂ t
=
ac¯′c(τ)
l¯(τ)
, l′(t) =
al¯′(τ)
l¯(τ)
,
∂y
∂ t
=−xl
′(t)
l(t)2
=−ayl¯
′(τ)
l¯(τ)2
,
∂y
∂x
=
1
l(t)
=
1
l¯(τ)
.
Furthermore,
∂c
∂x
=
1
l¯(τ)
∂ c¯
∂y
,
∂ 2c
∂x2
=
1
l¯(τ)2
∂ 2c¯
∂y2
,
∂c
∂ t
=
a
l¯(τ)
∂ c¯
∂τ
− ayl¯
′(τ)
l¯(τ)2
∂ c¯
∂y
.
To simplify notation we note that
1− y l¯
′
l¯
= 1− y l
′
a
= 1− yrg
a
(
c¯c− c∞c
)
and define the functions
α(c¯c,y) := 1− yrga
(
c¯c− c∞c
)
and
β (c¯c, l¯) :=
(a−glc)l¯c¯c− l¯(rgc¯c+ r˜glc)(c¯c− c∞c )
alc
.
Thus, after both space and time scaling of (1) we get the
dynamic system
∂ c¯
∂τ
+α(c¯c,y)
∂ c¯
∂y
− D
a
1
l¯
∂ 2c¯
∂y2
=−g
a
l¯c¯,
dc¯c
dτ
= β (c¯c, l¯)− Dalc c¯
−
y ,
dl¯
dτ
=
rg
a
l¯(c¯c− c∞c ),
dt¯
dτ
=
1
a
l¯,
c¯(0,τ) = cs(t¯(τ)),
c¯(1,τ) = c¯c(τ),
c¯(y,0) = c0(yl0),
c¯c(0) = c0(l0),
l¯(0) = l0,
t¯(0) = 0.
(12a)
(12b)
(12c)
(12d)
(12e)
(12f)
(12g)
(12h)
(12i)
(12j)
which is defined for y ∈ (0,1) and τ > 0.
The positive effect of the time scaling for short axon
lengths can for example be seen by comparing (8a) with
(12a). In the latter there is one less reciprocal of l in the ad-
vection and diffusion coefficients. Thus, the evolution of the
system when the axon length l is small is easier to resolve in
the scaled time τ compared to the original time t.
Note that the PDE (12a) is linear in c¯. However, the co-
efficients in (12a) and the boundary conditions (12e)–(12f)
depend on c¯c, l¯, and t¯ which are determined by the nonlin-
ear ODEs (12b)–(12d). Since, additionally the ODE (12b)
depends on c¯−y , the model (12) defines a fully coupled non-
linear system. The same observations can be made for the
system (8). In Sec. 4 we will apply a numerical method that
decouples the approximations of the differential equations
such that the aforementioned linearities can be utilized.
Finally, we comment on an alternative time scaling
where (9) is replaced by
ΓD(t) := D
t∫
0
ds
l(s)2
, (13)
which means that the former scaling with respect to advec-
tion velocity a is replaced by a scaling with respect to the
diffusion D. This gives instead of (12a) the PDE
∂ c¯
∂τ
+
a
D
α(c¯c,y)l¯
∂ c¯
∂y
− ∂
2c¯
∂y2
=− g
D
l¯2c¯. (14)
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The corresponding ODEs are similarly given by multiplying
the right-hand sides of (12b)–(12d) by al¯/D. The function
ΓD implements a more aggressive scaling promoting high
resolution when the axon is short at the expense of poorer
resolution during the time periods when l is large. See also
the remarks at the end of Sec. 5.4.
4 Numerical methods
We approximate the fully scaled system (12) using the
method of lines (MOL). To this end, we perform a spatial
discretization in Sec. 4.1, which is followed by temporal dis-
cretizations in Sec. 4.2. Note that the same discretizations
may be applied to system (8) which is only scaled in space.
However, in Sec. 5.4 we will see that by using time scaling
we largely gain in efficiency and reliability. See also Diehl
et al (2014) for an explicit Euler discretization of (8).
4.1 Spatial discretization
The spatial interval [0,1] is divided into M subintervals of
size ∆y := 1/M. The grid points are located at y j := j∆y,
j = 0, . . . ,M. In particular, yM = 1 holds. To each grid point
we associate a concentration value c˜ j = c˜ j(τ) ≈ c¯(y j,τ).
We approximate the spatial derivatives of c¯ in the PDE
(12a) by second-order central finite differences, i.e., for
j = 1, . . . ,M−1,
∂ c¯
∂y
(y j, ·)≈ c˜ j+1− c˜ j−12∆y and
∂ 2c¯
∂y2
(y j, ·)≈ c˜ j+1−2c˜ j + c˜ j−1
(∆y)2
.
(15)
Thus, the PDE (12a) is transformed into a system of M− 1
MOL ODEs:
dc˜ j
dτ
=−α(c¯c,y j) c˜ j+1− c˜ j−12∆y
+
D
a
1
l¯
c˜ j+1−2c˜ j + c˜ j−1
(∆y)2
− g
a
l¯c˜ j, j = 1, . . . ,M−1.
Here c˜0(τ) and c˜M(τ) should be interpreted as cs(t¯(τ)) and
c¯c(τ), respectively, according to the boundary conditions
(12e)–(12f). In the cone concentration ODE (12b) we use
a one-sided second-order approximation together with the
continuity boundary condition (12f) to get:
c¯−y ≈
3c˜M−4c˜M−1+ c˜M−2
2∆y
=
3c¯c−4c˜M−1+ c˜M−2
2∆y
. (16)
The above efforts combined replace the model (12) by a sys-
tem of M+2 ODEs. This MOL discretization can be written
on matrix form as
dc˜
dτ
= A(u¯,y)c˜+B(u¯),
du¯
dτ
= F(c˜, u¯),
(17a)
(17b)
with initial values given by (12g)–(12j) and a sampling of
c0: c˜ j(0) = c0(y jl0) for j = 1, . . . ,M− 1. We explain the
notation of (17) in what follows. To this end, introduce the
vectors
y :=
(
y1 y2 · · · yM−1
)T
,
c˜(τ) :=
(
c˜1(τ) c˜2(τ) · · · c˜M−1(τ)
)T
,
u¯(τ) :=
(
c¯c(τ) l¯(τ) t¯(τ)
)T
.
and define the tridiagonal matrix
A :=

a1,1 a1,2 0 · · · 0
a2,1 a2,2 a2,3
. . .
...
0
. . . . . . . . . 0
...
. . . aM−2,M−3 aM−2,M−2 aM−2,M−1
0 · · · 0 aM−1,M−2 aM−1,M−1

of size (M−1)×(M−1). The entries of A=A(u¯,y) depend
on the solutions of the ODEs (12b)–(12d). These entries are
given by
a j, j−1(u¯,y) :=
α(c¯c,y j)
2∆y
+
D
a(∆y)2
1
l¯
, j = 2, . . . ,M−1,
a j, j(u¯,y) :=− 2Da(∆y)2
1
l¯
− g
a
l¯, j = 1, . . . ,M−1,
a j, j+1(u¯,y) :=−α(c¯c,y j)2∆y +
D
a(∆y)2
1
l¯
, j = 1, . . . ,M−2.
Note how the sub and super diagonals vary with y j: on row
j we input y j in α to get the correct matrix elements. Also
note that on the first and last row there are only two non-zero
elements. Further, define the solution-dependent vector
B(u¯) :=

(
1
2∆yα(c¯c,y1)+
D
a(∆y)2
1
l¯
)
cs(t¯)
0
...
0(
− 12∆yα(c¯c,yM−1)+ Da(∆y)2 1l¯
)
c¯c

,
which is of size M−1 and contains the boundary conditions
(12e)–(12f). Finally, define the vector
F(c˜, u¯) :=

β (c¯c, l¯)− Dalc
3c¯c−4c˜M−1+c˜M−2
2∆y
rg
a l¯(c¯c− c∞c )
1
a l¯

corresponding to the right-hand sides of the ODEs (12b)–
(12d). Thus, we arrive at the MOL discretization (17), given
by applying second-order finite differences to the system
(12).
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4.2 Full discretizations
Based on the semi-discretization (17) we use the explicit Eu-
ler and Peaceman-Rachford methods to construct two dif-
ferent full discretizations. Denote the time step by ∆τ and
let τn := n∆τ , n = 0,1, . . . ,N, where N is the number of
time steps used. At time τ = τn, the concentration within
the axon is approximated by the numerically computed val-
ues Cnj ≈ c˜ j(τn)≈ c¯(y j,τn), j = 1, . . . ,M−1. The approxi-
mate growth-cone concentration is denoted by Cnc ≈ c¯c(τn),
the approximate axon length by Ln ≈ l¯(τn), and the approx-
imate (original) time by tn ≈ t¯(τn). We gather these values
in the vectors
Cn :=
(
Cn1 C
n
2 . . . C
n
M−1
)T
,
Un :=
(
Cnc L
n tn
)T
.
By applying the explicit Euler temporal discretization
to the spatial semi-discretization (17) we get, for n =
0,1, . . . ,N−1,
Cn+1 = Cn+∆τ
(
A(Un,y)Cn+B(Un)
)
, (18a)
Un+1 = Un+∆τ F(Cn,Un). (18b)
Equation (18) defines a time-marching scheme with initial
values
C0j := c
0(y jl0), j = 1, . . . ,M−1, (19a)
U0 :=
(
c0(l0) l0 0
)T
. (19b)
In the original coordinates, we have cc(tn) ≈ Cnc and
l(tn) ≈ Ln at the time points tn and for the concentration
distribution in the axon c(xnj , t
n) ≈ Cnj where xnj := y jLn =
j∆yLn.
The explicit Euler method (18) defines computations
that are simple to implement since only old values of the
unknowns are used. However, a problem with this method
(and explicit methods in general) is that, given ∆y = 1/M,
the time step ∆τ has to be chosen small to avoid numerical
instabilities. When diffusion is present these time step re-
strictions are very prohibitive and result in large CPU times.
In the classical analysis of the explicit Euler method applied
to diffusion–advection–reaction equations a so called CFL
condition must be fulfilled to have stability. Here we have
an additional complication due to the coupling to the ODEs
(12b)–(12d). Assume that the scheme (18) produces a nu-
merical solution that satisfies
Ln ≥ lmin > 0 for n = 0,1, . . . ,N, (20)
where lmin is a constant. Then the explicit Euler method (18)
has the CFL stability criterion
∆τ ≤ a
2D
lmin(∆y)2. (21)
To summarize, while the advantage of the explicit
scheme (18) is its simple implementation, the disadvantage
is the long computation times required due to the factor
(∆y)2 in the right-hand side of (21). With lmin = 1µm and
the parameter values of Table 1, the CFL condition (21) is
for ∆y = 1/M = 1/100 given by ∆τ ≤ 5 ·10−8. This should
be compared with the long simulation times usually needed
to get close to steady state. See for example the simulation
presented in Fig. 2 with end time tN ≥ 6 ·108 s ≈ 19 years
and where the axon length is at its longest Ln ≈ 0.08m. Us-
ing (12d) we can deduce that ∆ t is, at its largest, approx-
imately 0.4s. This means that we need more than 15 · 108
time steps just to ensure the stability of explicit Euler. Addi-
tionally, if we want higher accuracy in space (as in the afore-
mentioned simulation) the number of time steps N needed
grows quadratically with M at the same time as there are
M function computations at each time point. In other words,
with explicit Euler time stepping, halving ∆y, means that the
CPU time increases with a factor approximately 23 = 8.
To avoid the aforementioned problems we can instead
use an unconditionally stable implicit scheme, like the im-
plicit Euler method. Such a method needs no stability re-
striction on ∆τ . However, for an implicit method the semi-
discretization (17a) defines a large system of equations
which is coupled with the nonlinear ODEs of (17b). This
means that in every time step a nonlinear equation solver
needs to be applied to the full system.
We propose to instead use the Peaceman-Rachford split-
ting method for time discretization, cf. Douglas (1955);
Peaceman and Rachford (1955); Hundsdorfer and Ver-
wer (2003); Hansen and Henningsson (2013). This method
needs neither a stability constraint on ∆τ (as a func-
tion of ∆y), nor the numerical solution of a large nonlin-
ear system at each time step. Furthermore, while the ex-
plicit and implicit Euler methods are first-order accurate,
the Peaceman-Rachford method is second-order accurate.
Finally, in contrast to many other splitting methods, the
Peaceman–Rachford scheme preserves the steady states of
the system that it approximates, cf. Hundsdorfer and Verwer
(2003, Sec. IV.3.1). This preservation property is of utmost
importance for our investigations in Sec. 5.5.
Taking one time step of size ∆τ using the Peaceman-
Rachford splitting scheme consists of, in sequence, solving
for Un+1/2, Cn+1/2, Cn+1, and Un+1, respectively, in the fol-
lowing equations:
Un+
1
2 = Un+
∆τ
2
F(Cn,Un), (22a)
Cn+
1
2 = Cn+
∆τ
2
(
A(Un+
1
2 ,y)Cn+
1
2 +B(Un+
1
2 )
)
, (22b)
Cn+1 = Cn+
1
2 +
∆τ
2
(
A(Un+
1
2 ,y)Cn+
1
2 +B(Un+
1
2 )
)
, (22c)
Un+1 = Un+
1
2 +
∆τ
2
F(Cn+1,Un+1). (22d)
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Here, Cn and Un are known from the previous time step or,
for n = 0, from the initial conditions (19).
Some comments about the Peaceman–Rachford method
are appropriate. First note that the updates (22a) and (22c)
are explicit Euler steps similar to (18a) and (18b) and they
are therefore cheap to compute. The other two updates,
(22b) and (22d), are implicit Euler steps. However, they are
implicit only in Cn+1/2 and Un+1, respectively. As a conse-
quence, performing the update (22b) only amounts to solv-
ing the linear system of equations(
I− ∆τ
2
A(Un+
1
2 ,y)
)
Cn+
1
2 = Cn+
∆τ
2
B(Un+
1
2 ) (23)
for Cn+1/2, where I is the (M−1)×(M−1) identity matrix.
This should be compared with a fully implicit method, for
which the corresponding system to be solved in each time
step is nonlinear (and also slightly larger, consisting of M+2
equations). Finally, performing the update (22d) only means
solving a system of three nonlinear equations. For that, a
standard nonlinear equation solver, like Newton’s method,
can be applied for rapid solution. Such a solver requires a
tolerance parameter to determine how many local iterations
are needed. However, since the nonlinear equation system
(22d) is tiny compared to the linear system (22b) the solu-
tion of the former can be done in a negligible time. Thus,
optimizing the tolerance parameter is superfluous; we may
choose it sharp without significantly affecting the overall ef-
ficiency of the scheme.
For the update (22b) to be well-defined the matrix I−
∆τ/2 ·A(Un+1/2,y) must be invertible, we give a sufficient
condition in the following lemma.
Lemma 1 Assume that the scheme (22) produces a numeri-
cal solution that satisfies Ln+1/2 > 0 and
|Cn+
1
2
c − c∞c | ≤ γ, for n = 0,1, . . . ,N, (24)
and for some positive constant γ . Then, if
∆τ <
4a
rg
· 1
γ
, (25)
the linear system of equations (23) has a unique solution at
each time step n.
See Appendix A for a proof. Note that the condition
(25) is well behaved in the sense that it is not affected by
small values of ∆y. In fact, consider the simulations per-
formed in Sec. 5.2, the solution fulfils the bound (24) with
γ = 11.9 ·10−3 mol/m3. With this constant and with the pa-
rameter values as in Table 1 the time step condition (25)
reads ∆τ < 0.18. We emphasize that using this bound on ∆τ
does not guarantee that the entire numerical scheme works,
e.g. the implicit Euler step (22d) for the ODEs may require
smaller values on ∆τ . However, further investigations, cf.
Fig. 4, yield that much smaller time steps are needed for ac-
curacy and mean no severe restriction in CPU time.
Note that if the scaling with diffusion D (13) is used in-
stead of the one with advection a (9), the lemma should be
changed in the following way: We have to assume that there
is a constant lmax such that Ln+1/2 ≤ lmax for all n, and then
the condition (25) is replaced by ∆τ < 4D/(rglmaxγ).
5 Simulations
In this section we present numerical simulations performed
with the methods in Sec. 4. The purpose is twofold: Firstly,
in Secs 5.2–5.4 we examine the dynamics of the system (1)
and how it affects the choice of numerical method. Secondly,
in Sec. 5.5, we use the efficient Peaceman–Rachford dis-
cretization to perform parameters studies. That is, we vary
the parameter values of Table 1 to investigate the sensitivity
of the dynamical solution with respect to each parameter.
All results plotted in this section are numerical approx-
imations, however, for the sake of brevity we will not use
the notation of Sec. 4 but rather refer to each approximation
via the continuous variable that is approximated. For exam-
ple, in Fig. 2(a) a Peaceman–Rachford approximation Ln,
n = 0,1, . . . ,N of l given by (22) is plotted but the approxi-
mation is referred to by l.
The numerical schemes presented in Sec. 4 and used
in the current section have been implemented in MATLAB
(R2014a). The code is available from the ModelDB database
with accession number 1876871.
5.1 Biological, physical, and numerical constants
In our investigations, biological and physical as well as
numerical parameters will be varied depending on the in-
quiry at hand. The nominal parameter values and initial
and boundary conditions given here and in Table 1 are
used except when something else is explicitly stated. Fur-
ther, when nothing else is stated, we use the Peaceman–
Rachford discretization (22) to approximate the spatial
semi-discretization (17) of the fully scaled system (12).
Among the methods presented in this article this is by far
the most efficient and accurate approximation of system (1),
as we shall see in Sec. 5.3 and Sec. 5.4.
In all performed simulations the time-dependent soma
concentration cs(t) is chosen piecewise constant as
cs(t) :=

2c∞c = 23.80mmol/m
3, 0≤ t < 2 ·108 s,
c∞c
2
= 5.95mmol/m3, 2 ·108 s≤ t < 4 ·108 s,
2c∞c = 23.80mmol/m
3, 4 ·108 s≤ t.
1 URL: https://senselab.med.yale.edu/ModelDB/
showModel.cshtml?model=187687
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(26)
With this choice of cs we will observe both axon expansion
and contraction. Additionally, note that we initially have
cs(t)/c∞c = 2 which means that the axon will grow regard-
less of the initial length l0, cf. Diehl et al (2014, Thm 4.1
and Fig. 9).
Since we are interested in the growth of the axon from a
small length to its steady state (and possible contraction due
to a decrease in the soma concentration), we choose a small
initial length l0 = 1µm. For such small axon lengths it seems
reasonable that the initial tubulin concentration c0 along the
axon is constant and equal to the initial soma concentra-
tion. Therefore we make the simple choice c0 = c0(x) =
23.80 ·10−3 mol/m3 for the initial concentration profile.
In each of our investigations we specify an end time T .
The simulations will be performed until the first n such that
tn ≥ T and we denote this value of n by N. Due to the adap-
tivity in time caused by the time scaling, which depends on
the solution, we cannot expect that tN is equal to T . However
approximations of c(x,T ),cc(T ), and l(T ) can be found by
simple interpolations.
5.2 Dynamical properties of the model
In Sec. 3 we stated that system (1) exhibits dynamical phe-
nomena on different time scales. In this section we verify
this claim by showing numerical simulations on very fine
grids as to minimize the influence of numerical artefacts on
the exact dynamics of the systems. The numerical method,
the biological parameters, and the initial data are chosen as
described in Sec. 5.1. For the spatial discretization we use
M = 104 meaning ∆y = 10−4. (Recall that there is no CFL
condition for the Peaceman–Rachford scheme).
To investigate the behaviour on large time scales and
the convergence to steady state we choose the end time
T = 6 ·108 s ≈ 19 years and use the small time step ∆τ =
5 ·10−4. The results are plotted in Fig. 2 where we can ob-
serve how the variations in the soma concentration cs cause
axon expansion as well as contraction.
In Fig. 3 we can observe the fast transient behaviour of
system (1) for small times. Here the end time is chosen as
T = 3600s = 1h, tiny compared to the previous simulation.
Similarly, we here use a much smaller time step ∆τ = 10−5
than in Fig. 2. Also note that this choice of T gives constant
cs(t) = 2c∞c . It is remarkable how close the cone concentra-
tion cc is to its steady-state value c∞c = 11.90 ·10−3 mol/m3
already after 1h, whereas it takes more than a thousand
days for the axon length l to come close to its steady state
80.10mm.
The evolution on these different time scales is one of the
major problems for a numerical method to manage and it
is an important motivation for the introduction of the time
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Fig. 2 Axon growth and tubulin contraction as a result of a piecewise
constant soma concentration cs(t), which can be seen in plot (b) at
x = 0. In (a) the axon length l(t) is plotted in blue and the red lines
are the steady-state lengths corresponding to the two different values
of soma concentration. In (b) the tubulin concentration c(x, t) in the
axon is plotted over time and space. Note the characteristic profile of
the axon concentration, cf. Diehl et al (2014, Sec. 4). Further, note how
slowly the axon length responds to changes in cs(t) and how long time
it takes for the axon to grow to its steady state. See also Figs. 13 and
15 in Appendix B for two-dimensional slices of (b) at different values
of x and t.
scaling (10). Even with time scaling, the fast transient of cc
is the most difficult phenomenon for our numerical methods
to resolve and therefore it is the main source of errors.
5.3 Accuracy of the scaled Peaceman–Rachford scheme
In this section we use numerical simulations to investigate
the efficiency of the time discretization (22) as an approxi-
mation of model (1). We shine some light on why this ap-
proximation is more efficient than standard methods such as
explicit Euler.
We first consider the end time T = 86400s = 1 day so
that we capture the transient of cc. Note that this T means
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Fig. 3 (a) Axon length l(t) and (b) cone concentration cc(t) during the
first hour. In (a) we observe a fast growth of the axon to more than a
hundred times its initial length. In (b) we see the fast convergence of
the cone concentration cc(t) from cc(0) = 2c∞c = 23.80 ·10−3 mol/m3
to its steady state c∞c = 11.90 ·10−3 mol/m3 (marked with a red line).
that cs is constant and equal to 2c∞c = 23.80 ·10−3 mol/m3.
Further, since we want to emphasize the error due to tem-
poral discretization we choose a fine spatial grid M = 104,
∆y = 10−4. The errors are approximated by comparing the
numerical solutions with a reference solution. The latter is
given by using the same discretization scheme (22) on a very
fine grid both in time, ∆τ = 10−6, and in space, ∆y = 10−5.
In Fig. 4 we see the results of a temporal convergence
study for the Peaceman–Rachford discretization (22). That
is, we consider a range of different time step sizes, ∆τ =
2k · 10−5, k = 0, . . . ,7, and perform simulations for each of
them. Then, for each value of ∆τ the error in axon length l
(given by taking the supremum norm over time) is plotted in
Fig. 4 over the corresponding ∆τ . Considering the slope of
the curve when ∆τ . 10−4 we observe the expected second-
order convergence. The steeper slope for larger values of ∆τ
can be explained by the fact that the transient of cc is not
properly resolved for those big time steps.
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Fig. 4 Temporal convergence plot for the Peaceman–Rachford
scheme. Simulations are performed until the end time T = 86400s =
1 day, during which the axon growths to a length of approximately
1.2mm. For each value of ∆τ , the maximal error (over time) in the
axon length is plotted. We observe the expected second-order conver-
gence. For the leftmost point in the plot the CPU time is about five
minutes and for the rightmost it is about three seconds (on a normal
desktop computer).
5.4 The need for time transformation
Recall the discussion in the beginning of Sec. 4, where we
concluded that we can approximate the spatially scaled sys-
tem (8) with finite differences and Peaceman–Rachford us-
ing the same procedure as when approximating the fully
scaled system (12) in Sec. 4. This gives a numerical scheme
without the adaptivity in time granted by the time scaling
(9). When the simulation presented in Fig. 4 is repeated with
this approximation no reasonable results are obtained due to
the large time steps taken during the first parts of the simu-
lations. This shows the strength of using the time scaling (9)
to get a finer temporal resolution for small axon lengths.
When time scaling is not used, really small time steps
are needed to properly resolve the transient of the cone con-
centration cc. In Fig. 5 results are plotted from simulations
similar to those presented in Fig. 4, but with a really small
end time T = 60s. This T is chosen to be able to complete
simulations with small enough time step sizes within reason-
able CPU times. Also a finer reference solution is needed:
we construct it in the same way as described above but here
with ∆τ = 10−7. To be able to compare the errors given
when time scaling is used with those given when it is not
we plot the errors over the number of time steps used, see
Fig. 5. For each ∆τ = 2k · 10−6, k = 1, . . . ,10, we perform
simulations using time scaling and for each value of ∆τ we
store the number of time steps used N. Then, for each N, a
simulation is performed without time scaling using N time
steps. We recall that in model (8) t is the independent time
variable, which gives us ∆ t = T/N for the latter simulations.
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Fig. 5 Temporal convergence plots for the Peaceman-Rachford
scheme applied to the systems (8) (red) and (12) (blue), respectively.
Simulations are performed with the small end time T = 60s giving a
final axon length of approximately 11µm. For each discretization and
each value of ∆τ the maximal error (over time) in axon length is plot-
ted. With this fine resolution we can observe second-order convergence
also when time scaling is not used.
The results in Fig. 5 show that we can achieve second-
order convergence for the Peaceman–Rachford scheme even
without using time scaling. However, the size of the time
steps needed are too small for this discretization to be of
any practical use. Therefore time scaling is preferable and
this is what we use for our parameter studies in Sec. 5.5.
The simulations presented in Fig. 5 can be performed
using the explicit Euler method (18). However, even when
using time scaling, we would need to choose ∆τ < 5 ·10−12
to fulfil the CFL condition (21). With our implementation
running on an ordinary desktop computer, such a simula-
tion would take about a quarter of a year to perform whereas
the Peaceman–Rachford simulation with ∆τ = 1024 · 10−6
takes half a second and that with ∆τ = 2 ·10−6 takes about
two minutes. Thus, explicit Euler is not an efficient choice,
neither is implicit Euler due to its expensive time steps, cf.
Sec. 4.2. The same conclusions may be drawn for any ex-
plicit method or implicit method that considers the whole
axon growth model at once.
Finally, we give a short comment on the effects of us-
ing time scaling with D (13) instead of with a (9). We test
both scalings using the settings described in Sec. 5.1 with
∆y = 10−3 and T = 6 ·108 s ≈ 19 years. For the advection
scaling we choose ∆τ = 6 ·10−3 and for the diffusion scal-
ing ∆τ = 4 ·10−3. These time steps are chosen large so that
observable errors are produced. Furthermore, these choices
mean that approximately the same number of time steps are
used by both methods (approximately 16 ·103 steps), i.e.
about the same amount of CPU time is used by each (a cou-
ple of seconds). The results are plotted in Fig. 6 where we
observe that the relative errors when using respective scal-
ing are approximately the same. However, as one would ex-
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Fig. 6 Plot (a) shows that both scalings yield similar large-scale
growth, but the diffusion scaling may develop errors for large axons.
Zooming in at short times and lengths, plot (b) reveals that errors may
arise for the advection scaling.
pect the temporal location of the errors differ: The scaling
with a has its largest (relative) errors when the axon is short,
whereas the scaling with D has its largest errors when the
axon is long. For the latter scaling we could also observe
from our simulations that, after half the time steps were
used, less than 9s of simulated time t had passed and the
axon had only grown from 1µm to 2.7µm. As we are inter-
ested in the convergence to steady state we will continue to
use the scaling with advection (9) for our parameter studies
in the upcoming section.
5.5 Parameter studies
We shall now use the efficient and reliable Peaceman–
Rachford scheme (22) to investigate the dependency of the
axon growth dynamics with respect to the parameters of the
model. That is, we vary one, or a few, parameters at a time
performing simulations for a range of different values while
keeping the other parameters constant at their nominal val-
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Fig. 7 Axon length l(t) for varying a and D.
ues. The parameter study in this section may be regarded
as an extension of those performed in Diehl et al (2014,
Sec. 5) for steady-state solutions, and the interested reader
may benefit from having those results at hand. In that work,
the steady states were presented for different parameter val-
ues, here we consider the dynamical convergence to these
steady states. For easy comparison similar ranges of param-
eter values are used whenever applicable. We focus on the
axon length l since the tubulin concentrations tend fast to
their steady-state appearances: the concentration along the
axon c, to its characteristic profile, cf. Fig. 2(b), and the con-
centration in the growth cone, cc, to c∞c , cf. Fig. 3(b).
Given the default parameter values in Table 1, each is
varied and numerical simulations are performed with the set-
tings specified in Sec. 5.1. The end time is chosen large,
T = 6 ·108 s ≈ 19 years, since the convergence to steady
state is of interest. The time step ∆τ = 5 ·10−4 means both
fast simulations and an initial temporal error of insignificant
size, cf. Fig. 4. Also note that the system (1) by and large
describes a parabolic problem. For such problems the ini-
tial errors typically have a small effect on the long time be-
haviour of the system. For the spatial resolution, ∆y = 10−3
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Fig. 8 Tubulin concentration c(x, t) along the axon for a =
3.0 ·10−8 m/s. See also Figs. 14 and 16 in Appendix B for two-
dimensional slices at different values of x and t.
suffices for all simulations except for the extreme values of
the parameters a and D.
In Fig. 7(a) the axon length l is plotted over time for
varying values of the advection velocity a. We observe
that the axon length is sensitive to variations in the ac-
tive transport a with the length increasing with the trans-
port velocity. However, the profile of the growth is rather
insensitive to these variations. In Fig. 8 the tubulin con-
centration along the axon is plotted as a function of time
and space for a = 3.0 ·10−8 m/s. Observe the sharp gradi-
ent close to the growth cone, compare with Fig. 2(b) where
a = 1.0 ·10−8 m/s and with the concentration profiles in
Diehl et al (2014, Fig. 7(a)).
In Fig. 7(b) we observe that l grows longer for small
values of the diffusion coefficient D and that the axon length
is not as sensitive to variations in D as it is to variations in
a. However, the growth profile is more sensitive to changes
in D: for large values of D the length reaches values close
to its steady state faster than it does for smaller D. This can
best be seen during and after the drop in soma concentration
cs. For small values of D, just as for big values of a, a sharp
gradient in c is quickly created close to the growth cone,
cf. Diehl et al (2014, Fig. 7). To resolve these gradients an
extremely fine spatial resolution is needed, therefore we ran
all the simulations presented in Fig. 7 with ∆y= 10−4 except
for the two biggest values of a and the two smallest values of
D where even ∆y = 10−5 is needed. If we do not have such
fine spatial resolution the axon continues its growth far past
its steady-state length. We consider that to be an unrealistic
solution.
Fig. 9 shows that the axon length is sensitive to changes
in the degradation rate g.
Recall the relation between the parameters lc, rg, and c∞c
as well as the relation between r˜g, rg, and c∞c defined by the
formulas (3)–(5). In the simulations presented in Fig. 10(a)
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Fig. 9 Axon length l(t) for varying degradation rate g.
the parameter lc is varied without changing c∞c and rg (this
means that s˜gκ is varied with lc to keep sg constant). From
Diehl et al (2014, Fig. 8(b)) we know that the steady-state
length is insensitive to changes in the growth cone length
parameter lc. This is in accordance with Fig. 10(a) where
we also can see that the growth speed is sensitive to these
variations; the axon grows close to its steady-state length
only for the two smallest values of lc.
In Fig. 10(b) we instead keep lc constant and let the max-
imum speed of shrinkage sg vary. This affects the model
(1) through the relation c∞c = sg/rg (where rg is kept con-
stant). We can observe that the model indeed reacts faster to
changes in soma concentration for larger values of sg. Fur-
ther, for values of sg & 4.3 ·10−7 m/s we have cs(t)/c∞c < 1
even for small values of t. This means that we cannot expect
any outgrowth for these values of sg, cf. Diehl et al (2014,
Thm 4.1 and Fig. 11).
In Fig. 11 the effects of changing the polymerization
rates r˜g and rg are investigated while keeping sg constant.
We can observe that the steady-state length is sensitive to
rg but unaffected by changes in r˜g (as was already known
from Diehl et al (2014)). The opposite dependency seems
to apply for the profile of the axon growth with r˜g affect-
ing the shape while rg does not. Also note that for rg .
8.9 ·10−6 m4/(mol s) we have cs(t)/c∞c < 1 so we cannot ex-
pect any outgrowths for these values of rg.
For the simulations presented in Fig. 12 different func-
tions defining the soma concentration are used. To this end,
we let cs(t) be defined by (26) and set
c[1]s (t) := 0.5 · cs(t), c[2]s (t) := 0.75 · cs(t),
c[3]s (t) := cs(t), c
[4]
s (t) := 1.25 · cs(t).
For these particular simulations, to get continuity at (x, t) =
(0,0), also the initial condition must be rescaled. That is, for
k= 1,2,3,4, we use the constant initial data c(x,0)= c[k]s (0).
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Fig. 10 Axon length l(t) for: (a) varying lc (with sg constant at its nom-
inal value, cf. Table 1) and (b) sg and c∞c varying together according to
c∞c = sg/rg (with lc and rg nominal).
Fig. 11 shows that larger soma concentrations give longer
axon lengths without changing the growth profile.
Finally, we keep all parameters at their nominal values
and run simulations for a range of different values of l0 be-
tween 10−6 µm and 103 µm. Since this variation has no vis-
ible effect on the solution on the considered time scale we
do not include a plot. We also note that the initial length
has marginal effect on the CPU time of the simulation; for
the shortest l0 the CPU time is 57s whereas for the longest
initial length it is 55s.
6 Conclusions
The model of axonal growth, consisting of two ODEs cou-
pled to one PDE defined on an interval, which length is one
unknown of the problem, has shown to be a challenge to
simulate dynamically. After a spatial transformation of the
moving boundary, it is still not straightforward to apply any
numerical method. Standard methods cannot be used to sim-
ulate the entire axonal growth, from a very small length to
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Fig. 11 Axon length l(t) for: (a) varying r˜g (with rg, sg, and c∞c nom-
inal), (b) rg and c∞c varying together according to (5) (with r˜g and sg
nominal), and (c) rg, r˜g, and c∞c varying together according to (4) and
(5) (with sg nominal).
the final one several magnitudes larger, in reasonable CPU
time. Furthermore, the low accuracy of first-order methods
can easily simulate that the axon grows beyond its steady
state, obtained as an exact solution of the model equations;
hence, such numerical solutions are not reliable. To obtain
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Fig. 12 Axon length l(t) for different functions defining the left-hand
side boundary condition (the soma concentration).
reliable and efficient (fast and accurate) numerical solutions,
it was necessary to use both an additional time transforma-
tion of the equations and an application of the Peaceman-
Rachford splitting scheme.
With the efficient numerical scheme presented, inves-
tigations of the biological and physical parameters in the
model were performed. These investigations complements
those for the steady-state solution of the model made in our
previous publication Diehl et al (2014). The following con-
clusions can be made for the dynamic behaviour:
– The axon grows very fast initially for a broad range of
parameter values. As is also known from experiments,
the active transport is the dominant driving force over
diffusion for the growth velocity and the final length
of the axon. These findings are in qualitative agreement
with those presented by Graham et al (2006, Figure 4).
– The concentration of free tubulin in the growth cone ap-
proaches quickly the steady-state concentration after any
change in the driving soma concentration cs(t).
– The concentration profile of tubulin along the axon, dur-
ing growth, is similar to the characteristic steady-state
profile, which is generally decreasing with the distance
from the soma to a minimum value close to the growth
cone and then increasing rapidly just before the cone.
– If the size of the growth cone is increased from 1 µm
to 10 µm, the growth velocity is decreased but the final
axon length is about the same.
– The numerical scheme gives the possibility for a care-
ful examination of the influence of the variations of the
parameters related to the (de)polymerization on the dy-
namic solution. For example, the polymerization rate
coefficient r˜g does not influence the final axon length
(known from Diehl et al (2014)), but it has a great influ-
ence on the growth velocity of the axon; see Fig. 11(a).
– In Sec. 3.2 we have described time-scaling with respect
to advection a (9) and with respect to D (13). The scaling
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with D performs better when the axon is short whereas
the one with a performs better when the axon is long,
see Fig. 6. This is in agreement with the expected be-
haviour of advection and diffusion at different length
scales. Note that, switching between the scalings at some
intermediate axon length could give a scheme with im-
proved performance. This could be of importance if our
model were to be expanded to a larger one that would be
more expensive to simulate. For the studies carried out
in this article, however, the usage of only scaling with a
has shown to be sufficient.
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A Proof of Lemma 1
We begin by noting that any positive definite matrix is invertible and
that any square matrix is positive definite when its symmetric part has
only positive eigenvalues. That is, the linear system of equations (23)
has a unique solution when the eigenvalues of
S(Un+
1
2 ,y) :=
(
I− ∆τ2 A(Un+
1
2 ,y)
)
+
(
I− ∆τ2 A(Un+
1
2 ,y)
)T
2
are all positive. The entries of the main diagonal, respectively the super
and sub diagonals are given as follows
s j, j(Un+
1
2 ,y)
= 1+
∆τ
2
(
2D
a(∆y)2
1
Ln+
1
2
+
g
a
Ln+
1
2
)
,
j = 1, . . . ,M−1,
s j, j+1(Un+
1
2 ,y) = s j+1, j(Un+
1
2 ,y)
=−∆τ
2
(
rg
4a
(C
n+ 12
c − c∞c )+
D
a(∆y)2
1
Ln+
1
2
)
,
j = 1, . . . ,M−2.
Thus, S(Un+1/2,y) is a symmetric, tridiagonal Toeplitz matrix meaning
that the eigenvalues are given by the following formula
λk = s j, j(Un+
1
2 ,y)+2s j, j+1(Un+
1
2 ,y)cos(kpi∆y), k = 1, . . . ,M−1.
Then, any λk fulfils the following inequality
λk ≥ s j, j(Un+
1
2 ,y)−|2s j, j+1(Un+ 12 ,y)cos(kpi∆y)|
≥ s j, j(Un+ 12 ,y)−|2s j, j+1(Un+ 12 ,y)|.
By plugging in the entries and using the triangle inequality we get
λk ≥ 1+ ∆τ2
(
2D
a(∆y)2
1
Ln+
1
2
+
g
a
Ln+
1
2
)
−∆τ
∣∣∣∣ rg4a (Cn+ 12c − c∞c )+ Da(∆y)2 1Ln+ 12
∣∣∣∣
≥ 1+ ∆τ
2
(
2D
a(∆y)2
1
Ln+
1
2
+
g
a
Ln+
1
2
)
−∆τ
(∣∣∣∣ rg4a (Cn+ 12c − c∞c )
∣∣∣∣+ ∣∣∣∣ Da(∆y)2 1Ln+ 12
∣∣∣∣)
= 1+∆τ
(
g
2a
Ln+
1
2 − rg
4a
|Cn+
1
2
c − c∞c |
)
≥ 1−∆τ rg
4a
|Cn+
1
2
c − c∞c | ≥ 1−∆τ
rg
4a
γ,
where we have used the definition of γ given by (24). We conclude that
the eigenvalues of S(Un+1/2,y) are positive when
∆τ <
4a
rg
· 1
γ
,
and therefore, for these values of ∆τ , the system (23) has a unique
solution.
B Two-dimensional slices of Figures 2(b) and 8
We complement the three-dimensional plots (Figs. 2(b) and 8) with
two-dimensional slices at different x and t values. Recall that in Fig.
2(b) the tubulin concentration along the axon is plotted for nominal
values on the biological and physical parameters. For Fig. 8 a three
times larger advection velocity a is used. The slices of 2(b) and 8 are
presented next to each other in Figs. 13–16 for easy comparison.
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Fig. 15 Slices of Fig. 2(b) at four different t values. See also (26) for
the times of decline and increase in soma concentration. Note the char-
acteristic profile of the concentration along the axon, cf. Diehl et al
(2014, Sec. 4).
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Fig. 16 Slices of Fig. 8 at four different t values. Note the increased
length of the axon as an effect of the three times larger advection ve-
locity a. Note also the sharper gradient close to the growth cone, cf.
Diehl et al (2014, Sec. 4).
