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Abstract
Childhood absence epilepsy is suspected to result from mutations in genes which encode
ion channels including sodium channels. Our purpose in this thesis is to explore some of the
factors that alter the function of neurons in the cerebral cortex. In particular, we investi-
gate the consequence of these alterations on neuronal network activity associated with this
disorder. In this regard, we create a small network consisting of deep layer cortical pyrami-
dal neurons and an interneuron, each described by a single-compartment Hodgkin-Huxley
style model. We investigate factors that convert a normal network into a hyperexcitable
one, including impairment of GABAA synapses and sodium channel defects resulting from
mutations in Scn genes. Our model agrees with experimental results indicating the role
of GABA impairment in generating a hyperexcitable network. In particular, our cortical
network is capable of generating its own spike-and-wave oscillations analogous to those in
a thalamocortical network. Our results also suggest that the co-existence of multiple Na+-
channel mutations alters individual neuronal function to increase or decrease the likelihood
of the network exhibiting seizure-like behaviour.
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Epilepsy is one of the most common non-communicable neurological conditions, affecting
over 50 million people worldwide [6]. It is characterized by frequent, unprovoked seizures
which are defined as abnormal, excessive or hypersynchronous neuronal activity in the
brain [7]. A number of factors are involved in characterizing the various seizure types.
Broadly speaking, seizures are divided into two main categories: focal and generalized.
Each of these categories consists of a number of subtypes. Focal, or formerly referred to
as partial seizures, are seizures that originate in one or more localized regions of the brain,
generally limited to a part of one brain hemisphere [8]. While simple partial seizures do
not impair consciousness and may be convulsive, complex partial seizures, although not
convulsive, do result in a loss of awareness and impaired consciousness [9]. Generalized
seizures such as absence seizures affect both hemispheres of the brain [10][11].
Childhood absence epilepsy (CAE) is a common idiopathic pediatric epilepsy syndrome
accounting for between 2–10% of all cases of epilepsy in children [12]. The condition begins
in childhood, typically between the ages of 4 and 10 years, with a peak between 5 and 7
years [13]. It is characterized by brief episodes of impaired consciousness lasting about
5–10 seconds, hundreds of times a day, wherein the child may stare blankly accompanied
by an upward roll of their eyeballs, without any convulsive motor activity [14]. Although
in most cases the absence seizures resolve in adolescence, about 20% of children with CAE
continue to have the condition which may progress into severity [15].
In addition to the observable seizure characteristics of each type of epilepsy, the most
common tool used to detect and classify epilepsy type is an electroencephalogram (EEG).
An EEG measures electrical activity in the brain and thus is capable of detecting abnormal
patterns of activity. The procedure consists of tiny electrodes being placed on the patient’s
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scalp. These electrodes are capable of detecting electrical charges as a result of brain cell
activity. The signals are amplified and recorded for evaluation [16]. EEG activity can be
divided into different frequency bands, which are classified as different types of brain waves.
Spikes in recordings are clearly distinguishable from other brain activity and are defined as
very fast oscillations (lasting less than 80 milliseconds (ms)). The spike-and-wave pattern
refers to brief spikes followed by a slower variation, called a slow wave [17], and are typical
patterns in EEG recordings observed during epileptic seizures. A regular, symmetrical,
generalized spike-and-wave discharge pattern is a signature of absence seizures. In the case
of absence epilepsy, patients typically demonstrate bursts of bilateral and synchronous 2.5–
4 Hz spike-and-wave activity [15] on the EEG. Figure 1.1 shows the EEG activity recorded
in human patients with absence epilepsy.
Figure 1.1: Electroencephalographic (EEG) recordings in human patients displaying an
approximately 3-Hz spike-and-wave pattern. From [3] via Wikimedia Commons.
The study of childhood absence epilepsy in the clinic is rare for multiple reasons, in-
cluding the young age of patients, and the nature of the study being potentially invasive.
Hence, studies are commonly conducted on animal models, in particular, genetic models
of rats and mice [18]. Genetic models refer to animals with genetic defects contributing
to some or all symptoms of a disease. Being genetic models, they are helpful in under-
standing the pathophysiology of absence seizures as they tend to mimic the spontaneously
occurring human epilepsy quite well [19]. The two rodent models that have been described
and studied the most for CAE are the Wistar Albino Glaxo/Rijswijk (WAG/Rij) rats
and the Genetic Absence Epilepsy in Rats from Strasbourg (GAERS) rats [20]. Both of
these models, like all genetic models of absence epilepsy, exhibit bilateral and synchronized
spike-wave-discharges (SWDs) on the EEG recordings, similar in pattern to ones observed
in humans, however they are of a higher frequency, ranging between 7–11 Hz [21, 22].
In addition to the use of animal models, mathematical and computational modelling
tools are powerful, especially in the study of neurological disorders such as epilepsy, to
understand the dynamics of brain activity during an epileptic seizure. The approach to
modelling is largely dependent on the use of the model itself. Broadly speaking, while
ranging in complexity and detail, models can be placed in categories of being biophys-
ical or phenomenological. While phenomenological models simply describe an empirical
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relationship and convey the phenomena, biophysical models also capture the underlying
biophysical mechanisms driving the concerned phenomena. In the case of neuron modelling,
whether it is at the single-neuron level or the network level, the standard biophysical model
is the conductance-based or Hodgkin-Huxley (HH) type model. In the HH model, with
all the variations in properties of different ion channels, action potential generation results
implicitly from the dynamics of the model.
Our work in this thesis involves a small network of neurons, each described by a single-
compartment HH style model. Our purpose in this thesis was to explore factors that alter
the function of individual neurons and give rise to an epileptic network associated with
childhood absence epilepsy. In particular, we consider the following two factors: impair-
ment of GABA synapses, and alterations of ion channels to simulate the effect of genetic
manipulations. Thus, our approach consists of first defining “normal” (non-epileptic) and
“abnormal” (epileptic) neuronal network activity in the cortex. In this regard, working
with a simplified model of the HH type allows us to capture the necessary characteristics
of the concerned neurons as they work together to play their part in modelling absence
epilepsy.
The layout of this thesis is as follows. In Chapter 2, we provide the necessary back-
ground in biology, from the structure of the brain to the working components such as
neurons. We describe the layered structure of the cerebral cortex and discuss the compo-
nents comprising the absence circuitry. In Chapter 3, we describe neuron electrophysiology,
and review conductance-based modelling, particularly the Hodgkin-Huxley model. We dis-
cuss the mechanism of neural communication by describing an action potential, and review
synapse models. In Chapter 4, we summarize some of the known genetic mutations associ-
ated with absence epilepsy, including mutations in genes encoding sodium and h-channels.
In Chapter 5, we describe a thalamocortical model by Traub et al., and discuss its use
in this thesis [1]. In Chapter 6, we describe single-compartment models for different deep
layer pyramidal neurons and an interneuron, all of which are reductions of neuron models
described in the thalamocortical model by Traub et al. in the previous chapter. In Chapter
7, we discuss synaptic models used for AMPA and GABA synapses in our network model.
In particular, we describe how synaptic conductances were set and provide a schematic
of our reduced cortical network model. In Chapter 8, we discuss the results of modelling
impaired GABA synapses as well as modelling sodium channel defects on our cortical net-
work. In Chapter 9, we summarize our work and results, and discuss some of our model





The nervous system is divided into two parts, the central nervous system (CNS) and the
peripheral nervous system (PNS). The CNS consists of the brain and the spinal cord, and
is responsible for integration of all sensory information received, as well as triggering any
necessary reactions [23]. The brain is divided into three broader parts: the hindbrain, the
midbrain, and the forebrain [24]. The complexity of the functions performed increases with
distance in regions further away from the brainstem, and the closer the regions get to the
forebrain.
The hindbrain and midbrain are responsible for functions including breathing, control of
digestion and heart rate, as well as learning motor skills. On the other hand, more complex
functions are performed by parts of the forebrain which is composed of the diencephalon
and cerebrum. The diencephalon is composed of the thalamus and hypothalamus. The
thalamus is involved in processing and integrating information as it reaches higher regions
in the brain such as the cerebral cortex. In fact, it acts as a relay station for any information
going to or from the cortex, ensuring information is sent to the concerned cortical areas
[25]. The cerebrum is the largest part of the brain with a surface known as the cerebral
cortex. The outermost layer of the cortex is typically known as gray matter, while beneath
it are long nerve fibers making a layer known as white matter.
The cerebral cortex is divided into four lobes: frontal, parietal, occipital and temporal
as illustrated in Figure 2.1. Each lobe is designed to function in specific ways and holds
responsibility for different functions [26]. Located in the front part of the brain, the frontal
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Figure 2.1: Lobes of the cerebrum. From [4] via Wikimedia Commons.
lobe is where higher executive functions are carried out. This includes problem solving,
planning, coordination of motor skills, and regulation of emotions [27]. The parietal lobe
is responsible for interpreting incoming sensory information as well as spatial and visual
perception [24]. The occipital lobe is located at the back of the brain and is involved in
processing visual information. This includes receiving visual information and interpreting
its properties. The temporal lobe is also involved in processing sensory information, in
particular, auditory information, as well as coordinating visual and verbal memory [27].
2.1.1 Neurons
The basic functional unit of the nervous system is a neuron. There are hundreds of billions
of neurons working together to keep the nervous system functioning [28]. Although there
are several types of neurons, they typically have four morphologically defined regions: the
cell body (soma), dendrites, axon, and presynaptic axon terminals, and each region has
a distinct function [29]. In general, based on their morphology, neurons are classified
into three large groups: unipolar, bipolar and multipolar [30]. Unipolar neurons have a
single structure extending away from the cell body, whereas bipolar neurons have a single
axon and dendrite extending away from the soma. The most common neuron layout in
vertebrates is a multipolar neuron, which typically consists of a single axon and many
dendritic structures [29].
The cell body, called the soma, is fundamental to a neuron’s survival. It contains the
nucleus and is the location of protein synthesis. The dendrites branch out from the soma
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Figure 2.2: An illustration of a typical pyramidal neuron.
in a tree-like fashion. They are essential in receiving incoming signals from other neurons.
Most neurons have a single axon extending outward from the soma, and the axon can vary
in length from a millimeter to over a meter [31]. Axons conduct electric impulses called
action potentials. Action potentials are means by which neurons communicate with one
another. They are initiated in the axon initial segment, and these signals can propagate
down the axon at speeds from 1 to 100m/s [29]. While dendrites are responsible for bringing
information into the cell, axon terminals, located in a branch near the end of the axon are
responsible for transmission of information to dendrites of other neurons.
2.1.2 Synapses
Axon terminals are the main point of contact with other neurons and their zone of commu-
nication is known as a synapse [32]. A presynaptic cell is the neuron transmitting a signal,
while a postsynaptic cell is the neuron receiving the signal. The synaptic cleft is a nar-
row space between the presynaptic and postsynaptic cell. The vast majority of synapses,
and those of interest to our work, are chemical synapses. In order for communication to
occur between neurons, once an action potential reaches the presynaptic terminal, sev-
eral processes take place. The axon terminal contains vesicles of neurotransmitters which
are chemicals involved in neurotransmission. The primary neurotransmitters are gluta-
mate and gamma-Aminobutyric acid (GABA) [33]. Excitation of the axon terminal causes
voltage-gated calcium channels to open, causing an influx of calcium. This stimulates the
synaptic vesicles to dock to the presynaptic membrane and release neurotransmitters into
the synaptic cleft. The neurotransmitter molecules diffuse across to reach a dendrite of the
postsynaptic cell. The molecules bind to specific receptors on the postsynaptic membrane
which then activate or inactivate the appropriate ion channels, depending on the type
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of neurotransmitter. The neurotransmitter glutamate stimulates two kinds of receptors,
α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)/kainate, and N-methyl-D-
aspartate (NMDA), both of which cause excitation of the membrane. The neurotransmit-
ter GABA, on the other hand, is the major neurotransmitter which results in inhibition.
There are in fact, two main receptors for GABA: GABAA and GABAB. While GABAA
is responsible for fast inhibition, GABAB synapses activate indirectly, following a series of
intracellular events [33]. In particular, the transmitter binding event activates an intra-
cellular complex called a G-protein which causes inhibition of the postsynaptic neuron via
activation of potassium channels. Thus, the combination of molecules and receptors cause
changes in the postsynaptic neuron depending on the type of neurotransmitter involved,
resulting in either increasing the postsynaptic neuron’s likelihood of firing or decreasing it
[34].
2.1.3 Cerebral Cortex
The cerebral cortex is the region of the brain involved in the most complex of tasks and
thus naturally requires complex connections within its structure as well as with other areas
of the brain. The outermost layer of the cortex commonly known as gray matter consists
mostly of cell bodies of neurons, whereas the deeper layer also known as white matter
consists of nerve cell axons [25]. The thickness of the human cerebral cortex varies from 1
to 4.5 mm [35], and it is divided into six distinct layers, as shown in Figure 2.3.
The cortex is populated by pyramidal and two types of non-pyramidal neurons, which
may be further classified into numerous types, numbering in over 50 [36][37]. Excita-
tory neurons tend to form synapses with other excitatory neurons with similar properties.
Whereas inhibitory neurons innervate surrounding neurons regardless of preference with
excitatory neurons. The formation of synapses allows subnetworks to form. Within the
subnetwork, excitatory neurons may excite an inhibitory neuron upon stimulation, which
in turn inhibits excitation, but since excitatory neurons excite other “like-excitatory neu-
rons”, this provides a recurrent excitation back to the original neuron, overcoming the
general inhibition. This means that neurons that need to be active can continue to do so,
while others continue to undergo inhibition.
Cortical pyramidal neurons are the most numerous type of cortical neurons. They have
a cell body shaped like a pyramid, with a dendrite emerging perpendicular towards the
cortical surface, known as an apical dendrite. The basal dendrites are dendrites that arise
from the base of the cell body and run relatively parallel to the cortical surface. In addition,
a single axon emerges from the base of the cell body and runs perpendicularly away from
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the cortical surface and terminates either in other cortical layers or in the subcortical white
matter [38]. Axons in the cortex can serve as projection fibers that leave the cortex and
project to other regions such as the thalamus, brainstem or spinal cord. The importance
of pyramidal neurons is such that they are the main source of output of information from
the cerebral cortex [39].
The six-layer structure of the cortex consists of different neuron types and functions
differing by layer. In general, the first four layers function as input stations while the
remaining layers function as output stations with several corticofugal axons (axons that
leave the cortex to project outwards). Layer 1, the most superficial layer of the cortex
consists of dendrites and axons from numerous neurons. With the presence of numerous
dendrites and axons, several synaptic connections also exist within this layer. Layer 2 of the
cortex contains some small pyramidal and non-pyramidal neurons. Their dendrites extend
upwards towards layer 1, while their axons extend towards the deeper layers to either form
local synaptic connections within the cortical layers or in other cortical regions. Layer
3, also known as the external pyramidal layer is mainly populated by pyramidal neurons.
Their apical dendrites extend and arborize in layer 1 and their axons extend into the
subcortical white matter to project to other cortical areas. Layer 4 is mostly populated by
non-pyramidal neurons, and contains some pyramidal neurons. The axons of the pyramidal
neurons extend into deeper cortical layers or interlace with other axons in the subcortical
regions. On the other hand, axons of the majority of the non-pyramidal neurons remain
within the layer.
As the conventional model of cortical processing suggests, sensory information from
thalamocortical fibers is received in layer 4, from which it spreads to other cortical layers
and regions. For this region, layer 4 is known as the main input station of the cerebral
cortex. Consisting of a dominant population of medium and large-sized pyramidal neurons,
layer 5 is also known as the internal pyramidal layer. The layer is also the main output
station of the cerebral cortex. Meanwhile, the deepest layer of the cortex, layer 6 consists
mostly of pyramidal neurons and interneurons. The axons of the pyramidal neurons extend
towards the subcortical region, or project towards the thalamus. On the other hand,
interneurons are neurons with dendrites and axons that are localized and do not extend to
other regions. They are mostly GABAergic neurons which means they make use of gamma-
Aminobutyric acid (GABA), an inhibitory neurotransmitter, to target neurons and play a
role in synchronized firing [38][40].
The cerebral cortex is not only organized into layers that run parallel to the cortical
surface, but also organized into columns that are aligned perpendicular to the cortical
surface. Hypothesized by Mountcastle [41], cortical columns represent units of the cerebral
cortex in which neurons within the column share receptive field properties. Receptive
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Figure 2.3: Schematic of projections from and within the layered structure of the cortex.
Arrows point in the direction of projections.
fields in this context refers to the part of sensory space that invokes certain neuronal
responses, such as firing rate, under stimulation [42]. The status of cortical columns as the
fundamental unit of the cortex has been discussed extensively due to the lack of convincing
evidence confirming its nature of being fundamental, especially since it does not correspond
to any specific structure in the cortex [43]. However, the importance of cortical columns
continues to be addressed, as they continue to play an important role in the study of the
organization of the cortex [43]. In particular, conventional models of cortical processing
make use of cortical columns to describe the information pathway within the cortical
structure. According to the conventional model, input from the thalamus arrives mainly
into layer 4, and also in layer 6. From layer 4, it is projected into layer 2/3. Often the
two layers, 2 and 3, are grouped together due to the difficulty in distinguishing them
experimentally [44]. The neurons in layer 2/3 then project primarily to layer 5, and also to
other cortical areas. Layer 5 neurons tend to have tall tufted apical dendrites, which means
the apical dendrites branch out extensively, that reach layer 1. Since layer 1 consists of
axons originating from other areas of the cortex, the dendrites from layer 5 form synapses
with these axons, allowing integration of feedback from other cortical regions [45]. Neurons
in layer 5 also project down to layer 6, where information is integrated and directed to the
appropriate cortical regions, and feedback is provided back to the thalamus, thus forming
a loop [45]. This layered-structure and schematic of projections is given in Figure 2.3.
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2.2 Absence Circuitry
While the pathophysiological mechanisms of absence epilepsy continue to be studied, in
the case of absence seizures, the thalamocortical circuit is considered to play an important
role in its pathophysiology [46]. The thalamo-cortical-thalamo circuit consists of pathways
connecting the thalamus and the cerebral cortex, and the cerebral cortex back to the tha-
lamus, forming a feedback loop between the two structures. The thalamus is characterized
as a major sensory and motor relay station for various parts of the brain including the
cerebral cortex [47]. Within the thalamus are specialized structures called nuclei, to and
from which, networks relay information [48]. The thalamic reticular nucleus, commonly
abbreviated TRN, nRT, RTN or RT, is a thin layer of inhibitory (GABA-ergic) neurons
that wraps around the margin of the thalamus [48, 49]. While the TRN is the only tha-
lamic nucleus that does not project to the cortex, one of its primary roles is to regulate
thalamo-cortical communication [49]. As illustrated in Figure 2.4, the circuit consists of
cortical pyramidal neurons (CT), thalamic relay neurons (TC) and inhibitory neurons in
the TRN. Note that in this representation, the node for CT neurons consists of pyramids
from all layers. CT neurons make excitatory projections to the TRN as well as to TC neu-
rons, while TC neurons make excitatory projections to CT neurons and to the inhibitory
neurons in the TRN. However, projections from the TRN are GABA-ergic and are only
made to TC neurons [46, 50].
The thalamocortical circuit has been studied extensively given its importance and in-
volvement as an underlying mechanism in the many dynamic processes defining different
brain states [51, 52, 3, 53, 54, 55]. This is governed by the ability of the circuit to gen-
erate oscillations of different frequencies and a range of synchrony [56]. Input to the
cortical pyramidal neurons, for instance, results in activation of neurons in the thalamic
reticular nucleus as well as the thalamic relay neurons. In turn, the TC neurons provide
excitatory input to the CT neurons as well as the TRN neurons. In response, the TRN
neurons activate and provide inhibition to the TC neurons, forming a negative feedback
loop. The interplay between these pathways, dependent heavily on the strength of the
feedback stimuli ultimately gives rise to rhythmical activity [56]. As well, changes in one
or more components of the circuit can significantly alter the behaviour of neurons locally
and distantly located. In particular, while increased excitability of excitatory neurons can
result in an increased excitation of the network, decrease in excitation of inhibitory neurons
can lead to increased excitation of the network as well [3]. The use of an EEG can help
characterize the rhythms and define them based on the location, frequency and nature of
the activity, as well as the patient’s clinical state [3]. In a spike-and-wave pattern, while
the spike component is associated with neuronal firing in the thalamus and cortex, the
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Figure 2.4: The thalamocortical circuit schematic diagram (inspiration drawn from [5])
showing the connections between cortical pyramidal neurons (CT), thalamic relay neurons
(TC) and inhibitory neurons in the thalamic reticular nucleus (TRN). Solid circles and
arrows indicate excitatory neurons and connections respectively, and dashed circle and
arrow indicates an inhibitory neuron and connection respectively.
wave is associated with firing of neurons in the thalamic reticular nucleus.[57, 58]
The cortex, in particular, is integral in the development of spike-and-wave oscilla-
tions/discharges (SWDs). It has been shown that thalamic networks consisting of TRN
and TC neurons can generate oscillations such as the 7–14 Hz spindle oscillations associ-
ated with sleep in humans [59, 60]. The connectivity with the cortex ensures that when
the corticothalamic feedback is sufficiently strong, thalamic circuits possess the ability to
switch to a slower and hypersynchronized mode of oscillation. In particular, these hyper-
synchronized oscillations exhibit spike-and-wave EEG patterns [61]. Hypersynchronization
refers to the recruitment of a large number of nearby neurons into hyper-excitation due to
a hyper-excitable neuron [62]. Paradoxically, this process can be promoted by inhibition
[63]. Sufficient excitation of cortical pyramidals, for instance, leads to the activation of
GABAergic TRN neurons resulting in abnormality in the form of prolonged inhibition of
the network. This evokes inhibitory post synaptic potentials (IPSPs) in TC neurons, fur-
ther inhibiting the network such that the eventual release from inhibition results in periods
of hypersynchronization of excitable neurons [61, 64].
Moreover, in the case of absence epilepsy, many studies reveal the existence of a cortical
focus as the origin of paroxysmal activity (occurring suddenly, without warning), followed
by rapid propagation towards generalization of activity through intracortical pathways
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[21, 58, 65, 20]. Studies involving genetic rodent models of absence epilepsy, namely the
GAERS [21] and WAG/Rij [65] rats, provide evidence of the onset of seizure activity in
the somatosensory cortex. In particular, depth recordings performed in both cortical and
thalamic sites reveal there exists a consistent delay between the onset of spike-and-wave
discharges in the somatosensory cortex, and other cortical regions as well as the thalamus
[65]. At the start of the SWDs, in the frequency range of 7–11 Hz, intracellular recordings
of TC neurons in the GAERS model display excitatory post synaptic potentials (EPSPs)
which are followed by inhibitory post synaptic potentials (IPSPs), indicative of excitatory
cortical input [21]. While the cortex is considered as the driving source for the origin of
SWDs, it is incapable of maintaining rhythmic discharges on its own, nor is the thalamus [5].
Within the cortico-thalamo-cortical circuit, a cortical focus initiates rhythmic discharges,
however, once the oscillations are well established, both the cortex and thalamus form an
integrated network. In particular, amplification and sustainment of rhythmic discharges is





Neurons, just like any other living cells, have an electrical voltage (i.e. potential differ-
ence) between the inside and outside of the cell. The two sides are separated by the cell
membrane. Hence, the potential difference across the membrane is called the membrane
potential, Vm, defined as
Vm = Vin − Vout
where Vin and Vout are the intracellular and extracellular potential, respectively. The resting
membrane potential refers to the potential across the cell membrane when the cell is at
rest. Typically neurons have a resting potential in the range of -60 to -70 mV [33]. The
potential difference is a result of the difference in ionic concentrations inside and outside
the cell. The existence of such a gradient creates the tendency in ions to move from high
to low concentrations. However, the cell membrane is a poor conductor of ionic currents
due to its structural composition and impermeability to ions. It is composed of two layers
of phospholipids, known as a lipid bilayer, with hydrophilic (polar) heads facing the inside
and outside of the cell, and hydrophobic (non-polar) tails shielded away and facing each
other [33]. A diagram is shown in Figure 3.1. Hence, the movement of ions across the
membrane is facilitated by different classes of membrane proteins, namely ion channels,
and ion transporters or ion pumps.
Ion channels are crucial in mediating signaling throughout the nervous system. While
some channels allow a constant flow of ions (i.e. leak channels), others are gated, either by a
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Figure 3.1: Structure of the lipid bilayer with hydrophilic heads facing the inside and
outside of the cell, and hydrophobic tails facing each other to form the interior of the cell
membrane.
change in voltage, referred to as voltage-gated channels, or by chemical substances, referred
to as ligand-gated channels. Ion channels are typically selective in nature to particular ions
and transport the ions along its concentration gradient. Such movement of ions is referred
to as passive transport. The membrane’s permeability to a specific ion is dependent on
the number of open channels specific to that ion [29]. Since, sodium, potassium, and
chloride ions are found in abundance, they are primarily involved in generating the resting
membrane potential. In particular, K+ ions have a higher intracellular concentration, while
ions such as Na+, Ca2+ and Cl− have a higher extracellular concentration. As a result,
upon opening of appropriate channels, Na+, Ca2+ and Cl− ions have a tendency to diffuse
into the cell, while K+ ions have a tendency to diffuse out of the cell.
The question then arises; how does a difference in concentration for sodium and potas-
sium create a membrane potential? For this we consider the case in which the membrane
is only permeable to potassium. In this case, potassium can diffuse through the mem-
brane. Initially, the intracellular and extracellular solutions are electrically neutral, and
hence there is no potential difference. With permeability to potassium, K+ ions move
along their concentration gradient towards the outside of the cell. Since K+ ions are posi-
tively charged, their outward movement leaves behind an excess of negative charge, while
building an excess of positive charge on the outside. Separation of positive and negative
charges across the membrane creates an electric field. As a result, an electrical force also
influences the movement of K+ ions. In particular, they are attracted towards the intracel-
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lular negative charges and being repelled by the extracellular positive charges. However, a
net movement of K+ ions towards the outside continues to exist as long as the force due
to the concentration gradient is greater than the electrical force attempting to oppose the
direction of ionic movement. This means the cell continues to become more negative (with
movement of K+ ions towards the outside) until the electrical driving force balances the
chemical driving forces. At this point there is no net movement of ions. The membrane po-
tential at which this occurs is called the equilibrium, reversal or Nernst potential [33]. The
equilibrium potential is different for different ions and is dependent on the concentration
gradient of that ion across the cell membrane. The equilibrium potential is proportional to
the concentration gradient and can be calculated for any ion using the following equation








It was formulated by the German physical chemist, Walther Nernst in 1889 [66]. In this
equation, Eion is the Nernst potential for the ion, R is the gas constant, T is the absolute
temperature in Kelvin, z is the valence of the ion, F is Faraday’s constant, and [C]i and
[C]o are ion concentrations inside and outside the cell, respectively [33].
Since at rest, neurons are permeable to Na+ and Cl−, the resting potential of the
neuron is set according to the balance between influx and efflux of sodium, potassium,
and chloride ions. Ion concentration difference is also maintained via ion pumps which
push Na+ ions out of the cell and K+ ions into the cell. The Na+-K+ pump, for example,
pumps one K+ in for every three Na+ out of the cell. Since pumps act against the electrical
and chemical gradient, they require energy from the breakdown of adenosine triphosphate
(ATP). Such movement of ions is called active transport [67].
The Nernst equation allows for determining the equilibrium potential in the case of
permeability to a single ion species. In particular, this is also the case in which the electrical
and diffusive driving forces are in equilibrium. However, more generally, the membrane is
permeable to multiple ion species. Moreover, the electrical and diffusive influences on each
ion may not necessarily be in equilibrium, meaning the net flow of each ion species across
the membrane is nonzero. In this case, as we will see in the following section, describing
the current flow through ion channels is necessary to be able to understand the mechanisms
underlying the generation of action potentials, especially.
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Figure 3.2: A single compartment equivalent electrical circuit representation of a membrane
with multiple ion channels.
3.2 Conductance-based Modelling
3.2.1 Hodgkin-Huxley Model
The membrane’s permeability to ions and their concentration gradients across the mem-
brane determine the flow of current across the membrane. The understanding of perme-
ability changes is crucial in understanding how action potentials may be generated since it
is through the flow of ions through ion channels, and the membrane’s permeability, which
ultimately establishes the excitability of the neuron.





where g = 1
R
is the conductance. This approximation can be viewed as an electrical circuit
in which a resistor is in series with a battery. In particular, in an equivalent electrical circuit
of a membrane patch, the cell membrane acts as a capacitor since it separates intracellular
and extracellular charges along its structure. This is in parallel with a resistor in series
with a battery. While the resistor is a model for ion channel permeability, the driving
force due to the concentration gradient across the membrane is modelled by a battery. In
general, multiple ion channels are modelled by having, in parallel, a resistor and battery
for each ion channel. An example of such a circuit is shown in Figure 3.2.
According to the Hodgkin-Huxley model, the current across the membrane has one
component associated with the membrane capacitance, and another associated with the
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flow of ions through membrane channels. Let Q be the charge distributed across the
membrane given by
Q = CmVm




For the component of current associated with ion channels, using Ohm’s Law, the voltage
difference across the resistor can be given by
Vm − Eion = RionIion
where Vm is the voltage drop across the membrane, Eion is the voltage drop due to the
battery (in the biophysical sense, this refers to the reversal potential of the particular ion),
and Rion is the resistance. Hence,




is the ionic conductance.
Using Kirchhoff’s current law, the total current flowing through the membrane can be
given as the sum of the capacitive current and the ionic current:




= −gion(Vm − Eion)
(3.2)
In case of multiple ion channels, Equation (3.2) would consist of the sum of ionic currents,







gi(Vm − Ei) for i= 1 to k, representing k ion channels
As will be the case in our study, any external application of current (e.g. placement of an
electrode and injection of current) changes Equation (3.2) to the following:
IC + Iion = Iapp








Each ion channel is regulated by gates, and in order for ions to flow through, all gates
within the channel must be open. The probability that a gate is open or closed may be
dependent on the membrane potential (which in our model will always be the case). Let










α(V ) + β(V )
and τ(V ) =
1
α(V ) + β(V )
(3.5)
The voltage-dependent rate constants, α(V) and β(V) denote the rate at which a gate goes
from the closed to open, and from the open to closed states, respectively. By integrating
Equation (3.4) with a fixed V , time-dependent changes for each gate at a given membrane
potential can be predicted using the following equation consisting of voltage-dependent
values of g∞, and τ , with the solution starting at g(0).





For the purposes of our work, it is important to note that the membrane equations in our
model will have the same form as Equation (3.3), and ion channel gating will be represented
by Equations (3.4)–(3.5).
3.2.2 Description of an Action Potential
For neurons to communicate with each other, electrical signals caused by changes in the
membrane potential need to occur. This transmission of information is known as an action
potential (sometimes also referred to as a spike). Typically, action potentials are gener-
ated by a depolarizing current. This refers to an event or stimulus that causes the resting
membrane potential (usually between -60 to -70 mV) to move towards 0 mV. When the
membrane potential reaches the firing threshold (usually around -55 mV), an action poten-
tial is fired. Firing of action potentials follows an “all or none” principle. That is, either
firing threshold is not reached or an action potential is fired. Action potentials are charac-
terized by periods of an inward current causing the inside of the cell to become positively
charged, followed by an outward current causing the inside of the cell to restore itself back
towards resting voltage.
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Figure 3.3: Simulation of a typical action potential with shaded regions corresponding to
membrane depolarization and repolarization. The three phases (fAHP, ADP, and sAHP)
are described in detail below.
The mechanism behind an action potential in a typical neuron is as follows. The
onset of a stimulus causes voltage-gated Na+ channels to open. Since the extracellular
concentration of Na+ ions is greater than the intracellular concentration, Na+ ions quickly
rush into the cell causing the membrane potential to increase towards the reversal potential
of sodium, at approximately +60 mV. This movement of membrane potential towards 0
mV is known as depolarization. During the course of this phase, other voltage-gated ion
channels begin to open and in particular, channels that are specific to K+ ions. Driven by
its concentration gradient, K+ ions move out of the cell causing the membrane potential
to decrease back towards resting voltage, while at about this time, sodium channels begin
to close. This phase of membrane potential moving towards resting potential is known
as repolarization. In fact, due to the relatively slow nature of potassium channels in
closing, the membrane potential decreases beyond resting voltage, in a phase known as
hyperpolarization. Once the potassium channels are closed, the cell returns to its resting
membrane potential. An illustration of an action potential is given in Figure 3.3.
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Figure 3.4: Types of neuronal firing patterns. Left : tonic or regular spiking, Middle:
spiking exhibiting adaptation, Right : burst firing.
While a typical action potential can be described by voltage-gated Na+ and K+ chan-
nels, there may in fact be a multitude of ion channels governing the generation of action
potentials. Moreover, the differences in different ions can give rise to additional features to
an action potential, such as the fast after-hyperpolarization (fAHP), after-depolarization
(ADP), and slow after-hyperpolarization (sAHP) phases, illustrated in Figure 3.3. The
fAHP phase comprises of the membrane potential undergoing hyperpolarization on a rel-
atively fast timescale. The ADP phase is characterized by a small “depolarizing hump”
relative to the resting membrane voltage. The sAHP phase follows the ADP phase wherein
the membrane potential is lower that the resting voltage, before returning to the resting
voltage.
Although the “all or none” action potential response of a neuron is the same for all
neurons, the patterns in which action potentials are fired can vary between neuron types.
The three main types of firing patterns are tonic (regularly spaced spikes), adapting (spikes
with increasing interspike intervals), and bursting (bursts of spikes consisting of short
interspike intervals alternating with long interspike intervals). The interspike interval refers
to the period between two subsequent spikes. An illustration of the different types of firing
patterns is given in Figure 3.4.
3.3 Multi-compartment Modelling
Models of the Hodgkin-Huxley type are considered to be biophysical models that can de-
scribe the effect of input currents on the membrane potential. Input currents can be in the
form of an external input through an electrode or synaptic input. In particular, such models
can describe the behaviour of neurons taking into account ion channels and their intrinsic
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Figure 3.5: Architecture of multi-compartment neuron model.
properties, to generate action potentials (spikes) governed by the dynamics of the model.
Single-compartment models are models that do not explicitly include the morphological
structure such as dendrites or the axon. With the spatial dimension ignored altogether, the
use of single-compartment models is often justified by considering the membrane potential
and other biophysical elements of the model as being the same everywhere in the neuron
[68]. Another common justification is to let the membrane potential variable represent the
voltage at a specific location such as the soma. However, one of the limitations of this is
the fact that spikes initiated in the axon is not taken into account. In particular, in the
case of cortical pyramidal neurons, initiation of spikes occurs in the Axon Initial Segment
(AIS), located in the axon in a region 20–40 µm from the soma [68].
On the contrary, multi-compartment modelling involves, as the name suggests, division
of neurons into multiple compartments, as illustrated in Figure 3.5. To give the model a
spatial dimension and structure, these multiple compartments are connected to each other
with a resistor in between. An equivalent circuit representation is given in Figure 3.6. For
more details on compartmental modelling including use of partial differential equations, a
comprehensive summary is given in Chapter 2 of [33]. The compartments are each modelled
to be small enough that an assumption of uniformity over the entire compartment can be
made. While Figure 3.6 illustrates a membrane with a single ion channel, multiple ion
channels can be included as being connected in parallel with each other [69]. As well, each
compartment is modelled in a similar fashion using Equation (3.2.1). Although inclusion of
the spatial dimension adds detail to a neuron model, its effectiveness is largely dependent
on the type of result that is to be achieved, whether it is with regards to single neuron
activity or perhaps, network behaviour. For the purposes of this work, the neurons in our
model will all be single-compartment models.
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Figure 3.6: A multi-compartment neuron model equivalent to an electrical circuit repre-
sentation.
3.4 Modelling Synapses
As previously described in Section 2.1.2, synapses involve a number of mechanisms that
ultimately result in transmission of electrical signals, allowing neurons to communicate with
each other. Therefore, modelling all the processes pertaining to synaptic transmission is
a highly demanding task. To simplify this task, synapses can be modelled with a focus
on the mechanism of opening of ion channels resulting in postsynaptic currents (PSCs),
without the details such as diffusion of neurotransmitter molecules. PSCs that increase
the probability of a postsynaptic action potential are excitatory, while those that decrease
the probability of a postsynaptic action potential are inhibitory, and this is dependent on
the type of ion making up the current. The determining factor for a postsynaptic neuron
to generate an action potential is the reversal potential of the postsynaptic current with
respect to the threshold for action potential generation in the postsynaptic neuron. If
the reversal potential for a PSC is greater than the action potential threshold, this causes
the postsynaptic membrane potential to reach beyond threshold, resulting in an increased
probability of an action potential. On the other hand, reversal potential for PSCs that are
less than action potential threshold keep the postsynaptic membrane potential less than
threshold, resulting in a reduced probability of an action potential [70].
Like ionic currents, synaptic currents can be modelled using a conductance, in this case
time-dependent, which is open upon the arrival of a presynaptic spike, and its product
with a voltage difference, as follows:
Isyn = g(t) · (Vpost − Vrev) (3.6)
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where g(t) is the synaptic conductance, Vpost is the membrane potential of the postsynaptic
neuron, and Vrev is the reversal potential of the synapse. For excitatory synapses such as
AMPA synapses, Vrev is approximately 0 mV, whereas for inhibitory synapses such as
GABA synapses, Vrev = -75 mV [33].
The time-dependent conductance g(t) can be modelled in several ways. A summary of
three different models is provided below.
3.4.1 Single-Exponential Decay
One of the most simple models is to assume g(t) rises instantaneously at time t0, from 0
to ḡsyn, then decays exponentially with a time constant τsyn:
Gexp(t) = ḡsyn · e
− (t−t0)
τsyn (3.7)
where ḡsyn is the maximal synaptic conductance of the connection from a presynaptic
neuron to the postsynaptic neuron, and t0 is the time of the presynaptic spike. This model
is quite a simplification since no transmission delay is being accounted for. However, since
the process of neurotransmitter release, diffusion across the cleft, binding to receptors, and
opening of ion channels, all happen on a very fast timescale, it is reasonable to assume the
channels jumping from a closed to open state, instantaneously.
3.4.2 Alpha Function
Another common synapse model is the use of an alpha function such as one given by the
following:
Gα(t) = ḡsyn · (t− t0) · e
− (t−t0)
τsyn (3.8)
where the parameters are the same as the single-exponential decay model.
For both of these models, since the variable t denotes time after presynaptic spiking,
there is a need to keep track of spike times. However this may be a computational difficulty,
and be an undesirable task.
3.4.3 Destexhe Synapse Model
Developed by Destexhe et al. in 1994, one other way of describing the synaptic conductance
is using a gating variable s, where s(t) denotes the fraction of open synaptic channels at
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time t [71]. Open synaptic channels refer to postsynaptic receptors that neurotransmitter
molecules bind to, followed by the opening of ion channels. In this way, the synaptic
conductance is described by
GDest(t) = ḡsyn · s(t) (3.9)





where T represents the neurotransmitter molecule binding to a postsynaptic receptor in the
closed state to change to the open state, and α and β are the forward and backward rate




= α[T ](1 − s) − βs (3.10)
where [T] is time-dependent, and represents the neurotransmitter concentration released
into the synaptic cleft upon the arrival of a presynaptic spike. Suppose a presynaptic spike
arrives at t = t0 and [T] jumps to Tmax, and at t = t1, [T] falls back to 0. Then, solving
Equation (3.10), we have
s(t− t0) = s∞ + (s(t0) − s∞)e−
(t−t0)








After the neurotransmitter-mediated pulse is gone, s(t) decays exponentially as
s(t− t1) = s(t1)e−β(t−t1), t > t1 (3.12)
To model the relationship between neurotransmitter release [T] and the presynaptic volt-








where Tmax is the maximal concentration of the neurotransmitter in the synaptic cleft, Vpre
is the presynaptic voltage, Kp is the steepness of voltage dependence, and VT is the voltage
at which the function is half-activated. Destexhe et al. suggest values of Tmax= 1 mM,
VT= 2 mV and Kp= 5 mV [71]. Using these values and ranging Vpre between -85 and 45
mV, Figure 3.7(a) shows [T] as a function of Vpre.
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(a) (b)
Figure 3.7: A: Plot of neurotransmitter release concentration, [T] as a function of the
presynaptic voltage, Vpre. B: Comparison of synaptic conductance, g(t) using an alpha
function model and the Destexhe synapse model.
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Chapter 4
Genetic Mutations in Absence
Epilepsy
4.1 Mutations in genes encoding sodium channels
Voltage-gated sodium channels are fundamental in membrane depolarization and the initial
phase of what constitutes an action potential. In neurons of the central nervous system,
these channels are encoded by four vital genes: Scn1a, Scn2a, Scn3a and Scn8a [72].
Mutations in any of these genes plays an important role in impairment and dysfunction
leading to various types and degrees of neurological disorders, including epilepsy. The
somato-dendritic and axonal regions of neurons not only differ in their function, but also
in the distribution of voltage-gated ion channels [73]. In the case of cortical neurons
including layer 5 pyramidal neurons, Nav1.2 and Nav1.6 encoded by Scn2a and Scn8a
respectively, are among the most prominent sodium channels present in both the axonal
and dendritic regions of these neurons [74][75].
One of the most influential studies regarding genetic mutations in absence epilepsy is one
by Papale et al. [76]. Mutations in the Scn8a gene were reported with effects associated
with absence seizures. Scn8a is responsible for encoding the sodium channel, Nav1.6.
This channel contributes largely towards repeated cell firing as well as the conductance of
persistent current [77]. For cortical neurons, the axonal initial segment (AIS) being the site
of action potential generation and firing, contains a high number of Nav1.6 channels [78][74].
Since membranes containing these channels are more excitable than those containing other
sodium channels, any impairment in Nav1.6 function, loss of function in particular, is
known to result in reduction of action potential firing due to an increase in threshold for
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initiation [79]. According to their study, adult rodents with Scn8a mutations exhibited
SWDs with burst frequency of 7–9 Hz, a typical signature of absence epilepsy for rodent
models. In particular, the effect of three different Scn8a mutants was studied, namely
Scn8aV 929F , Scn8amed and Scn8amed−jo. The amplitude, frequency of occurrence and
duration of SWDs was greater in mice with any of the variant channels as compared
to the control case. In order to characterize the seizure phenotype of Scn8a mutants,
ethosuximide (ETX) was administered. Ineffective against convulsive and focal seizures,
typically ETX is used for the treatment of absence epilepsy. The effect of treatment with
ETX saw a reduction in the number and duration of SWD episodes in mutants. This
further supported the relation between Scn8a mutants and their role in absence epilepsy.
In addition, it was determined that Scn8amed is a null mutation resulting in a loss-of-
function and Scn8amed−jo results in alteration in voltage dependence of activation and
inactivation of the sodium current. However, Papale et al. did not report the impact of
Scn8aV 929F (a chemically induced mutation) on sodium channel activity.
In 2014, similar work was conducted by Oliva et al., in which the effects of Scn8aV 929F
were determined [80]. A genetic absence epilepsy rodent model of the C3HeB/FeJ strain
was used for the purposes of monitoring EEG recordings. The most prominent effect
was the exhibition of frequent SWDs in EEG recordings especially associated with absence
epilepsy, confirming the role of Scn8a mutations in promoting SWDs. To perform biophys-
ical characterization of the variant channel, Nav1.6-V929F, whole-cell patch clamp analysis
was conducted in single cells. In particular, ND7/23 cells (dorsal root ganglion neurons)
were transfected with Nav1.6 WT and Nav1.6-V929F plasmid. The voltage dependence
of activation and inactivation for both the sodium channels was determined using voltage
clamp experiments and fit using a Boltzmann equation, as appropriate. In comparison
with Nav1.6 WT, expression of the Nav1.6-V929F mutant caused a depolarising shift in
activation, and a significant hyperpolarising shift in inactivation. This indicates a decrease
in channel activity as a depolarizing shift in activation would result in the neuron requir-
ing a more depolarized response to evoke excitation, while a hyperpolarizing shift in the
voltage dependence of inactivation indicates inactivation responses at an even more nega-
tive membrane potential. A computational model for a cortical layer 5 pyramidal neuron
derived from Hu et al. was also used to investigate the effect of Nav1.6-V929F mutant on
firing activity [81]. Results indicated that a larger stimulating current was required to ini-
tiate firing in the model expressing Nav1.6-V929F as compared to WT, as well as a lower
firing frequency for any given stimulus. This result was interesting as it does not align
with intuition which would lean more towards expecting increased excitation in excitatory
cortical neurons since seizures are characterized by hyperactivity. Thus, this expressed the
need for understanding other possible mechanisms resulting in net excitation ultimately
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contributing to SWDs and absence seizures.
For instance, since there is evidence of Nav1.6 expression in interneurons in the cortex
including inhibitory neurons [82], it is suggested that the loss of function Nav1.6 mutation
in inhibitory neurons would lead to reduced inhibition and thus give rise to SWDs [80]. Fur-
thermore, given the importance of inhibitory cortical interneurons as well as the inhibitory
neurons in the thalamus, such as RT cells, in the absence circuitry, loss of Scn8a in the
thalamic reticular nucleus in particular causes hypersynchrony of the thalamo-cortical sys-
tem, playing a key role in invoking absence seizures [83]. In the case of RT cells, results
from Makinson et al. show the effect of mutations in the Scn8a gene on thalamic syn-
chronization and firing patterns [83]. Thalamic slices from Scn8a mutant mice exhibited
spontaneous oscillatory activity, whereas this activity was not observed in the wild type.
In addition, post the deletion of Scn8a, RT cells displayed reduced excitation by producing
fewer action potentials in both modes of firing- tonic and bursting (see figure 4A and 4C1
from Makinson et al. [83]). The deficiency of Scn8a reduces excitation in the excitatory
cortical pyramidal neurons, leading to a deteriorating effect. However, the decrease in
activity of inhibitory neurons could result in a net effect of excitation and production of
SWDs associated with absence seizures.
In 2018, Ogiwara et al. discovered that mice with Scn2a variant, Scn2aRX/+ showed a
spontaneous epileptic phenotype of absence-like seizures [84]. Electrocorticography (ECoG)
and electromyography (EMG) recordings, measuring the electrical activity from the cere-
bral cortex and activity produced by skeletal muscles, were more prevalent with a greater
incidence in Scn2aRX/+ mice than the wild-type. Similarly, in a knockout mutation (where
the wild-type gene is made inoperative), Scn2aKO/+ mice, showed a similar ECoG-EMG
activity resembling absence seizures. In particular, the epileptic phenotype was depen-
dent on Nav1.2 deficiency particularly in excitatory neurons. Since Nav1.2 is abundantly
expressed in glutamatergic neurons including neocortical pyramidal neurons, examination
of Scn2a deficiency in cortical pyramidal neurons was a reasonable measure. Voltage-
clamp analysis of Scn2aKO/+ hippocampal pyramidal neurons showed an approximately
45% decrease in maximum sodium conductance density. Furthermore, using current-clamp
recordings, action potential properties of excitatory and inhibitory neurons in the neocor-
tical layer 2/3 and hippocampal CA1 region were investigated. While peak amplitude of
single action potentials and spike trains was lower by approximately 25% in Scn2aKO/+
mice than the control case, there were no significant differences in electrophysiological
properties of neocortical and hippocampal inhibitory neurons between the genotypes.
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4.2 Mutations in genes encoding h-channels
H-channels, first identified in the heart, are voltage-gated ion channels involved in modu-
lating excitability in regions of the brain [85]. They are also partly gated by the binding
of cAMP [86]. Cyclic AMP is an intracellular signaling molecule that activates certain
proteins enabling the activation of the h-channels [70]. Interestingly, unlike most other
voltage-gated ion channels, h-channels activate in response to membrane hyperpolariza-
tion, and their activation occurs much more slowly as compared to most other ion chan-
nels [87][85]. Although structurally similar to potassium channels, these channels largely
conduct sodium currents, hence producing a depolarizing response to membrane hyper-
polarization [88]. Thus, overall, h-channels function in stabilizing membrane potential to
either input- excitatory or inhibitory. In response to an inhibitory input (hyperpolariz-
ing input), h-channels activate and through the entry of cations into the cell, depolarize
membrane potential back towards rest, whereas depolarizing inputs deactivate h-channels
open at rest, and return the membrane potential towards rest by the removal of a net
depolarizing current (via its deactivation) [85][88].
H-channels are encoded by four genes, Hcn1 to Hcn4 [89], with Hcn1 primarily sig-
nificant in cortical pyramidal neurons and Hcn2 in neurons in the thalamus [90]. To
investigate the effects of h-channel alterations, several studies have been conducted in dif-
ferent types of neurons, with different results, depending on the investigation conducted.
With regards to absence seizures, some of the most significant results that have motivated
several studies have come from earlier work conducted by Ludwig et al. which involved
use of Hcn2-deficient mice [91]. In their investigation, mice lacking Hcn subtype 2 were
generated. Given that h-channels encoded by Hcn2 are abundant in the thalamus, their
results showed a near complete loss of the Hcn current in the thalamocortical relay neu-
rons of these mice. This further suggested that the h-current, Ih, is primarily generated
by Hcn2 in the thalamocortical (TC) neurons. In addition, it was also found that the
TC neurons with Hcn2-deficiency were more hyperpolarized than the wild type, indicating
the contribution of Ih to the resting membrane potential. In comparison to wild type,
TC neurons in Hcn2-deficient mice responded to the same depolarizing input with bursts,
whereas the wild type responded with tonic firing, increasing in frequency with increas-
ing input. This shows how the lack of Hcn2 contributes towards oscillatory activity in
thalamocortical networks. To further classify their results and the association with ab-
sence epilepsy, EEG recordings from freely moving Hcn2-deficient mice displayed frequent
bilaterally synchronous spike-and-wave discharges, typical of absence seizures.
The results of the study by Ludwig et al. provided important insight into the mecha-
nisms of absence epilepsy, especially towards investigating the contributions of Ih to hy-
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perexcitability in cortical neurons. One such study is by Strauss et al. in which pyramidal
neurons from the somatosensory neocortex of WAG/Rij rats were investigated [92] . The
approach involved evaluating the contribution of Ih in excitatory behaviour as associated
with absence epilepsy. To test for differences in Hcn activity between epileptogenic and
non-epileptogenic cortices, the h-current was blocked using application of ZD7288, a selec-
tive Hcn channel blocker, in cortical layer 2/3 pyramidal neurons. Neurons from epilep-
togenic cortices displayed lower sensitivity to ZD7288, thus indicating presence of a much
smaller Ih conductance than in neurons from non-epileptogenic cortices. Furthermore,
upon investigation of firing properties, all neurons exhibited a train of single action poten-
tials in response to depolarizing inputs. However, depolarizing inputs post application of
ZD7288 resulted in a change in the firing pattern from regular spiking to burst firing. The
bursting pattern ranged from 1–4 bursts at the beginning followed by regular spiking, to
repetitive bursting. This result suggests strongly that reduction of Ih induces burst dis-
charges. The authors also showed in their study the influence for lower Ih conductance on
increasing membrane resistance and thus affecting the membrane potential. These changes
affected by Ih ultimately suggest an increase in excitability of cortical neurons as well as
contribute towards the generation of SWDs and absence seizures in WAG/Rij rats.
Another study using WAG/Rij rats was conducted by Kole et al., building upon the
results previously obtained by Strauss et al. [93]. The study by Kole et al. focused on
investigating whether changes in Ih contribute towards generation of generalized seizures,
by tracking Ih expression with respect to seizure onset. WAG/Rij rats, and Wistar rats
(which do not typically show SWD seizures) were used. Layer 5 pyramidal neurons from
the primary somatosensory cortex from each animal type were further investigated for
comparison. In order to track Hcn channel expression, ECoG recordings were conducted,
at three stages of development. The recordings showed the first occurrence of spike-wave
discharges at a later stage in development. Subsequently, at the same stages of recordings,
Hcn1 expression was tracked, showing a reduced Hcn1 expression earlier in development
than the first SWD occurrence. This suggests that a reduction in Hcn1 expression precedes
the onset of seizures. In addition, the firing pattern of layer 5 pyramidal neurons of both
the Wistar and WAG/Rij rats was investigated at the developmental stage during which
SWDs were observed in the WAG/Rij animals. With a somatic current injection, while
regular spiking was observed in the Wistar neurons, in a significantly large proportion of
WAG/Rij neurons, burst firing was observed, with increase in frequency with increased
input. Interestingly, similar to the results in Strauss et al., post application of the Hcn
channel blocker ZD7288, the firing behaviour of the Wistar neurons changed from regular
spiking to repetitive bursting. To explain the behaviour observed by such Ih-mediated
changes, Kole et al. suggested that the loss of Hcn1 channels reduces the threshold for
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dendritic Ca2+ spikes, giving rise to burst discharges. As well, similar to observations by
Strauss et al., the authors found a significantly larger somatic and dendritic input resistance
in the WAG/Rij neurons than Wistar neurons. This may well be a possible reason for an






In 2005, Traub et al. constructed a network model consisting of 3,560 multi-compartment
neurons of multiple types to study population phenomena in the thalamocortical network
[1]. Neuronal types included superficial pyramidal neurons in layers 2/3, layer 4 spiny
stellate neurons, layer 5 tufted pyramidal neurons, layer 6 nontufted pyramidal neurons,
superficial and deep layer cortical interneurons, thalamocortical relay neurons (TC), and
neurons in the thalamic reticular nucleus (TRN). Within this population variety, neu-
rons had different intrinsic properties such as regular spiking (RS ), fast rhythmic bursting
(FRB), intrinsic bursting (IB), and low threshold spiking (LTS ). The purpose of their
study was to be able to replicate different population phenomena including thalamocorti-
cal sleep spindles, and synchronized population bursts resembling electrographic seizures
(seizures that are evident on EEGs), amongst other network behaviours. The use of multi-
compartment neurons allowed for a range of intrinsic neuronal properties to be taken into
account. In this model, connectivity of network components varied in being chemical (via
chemical synapses) and electrical (via gap junctions). In addition, Traub et al. also investi-
gated the necessity of gap junctions (these are narrow gaps between pre- and post-synaptic
neurons, containing ion channels through which ion flow is regulated directly by membrane
depolarization) between the axons of pyramidal neurons for population synchronization.
This model is particularly useful for its coverage on topics including slow sleep oscil-
lations and the transition to seizures, and some of the model predictions are consistent
with experimental recordings as well. With the incorporation of neurons from different
layers, this model takes into account the layered structure of the cortex. This serves the
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purpose of our investigation well since we would also like to explore the role of the cortex in
initiation and propagation of seizures across the cortex through the interaction of neurons
in the different layers. The diversity in neuron types, and the inclusion of firing behaviours
of isolated neuron models based on experimental data provide a useful baseline activity for
our investigation. Furthermore, some of the simulations performed pertain to the cortex
only (with the thalamus disconnected), and include the behaviour of cortical neurons in
different layers. In particular, such baseline activity is essential in our context of intro-
ducing gene defects at the single-neuron level and exploring the effects on behaviour of a
cortical network.
5.2 Model Components
All of the neurons in Traub’s model were described using multiple compartments, ranging
from 57 to 144 compartments. In addition, many of the compartments were grouped
together to form “levels” such that compartments within the same level had the same
membrane conductance density. For instance, level 0 was the axon, level 1 was the soma,
and levels 2 up to 18 were for the dendrites. Although the types of conductances were the
same for all of the neurons, the membrane conductance density distributions, as well as
the details of the kinetics differed between neuron types. The incorporated Ca2+, Na+,
and K+ currents included in the model are summarized in Table 5.1.
Current Current Description
Ih anomalous rectifier/ hyperpolarization-activated mixed cation current




IKdr delayed rectifier K
+ current
IKa transient inactivating K
+ current
IK2 slowly activating and inactivating K
+ current
IKm muscarinic receptor-supressed K
+ current









Table 5.1: Description of currents used in Traub’s model for all cell types
Since our focus is on the cortical component in the absence circuitry, for our model,
we will only be concerned with the layer 5 and layer 6 pyramidal neurons and the deep
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interneuron in the cortex. Henceforth, the phrase “all neuron types” will refer specifically
to these four neurons: layer 5 tufted intrinsically bursting (IB), layer 5 regular spiking
(RS), layer 6 non-tufted regular spiking (NRS) pyramidals, and the deep low-threshold
spiking (LTS) interneuron.
The soma for all neuron types was modelled as a cylinder with a surface area of 2πrl,
where r is the radius and l is the length. The radius was 9 µm for both IB and RS, 8 µm
for NRS, and 7.5 µm for LTS neurons, while the length was 25 µm for both IB and RS,
and 20 µm for both NRS and LTS neurons.





= Ihold + Iapp − Ih − INaf − INap − IKdr − IKa − IK2 − IKm − IKc −
IKahp − ICaT − ICaL − ILeak − Isyn
(5.1)
where Cm is the membrane capacitance (in µF/cm
2) with a value of 0.9 for all pyrami-
dals and 1.0 for the deep LTS interneuron. Ihold is the input current required to hold
and maintain the voltage of the neuron (also used in this context for setting the resting
membrane potential), Iapp is a steady applied current, and Isyn is a sum of AMPA- and
GABA-mediated synaptic currents (described in Chapter 7). A consistent set of units were
maintained such that voltage is given in mV, current in µA/cm2, membrane conductance
densities in mS/cm2, and time in msec.
5.2.1 Summary of Currents
Except where noted, all currents were modelled using the Hodgkin-Huxley formalism as
described in section 3.2.1. The details describing each current are given below.
Ih
The kinetics for the hyperpolarization-activated mixed cation current, Ih were based on
data in Huguenard and McCormick [95]. In their work, the current was derived from
voltage-clamp recordings of guinea pig thalamic relay neurons maintained in vitro as a
thalamocortical slice. The current is modelled as follows:
Ih = gh ·mh · (V − Vh) (5.2)
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where Vh is the reversal potential for this mixed cation current equal to -43 mV for all
cortical pyramidal neurons and -40mV for the deep LTS interneuron in the model, and gh
is the maximal conductance. The steady state activation function, and the time constant







) τmh = 1
exp(−14.59 − 0.086 · V ) + exp(−1.87 + 0.0701 · V )
INaf
The fast and transient inactivating Na+ current was described using a Hodgkin-and-Huxley
style equation
INaf = gNaf · (V − VNa) ·m3Naf · hNaf (5.3)
where VNa is the equilibrium potential for Na
+ equal to 50 mV for all neurons, gNaf is
the maximal conductance, mNaf is the activation variable, and hNaf is the inactivation
variable. The kinetics for this current were based on quantitative data in Martina and
Jonas [96].
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While the steady state activation function for the deep LTS interneuron was the same as
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The persistent, depolarization-activated Na+ current, INap was described using the follow-
ing equation,
INap = gNap · (V − VNa) ·mNap (5.4)
The kinetics for this current were based on quantitative data in Martina and Jonas [96].








The decay time constant, τmNap was described for all neuron types by
τmNap =
{





, V ≤ −40mV




, V > −40mV
IKdr
The delayed rectifier K+ current, IKdr was described using
IKdr = gKdr · (V − VK) ·m4Kdr (5.5)
where VK is the equilibrium potential for K
+, assumed to be -95 mV for all pyramidals
and -100 mV for the LTS interneuron, and gKdr is the maximal conductance. The kinetics
were based on data in Martina et al. [97].
The steady state activation function, mKdr∞ for all pyramidals, and mKdr∞L for the












The decay time constant, τmKdr was for all neurons by
τmKdr =
{
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, V > −10mV
IKa
The transient inactivating K+ current, IKa was described using the equations presented
by Huguenard and McCormick [95]:
IKa = gKa · (V − VK) ·m4Ka · hKa (5.6)












The decay time constants for activation and inactivation for all neuron types were described
by

















, V ≤ −63mV
9.5 , V > −63mV
IK2
The slowly activating and inactivating K+ current, IK2 equations followed Huguenard and
McCormick [95] and McCormick and Huguenard [98]:
IK2 = gK2 · (V − VK) ·mK2 · hK2 (5.7)













The decay time constants for activation and inactivation were described by























The muscarinic receptor-supressed K+ current, IKm was described using the equation
presented by Traub et al. [99]:
IKm = gKm · (V − VK) ·mKm (5.8)










The fast voltage and Ca2+-dependent K+ current, IKc was described using the following
equation:
IKc = gKc · (V − VK) ·mKc · Γ(χ) (5.9)
The equation involved a voltage dependent activation variable, mKc as well as a Ca
2+-
dependent term, Γ(χ), where [Ca2+]i is denoted by χ, and Γ(χ) = min (0.004·χ, 1.0)
[100].






















− αmKc , V ≤ −10mV
0 , V > −10mV
Whereas for the deep LTS interneuron, αmKcL = 2 · αmKc and βmKcL = 2 · βmKc.
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IKahp
The slow Ca2+-dependent K+ current, IKahp responsible for afterhyperpolarization, was
described using kinetics presented by Traub et al. [100].
IKahp = gKahp · (V − VK) ·mKahp (5.10)
The forward rate function, for all neurons, was Ca2+ dependent, and thus was a function
of χ.
αmKahp = min(0.0001 · χ, 0.01) βmKahp = 0.01
ICat
The low-threshold Ca2+ current, ICat was modelled using the following Hodgkin-Huxley
type equation,
ICat = gCat · (V − VCa) ·m2Cat · hCat (5.11)
where gCat is the maximal conductance and VCa is the reversal potential for Ca
2+ with a
value of 125 mV , for all neuron types.
The steady state activation and inactivation functions for all pyramidals were Boltz-

























The time constants for activation and inactivation, for all pyramidal cells, were described
by
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, V > −81mV
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The time constants for activation and inactivation, for the interneuron, were described by























Similar to the low-threshold Ca2+ current, the high-threshold current ICal was also mod-
elled using a Hodgkin-Huxley style equation.
ICal = gCal · (V − VCa) ·m2Cal (5.12)
The forward and backward rate functions, for all neurons, were described by
αmCal =
1.6
1 + exp(−0.072 · (V − 5))










The leak current for all neuron types were described as simple ohmic currents:
ILeak = gLeak · (V − VLeak) (5.13)
where the gLeak is the constant conductance and VLeak, the equilibrium potential, was
assumed to be -70 mV for all pyramidals and -65 mV for the deep LTS interneuron.
Ca2+ dynamics
Calcium dynamics are defined as presented in the work by Traub et al. [99]. A simple
proportional model of Ca2+ diffusion was used, with Ca2+ concentration denoted by χ (in
µmol/L) and the change in χ was described by:
dχ
dt










Here, the change in calcium concentrations was dependent only on ICal (in µA/cm
2). The
factor UICa is used to convert the units of current from µA/cm
2 to nA. The calcium
concentration was calculated beneath the soma-dendritic membrane. The area (in µm2)
and depth (in µm) varied depending on the neuron. The area is calculated according to
the measurements given in section 5.2. The depth at which the calcium concentration was
calculated was 12×10−3 µm for the IB and RS neuron, 4×10−3 µm for the NRS neuron,
and 2×10−4 µm for the LTS interneuron. The decay time constant for [Ca2+] was 50 ms
for the deep LTS interneuron, and 100 ms for all pyramidal neurons. The constant 5200
is used to convert current (in nanoamperes), time (in milliseconds), and volume (in cubic
micrometers) to concentration of Ca2+ ions (in µmol/L). In particular, Faraday’s constant
is used to convert charge to moles, and volume is converted from cubic micrometers to






1.92988 × 105 C
· 1 × 10
−12 C
1 msec




The maximal conductance values for each of the currents given in Traub’s model are

























































Table 5.2: Maximal ionic conductance densities as given in Traub et al. [1] and Cunning-
ham et al. [2]; Tables A4, A5, and A6 from Traub et al. [1] and Supplementary Material





Our work began with using Traub’s model as a starting point and reducing it on multiple
levels. At the larger, network-level, we reduced from a 3560-neuron model to a 4-neuron
model with each neuron of a different type. In particular, from the variety of neurons of
different layers, we chose to only include the layer 5 tufted regular spiking (RS) pyramidal,
layer 5 tufted intrinsically bursting (IB) pyramidal, layer 6 non-tufted regular spiking (RS)
pyramidal, and a deep low-threshold spiking (LTS) interneuron. In this regard, in our
reduced model we interpreted any input of current into our layer 5 neurons as projections
from other (upper) layers. Furthermore, Traub’s single-neuron models ranged in number of
compartments from 57 to 144 compartments which included a single-compartment soma, a
6-compartment branched axon, and multiple dendritic compartments. At the single-neuron
level, we made a reduction from a multiple compartments to a single-compartment, repre-
senting the soma. Each neuron was described by a Hodgkin-Huxley style model, exactly
the way described by Traub et al. [1]. Our goal was to retain the firing behaviour of these
neurons with a simpler model that does not account for spatial structure. In particular,
the goal for our single-compartment models was to exhibit similar frequency of firing as
compared to the multi-compartment model, for input of currents similar to those given in
Traub’s model simulations. For our reduced model, the types of conductances governing
single-neuron dynamics were kept the same. However, the membrane conductance densi-
ties (mS/cm2) required modification such that our single-compartment models reproduced
the behaviour of Traub’s multi-compartment models. It is important to note that we un-
derstand that these choice of modified parameters are not unique, and it is likely that
different sets of parameters could lead to similar results as well. However, our approach is
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reasonable since our analysis is qualitative in nature.
6.1 Layer 6 Non-tufted Regular Spiking Pyramidal
Neuron
According to Traub’s model, the non-tufted pyramidal neurons were morphologically char-
acterized as neurons with thin apical dendrites which do not produce branching formations
that reach Layer 1. While their intention was for the neuron model to resemble the struc-
ture of neurons of such type typically found in layer 5, as reported in the work by Mason
and Larkman [101], Traub’s model placed these neurons in layer 6. In this regard, the
the firing patterns of these neurons resembled those recorded by Mason and Larkman for
slender layer 5 non-tufted neurons in rodents. The firing patterns consists of burst-tonic
spiking (see Figure A6 from Traub et al. [1]). This type of firing is described as one with
an initial doublet (or triplet) followed by regular spiking. In order to model these neu-
rons, Traub et al. used kinetics of membrane conductances as used for layer 2/3 pyramidal
neurons in their previous work [99].
In our attempt to reproduce Traub’s model of this layer 6 pyramidal neuron by reducing
the multi-compartmental model to a single-compartment model, membrane conductance
densities were modified. Without any changes, the behaviour of the single-compartment
model using the parameters corresponding to the soma compartment in Traub’s model
(also given in Table 5.2) is shown in Figure 6.1, in response to different values of depolar-
izing current. The resulting behaviour consisted of fast-spiking, drastically different from
the expected firing pattern for this type of neuron. To prevent this behaviour, some of the
membrane conductance densities were changed, based on the effect on individual currents
on membrane potential. The holding current was set to 0 µA/cm2, and the leak conduc-
tance was increased to 2.6 mS/cm2 to increase the resting membrane potential. Since the
slowly activating and inactivating potassium current, IK2 has a strong effect on decreasing
the response to a depolarizing current, its conductance was increased, resulting in reduced
frequency of firing, however with an usual, irregular initial burst (Figure 6.2B,C,D). In an
attempt to resolve this, the conductance of IKm was increased from a value of 4.2 to 15 (Fig-
ure 6.2E ). In addition, given the transient nature of the fast inactivating current, IKa, its
conductance was increased to 150 mS/cm2 to reduce the initial burst (Figure 6.2F ), overall
giving similar results to that in Traub’s model. The resulting modified single-compartment
model is given in Figure 6.3.
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Figure 6.1: Single-compartment model for layer 6 non-tufted RS pyramidal neuron using
soma compartment conductance density values from Traub’s model. Units of applied
current are µA/cm2. A: Iapp= 0, B: Iapp= 50 ,C: Iapp= 80, D: Iapp= 100
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Figure 6.2: Stages of modification of membrane conductance densities for the single-
compartment layer 6 non-tufted RS neuron model, with a fixed constant applied current,
Iapp= 100 µA/cm
2. Units of conductance are mS/cm2. A: gK2=1, B: gK2=10, C: gK2=25,
D: gK2=45, E: gK2=45 and gKm=15, F: gK2=45, gKm=15, and gKa=150
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Figure 6.3: Firing behaviour of the single-compartment model for layer 6 non-tufted RS
pyramidal neuron, using our modified conductance densities. Units of applied current are
µA/cm2. A: Iapp= 50, B: Iapp= 70 ,C: Iapp= 102
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6.2 Layer 5 Tufted Intrinsically Bursting Pyramidal
Neuron
Traub’s model for the layer 5 intrinsically bursting (IB) neuron was based on work by
Larkum et al. [102]. The work presented in the latter paper involved investigating action
potential patterns and their correlation with depolarizing inputs of current in dendrites
and soma, and the underlying membrane mechanisms. Their motivation stemmed from
the understanding of non-homogeneity in distribution of voltage-gate ion channels across
the somato-dendritic membrane of pyramidal neurons [103]. In Traub’s model, current
injection occurred in the distal apical dendrites (dendrites which emerge apically from the
cell body). The resulting behaviour was slow depolarizations and bursts generated in the
dendrite, also known as dendritic bursts. This was also in agreement with experimental
work on burst firing mechanisms in rat neocortical pyramidal neurons by Williams and
Stuart [104]. In their study, bursting was characterized as strong or weak, depending on
the initial burst of action potentials as well as the firing pattern which followed. According
to their definition, strong bursting consisted of an initial burst of 2–6 action potentials,
followed by repeated bursting consisting of 2–3 actions potentials per burst. Williams and
Stuart also reported that dendritic depolarization strengthened burst firing, in which case,
bursting was sustained. On the contrary, somatic injection resulted in diminished bursting
over time (see Figure 7 of Williams and Stuart [104]). These definitions and observations
are also captured in Traub’s multi-compartment model of the layer 5 IB pyramidal neuron,
in response to dendritic depolarization.
As per Traub’s model, most of the voltage-dependent conductance kinetics were very
similar to the layer 6 pyramidal neuron, while bursting was largely dependent on the high-
threshold calcium conductance, gCal. Traub’s model also demonstrated generation of single
or multiple bursts depending on the strength of applied current, as shown in Figure A4 of
[1]. Bursting behaviour begins at depolarizations of over 1 nA (equivalent to 70 µA/cm2)
in strength, and is sustained for strengths of applied current larger than 1.5 nA (equivalent
to 104 µA/cm2). Since our single-compartment model does not take into account neuron
morphology except for the soma, modelling dendritic injection was not possible. Hence,
membrane conductance densities were adjusted in order for neuronal firing behaviour to
resemble Traub’s model results. The firing behaviour of our single-compartment model for
these neurons, without any conductance modifications is given in Figure 6.4.
Our conductance density modifications began by keeping the holding current at the
same value of -14 µA/cm2 (equivalent to -0.2 nA in Traub’s model), while the leak con-
ductance was reduced to 2 mS/cm2 to further decrease the resting membrane potential to
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match Traub’s model value of -80 mV. As was the case for the layer 6 non-tufted neuron
where gKm was one of the key conductances involved in reducing fast spiking, its value
for this neuron was increased as well from 11.9 to 30 mS/cm2 (Figure 6.5A). In order to
invoke bursting, gCal had to increased considerably as well (Figure 6.5B). The bursting
interval was larger than required, and since the slow Ca2+-dependent potassium current,
IKahp contributes in prolonging the phase between bursts, its conductance value was in-
creased to 3.5 (Figure 6.5C ). The conductance of the transient inactivating K+ current,
gKa was reduced slightly (Figure 6.5D), resulting in repeated bursts, consisting of 2 action
potentials, similar to the firing behaviour from Traub’s model. The final simulations post
modification of conductances in given in Figure 6.6.
In comparison with Traub’s model, the resting membrane potential for our single-
compartment model stays relatively the same at -80 mV. However, whereas the initial
burst in Traub’s model is followed by the peak amplitude reaching nearly -75 mV, our
single-compartment model is unable to capture similar dynamics as nearly all the bursts
are followed by peak amplitudes as high as -65 mV. These differences could be due to the
simplicity in our model’s setup. Given the absence of numerous compartments resulting
in a lack of contribution of either depolarizing or repolarizing effects of the multitude of
currents, the differences in our results are relatively unsurprising.
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Figure 6.4: Single-compartment model for layer 5 tufted IB pyramidal neuron using soma
compartment conductance density values from Traub’s model. Units of applied current are
µA/cm2. A: Iapp= 63, B: Iapp= 77 ,C: Iapp= 91, D: Iapp= 104
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Figure 6.5: Stages of modification of membrane conductance densities for the single-
compartment layer 5 tufted IB pyramidal neuron, with a fixed constant applied current,
Iapp= 105 µA/cm
2. Units of conductance are mS/cm2. A: gKm=30, B: gKm=30, and
gCal=10, C: gKm=30, gCal=11.5, and gKahp=3.5, D: gKm=30, gCal=11.5, gKahp=3.5, and
gKa=15
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Figure 6.6: Firing behaviour of the single-compartment layer 5 tufted IB pyramidal neuron,
using our modified conductance densities. Units of applied current are µA/cm2. A: Iapp=
30, B: Iapp= 70, C: Iapp= 97, D: Iapp= 100
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6.3 Layer 5 Tufted Regular Spiking Pyramidal Neu-
ron
Tufted neocortical pyramidal neurons in layer 5 also exhibit regular spiking in some cases
[104]. As reported in the study by Williams and Stuart, regular firing is typically invoked
by somatic depolarizations, with the frequency of firing increasing with increased depolar-
ization (see Figure 2 of Williams and Stuart [104]). For the layer 5 tufted regular spiking
(RS) pyramidal neuron in Traub’s model, although it was not clear whether the applied
current is dendritic or somatic, it is likely that the injection site is at the soma. While
the compartmental architecture of this neuron was the same as the layer 5 IB pyramidal
neuron, one of the key differences between the two neuron models was the high-threshold
calcium conductance, which was lower for the RS pyramidal neuron. Also, the conductance
density for the fast voltage and calcium dependent K+ current, IKc was higher as compared
to the layer 5 IB neuron. The firing behaviour of the layer 5 RS pyramidal neuron can be
seen in Figure A5 of [1].
We simulated the firing behaviour of this neuron using conductance densities for the
soma compartment as reported in Traub’s model, in our single-compartment model with
results given in Figure 6.7. Unsurprisingly, similar to the behaviour of the layer 5 IB
and layer 6 RS pyramidal neurons, the firing was very rapid. In fact, for an applied
current of 70 µA/cm2, repeated bursts were evoked. Thus, a similar approach of modifying
conductance densities took place. The holding current was kept the same at -28 µA/cm2
(equivalent of -0.4 nA from Traub’s model), and the leak conductance was also kept the
same at 2.8 mS/cm2, to keep the resting membrane potential at -81 mV. Using the adjusted
conductance densities of the layer 5 IB pyramidal neuron as a starting point, some of the
conductances for the layer 5 RS pyramidal neuron were modified. In order to reduce
the fast spiking nature and the initial burst firing, both gKa and gKm were increased
significantly (see Figure 6.8A). Since there is no bursting involved, the high-threshold
calcium conductance was reduced, and simultaneously, gKahp was also reduced (Figure
6.8B). The result of the modified single-compartment model is given in Figure 6.9.
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Figure 6.7: Single-compartment model for layer 5 tufted RS pyramidal neuron using soma
compartment conductance density values from Traub’s model. Units of applied current are
µA/cm2. A: Iapp= 55, B: Iapp= 70 ,C: Iapp= 85, D: Iapp= 100
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Figure 6.8: Stages of modification of membrane conductance densities for the single-
compartment layer 5 RS pyramidal neuron, with a fixed constant applied current, Iapp =
95µA/cm2. Units of conductance are mS/cm2. A: gKc=15, gKa=20, gKm=30, gCal=8 and
gKahp=1.5, B: gKc=15, gKa=40 and gKm=70, gCal=8 and gKahp=1.5
Figure 6.9: Firing behaviour of the single-compartment layer 5 RS pyramidal neuron, using
our modified conductance densities. Units of applied current are µA/cm2. A: Iapp= 55,
B: Iapp= 84, C: Iapp= 88, D: Iapp= 95
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6.4 Deep Low-Threshold Spiking Interneuron
One of the most common types of inhibitory interneurons found in the cortex are low-
threshold spiking (LTS) interneurons [105]. Low-threshold spiking cells generally require
relatively small depolarizations above resting potential to elicit action potential firing.
While interneurons usually tend to project locally, some layer 4 interneurons branch ex-
tensively and extend vertically into layers 2/3 and 5 [40, 105]. LTS cells are also charac-
terized to exhibit brief bursting, with an initial burst of action potentials in response to
depolarizing input currents [106]. In addition to low-threshold spikes from hyperpolarized
potentials due to depolarizing input, low-threshold spiking in response to hyperpolarizing
input at depolarized potentials is also one of the characteristics [107]. They also display
spike-frequency adaptation in spiking behaviour following low-threshold spikes [106].
Traub’s model of deep layer LTS cells was based on a model by Cunningham et al.
[2]. However, it is unclear what layer(s) “deep” exactly corresponds to. The response of a
single model interneuron to a brief depolarizing current pulse is given in the supplemental
material of Cunningham et al. [2]. The initial burst of low-threshold spikes, followed by
spike-frequency adaptation, as described in the experimental work by Kawaguchi [107, 106]
is evident in this firing response. However, the response of the model interneuron to
hyperpolarizing input is not provided, which makes it unclear if the model is capable of
achieving this response or not. The firing behaviour of the model deep LTS interneuron,
is given in Figure A2 of [1]. Using the conductance densities for the soma compartment
as reported in Traub’s model, the response of our single-compartment model is given in
Figure 6.10.
Since the default firing behaviour consisted of a single spike, in order to increase spik-
ing, gNap was increased to 120 mS/cm
2. Conductance density for the persistent sodium
current needed to be increased further to result in more spiking, and a higher peak mem-
brane potential amplitude. The changes from 120 to 170 mS/cm2 are shown in Figure
6.11A–B. Minimal spike-frequency adaptation, a common feature of LTS cells, is also ev-
ident in these simulations. Although the peak membrane potential amplitude reaches the
appropriate value of approximately 35 mV, the spike frequency needed to be reduced. The
conductances of both IKm and IK2 were increased gradually, shown in Figure 6.11C–D.
The afterdepolarization activity indicated that the fast voltage and calcium-dependent
potassium current conductance, gKc needed to be reduced (Figure 6.11E ). Lastly, the con-
ductances of both IKm and IK2 were increased further to reduce the spike frequency (Figure
6.11F ). The results of the modified single-compartment model is given in Figure 6.12.
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Figure 6.10: Single-compartment model of deep LTS interneuron using soma compartment
conductance density values from Traub’s model. Units of applied current are µA/cm2 with
a value of 42.
Figure 6.11: Stages of modification of membrane conductance densities for the single-
compartment deep LTS interneuron, with a fixed constant applied current, Iapp=
42 µA/cm2. Units of conductance are mS/cm2. A: gNaf=120, B: gNaf=170, C:
gNaf=170, gKm=gK2=2, D: gNaf=170, gKm=gK2=4, E: gNaf=170, gKm=gK2=4, gKc=15,
F: gNaf=170, gKm=gK2=9, gKc=15
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Figure 6.12: Firing behaviour of the single-compartment deep LTS interneuron, using our
modified conductance densities. Units of applied current are µA/cm2. A: Iapp=42, B:
Iapp=55, C: Iapp=65, D: Iapp=80
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The following parameters were used for all of our single-compartment neuron models,































































According to Traub’s model, the time course for AMPA conductances took the form of an
alpha function as given in Section 3.4 by Equation (3.8). In this case, ḡsyn is the AMPA
conductance scaling constant (maximal synaptic conductance), t is time after a presynaptic
spike, and τsyn is the decay time constant. To maintain consistency in units, the default
units of nS were converted to mS/cm2 by dividing by the area of the postsynaptic neuron.
Although in appearance the conductance Gα(t) is a simple non-linear function of time,
its use is undesirable. Instead, we have made use instead of the nonlinear Destexhe synapse
model, GDest(t), given by Equations (3.9)–(3.13). Our motivation behind this is to remain
within the realm of being biologically plausible, especially since the Destexhe model is
by definition, biophysical in nature, with its kinetics similar to the manner in which ion
channel modelling is defined.
As per Destexhe [71], we are working under the condition of a neurotransmitter pulse
of duration 1 ms and amplitude of 1 mM. This means Tmax= 1 mM and t1= 1 ms, and as
well, we are using VT = 2 mV and Kp = 5 mV.
The decay time constant, defined as 1
βA
, is between 4.5–5.3 ms [33][108]. This gives a








According to Ermentrout et al., the rise time constant (τsA =
1
αA+βA
) in cortical pyramidal
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Figure 7.1: Rise time constant, τs, as a function of the rise rate of conductance, α, for the
lower and upper bound on decay rate of conductance, β.
neurons is between 0.4–0.8 ms [33].










Using Equation (7.2) with both βAupper = 0.222 ms
−1 and βAlower = 0.1886 ms
−1 gives a
range for the rise rate of conductance, αA (inmM
−1ms−1). Thus, as βA ranges from 0.1886–
0.222 ms−1, αA ranges from 1.0614–2.3114 mM
−1ms−1 to 1.0280–2.2780 mM−1ms−1, re-
spectively.
Figure 7.2 shows how the Destexhe model compares for the upper and lower bounds on
αA and βA. We chose an average value of 0.6 ms for τsA, and 0.2173 ms
−1 for βA, taken from
results on excitatory synaptic currents in excitatory cortical neurons by Hestrin [108]. This
gives a value for αA equal to 1.4493 mM
−1ms−1. Since the rise and decay time for AMPA
synapses on cortical inhibitory neurons is about twice as fast as cortical pyramidal neurons,
the rise and decay rate of conductances for synaptic connections to the interneuron are
chosen to be 2·αA and 2·βA [108].
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Figure 7.2: Gating variable s(t) from Destexhe’s synapse model using minimum and max-
imum values of rise and decay rates of conductance, α and β. Note: G∗Dest(t) is the model
using our chosen average rise and decay rates, α = 1.4492 mM−1ms−1 and β = 0.2173
ms−1.
62
Presynaptic Neuron Type Postsynaptic Neuron Type αA (mM
−1ms−1) βA (ms
−1)
Pyramidal Pyramidal 1.4493 0.2173
Interneuron 2.8985 0.4346
Table 7.1: Values of rise and decay rates of conductance for different AMPA synapses in
our model.
7.2 GABA Synapse
According to Traub’s model, the time course for GABAA conductances took the form of
a single exponential decay model as given in Section 3.4 by Equation (3.7). In this case,
the maximal synaptic conductance was mediated by GABA binding to GABAA receptors.
Since only GABAA connections are considered in our model, henceforth GABAA will be
referred to simply as GABA.
By similar reasoning as in the case of the AMPA synapse, Traub’s use of the exponential
decay model for the GABA synapse, was replaced instead with the nonlinear Destexhe
synapse model, GDest(t). The decay time constant, τG was chosen to be 20 ms in Traub’s
model for synapses on all cortical neurons from the LTS interneuron. This was done under
their assumption that the time course of dendritic inhibitory post synaptic conductances
(IPSCs) was longer as compared to the soma and regions close to the soma. Since our model
does not include a spatial component, the decay time constant was chosen appropriately.
According to Destexhe et al. [71], fitting of their model to whole-cell recordings of GABAA
currents in hippocampal neurons gave a decay time constant of about 5.6 ms. Furthermore,
decay times of inhibitory synaptic conductances in Purkinje neurons vary from a slow
decay time of 12.5 ms to a fast decay time of 8.5 ms [109]. For pyramidal neurons in the
somatosensory cortex, the decay time constant is given as approximately 8 ms [110]. For
our model, we chose a value of 8 ms, which is appropriate keeping in mind the typical
numbers in the literature. Thus, this gives βG = 0.125 ms
−1. As for the rise rate of
conductance, αG, we chose a value of 5 mM
−1ms−1 as given by Destexhe et al. [71].
Presynaptic Neuron Type Postsynaptic Neuron Type αG (mM
−1ms−1) βG (ms
−1)
LTS all cortical neurons 5 0.125
Table 7.2: Values of rise and decay rates of conductance for GABA synapses in our model.
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7.3 Synaptic Dynamics
All synaptic dynamics in our model followed the Destexhe synapse model, given by Equa-
tions (3.9)–(3.13). We note that the maximal conductance is the maximum conductance
from a single active synapse from neuron of type i to neuron of type j. The synaptic
current in this instance is
Isyn ij(t) = ḡsyn ij · (Vj − Vrev) · si(t)
where the synaptic current, Isyn ij is from neuron i to neuron j, ḡsyn ij is the maximal
conductance, si(t) denotes the fraction of open synaptic channels, Vj is the membrane
potential of neuron j, and Vrev is the reversal potential for the postsynaptic current. Such
a connection is illustrated in Figure 7.3.
Figure 7.3: Single-synapse model from neuron of type i to neuron of type j.
If neuron j receives input from N neurons of type i, then the total synaptic current is
given by the following equation, and such a connection is illustrated in Figure 7.4.




Figure 7.4: Multiple-synapse model from N neurons of type i ’s to neuron of type j.
If all N neurons of type i are active at the same time, then the maximal conductance
received by neuron j is equal to N · ḡsyn ij. In our reduced network model, each neuron type
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Figure 7.5: Schematic of our reduced network model. Solid lines denote excitatory synapses
and dashed lines denote inhibitory synapses. Note: RS: layer 5 tufted regular spiking, IB:
layer 5 tufted intrinsically bursting, NRS: layer 6 non-tufted regular spiking (pyramidal
neurons), LTS: deep layer low-threshold spiking (interneuron).
(pyramidal and interneuron) receives input from a single neuron of all the other types. So,
in order to represent these multiple synapses with a single synapse, we need the synaptic
current to have the following form:
Isyn ij(t) = N · ḡsyn ij · (Vj − Vrev) · si(t) (7.4)
A schematic of the reduced network model is given in Figure 7.5.
First and foremost, for each synapse, we define the baseline maximal conductance as
the minimum value that allows spiking in a single presynaptic neuron to evoke some level
of spiking in a single postsynaptic neuron. Although neuronal responses are integrative in
nature due to input from a relatively large number of nearby neurons, our small network
is incapable of taking this feature into account. Hence, our definition of baseline activity
consisting of “some level of spiking in a single postsynaptic neuron” refers to our way of
compensating for the small size of our network as well as the limited synaptic input to each
neuron in our network. Using Traub’s maximal synaptic conductances as a starting point,
it was noted that for almost all synapses in our reduced model, baseline synaptic activity
was not achieved. To rectify this, we used a scaling factor to scale all of Traub’s values.
Multiple simulations were performed for each synapse, and it should be noted that GABA
synaptic conductances were set such that spiking in the interneuron evoked an inhibitory
response on the excitatory pyramidals. Some of the simulated results are given in Figure
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7.6. The modified maximal synaptic conductances as they compare to those in Traub’s
model are given in Table 7.3. While the AMPA conductances in Traub’s model range from
1.0–2.0 nS, and ours from 12.0–70.0 nS, it should be noted that our values are reflective
of the fact that our model consists of single synapses from each neuron type. Similarly,
GABA conductances in Traub’s model range from 0.01–0.05 nS while ours are in the 100–
350 nS range. According to a cortical network model by Lytton and Sejnowski [111], the
maximal excitatory conductance for a single neuron was 5000 nS, with 10 nS per synapse.
For inhibitory synapses, their model uses a maximal conductance of 100 nS for a single
neuron with 1 nS per synapse. In this regard, our range for AMPA and GABA synapses
seems reasonable, especially since our model is a reduction of a much larger network.
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Presynaptic neuron Postsynaptic neuron Traub’s baseline (nS) Our baseline (nS)
















Table 7.3: Baseline maximal synaptic conductance values for all synapses in the reduced




Figure 7.6: Simulations exhibiting firing activity of neurons for different synapses to set
baseline synaptic conductances. (a): synapse from layer 5 intrinsically bursting neuron
(IB) to deep low-threshold spiking interneuron (LTS), (b): synapse from layer 6 regular





All model simulations were performed on macOS using MATLAB’s standard solver for
ordinary differential equations (ODEs), ode45. This function is based on an explicit Runge-
Kutta formula, the Dormand-Prine method, which combines calculation of fourth- and
fifth-order accurate solutions. In general, systems with solutions with slowly changing
parts together with rapidly changing components are known as being stiff. Since our
models consisted of rapid changes characterized by spiking, we could classify them as
being relatively stiff. For stiff systems, in general, Runge-Kutta methods either fail or the
computation is time intensive with a small step size. Even though our models did not
fail with the use of function ode45, we performed the same simulations with MATLAB’s
ODE solver for stiff systems, ode15s. This function is a multi-step implicit solver with
the maximum order of the numerical differential formulas set to a default value of 5. A
comparison of solutions using both functions, ode45 and ode15s is shown in Figure 8.1. It
is seen that the difference between both solutions is relatively small. Since both solutions
are qualitatively alike and the computation time is nearly the same (elapsed computation
time using ode45 was on average 0.5% less than using ode15s for producing Figure 8.1),
we chose to use ode45 for all our simulations.
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Figure 8.1: Comparison of solution using MATLAB’s ODE solvers ode45 (for non-stiff
systems) and ode15s (for stiff systems).
8.2 Isolated single neurons
To begin our investigation of our network’s behaviour, we first consider the behaviour of
the individual neurons. In this regard, first and foremost, the firing rate versus input
current (f-I curves) for all four neuron types were generated. The firing rate for layer 5 and
6 RS neurons, and the interneuron was defined as the number of spikes per second, while
for the layer 5 IB neuron, it was defined as the number of bursts per second. The input
current to all neurons was varied over the range of 0 and 130 µA/cm2 (corresponding to
1.2 to 1.8 nA depending on the neuron type), in increments of 0.25 µA/cm2. We chose
this range based on two observations: first, beyond this range the layer 5 IB neuron only
exhibited an initial burst followed by spikes with a large after-depolarization, and second,
this range provided sufficient excitation to all our other cortical neurons whereas values
beyond this range only increased the firing frequency even further. For a better comparison
of firing/bursting rate of all neuron types, the f-I curves are plotted together for a defined
frequency range of 0 to 60 Hz, as shown in Figure 8.2.
As can be noted, the firing curves for layer 5 RS and layer 6 RS neurons are similar
in the sense that both neurons require similar amounts of stimulating current to initiate
firing. While the layer 5 IB neuron requires the largest current input to initiate firing, the
interneuron requires the smallest current and also produces more action potentials for most
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inputs. This reflects the intrinsic nature of the interneuron well since it is a low-threshold
spiking neuron, thus, requiring a relatively smaller stimulus to initiate firing. Qualitatively
speaking, the firing behaviour of all neurons was comparable to firing patterns reported
in experimental works [104][37]. To illustrate their firing behaviours, as isolated single
neurons, each neuron is given a fixed, constant input of current for the duration of the
simulation. The size of input currents was chosen based on the range of 0 and 130 µA/cm2
used for computing the f-I curves, such that the values were towards the relatively high
end of this range. With no synaptic connectivity between each other, each neuron has its
own firing frequency as seen in Figure 8.3. As was observed earlier in Chapter 6, the layer
6 RS and the interneuron both exhibit fast spiking when the depolarizing current is turned
on (in this case, fast spiking is observed in the first 30 ms), followed by regular spiking.
71
Figure 8.2: Firing rate vs input current (fI-curves) for all neuron types. Note: RS: layer 5
tufted regular spiking, IB: layer 5 tufted intrinsically bursting, NRS: layer 6 non-tufted
regular spiking (pyramidal neurons), LTS: deep low-threshold spiking (interneuron)
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Figure 8.3: Input to all pyramidal neurons and interneuron, with no connectivity between
neurons. The colours indicate neuron type as given in Figure 8.2. Units of applied current
are µA/cm2.
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8.3 Default state: inhibited network
With all synapses active, including those from the interneuron to all pyramidal neurons,
this is the default state and we label it as the “inhibited network”. We test its behaviour
for cases of applied current to different neurons. Figure 8.4(a)–(b) illustrates network
behaviour for input to layer 5 pyramidal neurons only and input to layers 5 and 6 pyramidal
neurons, respectively. In both cases, network activity is synchronized and without any
applied current to the interneuron, all neurons exhibit regular firing. While application
of current to the layer 6 pyramidal neuron reduces its membrane potential maximum
significantly, the neuron exhibits a strong after-depolarization as well as an increased after-
hyperpolarization. Subsequently, in the layer 5 IB neuron, after-depolarization is removed,
while appearing in the layer 5 RS neuron. The action potentials of the interneuron are
qualitatively the same in both the cases. A closer look at the action potentials comparing
cases (a) and (b) is given in Figure 8.4(c).
The synchronized nature of firing of all neurons is a result of the synaptic connectivity
between all of them since the baseline connectivity was set such that spiking in one neuron
results in a response in the other, with some periodicity. The type of firing (regular spiking)
of all neurons is interesting to note given that one of the neurons has bursting properties
by default. However, its bursting behaviour being transformed into regular spiking does
not come as a surprise since a network consisting of only the layer 5 IB neuron and the
interneuron reveals activity consisting of alternating bursts consisting of 5 spikes and 2-
spike bursts (see Figure 8.6(a)). This behaviour is a result of a negative feedback loop
from the inhibitory neuron’s ability to suppress bursts into single spikes. Interestingly,
input to the interneuron removes the 5-spike bursts in (a) to 2-spike bursts. Since our full
network includes synapses from all pyramidal neurons to the interneuron, the otherwise
alternating activity of the IB neuron as seen in Figure 8.6 is lost due to the recurrent
excitatory feedback from other pyramidal neurons resulting in the interneuron’s repetitive
spiking.
Figure 8.5(a)–(c) shows the network behaviour when the interneuron has a nonzero
applied current. As the input is increased from 43 to 50 µA/cm2, oscillations in activity of
all pyramidal neurons arise, and eventually are fully suppressed as the interneuron spikes
repetitively. Since increasing the input to the interneuron increases its firing frequency,
consequently, the pyramidals are unable to recover from the hyperpolarizing response before
the interneuron fires again, as a result inhibiting the firing of all excitatory pyramidals.
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(a) Input to layer 5 (RS and IB) pyrami-
dal neurons only
(b) Input to pyramidal neurons only
(c) Comparison of cases (a) and (b)
Figure 8.4: Default state of network with full connectivity between all neurons. (a)–(c):
variation of input to pyramidal neurons with no input to interneuron. Units of applied
current are µA/cm2.
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(a) Input to all neurons with IappL= 43
µA/cm2
(b) Input to all neurons with IappL= 45
µA/cm2
(c) Input to all neurons with IappL= 50
µA/cm2
Figure 8.5: Default state of network with full connectivity between all neurons. (a)–(c):
variation of input to interneuron with input to all pyramidal neurons as in Figure 8.4(b).
Units of applied current are µA/cm2.
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8.4 Modelling impaired GABA synapses
Investigating network behaviour in the case of complete disinhibition is very reasonable as
there is evidence of impaired GABA inhibition in the case of absence epilepsy. In particular,
efficacy of intracortical GABAergic mechanisms has been shown to be reduced significantly
in cortical slices of rodent models of absence epilepsy compared to non-epileptic controls
[112]. In addition, sudden generalized bilaterally synchronous spike-and-wave discharges
have been reported in EEG recordings from the cortex following blockade of GABAA re-
ceptors with penicillin, indicating the vital role of disinhibition in generating SWDs. In
Figure 8.7, inhibition is progressively reduced by 50, 75, 90 and 100 percent. By this we
mean reducing the GABA conductance strength for synapses from the interneuron to pyra-
midal neurons. In all these simulations, there was no applied current to the interneuron.
Interestingly, as inhibition is reduced, the nature of firing of all neurons changes from reg-
ular spiking to bursting. The firing frequency of the network also reduces significantly by
61% from 23 Hz to 9 Hz. As a disinhibited network, the expected behaviour of all neurons
was an increase in firing frequency. However, given the result of bursts, we hypothesized
that perhaps the bursting was a consequence of the existence of an intrinsically bursting
neuron in our population. Thus, we considered its removal such that we had a R-N (layer
5 RS and layer 6 RS pyramidal neurons) network only.
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(a) Input to IB pyramidal neuron only
(b) Input to both IB pyramidal neuron and interneuron
Figure 8.6: Network consisting of layer 5 IB neuron and LTS interneuron only. Units of
applied current are µA/cm2.
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(a) Inhibition strength reduced by 50% (b) Inhibition strength reduced by 75%
(c) Inhibition strength reduced by 90% (d) Complete disinhibition
Figure 8.7: Network with full connectivity between all neurons, with varying strengths of
inhibition. Strength of inhibition refers to magnitude of synaptic conductance from LTS
interneuron to all pyramidal neurons. Units of applied current µA/cm2.
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Figure 8.8: Network consisting of layer 5 RS pyramidal neuron and LTS interneuron only
with input to both neurons. Units of applied current are µA/cm2.
With input to both neurons in the R-N network, both neurons exhibit synchronized
bursts (see Figure 8.8). This indicates that for our neural population, burst discharges
are network-induced responses in neurons that would otherwise in isolation exhibit regular
spiking firing properties. This result is in agreement with some bursting behaviours found
in the literature. In general, bursting may be an intrinsic property resulting from inter-
actions among ionic currents governing the dynamics of a neuron, or it may be a network
phenomenon governed by synaptic interactions of individual neurons.
In addition, there exist bursting patterns that are of qualitatively different types when
generated by different mechanisms. For our neural population, two bursting types were
observed, namely, square-wave bursting (for the RS, IB, and LTS neurons) and parabolic
bursting (for the NRS neuron). Square-wave bursting is characterized by states of depo-
larized repetitive firing during which action potentials ride on a depolarized plateau, and
a silent phase during which there is no firing. Parabolic bursting refers to bursting during
which the firing frequency increases and decreases through the course of the burst. While
the bursting frequency was the same for all neurons as they exhibited synchronized activ-
ity, the number of action potentials in the “active” (spiking) phase of the burst differed
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between neurons. For the RS and IB neuron, in addition to action potentials, bursts also
consisted of subthreshold membrane potential oscillations. This type of activity refers to
when the membrane potential is below action potential threshold, however, voltage fluctu-
ations occur, which may be due to intrinsic properties of the neuron or due to postsynaptic
potentials [113]. Given that none of the neurons in our population exhibit such behaviour in
isolation, we can attribute these subthreshold oscillations as behaviour induced by synap-
tic connectivity between the neurons. On the other hand, for the NRS and LTS neuron,
bursts consisted only of action potentials with an average of 7 and 5 action potentials per
burst, respectively. Given in Table 8.1 are the average lengths of inter-burst interval (IBI)
and burst interval, for all neurons in a network with complete disinhibition.





Table 8.1: Average inter-burst interval (IBI) and burst interval lengths for all neurons in
a network with complete disinhibition.
Without any GABAergic inhibition, as individual neurons receive feedback from all
other neurons in the network, the depolarization from this feedback is over their threshold
potentials for a period of time that is sufficiently long to generate bursts. On the contrary,
in the presence of inhibition, the network consists of strong inhibitory feedback loops from
the interneuron to all pyramidal neurons. As a result, as pyramidal neurons receive external
stimuli, the excitatory synapses formed with other pyramidal ensure strong excitation to
each other, and to the interneuron as well. Consequently, firing of pyramidal neurons
is rapidly damped by strong inhibition by the interneuron, making it difficult for the
pyramidal neurons to produce bursts of action potentials. Bursting activity of the network
also drives the activation of certain ion channels, which play a role in the mechanism
producing these bursts. For instance, to compare the inhibited and disinhibited network,
the concentration of calcium is plotted against time in Figure 8.9. As expected, there is a
significant increase (about 3–5 times) in [Ca2+] in the disinhibited case. This is expected
because of the typical role of calcium in producing bursts. In some cases, the mechanism
underlying bursts involves a slow inward current, such as INap or ICat which works towards
depolarizing the membrane potential, producing a burst. In particular, the depolarized
plateau that action potentials ride on are attributed to the influx of Ca2+ which depolarizes
the membrane and facilitates repetitive firing. The activation of these currents is followed
by the slow activation of voltage or calcium-dependent outward currents such as IKm or
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Figure 8.9: Time course of [Ca2+] concentration for each neuron in the inhibited network
(Left) and disinhibited network (Right). Note: RS: layer 5 regular spiking, IB: layer
5 intrinsically bursting, N : layer 6 regular spiking (pyramidal neurons), L: deep layer
low-threshold spiking (interneuron).
IKc, therefore repolarizing the neuron back towards resting potential.
An analysis of all gating variables for individual neurons was performed for both the
inhibited and disinhibited network, to try and understand the role of the various ionic
currents. Interestingly, while qualitatively the time course for all gating variables was
different between both cases, the magnitudes were similar for all activation variables except
for mKm, mK2 and mh. Figure 8.10(b) shows the time course of mNaf and mCat. As shown
in Figure 8.10(a), throughout the duration of the burst, the activation variables mKm
and mK2 increase in magnitude, and at the end of the burst, begin to slowly decay. The
significant aspect of these gating variables is the change in their magnitude at the start
and end of the burst, which is greater between the inhibited and disinhibited case. This
result seems to indicate that the slow activation of IKm and IK2, upon sufficient activation,
is able to terminate bursts, as these are outward currents.
As is the case in absence epilepsy, with a disinhibited cortical network, synchronized
discharge of all neurons is very evident in our network as well. In fact, our network is
able to generate its own form of spike-and-wave oscillations within the disinhibited regime,
where the spikes are interpreted as synchronized burst discharges of all neurons and the
waves as periods of quiescence.
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(a) Time course of activation variables for the muscarinic receptor-suppressed K+ current (mKm)
and slowly activating and inactivating K+ current (mK2) for each neuron from 200 to 450 ms.
(b) Time course of activation variables for the fast and transient inactivating Na+ current (mNaf )
and low-threshold inactivating Ca2+ current (mCat) for RS neuron from 200 to 450 ms.
Figure 8.10: Time course of activation variables for each neuron in the inhibited network
(Left) and disinhibited network (Right). Note: RS: layer 5 regular spiking, IB: layer
5 intrinsically bursting, N : layer 6 regular spiking (pyramidal neurons), L: deep layer
low-threshold spiking (interneuron)
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8.5 Modelling sodium channel defects
Variant forms of a gene are called alleles. Some of these variants can be spontaneous where
alterations of a gene found at the same place on a chromosome arise from mutations,
while some alleles can be chemically induced. A species possessing two different alleles
of a particular gene is known as a heterozygote. We know from experimental data that
mutations in Scn2a and Scn8a genes lead to functional changes in subtypes of the sodium
channels, Nav1.2 and Nav1.6 respectively, resulting in a channelopathy such as absence
epilepsy.
In the 2009 study by Papale et al., EEG recordings from mice carrying Scn8a mutations
revealed appearance of spike-wave discharges in heterozygotes with the Scn8aV 929F 1 allele,
as well as heterozygotes with Scn8amed2 and Scn8amed−jo3 alleles [76]. Since Scn8amed is a
loss-of-function null allele, we interpret this as the shutoff of the sodium channel it encodes
[114].
Scn8amed−jo is a missense mutation, which refers to a point mutation resulting in an
amino acid substitution, and it has been implicated in alterations in voltage dependence
of activation and inactivation [115]. In particular, voltage clamp procedures performed
on Xenopus oocytes to study the electrophysiological effects of Scn8amed−jo revealed the
effect on the voltage dependence of channel gating [115]. Accordingly, the Nav1.6med−jo
channel demonstrated an approximately 14 mV depolarizing shift in activation. For the
sodium channel activation, while the half-activation (V1/2) for the wild-type channel was
-23.9 ± 1.9 mV, for the mutant channel it was -9.8 ± 1.5 mV. The slopes of the curves
were k = 4.4 ± 0.8 and 4.1 ± 0.6 for the wild-type and mutant channels respectively. The
voltage dependence of inactivation exhibited a shift that was similar in nature to the shift in
activation since in voltage-gated sodium channels, activation and inactivation are coupled.
The V1/2 for the wild-type channel was -51.1 ± 0.6 mV with k = 5.7 ± 0.3 and for the
mutant channel, it was -44.3 ± 0.9 mV with k = 5.0 ± 0.3.
At the time of the study by Papale et al., while Scn8aV 929F was known to be im-
plicated in absence epilepsy, its functional impact on sodium channel activity was not
known [76]. However, in 2014, examination of Nav1.6V 929F by Oliva et al. suggested al-
terations in voltage dependence of activation and inactivation of the channel, similar in
nature to Nav1.6med−jo, with depolarizing shifts in activation of approximately 6 mV and
a hyperpolarizing shift in inactivation of approximately 12 mV. Accordingly, their results
1A chemically induced allele; synonym for Scn8a8J allele
2A spontaneous allele; med stands for motor end plate disease
3A spontaneous allele; symbol jo stands for jolting
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suggested V1/2 of activation for the wild-type channel, for dorsal root ganglion neurons
used in their study, was −15.2±1.7 mV with k = 9.37±1.4, and for the mutant channel it
was −9.33 ± 1.6 mV with k = 7.53 ± 0.6. Whereas, V1/2 for inactivation for the wild-type
channel was −36.58 ± 2.2 mV with k = −7.32 ± 0.2 and for the mutant channel it was
−48.37 ± 1.9 mV with k = −6.11 ± 0.2.
Nav1.2 and Nav1.6 channels, encoded by Scn2a and Scn8a respectively, are found
abundantly in hippocampal and cortical neurons, including layer 5 pyramidal neurons. In
fact, Nav1.6 channels are also expressed in inhibitory interneurons in the cortex. However,
many of the existing computational models for Scn8a mutations exclusively model the
effect on electrophysiological properties of these channels in excitatory hippocampal and
cortical neurons. Given that the effect of Scn8a mutations is overall an adverse one, many
of the existing conclusions point towards investigating these mutations in the inhibitory
neurons in the cortex as well, as even intuitively, debilitated activity of excitatory neurons
is less likely to give rise to burst discharges as compared to inhibitory neurons. Keeping this
in mind, we considered Scn2a variants only for our set of excitatory pyramidal neurons,
while Scn8a variants were introduced only for the inhibitory interneuron.
Our investigation was directed at examining the functional consequences of variant
Nav1.2 and Nav1.6 channels in our pyramidal neurons and interneuron, respectively, and
especially the consequences of changes at the single-neuron level on network behaviour.
Firstly, since Scn8amed is a null allele, we modelled its effect on the interneuron by setting
the maximal sodium conductance density for the transient Na+ current, gNaf to 0. To
model the effects of Scn8amed−jo and Scn8aV 929F , since the voltage-dependence on activa-
tion and inactivation is altered, we introduced absolute shifts in half-activation voltages for
the transient Na+ current, as given in Equation (8.1). In this regard, the shifts were the
same amount as those observed in the literature for both mutations. Table 8.2 summarizes














Following the results from Ogiwara et al. for hippocampal pyramidal neurons, we mod-
elled the effects of Scn2aKO/+4 in all pyramidal neurons in our model by reducing the
maximal conductance density for the persistent Na+ current, gNap by 40% [84].
4KO/+ stands for a knockout mutation where the wild-type gene is made inoperative
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Channel Type Voltage-dependence of activation Voltage-dependence of inactivation
∆V1/2 ∆slope ∆V1/2 ∆slope
Nav1.6med−jo 14.1 0.3 6.8 -0.7
Nav1.6V 929F 5.87 1.84 -11.79 -1.21
Table 8.2: Absolute shifts in half-activation voltages for variant Nav1.6 channels.
Since the literature on genetic mutations giving rise to epileptogenic effects is not clear
about whether these mutations co-exist or are isolated incidents, our approach was to
investigate different combinations of variants inserted into our model. We tested for the
effects of Scn8a mutant alleles individually, on our inhibited network, as well as the effects
of Scn2aKO/+ in combination with each of the three Scn8a variants. Thus, in total giving
six unique cases to consider.
Firstly, the effect on individual neurons was determined, as given in Figures 8.11–8.12.
For all pyramidal neurons, while the initial spike or burst occurs approximately at the
same time and for the same duration as the wild-types, subsequent firing occurs with a
delay. The average interspike interval (ISI) for the layer 5 RS increased by 75.31%, and
the inter-burst interval (IBI) length for the layer 5 IB neuron increased by 40.37%. There
is a slight increase in average ISI length for the layer 6 RS neuron as well by 7.18%. In
fact, the change in their response is such that with a greater stimulation (applied current),
their behaviour resembles the wild-type case even more, which indicates a positive shift in
their f-I curves. There is almost no change in the peak amplitude of all pyramidal neurons.
Interestingly, the effect of Scn8a variants on the interneuron result in diminishing firing
altogether. Even with an increased input current, at most the interneuron fires a single
action potential (not shown here).
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Figure 8.11: Effect on the three pyramidal neuron types by modifying the persistent sodium
current, representing Scn2a mutation.
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Figure 8.12: Effect on the interneuron by three different modifications of the fast sodium
channel, representing three Scn8a mutation types.
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Next, we investigated the effect on network behaviour following the alterations on the
single-neurons as described previously. The idea was to examine under which circum-
stances, namely due to which mutant variants, our inhibited network from Section 8.3
behaves like the disinhibited one from Section 8.4. Figure 8.13(a)–(c) gives the simu-
lated results with only Scn8a variants introduced in the inhibitory interneuron. Figure
8.13(a)–(b) are effectively similar to response of a network without inhibition (with some
subtleties) since the firing of the interneuron is diminished with the inclusion of Scn8amed
and Scn8amed−jo into the model. In our “disinhibited network”, inhibition was eliminated
by the removal of synapses from the interneuron to pyramidal neurons. However, feedback
to the interneuron ensured that the interneuron was responsive with burst discharges. On
the contrary, in these two variant cases, even with normalcy in the kinetics of feedback to
the interneuron, it is unresponsive, and in particular, feedback to the interneuron is re-
duced by approximately 75% as compared to the normal case. The most interesting result
however is the one shown in Figure 8.13(c). There are multiple frequencies appearing here,
with burst discharges and single spikes existing periodically. This behaviour is surprising
because the interneuron as an isolated neuron at most responded with a single action po-
tential. Therefore, it was unexpected that the interneuron would fire any action potentials
at all. It seems to be the case that the lack of inhibition to the pyramidal neurons results in
a burst discharge which is able to provide sufficient feedback to the interneuron to evoke an
action potential. In turn, the interneuron inhibits the bursting response of the pyramidals,
and with a delay which is unsurprising in oscillatory responses, the cycle of bursts and
single spikes starts over.
Although not shown here, introduction of only Scn2a into the model shows minimal
changes to the overall network behaviour. The network exhibits synchronized regular
spiking with the first couple of spikes occurring at approximately the same time as in the
normal network case (one without any mutations). The spikes that follow are delayed in
comparison to the normal network. This is not surprising, given the effects of the Scn2a
mutation on individual pyramidal neurons, where firing following an initial couple of spikes,
occurs with a delay in all neurons, as shown in Figure 8.11.
Given in Figure 8.14(a)–(c) are results of both Scn2a and Scn8a variants introduced
into the model. As labelled on each simulation, Scn2aKO/+ is in combination with each
of the three Scn8a mutant alleles. Qualitatively, Figure 8.14(a)–(b) is very similar to
Figure 8.13(a)–(b) with some minor differences. Once again, the effect of Scn8aV 929F
allele on the network is surprising (see Figure 8.14(c)). Here we observe an initial spike,
followed by a pronounced burst discharge of all pyramidal neurons, with subsequent firing
consisting of a single action potential by all expect for the layer 6 neuron, which exhibits
two-spike bursting. The inclusion of Scn2aKO/+ into the model seems to have transformed
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the network into a state in which there is sufficient feedback to the interneuron constantly





Figure 8.13: Network behaviour following the introduction of Scn8a mutant variants. (a)–





Figure 8.14: Network behaviour following the introduction of Scn2a and Scn8a mutant
variants. (a)–(c): Scn2a mutation introduced in all pyramidal neurons and Scn8a vari-
ants in interneuron (Scn2aKO/+ & Scn8amed, Scn2aKO/+ & Scn8amed−jo, Scn2aKO/+ &
Scn8aV 929F ). 92
Chapter 9
Conclusion
Epilepsy is suspected of resulting from mutations in genes which encode ion-channels in-
cluding particular Na+ channels. Our purpose in this thesis was to explore how some of
the mutations mentioned in the literature alter the function of neurons (particularly in
the cortex) and contribute to network activity associated with childhood absence epilepsy.
Our approach was to first determine normal neuronal network activity in the cortex. The
first question to answer was, what do we mean by “normal”? The second question to
consider was, how do we know then what is “abnormal”, and in particular, what does a
hyperexcitable (abnormal) network look like?
To answer the first part, we created a definition based on cortical networks from the
literature. Accordingly, a normal network referred to a synchronized response consisting of
regular (namely, tonic) firing of neurons. To define what an abnormal network looks like,
we considered a signature electrographic feature associated with absence epilepsy, known
as spike-wave discharges (or SWDs). These oscillations refer to prolonged discharges of
cortical and thalamic neurons during the spike component, and periods of quiescence or
an inhibited response, during the wave component. In fact, it has been noted that an
increase in burst firing in cortical neurons causing an increase in synchronized response of
firing in thalamocortical networks is an underlying factor of the appearance of SWDs [51].
Thus, accordingly, an abnormal cortical network was defined as one exhibiting synchronized
burst discharges. Our cortical network consisted of deep layer pyramidal neurons and an
interneuron. In particular, deep layers referred to layers 5 and 6 of the cortex, based on
evidence of onset of absence seizures being specific to these layers. A first step in forming
a network involved determining individual neuron models. In this regard, we used single-
compartment Hodgkin-Huxley type models where each neuron possessed an intrinsic firing
behaviour such as tonic firing or bursting. Next, synapses from one neuron to another
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were modelled using the formalism by Destexhe and others [71]. By setting biologically
plausible synaptic coupling parameters, a normal cortical network was created.
Next, we wanted to investigate what factors convert a normal network into a hyper-
excitable one. For this, we considered two factors: impairment of GABAA synapses, and
defects in ion channel function particularly sodium channels, as a result of mutations in
the Scn genes.
Following evidence of impaired GABA inhibition in the case of absence epilepsy, it was
a reasonable approach to model this by reducing the maximal GABA conductance strength
for synapses from the interneuron to pyramidal neurons. In this case, we observed that
this results in hyperexcitability of the cortical network, consisting of synchronized bursting
(including square-wave bursting and parabolic bursting) of all neurons. In addition, the
firing frequency of the network reduced significantly by 61% and qualitatively, the nature
of firing transformed from regular spiking to slower-frequency bursting. Our interpretation
of this behaviour is that it is analogous to the appearance of SWDs in a thalamocortical
network in which a normal neuronal network switches to a hypersychronized network. In
particular, high-frequency oscillations are converted to slow hypersynchronized oscillations.
In addition, burst discharges were discovered to be a network-induced response in neurons
exhibiting only tonic-firing otherwise. This was shown by removal of the intrinsically burst-
ing neuron from our network. Its removal also indicated that perhaps it is not necessary
for a bursting neuron to be included for the generation of a hyperexcitable network. Our
results are interesting in that our cortical network is able to produce its own spike-and-wave
oscillations. This network behaviour can be useful for further investigation, especially if
we were to consider connectivity of this network in the cortex with one in the thalamus.
It would be worth investigating if such spike-and-wave oscillations are also sustained in a
thalamocortical network model.
Exploring hyperexcitability of our cortical network further, we modelled sodium chan-
nel defects based on literature on Scn2a and Scn8a (genes encoding Nav1.2 and Nav1.6
sodium channels) mutations associated with absence epilepsy. While we are aware of mu-
tations in genes that encode h-channels as well as Ca2+ channels, we limited our focus to
sodium channels especially based on knowledge of voltage-gate sodium channels underlying
bursting in neurons. In our model, variants of Scn8a were introduced for the inhibitory
interneuron only, while the Scn2a variant was introduced in all pyramidal neurons only. Al-
terations in the interneuron model were specific to the transient Na+ current, INaf while
alterations in models of pyramidal neurons were specific to the persistent Na+ current,
INap, both based on experimental data on effects of the mutations on these sodium chan-
nels. To model the Scn2a mutation, we reduced the maximal conductance of the persistent
Na+ current in individual pyramidal neurons (i.e. as isolated neurons) by 40%. The result
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was a reduction in the firing frequency of all neurons, while there was no change in their
peak amplitudes. From a dynamical systems point of view, this suggests that as compared
to wild-type channels, the closed state is more stable in mutant channels, resulting in a
requirement of stronger depolarization to evoke activation and consequently similar firing
response to those neurons without any mutations. The modelled Scn8a mutations were
of three types- med, med− jo, V 929F . The med variant being a null mutation was mod-
elled by setting the conductance of the transient Na+ current to 0. To model the other
two variants, shifts in voltage-dependence of activation and inactivation of the transient
Na+ current were introduced according to experimental data on electrophysiological ef-
fects of the concerned mutations. Both of these alterations included depolarizing shifts in
voltage-dependence of activation, while for the V 929F variant only, a hyperpolarizing shift
in inactivation was also included. These alterations indicate a decrease in the fraction of
mutant channels that activate in response to depolarizing input as compared to wild-type
(control) channels. To investigate effects of introduction of these variants into our full
network model, effects of Scn8a and Scn2a variants were tested individually as well as in
combination with each other. In summary, the hierarchy of effects evoking a deteriorating













< Scn8am−j < Scn8am
Note: Scn2a = Scn2aKO/+, Scn8am = Scn8amed, Scn8am−j = Scn8amed−jo, Scn8aV = Scn8aV 929F
Network behaviour following an introduction of Scn2a variant only showed minimal
changes, such that all neurons continued to exhibit synchronized regular spiking. On the
contrary, introduction of Scn8amed and Scn8amed−jo individually as well as in combina-
tion with Scn2aKO/+ resulted in burst discharges in all pyramidal neurons. However,
Scn8aV 929F alone produced network behaviour consisting of alternating burst discharges
and single spikes, while in combination with Scn2aKO/+ produced a single burst followed
by single spikes.
These results are quite satisfactory in that they are able to provide insight on possible
mechanisms and the role of various genetic mutations underlying hyperexcitable cortical
networks associated with childhood absence epilepsy. It is important to note that for all
the mutations considered in this work, the functional consequences are a decrease in the
excitability of individual neurons. The effect on network behaviour due to changes at the
single-neuron level are therefore dependent on the type of neurons that are altered. In
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this regard, alterations due to a mutant variant in (excitatory) pyramidal neurons result
in an overall decrease in excitation of the network, while alterations in the (inhibitory)
interneuron results in an overall increase in network excitation. While reduced excitation
suggests a decreased likelihood of generation of SWDs, functional changes affecting excita-
tory pyramidal neurons resulting in no excitation at all would no longer be in the regime
of a normal cortical network either. Furthermore, our results indicate that deficiency in
inhibition due to impaired GABA synapses as well as genetic mutations, gives rise to a
hyperexcitable network. Interestingly, when mutations are present together in both pyra-
midal neurons and the interneuron, our network tends towards a hyperexcitable state as
well. This suggests that some mutation types are more debilitating than others. In par-
ticular, changes in the interneuron are more dominant than changes in pyramidal neurons,
to achieve net hyperexcitability. In addition, these results also suggest that it is possible
for multiple mutations to co-exist and increase or decrease the likelihood of giving rise to
an epileptic network.
9.1 Limitations and future directions
One of the limitations of this model and results is in the way genetic mutations were
modelled. In this regard, it was an extreme case in which all neurons in our population
were affected and modelled in the same way. However it is likely that in a larger population
size (multiple cells of each type) that there exists some variability in the effects of mutated
genes. Furthermore, since neuronal responses due to other neurons are an integrative
process, it is possible for a neuron to be unresponsive to feedback from another neuron
at all times (particularly, for post-synaptic neuronal spiking to be evoked). Therefore,
one other improvement to the existing model would be to consider including a connection
probability for the synapses, especially connectivity of a neuron to itself (which is meant
to simulate synapses from one neuron to other neurons of the same type). A next step
in the more predictable direction would be connectivity with the thalamus to create a
thalamocortical network, since the thalamus is a major component in the absence circuitry.
A thalamic network consisting of both excitatory and inhibitory neurons would provide
additional excitatory and inhibitory feedback with different dynamics, which would be
meaningful to explore. In particular, investigating whether SWDs can be sustained in
a thalamocortical network under similar conditions as those considered for the cortical
network may also be an important step. This is based on knowledge of the importance
of the cortex in initiating spike-wave activity followed by the recruitment of the thalamic
network in sustaining spike-wave oscillations. The role of genetic mutations can also be
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extended to the thalamic network as there is evidence of Ca2+-channel and h-channel
mutations in thalamocortical neurons as well as the thalamic reticular neurons giving rise
to an epileptic network.
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