Abstract. Let V be a separable Hilbert space, possibly infinite dimensional. Let St(p, V ) be the Stiefel manifold of orthonormal frames of p vectors in V , and let Gr(p, V ) be the Grassmann manifold of p dimensional subspaces of V . We study the distance and the geodesics in these manifolds, by reducing the matter to the finite dimensional case. We then prove that any two points in those manifolds can be connected by a minimal geodesic, and characterize the cut locus.
Introduction
Let V be a separable Hilbert space, let p be a positive natural number. We assume that dim(V ) ≥ (2p) from here on. St(p, V ) is the set of orthonormal frames of p vectors in V . Equivalently, we consider
to be the set of all linear isometric immersions of R p into V . Here x ⊤ ∈ L(V, R p ) is the transpose with respect to the metrics on V and R p , i.e.
x ⊤ (v), r R p = v, x(r) V for all v ∈ V, r ∈ R p . Our interest is due to the fact that St(2, V ) with V = L 2 ([0, 1]) is isometric to the space of planar closed curves up to translation and scaling, endowed with a Sobolev metric of order one. The O(2)-action on St(2, V ) corresponds to rotations of the curves. Thus Gr(2, V ) with V = L 2 ([0, 1]) is isometric to the space of planar closed curves up to translations, scalings and rotations. See [7] , [8] , [5] and [6] . Any result that is proven about the Stiefel or Grassmannian immediately carries over to the corresponding space of curves.
St(p,
V
Critical geodesics
We will call a curve γ in a Riemannian manifold a critical geodesic if it is a solution to the equation ∇ ∂tγ = 0, where ∇ is the covariant derivative. Such γ is a critical point for the action 
Minimal geodesics
We denote by d(x, y) the infimum of the length of all paths connecting two points x, y in a Riemannian manifold. It does not matter whether the infimum is taken over smooth or absolutely continuous paths
We call a path γ a minimal geodesic if its length is equal to the distance d(γ(0), γ (1) ). Up to a time reparametrization, a minimal geodesic is smooth and is a critical geodesic. We will always silently assume that minimal geodesics are parametrized such that they are critical.
Let (M, g) be a Riemannian manifold, and d be the induced distance. When M is finite dimensional, by the celebrated Hopf-Rinow theorem, metric completeness of (M, d) is equivalent to geodesic completeness of (M, g), and both imply that any two points x, y ∈ M can be connected by a minimal geodesic. In infinite dimensional manifolds this is not true in general. Indeed, in [1] there is an example of an infinite dimensional metrically complete Hilbert smooth manifold M and x, y ∈ M such that there is no critical (and thus no minimal) geodesic connecting x to y. A simpler example, due to Grossman [3] (see also sec. VIII. §6 in [4] ), is an infinite dimensional ellipsoid where the south and north pole can be connected by countably many critical geodesics of decreasing length, so that the distance between the poles is not attained by any minimal geodesic.
We will show that, even when V is infinite dimensional, any two points in St(p, V ) and Gr(p, V ) can be connected by a minimal geodesic. Note that point (5) in the above theorem implies that minimal geodesics can be numerically computed using a finite dimensional algorithm; see Sec. 3.3.4 in [6] .
We will need two lemmas. 
Lemma 4. Given x ∈ St(p, V ), the set of y ∈ St(p, V ) such that the columns of x, y are linearly independent is dense in St(p, V ).
Proof. Let U be the linear space spanned by the columns of x, y; if this space is not (2p) dimensional, then let r 1 , . . . r k be orthonormal vectors that lie in U ⊥ , with k = 2p − dim(U ). Up to reindexing the columns of y, we can suppose that the columns x 1 , . . . , x p , y 1 , . . . , y p−k are linearly independent. For ε > 0 small, we then defineỹ
It is easy to verify thatỹ ∈ St(p, V ) and that the columns of x,ỹ are linearly independent. 
Lemma 5. The theorem holds when V is a Hilbert space of finite dimension n with n > 2p.

Proof. We prove point (1). Let us consider the subgroup
We will show the inverse inequality only for the case when the columns of x and y are linearly independent. The general case then follows because the set of y such that the columns of x and y are linearly independent is dense in W by lemma 4 and since distances are Lipschitz continuous.
Since V is finite dimensional, St(p, V ) is compact, so by the Hopf-Rinow Theorem i * (x) and i * (y) can be connected by a minimizing geodesic in St(p, V ). The columns of i * (x) and i * (y) together span the (2p) dimensional space i(W ), so we can apply proposition 2. This allows us to write γ = i * •γ for a pathγ in
follows from point (2) and the equality
Point (4) follows from point (3). Point (5) follows from the Hopf-Rinow theorem and the discussion in Prop. 2.
We now prove point (6) . By definition, y is in the cut locus of x if and only if there is a geodesic γ in St(p, V ) with γ(0) = x, γ(1) = y such that
(Recall that we write d V for the distance in St(p, V ).) Any such geodesic lies in St(p, W ) for some (2p) dimensional space W . Letting i : W → V denote the isometric embedding, we can write γ = i * •γ for a pathγ in St(p, W ). Then one has by point (2) that
We now prove Theorem 3.
Proof. The proof of points (1), (3), (4) , (6) works as in the finite dimensional case. We will now prove point (p, V ) . It remains to show the inverse inequality.
Consider a smooth path ξ connecting i * (x) to i * (y) in St(p, V ). We can find finitely many points 0 = t 0 < t 1 < . . . < t k = 1 such that ξ| [ti,ti+1] is contained inside (the manifold part of) a normal neighborhood. So ξ(t i ), ξ(t i+1 ) can be connected by a minimal geodesic. By joining all these minimal geodesics we obtain a piecewise smooth path η, with len(η) ≤ len(ξ). Then by repeated application of proposition 2 there is a finite dimensional subspaceW of V that contains the columns of η(t) for t ∈ [0, 1]. When necessary we enlargeW such that it also contains i(W ). Now the finite dimensional version of this Lemma allows us to compare St(p, W ) to St(p,W ), and we get:
Since this holds for arbitrary paths ξ connecting
Point ( (p, V ) .
Thus y ∈ T x St(p, V ) is horizontal if and only if tr(y ⊤ xz) = 0 for all antisymmetric z. This is equivalent to y ⊤ x=0 because y ⊤ x is antisymmetric, too. Thus the path xg is horizontal iff
This can be achieved by letting g be the solution to the ODEġ = −x ⊤ẋ g.
Note that the length of x(t) • g(t)
is smaller than or equal to the length of x(t), with equality if and only if x(t) is already a horizontal path.
We are now able to prove Thm. 6. 
Proof. St(p,
