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Abstract. We consider ballistic annihilation, a model for chemical reactions first introduced
in the 1980’s physics literature. In this particle system, initial locations are given by a renewal
process on the line, motions are ballistic — i.e. each particle is assigned a constant velocity,
chosen independently and with identical distribution — and collisions between pairs of particles
result in mutual annihilation.
We focus on the case when the velocities are symmetrically distributed among three val-
ues, i.e. particles either remain static (with given probability p) or move at constant velocity
uniformly chosen among ±1. We establish that this model goes through a phase transition
at pc = 1/4 between a subcritical regime where every particle eventually annihilates, and a
supercritical regime where a positive density of static particles is never hit, confirming 1990’s
predictions of Droz et al. [8] for the particular case of a Poisson process. Our result encompasses
cases where triple collisions can happen; these are resolved by annihilation of one static and
one randomly chosen moving particle.
Our arguments, of combinatorial nature, show that, although the model is not completely
solvable, certain large scale features can be explicitly computed, and are universal, i.e. insensi-
tive to the distribution of the initial point process. In particular, in the critical and subcritical
regimes, the asymptotics of the time decay of the densities of each type of particle is universal
(among exponentially integrable interdistance distributions) and, in the supercritical regime,
the distribution of the “skyline” process, i.e. the process restricted to the last particles to ever
visit a location, has a universal description.
We also prove that the alternative model introduced in [6], where triple collisions resolve by
mutual annihilation of the three particles involved, does not share the same universality as our
model, and find numerical bounds on its critical probability.
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1. Introduction
Originating in an effort to understand the kinetics of chemical reactions, several models
of annihilating particle systems were introduced in the 1980’s and 1990’s in statistical physics.
While most of the interest focused on diffusive motions, i.e. driven by random walks or Brownian
motions (see for instance the celebrated results of Bramson and Lebowitz [4] regarding two-type
annihilation A+B→∅ on Zd, or by Arratia [1] on one-type annihilation A+A→∅ on Zd), it was
also observed, first by Elskens and Frisch [10] in a particular case, and later more systematically
by Ben-Naim, Redner and Leyvraz [3], that the case of ballistic motions (i.e. with constant
velocity and direction) displayed very different behaviors and was particularly challenging to
analyze. In this so-called ballistic annihilation process, particles start from the points of a
homogeneous Poisson point process on the real line, and move at constant velocities that are
initially chosen at random, independently and according to the same distribution; when two
particles collide, they annihilate each other immediately.
The distribution of velocities obviously plays a key role. The case when velocities take only
two values, for instance ±1, has attracted substantial interest, as it is not only physically
relevant (cf. [10, 17]) but also combinatorially very tractable due to a reduction to random
walks, and already displays interesting phenomena. For instance, although the question of
survival of a given particle is extremely simple in this case, the global behavior of the cloud
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of surviving particles at large times is nontrivial: remaining particles of +1 and −1 velocities
tend to form homogeneous aggregates whose asymptotic distribution can be computed. See, for
instance [2], [11], until the recent [15].
At the other end of the spectrum, little is known on the case of continuous velocities. In
physics literature, several mean-field analyses or computer simulations have been conducted to
understand the decay of the concentration of particles [3, 20]. However, very few results are
known rigorously. Some general observations were given in [18], especially on the symmetric
case. A very intriguing combinatorial feature was also proved by Broutin and Marckert [5] on
finite systems, namely that the law of the number of particles that survive forever, in the system
restricted to n particles starting at consecutive locations of a renewal process, does not depend
on the distribution of either velocities or interdistances. As explained in [5], this property cannot
be understood by a simple symmetry argument; accordingly, the proof of this inconspicuous
property is surprisingly intricate, which suggests that this model has combinatorial interest
beyond physics applications or sheer curiosity. In the mathematical community, interest in
the problem was recently revived by Kleber and Wilson’s popularisation of a puzzle [14] about
a closely related “bullet problem”, in which particles with independent uniformly distributed
random speeds in [0, 1] leave the origin at integer times and are annihilated by collisions. In this
setup, it is conjectured that there is a critical speed sc ∈ (0, 1) such that the first bullet survives
with positive probability if and only if it flies faster than sc. We refer to [9] for more details and
a partial answer in the case of discrete speed distributions. As explained in [9, 18], interchanging
time and space in the bullet problem yields a one-sided instance of ballistic annihilation with a
different distribution of speeds.
The scope of the present paper lies within the intermediary case. More specifically, we show
that arguably the simplest case beyond the case of two velocities, i.e. the case when velocities
have a symmetric distribution on the set {−1, 0,+1}, already goes through a phase transition
that (contrary to the two-velocities case) is neither explained by a trivial symmetry nor a
monotonicity. Let p ∈ [0, 1] denote the probability of a null velocity, in other words we assume
that each particle independently is either static (with probability p), or moves at unit velocity
either left or right (each with probability 1−p2 ). Krapivsky, Redner and Leyvraz [16], who first
considered this case in 1995, postulated the existence of a critical probability pc, such that for
p < pc every particle is eventually annihilated, whereas for p > pc a positive density of static
particles survive forever. Based on simulations and a heuristic derived from considering the rate
at which different types of collisions might be expected to occur, they conjectured that pc = 1/4.
This conjecture was simultaneously strongly supported by intricate exact computations of Droz,
Rey, Frachebourg and Piasecki [8] resolving related differential equations and also providing
precise asymptotics for the decay of the densities of static and moving particles. However,
these results are not entirely rigorous, and provide very little intuitive understanding of the
process. Our first main result is a confirmation of the fact that pc = 1/4 and of an exact
formula, first predicted by [8], for the asymptotic density of surviving static particles. As a
consequence, this establishes that the survival probability of a given static particle is a monotonic
and continuous function of p; neither of these properties was previously known. It is in particular
important to underline that no monotonicity holds with respect to the introduction of more
static particles into a configuration. The core of the proof is of combinatorial nature, relying
on several symmetries in the model, and involves only simple computations, although a finer
approximation argument is necessary to ensure some a priori regularity and to properly conclude.
While the previous works [16, 8] in the physics literature focused on the natural case of
a Poisson process as initial distribution of locations, our proof remarkably holds irrespective
of the distribution of the initial distances between particles, as long as they are i.i.d. Let us
emphasize that these distances have a crucial role in the evolution of the system at “microscopic
scale”. In particular, general interdistances can produce occurrences of triple collisions (one
static and two moving particles); in this case, which (to our knowledge) hadn’t appeared in
the physics models, we decide the outcome at random: with equal probability, both the static
and one of the two moving particles annihilate, while the other moving particle survives (see
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Figure 2.1). With this definition, the system thus shows universal behavior at “macroscopic
scale”, i.e. belongs to the same phase for any distribution of interdistance. More deeply, our
second main result (Theorem 2) outlines a stronger, hitherto unsuspected, universality property
that is reminiscent of the results of [5]. This property furthermore enables us to derive explicitly
(Theorem 3) the asymptotic decay of densities of static and moving particles in the critical and
subcritical regime, universally among i.i.d. and exponentially integrable interdistances. In the
supercritical regimes, we show that densities converge exponentially fast to their limit, however
the exact order depends on the distribution of interdistances and therefore does not follow
from our methods, except for the particular case of constant interdistances. We also identify
a fully universal object in the supercritical regime, here called the skyline process: it consists
intuitively in the distribution of the “top shapes” in the space-time representation (cf. Figure 3)
or, in terms of the process, in the set of indices and speeds of the last particles to ever visit a
part of the environment, see Proposition 4.
Some rigorous results were already known about this three-speed ballistic annihilation model.
First, a simple argument shows that, for sufficiently large values of p, static particles have
positive chance to survive: if a static particle is to be annihilated, then there must be an
interval containing that particle which contains at least as many moving particles as static
particles at time 0, but for p > 1/2 there is a positive probability that no such interval exists.
Sidoravicius and Tournier [18] proved that static particles survive with positive probability even
when p ≥ 1/3; an alternative argument was also provided by Dygert et al. [9]. Furthermore, a
technique to numerically improve this bound was proposed by Burdinski, Gupta and Junge [6].
Despite these results, there have been no corresponding lower bounds, and proving that almost
sure annihilation occurs at any small p was therefore the central open question. Our results
not only answer this question, but show that almost sure annihilation occurs if, and only if,
p ≤ 1/4.
Let us finally mention that our techniques adapt to the alternative version of the model
recently introduced by Burdinski, Gupta and Junge [6], in which interdistances are constant
and where, at triple collisions, all three particles are annihilated (cf. Figure 2.1, bottom). We
in particular prove survival when p ≥ 0.2406 (improving over p ≥ 0.2870 in [6]), implying that
this variant does not have a phase transition at 1/4. Furthermore, we also provide the first
upper bound for the annihilation regime, although our techniques don’t suffice in this case to
establish the existence of a critical probability.
2. Definitions, notations and results
Let us first define the model. In contrast with the above introduction, we will primarily
restrict to particles starting from (0,∞) since our main result is best stated in that context.
Let p ∈ [0, 1], and let m be a probability measure on (0,∞).
On a probability space (Ω,F ,P), let (xn)n≥1 be a renewal process on (0,∞) whose in-
terdistances are distributed according to m, i.e. x1, x2 − x1, x3 − x2, . . . are independent m-
distributed random variables. Let also (vn)n≥1 be a sequence of independent random variables
on {−1, 0,+1}, with same distribution given by
P(vn = 0) = p, and P(vn = −1) = P(vn = +1) = 1− p
2
,
and independent of (xn)n≥1. Finally, let (sn)n≥1 be a sequence of independent Rademacher
random variables, which are also independent of (xn)n≥1 and (vn)n≥1
We interpret x1, x2, . . . as initial locations of particles on the real line R, v1, v2, . . . as their
initial velocities, and s1, s2, . . . as their “spins”. For any i ≥ 1, the spin si will only play part
in the process if vi = 0, in which case it will be used to resolve a potential triple collision at xi.
In particular, spins can be ignored by the reader whose interest is in continuous interdistances.
In notations, the particles will conveniently be referred to as •1, •2, . . ., and particles with
velocity 0 will sometimes be called static particles.
3
Given the initial configuration (xn, vn)n≥1, the evolution of the process of particles may
be informally described as follows (see also Figure 2.1): at time 0, each particle •n (for
n ∈ N = {1, 2, . . .}) starts at xn, and then moves at constant velocity vn until, if ever, it
collides with another particle. Collisions resolve as follows: where exactly two particles collide,
both are annihilated; where three particles, necessarily of different speeds, collide, two are an-
nihilated, and either the right-moving or left-moving particle survives (i.e. continues its motion
unperturbed), according to the spin of the static particle involved. Note that each spin affects
the resolution of at most one triple collision. Annihilated particles are considered removed from
the system and do not take part in any later collision.
Finally, we shall occasionally refer to the full-line process, that is, the corresponding process
in which particles are released from {−x′n : n ≥ 1} ∪ {0} ∪ {xn : n ≥ 1}, where (x′n)n≥1 is an
independent copy of (xn)n≥1. Accordingly, velocities (vn)n∈Z and spins (sn)n∈Z are independent,
and distributed as above. In this case, the probability will be denoted PR.
2.1. Formal definition of annihilations. Let us give a proper definition of the trajectories
of particles, which amounts to defining the annihilation times. This will in particular provide
a justification for the almost sure existence of the model. Let us mention that the vocabulary
and notations introduced here will not be used elsewhere in the paper.
Let us define the virtual trajectory of •i as its trajectory in absence of any other particle,
i.e. t ∈ [0,∞) 7→ xi + vit. For i < j, let us say that •i and •j virtually collide if their virtual
trajectories intersect (i.e. if there is t ≥ 0 such that xi + vit = xj + vjt, which is equivalent to
vi > vj); in this case, collision happens at time tij =
vj−vi
xi−xj . Let us set tij = +∞ when vi ≤ vj ,
and tji = tij . Let i < j be such that •i and •j virtually collide. We define Iij to be the random
interval of R of all points from where a particle, with some velocity in {−1, 0,+1}, could start and
virtually hit either •i or •j at or before time tij . The interval Iij is bounded because velocities
are bounded, and more specifically, Iij is the interval [xi, xj ] if (vi, vj) = (+1,−1), the interval
[xi, xj + (xj − xi)] if (vi, vj) = (+1, 0), and the interval [xi − (xj − xi), xj ] if (vi, vj) = (0,−1).
Denote by Nij the number of pairs (k, k
′) 6= (i, j) such that k < k′, xk, xk′ ∈ Iij and tkk′ ≤ tij .
Almost surely Nij <∞, because {xn : n ≥ 1} has no accumulation point.
For all positive integers i < j, the property that •i and •j mutually annihilate, denoted by
•i ∼ •j , is defined in the following recursive manner: •i ∼ •j if •i and •j virtually collide (i.e.
vi > vj), and
◦ either Nij = 0,
◦ or for every particle •k that virtually collides with •i or •j at or before time tij , there is
a particle •k′ such that tkk′ < min(tik, tjk), and •k ∼ •k′ ,
◦ or there is a particle •h that virtually collides with •i and •j at time tij , such that either
vh = si = +1 (implying (vi, vj) = (0,−1)) or vh = sj = −1 (implying (vi, vj) = (+1, 0)),
and for every particle •k that virtually collides with •i or •j strictly before time tij ,
there is a particle •k′ such that tkk′ < min(tik, tjk), and •k ∼ •′k.
If •k and •k′ are such that tkk′ < min(tik, tjk) ≤ tij <∞, then xk, xk′ ∈ Iij , Ikk′ ⊂ Iij , and most
importantly Nkk′ < Nij , which shows that the above defining procedure eventually terminates.
2.2. Notation. Let us introduce convenient abbreviations to describe events related to the
model. We use •i (where i ∈ N) for the ith particle, • for an arbitrary particle, and superscripts
→•, •˙ and ←• to indicate that those particles have velocity +1, 0 and −1 respectively. We write
•i ∼ •j (for i < j in N) to indicate mutual annihilation between •i and •j , however for readability
reasons this notation will usually be replaced by a more precise series of notations: if •i ∼ •j ,
we write •i→←•j , or redundantly →•i→←←•j , when vi = +1 and vj = −1, •i→•j when vi = +1
and vj = 0, and •i← •j symmetrically. Note that in all cases this notation excludes the case
where •i and •j take part in a triple collision but one of them survives. Additionally, we write
x←•i (for i ∈ N and x ∈ R) to indicate that •i crosses location x from the right (i.e. vi = −1,
x < xi, and •i is not annihilated when or before it reaches x), and •i→ x symmetrically.
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Figure 1. Samples of the evolution of the system from a finite configuration,
on a time-space diagram. The three figures share the same initial velocities.
The top and middle figures correspond to our main model, with an atomless
distribution m of interdistances (top) or constant interdistances, i.e. m = δ1
(middle); the spins used to resolve triple collisions are indicated below the axis.
The bottom figure represents, for constant interdistances, an alternative process
where triple collisions resolve by mutual annihilation; this model is considered
in Section 7.
For any interval I ⊂ (0,∞), and any condition C on particles, we denote by (C)I the same
condition for the process restricted to the set I, i.e. where all particles outside I are removed at
time 0 (however, the indices of remaining particles are unaffected by the restriction). For short,
we write {C}I instead of {(C)I}, denoting the event that the condition (C)I is realized.
2.3. Results. Our main results apply to the model as defined above, i.e. where triple collisions
are resolved by the annihilation of the static particle and of one randomly chosen moving
particle, while remarks on the alternative discretized model of [6] will be deferred to a later
section.
Theorem 1. The model undergoes a phase transition at pc = 1/4. More precisely, the proba-
bility that 0 is reached by a particle on (0,∞) is given, for all p ∈ [0, 1], by
q := P(0←•) =
{
1 if p ≤ 1/4
1√
p − 1 if p > 1/4.
This result has the following immediate interpretation in the full-line process:
◦ if p ≤ 1/4, then a.s. all static particles (i.e., with velocity 0) are annihilated;
◦ if p > 1/4, then a.s. infinitely many static particles survive. More precisely, due to shift
invariance, each static particle has same positive probability to survive forever, which
is given by
θ(p) = (1− q)2 =
(
2− 1√
p
)2
(the first equality follows by left-right symmetry and independence: if the particle at 0
is static, its survival on the full line means that no particle crosses 0 from either left or
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Figure 2. (Left) Overall densities of each type of shape. (Right) Densities of
each type of shape in the skyline process (see before Proposition 4).
right), hence by ergodicity there is a density pθ(p) > 0, among particles, of surviving
static particles.
One can also see (cf. for instance [18]) that, for p ≤ 1/4, a.s. infinitely many particles cross
every x ∈ R from both left and right, but only finitely many do so for p > 1/4.
While a Poisson point process is the most natural initial distribution for the particles, and
was indeed the one considered in physics literature, the only property of the process (xn)n≥1
of starting locations that we use is the fact that the intervals between particles are i.i.d. For
this class of models, Theorem 1 shows that θ(p) is universal. As a consequence, the relative
frequencies of the possible “shapes”, that is of surviving static particles, annihilations between
static and moving particles, and annihilations between two moving particles, are also universal,
and proportional to pθ(p), p − pθ(p) and 12(1 − 2p + pθ(p)) respectively, as shown in Figure 2
(Left).
Surprisingly, it turns out that a stronger form of universality holds, which is very reminiscent
of the main result of [5]. Let A be the random variable given by
A := min{k ≥ 1 : 0←•k}
on the event {0←•}, and A =∞ otherwise.
Theorem 2. The distribution of A does not depend on the distribution m of interdistances.
Furthermore, its generating series f : x 7→ f(x) = E[xA1{A<∞}] satisfies, for all x ∈ [−1, 1],
(1) pxf(x)4 − (1 + 2p)xf(x)2 + 2f(x)− (1− p)x = 0.
Let us emphasize that the law of the pairing of particles by annihilation does depend on
m, which makes the above result remarkable. As was the case for the monotonicity of q, this
universality follows a posteriori from explicit computation, while a more direct understanding
is still missing.
The above implicit equation for f(x) in particular enables us to compute the asymptotic
decay of densities of particles. Denoting by c0(t) (resp. c+(t)) the density of static (resp. speed
+1) particles at time t on the full-line (see Section 6 for details), we have in particular the
following result.
Theorem 3 (Asymptotics of the density of particles). Assume the law m of distance between
bullets to be exponentially integrable (i.e.
∫
eηxdm(x) < ∞ for some η > 0) and have mean 1.
Then, for some c = c(p) > 0, as t→∞,
c0(t) =

( 2p
pi(1−4p) + o(1)
)
t−1 if p < 1/4,(
22/3
4Γ(2/3)2
+ o(1)
)
t−2/3 if p = 1/4,
(2
√
p− 1)2 − o(e−ct) if p > 1/4,
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Figure 3. Graphical space-time interpretation of the skyline process (see before
Proposition 4), here highlighted in red. Note that the system is assumed to be
defined on the whole line, although only a piece is represented, and the four
static particles not yet annihilated here are assumed not to be hit by any other
particle at any further time.
and
c+(t) =

(
1√
pi
√
1− 4p+ o(1)) t−1/2 if p < 1/4,(
22/3
8Γ(2/3)2
+ 38Γ(1/3) + o(1)
)
t−2/3 if p = 1/4,
o(e−ct) if p > 1/4.
Furthermore, when m = δ1, if p > 1/4,
(2) (2
√
p− 1)2 − c0(n) ∼n→∞
n even
2c+(n) ∼n→∞
n even
9p
2
√
p+ 1
√
8(1− p)(8p+ 1)
pi(4p− 1)5 R
−(n+1)n−3/2
where R = R(p) = 38p+1
√
3p
1−p .
Our last result regards the process on the full-line. Assume q < 1, i.e. p > 1/4. In this
case, every location on the line is visited a finite number of times. We are interested in the
description of the particles that are the last visitors of a point.
Conditional on •0 being a never-annihilated static particle, i.e. under the probability that
we will denote by PR(· | • 6→ •˙0 6← •), define the sequences (Ln)n≥0 and (Rn)n≥0 in Z, and
(Σn)n≥0 in the 4-element set {↑,↗↑, ↑↖,↗↖}, by L0 = R0 = 0, Σ0 =↑ and, for all k ≥ 0,
Lk+1 = Rk + 1, and
◦ if vLk+1 = 0 and •˙Lk+1 6←←•, then Rk+1 = Lk+1 and Σk+1 =↑;
◦ else, let Rk+1 be the index of the particle that annihilates with •Lk+1 , i.e. •Lk+1 ∼ •Rk+1 ,
and Σk+1 =↗↑ (resp. =↗↖, resp. =↑↖) if (vLk+1 , vRk+1) = (+1, 0) (resp. = (+1,−1),
resp. = (0,−1)).
Note that the condition {•˙0 6← •} implies that vLk+1 is not equal to −1, since otherwise the
above construction would lead to 0←←•Lk+1 . We define (Lk, Rk,Σk)k<0 symmetrically.
In reference to space-time representation, see Figure 3, we call (Rk − Lk,Σk)k∈Z the skyline
process. Note that the sequences (Lk)k and (Rk)k can be recovered from (Rk −Lk)k, hence the
skyline process indeed contains the information on indices and velocities of the last particles to
ever visit some location.
Proposition 4. a) Under PR(· | • 6→ •˙0 6←•), ((Rk−Lk,Σk))k∈Z\{0} are i.i.d. random variables,
whose distribution does not depend on m. More precisely, each is distributed as (∆,Σ) where
the law of Σ is given by
P (Σ =↑) = p, P (Σ =↗↑) = P (Σ =↑↖) = √p(1−√p), P (Σ =↗↖) = (1−√p)2
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and, for each n ≥ 0,
P (∆ = n | Σ =↑) = δ0(n),
P (∆ = n | Σ =↑↖) = P (∆ = n | Σ =↗↑) = P(0←←•n | 0←←•) = P(A = n | A <∞),
P (∆ = n | Σ =↗↖) = P(→•1→←←•n+1 |→•1→←←•).
b) Under PR(· | • 6→ •˙0 6← •), the random variables |VLk | and |VRk |, k ∈ Z \ {0}, are i.i.d.
Bernoulli random variables with parameter 1−√p.
Remarks.
◦ Note that b) offers a remarkably simple equivalent description of the distribution of
(Σk)k∈Z\{0}. Indeed, for all k 6= 0 the only possible couples of velocities (VLk , VRk)
are (0, 0), (+1, 0), (0,−1) and (+1,−1) (corresponding to Σk =↑, ↗↑, ↑↖ and ↗↖
respectively), which are characterized by their absolute values.
◦ It will follow from the proof of Theorem 2 that the probabilities P(0←←•n) and P(→•1→←
←•n+1) can be computed by induction, hence the same holds for the distribution of ∆
since the values P(A < ∞) = q = 1/√p − 1 and P(→•1→←←•) = (1 − √p)2 are explicit
(see the end of the proof of Proposition 4).
◦ The distribution of Σ is illustrated in Figure 2 (Right). It is in particular interesting to
notice that P (Σ =↑) converges to 14 > 0 as p↘ 1/4, while the density of surviving static
particles converges to 0 in the same time by continuity of q. In other words, even though
surviving static particles are scarce in barely supercritical systems, they still represent
a positive (> 1/4) proportion of the shapes in the skyline. This contrast is explained
by an increase in the expected size of shapes: E[∆ | Σ =↗↑] = E[A | A < ∞] ↗ +∞
as p↘ 1/4 (cf. Theorem 13).
2.4. Structure of the proofs and organization of the paper. The results presented in this
paper provide in principle two proofs of the main theorem: one that appeals to both algebraic
and topological arguments and another one that is more purely algebraic. We will mostly
describe the first proof, that is more robust. It indeed enables us to get some information about
the alternative discrete model of [6] (cf. Section 7) and, after the prepublication of the present
paper, it was also adapted by Junge and Lyu [13] to study the asymmetric case.
The (first) proof of Theorem 1 decomposes into two parts, gathered in Section 3. First,
and most importantly, in Subsection 3.1, using symmetries and independence to decompose the
event {0← •} in a “recursive” way, we are able to prove that, for any p ∈ (0, 1), q solves an
algebraic equation. This equation has two roots, namely 1 and 1/
√
p− 1. Although this entails
q = 1 when p ≤ 1/4, this doesn’t prove the converse. For the latter, a priori regularity properties
of q (or θ) as a function of p are needed, which are the subject of Subsection 3.2. Unfortunately,
it is not possible to rely on monotonicity since the apparent lack thereof is precisely a major
difficulty in this model. This is instead achieved using finitary conditions characterizing the
survival phase, together with the previous dichotomy.
Although the algebraic equation solved by q is actually a particular case of Equation (1)
(indeed, q = f(1)), we keep its proof separate from the proof of Theorem 2 for the reason of
greater robustness explained above.
An alternative proof that circumvents the needs to ensure a priori regularity of q (in p) would
consist in using the above Equation (1) (that is established by similar arguments as in the first
proof) and exploit the regularity of f(x) in x instead. Thus, in place of hypothetical regularity
of q = f(1) in p, we use the known (and considerable) regularity of f(x) in x so as to identify
the probabilistically meaningful root.
Section 4 proves Theorem 2 about the universality of the law of A. Section 5 proves Propo-
sition 4 about the skyline. Finally, Section 6 deduces Theorem 3 from Theorem 2.
The above mentioned second proof of Theorem 1 is sketched at the end of Section 4.
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Finally, Section 7 states and discusses the analogous, yet weaker, results about the alter-
native discretized version of the model (i.e. under PN) that follow from adapting the previous
arguments.
3. Proof of Theorem 1: Phase transition
3.1. Algebraic identities. In this subsection, we prove
Proposition 5. For all p ∈ (0, 1), either q = 1 or q = 1√p − 1. In particular, q = 1 if p ≤ 1/4.
Let us introduce temporary notation for the probabilities involved in the next two lemmas:
r := P((0 6← •) ∧ (→•1→ •˙)),
s := P((0←•) ∧ (→•1→ •˙)).
These probabilities can be expressed in terms of p and q as follows:
Lemma 6. a) r = pq(1− q).
b) s = 12pq
2.
Proof. For any integer k ≥ 2, and any configuration ω = ((xn, vn, sn))n≥1, we define revk(ω) to
be the configuration obtained by reversing the interval [x1, xk], that is, a particle at position
x ∈ [x1, xk] in ω corresponds to a particle at position x1 + (xk − x) moving in the opposite
direction and having the opposite spin in revk(ω), while particles outside [x1, xk] are the same
in ω and revk(ω). Note that the speeds +1 and −1 have same probability 1−p2 , the spins +1
and −1 independently have the same probability 1/2, and given ω on R \ (x1, xk), the law of
the configuration in (x1, xk) of both ω and revk(ω) is given by k−2 particles separated by k−1
independent distances with law m and conditioned on having a total sum equal to xk − x1.
Consequently revk is measure-preserving for any distribution m.
a) Let k ≥ 2. Note that {0 6← •}∩ {→•1→•˙k} = {→•1→•˙k}[x1,xk] ∩{xk 6← •}(xk,∞), since on the
event {→•1→ •˙k}[x1,xk] ∩ {xk←•j}(xk,∞), •j will either annihilate •k or reach 0.
The map revk induces a bijection between {→•1→•˙k}[x1,xk]∩{xk 6←•}(xk,∞) and {•˙1←
←•k}[x1,xk]∩
{xk 6← •}(xk,∞). Since revk preserves the measure, it follows that
P({0 6← •} ∩ {→•1→ •˙k}) = P
({•˙1←←•k} ∩ {xk 6← •}(xk,∞))
= P(•˙1←←•k)P
(
(xk 6← •)(xk,∞)
)
= P(•˙1←←•k)(1− q),(3)
where the second equality comes from the fact that the two events {•˙1←←•k} and {xk 6←•}(xk,∞)
depend on the configuration on the disjoint intervals [x1, xk] and (xk,∞) respectively, and the
last equality comes from translation invariance. Summing over k ≥ 2 finally gives, due to (3),
P({0 6← •} ∩ {→•1→ •˙}) = P(•˙1←•)(1− q) = pq(1− q).
b) Let n ≥ k ≥ 2. The event {0← •n} ∩ {→•1 → •˙k} happens if, and only if, the leftmost
particle reaches the static particle at xk either strictly before the particle initially at xn does,
i.e. xk − x1 < xn − xk, or at the same time and this triple collision resolves by annihilation of
the leftmost particle, i.e. xk − x1 = xn − xk and sk = −1. Thus,
{0←•n} ∩ {→•1→ •˙k}
= {(•˙k) ∧ (→•1→ xk)[x1,xk) ∧ (xk←•n)(xk,xn] ∧ (xk − x1 < xn − xk)}
∪ {(•˙k) ∧ (→•1→ xk)[x1,xk) ∧ (xk←•n)(xk,xn] ∧ (xk − x1 = xn − xk) ∧ (sk = −1)}
and, applying revk, we readily have
revk({0←•n} ∩ {→•1→ •˙k})
= {(•˙1) ∧ (x1←←•k)(x1,xk] ∧ (xk←•n)(xk,xn] ∧ (xk − x1 < xn − xk)}
∪ {(•˙1) ∧ (x1←←•k)(x1,xk] ∧ (xk←•n)(xk,xn] ∧ (xk − x1 = xn − xk) ∧ (s1 = +1)}.
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Because revk preserves the measure, it follows that
P
(
(0←•n) ∧ (→•1→ •˙k)
)
= P
(
(•˙1) ∧ (x1←←•k)(x1,xk] ∧ (xk←
←•n)(xk,xn] ∧ (xk − x1 < xn − xk)
)
+ P
(
(•˙1) ∧ (x1←←•k)(x1,xk] ∧ (xk←
←•n)(xk,xn] ∧ (xk − x1 = xn − xk) ∧ (s1 = +1)
)
= pP
(
(x1←←•k)(x1,xk] ∧ (xk←
←•n)(xk,xn] ∧ (xk − x1 < xn − xk)
)
+
1
2
pP
(
(x1←←•k)(x1,xk] ∧ (xk←
←•n)(xk,xn] ∧ (xk − x1 = xn − xk)
)
,
where the last equality follows from the independence of (v1, s1) from x1 and the configuration
on (x1, xn]. The environment on (xk, xn] is independent of the environment on (x1, xk] and
distributed as the environment on (0, xn−k+1]. Therefore, summing over all values of n(≥ k)
and then of k ≥ 1,
P
(
(0←•) ∧ (→•1→ •˙)
)
= pP
(
(D <∞) ∧ (D′ <∞) ∧ (D < D′))
+
1
2
pP
(
(D <∞) ∧ (D′ <∞) ∧ (D = D′)))(4)
where D,D′ are independent random variables distributed as
D := min{xk : 0←•k} ∈ (0,∞).
Since by symmetry P(D < D′ < ∞) = 12P(D 6= D′, D < ∞, D′ < ∞), combining the previous
probabilities yields
P
(
(0←•) ∧ (→•1→ •˙)
)
=
1
2
pP(D <∞)2 = 1
2
pq2. 
Lemma 7. q = 1−p2 + pq
2 + s+
(
1−p
2 − r − s
)
q.
Proof. Conditioning on the velocity of the leftmost particle, we have
(5) q =
1− p
2
P(0←• |←•1) + pP(0←• | •˙1) + P((0←•) ∧ (→•1)).
Clearly if the leftmost particle moves left it will reach 0, hence P(0←• |←•1) = 1. If the leftmost
particle is static, it is annihilated with probability q, since this equals P({x1←•}(x1,∞)). Note,
however, that this event occurs if and only if {•˙1 ← ←•j}[x1,xj ] occurs for some j, since the
progress of a left-moving particle cannot be affected by particles further to the right. Given
that {•˙1←←•j}[x1,xj ] occurs, a particle reaches 0 if and only if {xj ←•}(xj ,∞) also occurs, since
the fact that •j is left-moving and annihilates •1 means that no particle from the right of •j can
encounter any particles after reaching xj . Clearly {xj←•}(xj ,∞) is independent of {•˙1←←•j}[x1,xj ]
and has probability q, so P(0←• | •˙1) = q2.
If the leftmost particle moves right, it must eventually be annihilated (see e.g. [18, Lemma
3.3]). Thus we have
(6)
1− p
2
= P(→•1→ •˙) + P(→•1→←←•).
Conditioning on how the leftmost particle is annihilated, we have
(7) P((0←•) ∧ (→•1)) = P((0←•) ∧ (→•1→ •˙)) + P(0←• |→•1→←←•)P(→•1→←←•).
Now P(0 ← • | →•1 →← ←•) = q, since, given that ←•j annihilates →•1, {0 ← •} if and only if
{xj ←•}(xj ,∞). Thus (7) becomes
(8) P((0←•) ∧ (→•1)) = P((0←•) ∧ (→•1→ •˙)) + qP(→•1→←←•),
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and, combining (6) and (8),
P((0←•) ∧ (→•1)) = s+ q
(1− p
2
− P(→•1→ •˙)
)
= s+ q
(1− p
2
− r − s
)
.(9)
Combining (9) and (5) gives
q =
1− p
2
+ pq2 + s+ q
(1− p
2
− r − s
)
. 
Proof of Proposition 5. Combining the previous two lemmas yields immediately the equation
0 = 1− q − p− pq + pq2 + pq3
hence
0 = 1− q − p(1 + q − q2 − q3) = (1− q)(1− p(1 + q)2),
implying, since q ≥ 0, that either q = 1 or q = 1√p − 1. Since q ≤ 1, we conclude that q = 1
when p ≤ 1/4. 
3.2. A priori regularity properties. Let us prove the following result, which in combination
with Proposition 5 immediately gives Theorem 1. Remember that θ(p) = (1−q)2 is the survival
probability of a static particle in the full line process.
Proposition 8. For all p ∈ (14 , 1), θ(p) > 0.
The proof follows from the two lemmas below. These lemmas respectively rely on two dif-
ferent characterizations of the supercritical phase {p : θ(p) > 0} by means of sequences of
conditions about finite subconfigurations; the definition and properties of the more involved
characterization are developed in the next subsection.
Lemma 9. The set of subcritical parameters {p ∈ (14 , 1) : θ(p) = 0} is open.
Lemma 10. The set of supercritical parameters {p ∈ (14 , 1) : θ(p) > 0} is open.
Proof of Proposition 8. As a conclusion of the above lemmas, the set S = {p ∈ (14 , 1) : θ(p) = 0}
is both open and closed in (14 , 1). By connectivity of this interval, it follows that either S = (
1
4 , 1)
or S = ∅. Since we already know (cf. [18]) that S ⊂ (14 , 13), we deduce that S = ∅. 
Proof of Lemma 9. We have q = lim↑k qk where, for all k ∈ N,
qk = P((0← •)[x1,xk]),
which gives, using Proposition 5,
{p ∈ (14 , 1) : θ(p) = 0} = {p ∈ (14 , 1) : q = 1}
=
{
p ∈ (14 , 1) : q >
1√
p
− 1
}
=
⋃
k∈N
{
p ∈ (14 , 1) : qk >
1√
p
− 1
}
.
On the other hand, each qk depends only on a configuration of k particles, hence by conditioning
on the velocities of these particles we see that qk is a polynomial in p and therefore is continuous.
The lemma follows. 
Proof of Lemma 10. Using the notation Nk from the next subsection, the upcoming Proposi-
tion 11 gives
{p ∈ (14 , 1) : θ(p) > 0} =
⋃
k∈N
{
p ∈ (14 , 1) : E[Nk] > 0
}
,
so that the lemma follows by noticing that, as can be seen by conditioning on the velocities of
the k particles, the function p 7→ E[Nk] is polynomial hence continuous. 
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3.3. Characterization of the supercritical phase. While Lemma 9 relies on the simple
monotone approximation q = lim↑k qk, where for all k ∈ N the probabilities qk = P((0 ←
•)[x1,xk]) depend only on a configuration of k particles, Lemma 10 relies on a formally similar
but more involved characterization. This characterization is already alluded to in the first of
the final remarks of [18] as a way to numerically upper bound pc. Given its importance in
the present proof, we give it here a more thorough presentation, and show it is necessary and
sufficient.
For all k ∈ N, consider a random configuration containing only the k particles •1, . . . , •k
(initially located at x1, . . . , xk), and denote byNk the difference between the number of surviving
static particles and the number of surviving left-going particles: letting Ik = [x1, xk], this
amounts to letting
Nk :=
k∑
i=1
(1{•˙i} − ←1{•i})1{•i survives}Ik .
Proposition 11. For all p ∈ (0, 1), θ(p) > 0 ⇔ ∃k ≥ 1, E[Nk] > 0.
Remark. The fact that E[N1] = 12(3p− 1) recovers (cf. [18]) that θ(p) > 0 when p > 1/3. The
proof of this fact in [18] is in fact the scheme for the general one given below. Considering E[N2]
gives the same condition, however E[N3] = 3p3 + 7p2p− 32pp2 − 8p3 (where p = 1−p2 ) yields the
value 0.32803 from the remark in [18]. As the proposition shows, pushing this method further
would give arbitrarily good numerical approximations of pc. Let us remind that, although such
approximations are rendered pointless by Theorem 1, the existence of this method still is a
theoretical tool in the proof of the said theorem.
Proof. Direct implication. Assume that θ(p) > 0. Let us decompose Nk = N˙k −
←
Nk, where N˙k
and
←
Nk respectively denote the number of static and left-going particles among •1, . . . , •k that
survive in restriction to [x1, xk].
For any integer i, the event {•˙i survives}I decreases with the interval I (containing xi). If
indeed •i is static and is annihilated by a particle inside an interval I, then introducing new
particles outside I can possibly change the side from which •i is hit, but not the fact that
this particle is hit. In particular, the number of static particles among •1, . . . , •k that survive
in restriction to [x1, xk] is larger than or equal to the number of such particles that survive
without restriction, and a fortiori to the number of such particles that survive when the initial
locations are extended to the full line. Taking expectations gives, by shift invariance of the full
line process,
E[N˙k] ≥ ER[N˙k] = kPR
(•˙0 survives) = kpθ(p),
hence in particular E[N˙k]→+∞ as k→∞.
On the other hand, E[
←
Nk] is uniformly bounded in k. Indeed,
←
Nk clearly grows with k, and its
limit
←
N∞ = lim↑k
←
Nk is the number of surviving left-going particles in (0,∞), and this number
has geometric distribution with parameter 1−q > 0 (notice indeed that the configuration on the
right of a surviving left-going particle is identically distributed to the configuration on (0,∞),
up to translation) and therefore is integrable.
We conclude that E[Nk] = E[N˙k]− E[
←
Nk] ≥ kpθ(p)− q1−q →+∞ as k→∞, hence E[Nk] > 0
for large k.
Reverse implication. Assume now that E[Nk] > 0 for some k ≥ 1.
For positive integers i < j, define N(i, j) in the same way as Nk except that only the particles
•i, . . . , •j are considered instead of •1, . . . , •k. With this notation, Nk = N(1, k). This function
N satisfies “almost” a superadditivity property.
Lemma 12. Let k < l be positive integers. For any configuration ω which, in restriction to
[x1, xk], has no surviving right-going particle, we have
N(1, l) ≥ N(1, k) +N(k + 1, l).
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Proof of Lemma 12. When the configurations in I = [x1, xk] and in J = [xk+1, xl] are combined,
the surviving left-going particles from J can interact with particles from I. Each of them either
annihilates with a surviving static particle (hence giving the same 0 contribution to both hand
sides) or annihilates with a static particle that was annihilated in restriction to I hence unleashes
its right-going peer which can either survive (making the left-hand side greater by 1), annihilate
with a surviving left-going particle (making the left-hand side greater by 2), annihilate with a
surviving static particle (keeping sides equal) or again annihilate with a static particle that was
annihilated in restriction to J hence unleash its left-going peer which is offered the same range
of possibilities as the particle we first considered. Note that if a surviving left-moving particle
from J is involved in a triple collision, that collision will resolve in the destruction either of the
static and left-moving particles, unleashing a right-moving peer as above, or of the two particles
which were destroyed in I, having no effect on the analysis, and similar considerations apply to
right-moving particles subsequently unleashed. Thus in any case the identity remains satisfied
after the effect of each of these left-going particles is taken into account. 
We shall progressively explore the configuration, starting from 0 and going to the right, by
repeating the following two steps: first, discover the next k particles, and then discover the
least necessary number of particles until there is no surviving right-going particle in the whole
discovered region. We will denote by K0 = 0,K1,K2, . . ., the number of particles discovered in
total after each iteration, and by N˜ (1)(= Nk), N˜
(2), . . . the quantity computed analogously to
Nk but on the newly discovered block of k particles at each iteration, i.e., for all n, N˜
(n+1) =
N(Kn + 1,Kn + k). Let us explain the first iteration in some more detail.
We start by considering the first k particles. Let N˜ (1) = N(1, k). If, in the configuration
restricted to [x1, xk], no right-going particle survives, then we let K1 = k. Otherwise, let τ0
denote the index of the leftmost surviving right-going particle, and appeal for instance to [18,
Lemma 3.3] to justify the existence of a minimal γ1 such that the event {→•τ0 → •γ1}[xτ0 ,xγ1 ]
happens, and let K1 = γ1. By definition we have that, in both cases, in restriction to [x1, xK1 ],
there is no surviving right-going particle and N˜ (1) = N(1,K1). We then keep iterating this
construction: define N˜ (2) = N(K1 + 1,K1 + k), and keep exploring on the right of •K1+k until
no surviving right-going particle remains, define K2 to be the index that was reached, and so
on. By this construction, the random variables N˜ (n) are i.i.d. with same distribution as Nk,
and for all n we have N(1,Kn + k) = N(1,Kn+1) and there is no surviving right-going particle
in restriction to [x1, xKn+1 ]. Thus, by repeatedly using the lemma, we have for all n,
N(1,Kn) ≥ N˜ (1) + · · ·+ N˜ (n).
However, by the assumption and the law of large numbers, with positive probability N˜ (2) +
· · · + N˜ (n) > 0 for all n ≥ 2. Therefore, still with positive probability, it may be that the
first k particles are static (hence N˜ (1) = k) and that N˜ (1) + · · · + N˜ (n) > k for all n ≥ 2, so
that N(1,Kn) > k for all n ≥ 2. This event ensures that 0 is never hit: indeed after the n-th
iteration of the exploration (for n ≥ 2) there are at least k + 1 surviving static particles due to
the definition of the event, but at most k of them can be annihilated by the particles discovered
between Kn and Kn+1, hence by induction the first static particle survives forever and prevents
0 from being hit. Thus θ(p) > 0. 
4. Proof of Theorem 2: Universality of the law of A
Remember that A is the index of the first particle, on N, that visits 0. We wish to prove that
the law of A does not depend on m and furthermore, that for all x ∈ [−1, 1], the generating
series w = f(x) = E[xA1{A<∞}] solves the equation
(1) pxw4 − (1 + 2p)xw2 + 2w − (1− p)x = 0.
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Since P(A = ∞) = 1 −∑n∈N P(A = n), it is sufficient to show P(A = n) is independent of
the distribution m of interdistances for every n ∈ N. Let, for all n ∈ N,
pn = P(A = n), αn = P((A = n) ∧ (•˙1)), βn = P((A = n) ∧ (→•1→ •˙)),
γn = P((A = n) ∧ (→•1→←←•)), and δn = P(→•1→←←•n).
We will prove by induction on n that not only pn but also αn, βn, γn and δn are each independent
of the distribution of inter-bullet distances; the proof will also provide recurrence relations from
which (1) will follow. For n = 1, we have p1 =
1−p
2 , and α1 = β1 = γ1 = δ1 = 0. Let n ∈ N and
assume that the previous property holds up to the value n− 1.
First, conditional on the event that •1 is static, A = n if and only if there is some 1 < k < n
such that •k is the first particle to reach x1 from the right and •n is the first to reach xk from
the right. This happens with probability P(A = k − 1)P(A = n − k), which by induction does
not dependent on the distribution m for each k. Thus
(10) αn = p
∑
1<k<n
pk−1pn−k
does not depend on m.
Secondly, observe that {A = n}∩{→•1→•˙k} occurs if and only if •k is static, the first particle
to reach xk from the left is •1, the first particle to reach xk from the right is •n, and either
xk − x1 < xn − xk, or jointly xk − x1 = xn − xk and sk = −1. Now, for any configuration ω,
ω ∈ {•˙k} ∩ {→•1→ xk}(0,xk) ∩ {xk←
←•n}(xk,∞) ∩ {xk − x1 < xn − xk}
if and only if
revn(ω) ∈ {•˙k′} ∩ {→•1→ xk′}(0,xk′ ) ∩ {xk′ ←
←•n}(xk′ ,∞) ∩ {xk′ − x1 > xn − xk′},
where k′ = n+ 1− k, and similarly
ω ∈ {•˙k} ∩ {→•1→ xk}(0,xk) ∩ {xk←
←•n}(xk,∞) ∩ {xk − x1 = xn − xk} ∩ {sk = −1}
if and only if
revn(ω) ∈ {•˙k′} ∩ {→•1→ xk′}(0,xk′ ) ∩ {xk′ ←
←•n}(xk′ ,∞) ∩ {xk′ − x1 > xn − xk′} ∩ {sk′ = +1}.
Thus, since P is invariant under revn (cf. Proof of Lemma 6), and k 7→ k′ is a permutation of
{2, . . . , n− 1}, we have
P((A = n) ∧ (→•1→ •˙))
=
∑
1<k<n
P((•˙k) ∧ (→•1→ xk)(0,xk) ∧ (xk←
←•n)(xk,∞) ∧ (xk − x1 < xn − xk))
+ P((•˙k) ∧ (→•1→ xk)(0,xk) ∧ (xk←
←•n)(xk,∞) ∧ (xk − x1 = xn − xk) ∧ (sk = −1))
=
∑
1<k<n
P((•˙k) ∧ (→•1→ xk)(0,xk) ∧ (xk←
←•n)(xk,∞) ∧ (xk − x1 > xn − xk))
+ P((•˙k) ∧ (→•1→ xk)(0,xk) ∧ (xk←
←•n)(xk,∞) ∧ (xk − x1 = xn − xk) ∧ (sk = +1))
hence summing the above two equalities yields exactly
2P((A = n) ∧ (→•1→ •˙)) =
∑
1<k<n
P
(
(•˙k) ∧ (→•1→ xk)(0,xk) ∧ (xk←
←•n)(xk,∞)
)
.
The events {•˙k}, {→•1→ xk}(0,xk) and {xk ←
←•n}(xk,∞) are independent, and have probabilities
p, P(A = k− 1) and P(A = n− k) respectively, where the expression for the second probability
comes from the invariance of P under revk, thus
P((A = n) ∧ (→•1→ •˙)) = p
2
∑
1<k<n
P(A = k − 1)P(A = n− k),
14
i.e.
(11) βn =
p
2
∑
1<k<n
pk−1pn−k =
1
2
αn.
By induction, the terms of this sum do not depend on m, so βn doesn’t either.
Then, P((A = n) ∧ (→•1→←←•)) =
∑n−1
k=2 P(
→•1→←←•k)P(A = n− k), i.e.
(12) γn =
∑
1<k<n
δkpn−k,
and by induction the terms of this sum do not depend on m.
Finally, let us consider δn = P(
→•1→←←•n). If {→•1→←←•n} occurs then on the interval (x1,∞)
the first particle to cross x1 is •n, which happens with probability P(A = n − 1). However,
there are some arrangements where the latter event and {→•1} both occur, but {→•1 →← ←•n}
doesn’t. In fact, these arrangements are precisely those for which there is some k < n such that
{A = k} ∩ {→•1→ •˙} occurs and •n is the first to cross xk from the right. This means that
P(→•1→←←•n) = 1− p
2
P(A = n− 1)−
∑
1<k<n
P((A = k) ∧ (→•1→ •˙))P(A = n− k),
i.e.
(13) δn =
1− p
2
pn−1 −
∑
1<k<n
βkpn−k,
and by the induction hypothesis all terms of this sum are independent of the distribution m
hence the same holds for δn. Since pn = αn +βn +γn when n ≥ 2, this concludes the induction.
In order to study f : x 7→∑n≥0 pnxn, let us also define the generating series
A : x 7→
∞∑
n=0
αnx
n, B : x 7→
∞∑
n=0
βnx
n, C : x 7→
∞∑
n=0
γnx
n, and D : x 7→
∞∑
n=0
δnx
n.
Then the previous recurrence relations (10),(11),(12),(13) imply respectively
A(x) = pxf(x)2, B(x) =
1
2
A(x),
C(x) = D(x)f(x), and D(x) =
1− p
2
xf(x)−B(x)f(x),
and since pn = αn + βn + γn when n ≥ 2 and p1 = 1−p2 , we conclude that
f(x) =
1− p
2
x+A(x) +B(x) + C(x) =
1− p
2
x+
3
2
pxf(x)2 +
1− p
2
xf(x)2 − 1
2
pxf(x)4,
hence the advertised formula.
Remark. Let us explain how Formula (1) could in fact, at least in principle, be used to obtain
Theorem 1 in a more purely algebraic way (see also the end of the introduction).
The key remark is that f is the only analytic function on the closed unit disk that satisfies (1)
and f(0) = 0. Indeed these properties hold for f , and the implicit function theorem implies
local uniqueness, hence a fortiori uniqueness on the disk. Thus, these properties characterize f .
In particular, they entail the value of q = f(1). One could thus in principle deduce the value of
q from (1), for any p ∈ (0, 1), without appealing to any a priori regularity of q. The practical
computations, on the other hand, using the expressions of the solutions of quartic equations by
radicals, seem to be particularly tedious.
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5. Proof of Proposition 4: Distribution of the skyline
We first prove a). For all k ≥ 1, introduce the σ-algebra
Fk = σ((Li, Ri,Σi) : 0 ≤ i ≤ k).
Denote by S the event {• 6→ •˙0 6← •}. Let k ≥ 1. Let (l1, r1, σ1), . . . , (lk, rk, σk) be any element
in the support of the (discrete) random variable (L1, R1,Σ1), . . . , (Lk, Rk,Σk) under PR(· | S).
The event S∩{∀i = 1, . . . , k, (Li, Ri,Σi) = (li, ri, σi)} decomposes into {• 6→•˙0}∩Sk∩{xrk 6←
•}, where Sk is an event that depends only on the configuration on [x1, xrk ]. Note in particular
that the event Sk implies that no particle among •1, . . . , •rk leaves the interval [x1, xrk ].
Then the event {Σk+1 =↑}∩S∩{∀i = 1, . . . , k, (Li, Ri,Σi) = (li, ri, σi)} happens if, and only
if the particle at 0 is static and not hit from the left, the particle at Lk+1(= Rk + 1) is static
and not hit from the right, and the event Sk happens. Thus, by independence and translation
invariance properties of the process,
PR((Σk+1 =↑) ∧ S ∧ (∀i = 1, . . . , k, (Li, Ri,Σi) = (li, ri, σi)))
= PR((• 6→ •˙0)(−∞,0] ∧ Sk ∧ (•˙rk+1) ∧ (xrk+1 6← •)[xrk+1,+∞))
= PR((• 6→ •˙0)(−∞,0]) ∧ Sk) pP((xrk+1 6← •)[xrk+1,+∞))
= pPR((• 6→ •˙0)(−∞,0]) ∧ Sk ∧ (xrk 6← •)[xrk ,+∞))
= pPR(S ∧ (∀i = 1, . . . , k, (Li, Ri,Σi) = (li, ri, σi))).
Let n ≥ 1. In the same way, for {Σk+1 =↗↖, Rk+1 − Lk+1 = n}, letting lk+1 = rk + 1 and
rk+1 = lk+1 + n, one has
PR((Σk+1 =↗↖) ∧ S ∧ (∀i = 1, . . . , k + 1, (Li, Ri,Σi) = (li, ri, σi))
= PR((• 6→ •˙0)(−∞,0] ∧ Sk ∧ (→•lk+1 →←←•rk+1) ∧ (xrk+1+1 6← •)[xrk+1+1,+∞))
= PR((• 6→ •˙0)(−∞,0]) ∧ Sk)PR(→•lk+1 →←←•rk+1)PR((xrk+1+1 6← •)[xrk+1+1,+∞))
= P(→•1→←←•n+1)PR((• 6→ •˙0)(−∞,0]) ∧ Sk ∧ (xrk 6← •)[xrk ,+∞))
= P(→•1→←←•n+1)PR(S ∧ (∀i = 1, . . . , k, (Li, Ri,Σi) = (li, ri, σi))),
and similarly for the two other cases. Since this holds for all (li, ri, σi), i = 1, . . . , k, it follows
that {Σk+1 =↑} and {Σk+1 =↗↖, Lk+1−Rk+1 = n} are independent of Fk under PR(· | S) and
have respective probabilities p and P(→•1→←←•n+1). Note that these events belong to Fk+1. Since
this holds for all k ≥ 1, the law of (Σk,∆k)k≥1 follows, hence the statement of the proposition
for positive k. The identity P(Σ =↗↖) = P(→•1→←←•) is obtained by summation over n, and
the explicit value (1−p)/2− r− s = √p−p was obtained for instance in the course of the proof
of Lemma 7.
Finally, given S, the particles on (0,+∞) and (−∞, 0) are independent and have distributions
symmetric to each other, hence the conclusion.
The statement of b) then follows at once from the distribution of Σ.
6. Asymptotics of densities
The implicit equation (1) enables us, by analytic combinatorial methods, to compute asymp-
totics of the distribution of A, the index of the leftmost particle to ever visit 0 (Theorem 13). We
shall then deduce asymptotics of the density of surviving particles as time passes (Theorem 3).
The transition from the law of A to the law of the lifetime of a static particle, i.e. its time of
first collision, either from right or left, assumes however some control of the distance between
particles (Lemmas 14,15).
Let us first state the result on A, then deduce its consequence, and finally return to the proof
of this result in the last part of this section.
Theorem 13. We have
E[A] =∞ if p ≤ 1/4,
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and
E[A | A <∞] =
√
p
(2
√
p− 1)(1− 2√p+ 2p) if p > 1/4.
Also,
P(A = n) ∼
n→∞
n odd

√
2√
pi(1−4p)n
−3/2 if p < 1/4,
24/3
3Γ(2/3)n
−4/3 if p = 1/4,
1
3
√
2(8p+1)(1−p)
pip(4p−1) R
−nn−3/2 if p > 1/4,
where R = R(p) = 38p+1
√
3p
1−p , and the analogous quantity for a right-going particle at zero
satisfies
PR(
→•0→←←•n) ∼n→∞
n odd

√
1−4p√
2pi
n−3/2 if p < 1/4,
1
21/3Γ(1/3)
n−5/3 if p = 1/4
cR−nn−5/2 if p > 1/4,
for some c = c(p) > 0.
Let us consider the process defined on the full line. Denote respectively, for all t > 0, by c0(t)
and c+(t) the density of static particles and of right-going particles that have not annihilated
by time t, among the particles present at initial time, i.e.
c0(t) = lim
m,n→+∞
1
m+ n+ 1
∑
−m≤k≤n
1{•˙k}∩{•k survives beyond time t},
and similarly for c+(t) with {→•k} instead of {•˙k}. These densities exist a.s. due to the ergodicity
of the process under PR, and satisfy
c+(t) = PR(
→•0, •0 survives beyond time t) = PR(→•0→ t)
and
c0(t) = PR(•˙0, •0 survives beyond time t) = pP(D > t)2,
where the final equality comes from the fact that the survival of a static particle at 0 beyond
time t is equivalent to the survival from particles starting in (0, t] and in [−t, 0), together with
symmetry and independence of both half-lines.
Note that, if m is integrable with mean 1, then c0(t) and c+(t) also have the meaning of
spatial densities: by the law of large numbers,
c0(t) = lim
a,b→+∞
1
a+ b
#{k ∈ Z : xk ∈ [−a, b], •k is static and survives beyond time t},
and similarly for c+(t).
These densities depend on the distribution m. Without looking for an optimal result, let us
merely show that if m is exponentially integrable with unit mean (as for instance in the usual
unit Poisson case), then the previous critical and subcritical polynomial asymptotics reinterpret
into universal asymptotics for c0(t) and c+(t) as t→∞; and that the decays remain exponential
in the supercritical case, although the exponential order depends more finely on m and is not
obtainable by these means, except when interdistances are constant (m = δ1).
The following result was stated in the introduction:
Theorem 3 (Asymptotics of the density of particles). Assume the law m of distance between
bullets to be exponentially integrable (i.e.
∫
eηxdm(x) < ∞ for some η > 0) and have mean 1.
Then, for some c = c(p) > 0, as t→∞,
c0(t) =

( 2p
pi(1−4p) + o(1)
)
t−1 if p < 1/4,(
22/3
4Γ(2/3)2
+ o(1)
)
t−2/3 if p = 1/4,
(2
√
p− 1)2 − o(e−ct) if p > 1/4,
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and
c+(t) =

(
1√
pi
√
1− 4p+ o(1)) t−1/2 if p < 1/4,(
22/3
8Γ(2/3)2
+ 38Γ(1/3) + o(1)
)
t−2/3 if p = 1/4,
o(e−ct) if p > 1/4.
Furthermore, when m = δ1, if p > 1/4,
(2) (2
√
p− 1)2 − c0(n) ∼n→∞
n even
2c+(n) ∼n→∞
n even
9p
2
√
p+ 1
√
8(1− p)(8p+ 1)
pi(4p− 1)5 R
−(n+1)n−3/2
where R = R(p) = 38p+1
√
3p
1−p .
This result is a consequence of the previous asymptotics (Theorem 13) and of the following
Lemmas 14 and 15, which rely on large deviations to control the approximation of the distance
D = xA by the index A.
In the statements below, we denote by B the index (in Z) of the particle that collides with
the particle at 0, and B =∞ if no such particle exists.
Lemma 14. Assume m is exponentially integrable and has unit mean. Assume 0 < p ≤ 1/4.
Let C,α > 0.
a) If
P(A = n) ∼
n→∞
n odd
Cn−(1+α),
then
(14) P(D > t) ∼
t→∞ P(A > btc) ∼t→∞
C
2α
t−α
and
(15) PR(
→•0→ •˙, xB > t) ∼
t→∞ p
C2
8α2
t−2α.
b) If
PR(
→•0→←←•n) ∼n→∞
n odd
Cn−(1+α),
then
(16) PR(
→•0→←←•, xB > t) ∼
t→∞
C
2α
t−α.
Lemma 15. Assume m is exponentially integrable and has unit mean. Assume 1/4 < p < 1.
Then we have the following (at least) exponential decays:
P(t < D <∞) = o(e−ηt),
PR(
→•0→ •˙, xB > t) = o(e−ηt),
PR(
→•0→←←•, xB > t) = o(e−ηt),
for some η = η(p) > 0.
Finally, the following simple lemma is easily established by standard methods and is therefore
merely mentioned for reference:
Lemma 16. For any α > 0,
(17)
∑
k≥n
k odd
1
k1+α
∼
n→∞
1
2α
n−α.
For any α ∈ R and R > 1,
(18)
∑
k≥n
k odd
1
kαRk
∼
n→∞
n odd
R2
R2 − 1
1
nαRn
.
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Proof of Lemma 14. Let us first prove (14). Note that the second asymptotic equivalent follows
from the polynomial decay assumption by (17) and by the fact that A < ∞ a.s. if p ≤ 1/4
(Theorem 1). Therefore we only have to prove the first asymptotics.
Remember that D = xA = X1 + · · · + XA, and notice that A and X1, X2, . . . are a priori
correlated (unless for instance m = δ1). Let us already emphasize that the following argument
does not depend on the specific form of those correlations. For any δ > 0, for all t > 0, since
Xi ≥ 0 ∀i,
{A < b(1− δ)tc} ∩ {D > t} ⊂ {X1 + · · ·+Xb(1−δ)tc > t},
and
{A > b(1 + δ)tc} ∩ {D < t} ⊂ {X1 + · · ·+Xb(1+δ)tc < t},
and by classical large deviation principles the probabilities of both right hand sides decay (at
least) exponentially fast as t→∞ under the assumption of exponential integrability of m. It
follows that P(D > t) is bounded above by P(A > b(1− δ)tc) and below by P(A > b(1 + δ)tc)
up to exponentially small terms. As mentioned above, the assumption on A and p implies
elementarily that P (A > n) ∼ C/(2α)n−α, hence
(1 + δ)−α ≤ lim inf
t→∞
P(D > t)
C
2α t
−α ≤ lim supt→∞
P(D > t)
C
2α t
−α ≤ (1− δ)
−α,
and (14) follows by letting δ→ 0.
The proof of (16) from the assumption in b) is obtained in the same way as (14) above.
Let us turn to (15). It suffices for us to prove
(19) PR(
→•0→ •˙n) ∼n→∞
n odd
pP(A = n)P(A > n),
because by the assumption this implies PR(
→•0 → •˙n) ∼ pC2/(2α)n−(1+2α), and (15) will then
again follow by the same approximation from discrete to continuous as above. First notice that,
by the same arguments as in the proof of the identity (b) in Lemma 6,
(20) PR(
→•0→ •˙n) = pP(A = n, D′ > D) + 1
2
pP(A = n, D′ = D),
where D′ has same distribution as D and is independent of A and D. Then, as before, for any
δ > 0, for some γ(= γ(δ)) > 0, classical large deviations give P(A = n,D ≤ (1−δ)n) = o(e−γn),
hence
P(A = n,D′ > D) = P(A = n,D > (1− δ)n,D′ > D) + o(e−γn)
≤ P(A = n,D′ > (1− δ)n) + o(e−γn)
= P(A = n)P(D > (1− δ)n) + o(e−γn)
= P(A = n)P(A > b(1− δ)nc) + o(n−2α−1)
= (1− δ)−αP(A = n)P(A > n) + o(n−2α−1).
We proceed similarly for the lower bound:
P(A = n,D′ > D) = P(A = n,D < (1 + δ)n,D′ > D) + o(e−γn)
≥ P(A = n,D < (1 + δ)n < D′) + o(e−γn)
= P(A = n,D < (1 + δ)n)P(D > (1 + δ)n) + o(e−γn)
= P(A = n)P(D > (1 + δ)n) + o(e−γn)
= (1 + δ)−αP(A = n)P(A > n) + o(n−2α−1),
and conclude that P(A = n, D′ > D) ∼ P(A = n)P(A > n) by letting δ → 0 as for (14).
The same proof shows that the right-hand side is also equivalent to P(A = n,D′ ≥ D). Since,
by (20),
pP(A = n,D′ > D) ≤ PR(→•0→ •˙n) ≤ pP(A = n,D′ ≥ D),
we conclude that (19) holds, which entails (15). 
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Proof of Lemma 15. Choose any δ ∈ (0, 1). Then, similarly as in the proof of the previous
lemma,
P(t < D <∞) ≤ P(b(1− δ)tc < A <∞) + P(X1 + · · ·+Xb(1−δ)tc > t)
and both quantities on the right hand side decay (at least) exponentially fast as t→∞. The
first assertion of the lemma follows.
The third one is obtained in the same way.
Finally, one still has (20) (with D′ now possibly taking the value ∞) hence in particular
PR(
→•0→ •˙n) ≤ P(A = n) = o(e−εn)
for some ε > 0. This exponential decay in the discrete index n is then turned into an exponential
decay of PR(
→•0→ •˙, xB > t) in the continuous variable t in the same way as above. 
Proof of Theorem 3. Recall
c0(t) = pP(D > t)2 = p(1− q + P(t < D <∞))2,
hence the asymptotics for c0 follow at once from Theorems 1 and 13, Lemma 14 (Relation (14))
and Lemma 15.
As for c+, notice that, if the particle at 0 is right-going, then it reaches location t (or,
equivalently, survives until time t) if and only if it meets no static particle launched from (0, t]
and no left-going particle launched from (0, 2t]. Thus
c+(t) = PR(
→•0→ t) = PR(→•0→ •˙, xB > t) + PR(→•0→←←•, xB > 2t).
The asymptotics for c+ now follow from Theorem 13, Lemma 14 (Relations (15) and (16)), and
Lemma 15. Note that, for p < 1/4, the first term (collision with a static particle) decays as t−1
hence is negligible with respect to the second term decaying as t−1/2; that, for p = 1/4, both
terms are of the same order ; and that, for p > 1/4, both terms are exponentially small.
Let us finally consider the case m = δ1, p > 1/4. Since D = A in this case, the asymptotics
for c0(n) come from those of A. We indeed have as above, as n→∞,
c0(n) = p(1− q + P(n < A <∞))2 = p(1− q)2 + 2p(1− q)P(n < A <∞)(1 + o(1)),
hence (2), using (18) (and computing in particular R
2
R2−1 =
27p
(4p−1)3 ). For c+(n), first remember
c+(n) = PR(
→•0→ n) = PR(→•0→ •˙, B > n) + PR(→•0→←←•, B > 2n).
The second term is obtained by summations of P(→•0 →←←•k), k > 2n, hence by Theorem 13
and (18) is of order C(p)R−2nn−5/2 for some constant C(p). For the first term, let us first, as
above, write
PR(
→•0→ •˙k) = pP(A = k,A′ > k) + 1
2
pP(A = k,A′ = k) = pP(A = k)P(A > k) +
1
2
pP(A = k)2.
The second summand is of smaller order as k →∞, while the first is equivalent to pP(A =
k)P(A = ∞) = p(1 − q)P(A = k). Thus, by summation over k > n, and comparison with the
above formula for c0(n), as n→∞,
PR(
→•0→ •˙, B > n) ∼ p(1− q)P(n < A <∞) ∼ 1
2
(
p(1− q)2 − c0(n)
) ∼ C ′R−nn−3/2,
for some C ′ > 0. In particular this term dominates PR(
→•0→←←•, B > 2n)(∼ C(p)R−2nn−5/2),
hence the result. 
Let us finally prove the main result of this section.
Proof of Theorem 13. Expectation of A. We know a priori that E[A1{A<∞}] <∞ when p > 1/4.
Indeed, the set of indices of surviving static particles on the full-line is ergodic, hence the first
positive index S of a surviving static particle is integrable; and we have S > A on {A < ∞},
hence E[A1{A<∞}] ≤ ER[S1{A<∞}] ≤ ER[S] < ∞. Alternatively, this would follow from the
fact, proved below, that f is analytic hence differentiable in a neighborhood of 1 when p > 1/4.
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Since E[A1{A<∞}] = f ′(1−), the first formulas follow by differentiating Equation (1) with
respect to x, and substituting x = 1 (hence f(x) = f(1) = q), yielding, if p > 1/4, and using
the above fact that E[A1{A<∞}] <∞,
E[A1{A<∞}] =
q
(1− q)(1− 2pq) .
The expression for q obtained in Theorem 1 leads to the stated formula.
When p ≤ 1/4, if we assume E[A] <∞ then this same procedure (now with q = 1) produces
a contradiction, hence E[A] =∞.
Analytic continuation. We shall prove that the function f is amenable to the methods of singu-
larity analysis (cf. [12, Chapter VI]), that enables one to deduce asymptotics of the coefficients
pn = P(A = n), n ∈ N, of f from asymptotics of the analytic function f in the neighbourhood
of its singularities of least modulus. To that end, let us first discuss the analytic continuation
of f .
As the generating series of a (sub-)probability distribution, f is convergent in the unit disk,
hence is analytic in this disk, and by Theorem 2 satisfies the identity (1) in this disk, i.e., for
all z ∈ C such that |z| ≤ 1,
F (z, f(z)) = 0,
where the polynomial F in two variables is defined by
(21) F : (z, w) 7→ F (z, w) = pzw4 − (1 + 2p)zw2 + 2w − (1− p)z.
For a given z ∈ C, the equation F (z, w) = 0 is solved by up to 4 complex numbers w, one of
which, when |z| ≤ 1, is f(z). Furthermore, wherever the local inversion theorem applies, i.e. for
all (z0, w0) ∈ C2 such that F (z0, w0) = 0 and ∂wF (z0, w0) 6= 0, there is a unique holomorphic
function φ defined on a neighbourhood U0 of z0 and such that φ(z0) = w0 and F (z, φ(z)) = 0
for all z ∈ U0.
The finitely many couples (z0, w0) such that F (z0, w0) = 0 and conversely ∂wF (z0, w0) = 0
are known as singularities of F . By general arguments (see for instance [19, Chapter 2, Section
1, Theorem 2]), f can be analytically continued along each path that avoids these singularities
hence, by the monodromy theorem, can be analytically continued to any simply connected
domain of the complex plane that does not contain these singularities (typically, a slit plane).
One needs however a finer analysis in order to identify the radius of convergence of f and the
singularities on the boundary of its disk of convergence, as some of the singularities of F are
singularities of other analytic solutions φ to F (z, φ(z)) = 0. (Actually, by irreducibility of F ,
all such solutions can be obtained by analytic continuations of f , see [19, Chapter 2, Section
1, Theorem 3], a property best stated within the framework of Riemann surfaces.) Regarding
this problem, we refer to Figure 6 for an illustration, and to Reference [7] for an instructive
discussion.
Singularities of F . The equation ∂wF (z, w) = 0 implies w 6= 0, w 6=
√
1+2p
2p , and z =
1
w
1
(1+2p)−2pw2 , while the additional constraint F (z, w) = 0 yields (keeping only the numera-
tor)
0 = (w2 − 1)(3pw2 − (1− p)),
hence w = ±1 or w = ±
√
1−p
3p , and respectively z = ±1 or z = ±R where
R =
3
8p+ 1
√
3p
1− p.
The points (±1,±1) and (±R,±
√
1−p
3p ) are thus singularities of F — or, in other words, of the
analytic multivalued function obtained by considering all analytic continuations of f .
21
Figure 4. Plot of the real part of the solutions w ∈ C to F (z, w) = 0 (see (21)),
as a function of z ∈ C (horizontal plane), for p = 0.75. Vertical lines correspond
to the values z = ±1,±R (here, R > 1). On this representation, a slice corre-
sponding to real parts in [−0.05,+0.05] was removed, so as to distinctly show
the two sheets in the middle part, the one closer to the plane <(w) = 0 being
the real part of f . Note in particular that 1 is a singularity of F , although not
of f . A few level curves (truncated on the boundary) are shown in red.
Let us note that it is more natural to consider more generally z, w in the Riemann sphere
Ĉ = C∪ {∞}, in which case (0,∞) can be seen to be another singularity of F (indeed, (0, 0) is
a singularity of G(z, v) = v4F (z, 1/v)).
Identification of the singularities of f . Since f(0) = 0 6=∞ (or since obviously f is analytic in
a neighborhood of 0), 0 is not a singularity of f . We first consider the candidate singularities
at (z, w) = ±(1, 1). By definition of f , we have f(±1) = ±q. Thus, by Theorem 1,
◦ if p ≤ 1/4, then q = 1 hence indeed ±1 are singularities of f ;
◦ if p > 1/4, then q < 1 hence ±1 are not singularities of f .
The other candidate singularities are at (z, w) = ±
(√
1−p
3p , R
)
. We have:
◦ if p < 1/4, then R ∈ (0, 1) hence f is analytic at R, i.e. ±R are not singularities for f ;
◦ if p = 1/4, then R = 1 so ±R = ±1 are the same singularities as before;
◦ if p > 14 , then R > 1. Since ±1 are not singularities, ±R must be singularities of f .
Indeed, the coefficients pn decay at most exponentially (e.g., pn ≥ ((1− p)/2)n for odd
n by considering a configuration of alternating +1 and −1 particles), which implies that
f has a finite radius of convergence (e.g., smaller than 2/(1− p)).
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Singularity analysis. We are thus in position to apply singularity analysis (cf. [12, Chapter VI],
and more specifically Corollary VI.1 Sim-transfer and Theorem VI.5 Multiple singularities) in
order to obtain asymptotics for pn.
Assume first 0 < p < 1/4. By the previous discussion, the radius of convergence of f is 1,
with symmetric singularities at ±1. We compute, from F (z, f(z)) = 0, recalling f(1) = 1,
(22) f(z)− 1 ∼
z→1
−
√
2√
1− 4p(1− z)
1/2,
and a symmetric property holds at −1 since f is odd (indeed p2n = 0 for all n), hence
pn ∼
n→∞ −
√
2√
1− 4p
n−3/2
Γ(−1/2)(1− (−1)
n) =
√
2√
pi(1− 4p)n
−3/21(n odd)
Assume now p = 1/4. Again the singularities are at ±1. We find similarly
f(z)− 1 ∼
z→1
−21/3(1− z)1/3.
It follows by the same symmetry that
pn ∼
n→∞ −2
1/3 n
−4/3
Γ(−1/3)(1− (−1)
n) =
24/3
3Γ(2/3)
n−4/31(n odd).
Finally, assume 1/4 < p < 1. Then the singularities are at ±R and R > 1 so we can conclude
that pn decays exponentially fast as n→∞, in other words A is exponentially integrable on
{A <∞}, and more precisely we compute
f(z)− f(R) ∼
z→R
−
√
2
37/4
8p+ 1√
4p− 1
(1
p
− 1
)3/4
(R− z)1/2
hence
pn ∼
n→∞ CpR
−nn−3/21(n odd),
where Cp =
1√
pi
√
2
37/4
8p+1√
4p−1(
1
p − 1)3/4R1/2 =
√
2
3
√
pi
(
(8p+1)(1−p)
p(4p−1)
)1/2
.
Asymptotics for δn. Let us finally find the asymptotics for δn = P(
→•1→←←•n) in each regime,
which will at once give asymptotics for PR(
→•0→←←•n) = δn+1.
Recall A(x) = pxf(x)2, B(x) = 12A(x), C(x) = D(x)f(x), D(x) =
1−p
2 xf(x) − B(x)f(x) =
1−p
2 xf(x)− 12pxf(x)3, hence A,B,C,D have (at most) the same singularities as f .
Assume p < 1/4. Using (22) we can compute, as ε→ 0,
D(1− ε) = 1
2
− p−
√
1− 4p√
2
ε1/2 + o(ε1/2)
and we deduce
δn ∼n→∞
n even
√
1− 4p√
2pi
n−3/2.
Assume p = 1/4. Then, since 1− f(1− ε) ∼ 21/3ε1/3,
1
4
−D(1− ε) ∼
ε→0
3
8
22/3ε2/3
hence
δn ∼n→∞
n even
2× 3
8
22/3
Γ(−2/3)n
−5/3 =
22/3
2Γ(1/3)
n−5/3.
Finally, assume p > 1/4. From finer asymptotics of f we can still find that D has a develop-
ment of the form
D(R)−D(R− ε) = aε+ bε3/2 + o(ε3/2)
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for some non-zero a, b ∈ R (a notable fact is that the a priori leading order in ε1/2 vanishes) so
that
δn ∼n→∞
n even
3bR3/2
2
√
pi
R−nn−5/2.
Note that the proof of Theorem 3 does actually not use such precise asymptotics of δn for
p > 1/4, but simply its exponential rate R−n, which in the general case shows exponential
decay, and in the case m = δ1 shows that the term involving δn is negligible. 
7. Consequences on the discretized model
In this section we turn to the discretized model introduced in [6], and the same model
extended to other situations where the measure m of interdistances has atoms. Recall that the
difference from our model lies in the way that triple collisions are resolved: in [6] they result
in the destruction of all three particles. If m is atomless, triple collisions almost surely do not
arise, and so the two models are equivalent. In this section we shall assume that m has at least
one atom, so the two models are not the same. We use Pˆ and PˆR for the half-line and full-line
versions of this model, and write
qˆ := Pˆ(0←•),
sˆ := Pˆ
(
(0 6← •) ∧ (→•1→ •˙)
)
,
rˆ := Pˆ
(
(0←•) ∧ (→•1→ •˙)
)
for the analogues of the quantities considered in Section 3.1. In contrast to our other results,
the behavior of this model is not universal, and we shall therefore concentrate on the specific
case studied in [6], where m = δ1, i.e. particles start at every integer point; we use PˆN and PˆZ
for this case, and define ψ(p) analogously with θ(p), i.e.
ψ(p) := PˆZ(•˙0 survives | •˙0) = (1− qˆ)2.
Although the present methods fail to identify the exact threshold, they still suffice to prove the
existence of a subcritical phase and furthermore to improve the known upper bounds on the
threshold.
The methods of Section 3.1 with minor modifications yield the following algebraic identities.
Lemma 17. a) rˆ = pqˆ(1− qˆ).
b) sˆ = 12pqˆ
2− 12 PˆR(D = D′ <∞), where D,D′ are independent random variables distributed as
D := min{xk : 0← •˙k}.
c) qˆ = 1−p2 + pqˆ
2 + sˆ+
(
1−p
2 − rˆ − sˆ
)
qˆ.
Proof. a) proceeds exactly as in Lemma 6. For b), events involving triple collisions at xk no
longer count, and so (4) becomes
Pˆ
(
(0←•) ∧ (→•1→ •˙)
)
= pPˆ
(
(D <∞) ∧ (D′ <∞) ∧ (D < D′)),
leading to the required result. For c), the proof proceeds as in Lemma 7; (6) becomes
1− p
2
= Pˆ(→•1→ •˙) + Pˆ(→•1→←←•) + Pˆ(→•1→•← •),
and since
Pˆ(0←• |→•1→←←•) = Pˆ(0←• |→•1→•← •) = qˆ,
(9) is unchanged except for replacing q by qˆ, etc. 
Proposition 18. For all p ∈ (0, 1), either qˆ = 1 or qˆ = −1 +
√
1
p − σ, where
σ = Pˆ(D = D′ <∞).
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Proof. From Lemma 17, it immediately follows that
0 = pqˆ3 + pqˆ2 − (1 + p(1− σ))qˆ + (1− p(1 + σ))
= −(1− qˆ)(pqˆ2 + 2pqˆ + (σ + 1)p− 1),
hence the assumption qˆ < 1 and the condition qˆ ≥ 0 imply that qˆ is the positive root of the
above second polynomial factor, i.e. qˆ = −1 +
√
1
p − σ. 
Clearly σ depends on the precise distribution m. For the remainder of this section, we
consider specifically the case of m = δ1, which was the only discrete case considered in [6]. In
this case we have
σ =
∑
k≥1
PˆN(A = k)2.
Let us introduce computable bounds on σ, so as to deduce effective criteria for survival or
extinction of static particles. Define, for all K ∈ N,
σK =
K∑
k=1
PˆN(A = k)2 and σ˜K =
K∑
k=1
PˆN(A = k),
which are polynomials in p of degree at most 2K and K respectively, and notice that
σK ≤ σ ≤ σK +
( ∞∑
k=K+1
PˆN(A = k)
)2
= σK + (qˆ − σ˜K)2.
Define also
pˆ−c := inf{p ∈ [0, 1] : ψ(p) > 0}, and pˆ+c := sup{p ∈ [0, 1] : ψ(p) = 0}.
Theorem 19. For any integer K ≥ 1,
a) If p(4 + σK) > 1 for all p > p0 for some p0 ∈ [0, 1], then ψ(p) > 0 for all p > p0;
b) If p(5 + σK − 2σ˜K + σ˜2K) ≤ 1, then ψ(p) = 0.
Therefore, writing r−K for the smallest positive root of p(5 + σK − 2σ˜K + σ˜2K) = 1 and r+K for
the largest positive root of p(4 + σK) = 1, we have r
−
K ≤ pˆ−c ≤ pˆ+c ≤ r+K .
Proof. a) The condition p(4 + σK) > 1 implies p(4 + σ) > 1, which entails −1 +
√
1
p − σ < 1.
In such cases, the previous proposition implies a dichotomy similar to that of the continuous
case. The same continuity and connectivity arguments as in the continuous case then adapt
seamlessly and give the conclusion.
b) Since σ ≤ σK + qˆ − σ˜K , the identity solved by qˆ in the proof of Proposition 18 yields, if
qˆ < 1,
0 ≤ 2pqˆ2 + (2− 2σ˜K)pqˆ + (σ˜2K + σK)p− 1,
and this polynomial in qˆ has a negative root, hence it is positive at all values larger than qˆ and
in particular at 1, which means that (5 + σK − 2σ˜K + σ˜2K)p− 1 > 0. 
Corollary 20. a) For all p ≥ 1/4, qˆ < q, hence ψ(p) > θ(p);
b) 0.2354 < pˆ−c ≤ pˆ+c < 0.2406.
Proof. a) It follows from part a) of the previous theorem and the fact that σK > 0 that qˆ < 1.
The comparison between qˆ and q then follows from the formula for qˆ in Proposition 18.
b) These bounds follow by taking K = 25 and evaluating and studying numerically the
degree 50 polynomials p 7→ p(4 + σ25)− 1 and p 7→ p(5 + σ25 − 2σ˜25 + σ˜225)− 1. 
Remark. The explicit bounds derived above change quite slowly as K is increased. However,
the upper bound appears to change much more slowly than the lower, suggesting that if there
is a single critical probability, its value is likely to be close to the upper bound given.
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