Abstract. We demonstrate how to use Lautemann's proof that BPP is in p 2 to exhibit that BPP is in RP PromiseRP . Immediate consequences show that if PromiseRP is easy or if there exist quick hitting set generators then P = BPP. Our proof vastly simpli es the proofs of the later result due to Andreev, Clementi and Rolim and Andreev, Clementi, Rolim and Trevisan. Clementi, Rolim and Trevisan question whether the promise is necessary for the above results, i.e., whether BPP RP RP for instance. We give a relativized world where P = RP 6 = BPP and thus the promise is indeed needed.
Introduction
Andreev, Clementi and Rolim ACR98] show how given access to a quick hitting set generator, one can approximate the size of easily describable sets. As an immediate consequence one gets that if quick hitting set generators exist then P = BPP. Andreev, Clementi, Rolim and Trevisan ACRT97] simplify the proof and apply the result to simulating BPP with weak random sources.
Much earlier, Lautemann Lau83] gave a proof that BPP p 2 = NP NP , simplifying work of G cs and Sipser Sip83]. Lautemann's proof uses two simple applications of the probabilistic method to get the existence results needed.
As often with the case of the probabilistic method, the proof actually shows that the overwhelming number of possibilities ful ll the needed requirements.
The di erence between RP and PromiseRP is subtle but important. In the class RP we require the probabilistic Turing machine to either reject always or accept with probability at least one-half for all inputs. In PromiseRP we only need to solve instances where the machine rejects always or accepts with probability at least one-half.
A survey paper by Clementi, Rolim and Trevisan CRT98] asks whether we can remove the promise in our result, i.e., whether BPP RP RP . We give a relativized counterexample to this conjecture by exhibiting an oracle A such that P A = RP A but P A 6 = BPP A . Since virtually all the techniques used in derandomization relativize, this means that new techniques will be required to collapse BPP in this way.
De nitions
We assume the reader familiarwith the standard notions of Turing machines, and deterministic, nondeterministic and probabilistic polynomial-time computation.
We let represent the binary alphabet f0; 1g.
A quick hitting set generator nds strings in large easily describable sets.
De nition 1. A quick -hitting set generator is a polynomial-time computable function h mapping 1 n to a set of strings of length n such that for all n if f : n ! f0; 1g is a function computed by circuits of at most n gates and Pr x2 n (f (x) = 1) then f(x) = 1 for some x in h(1 n ). Andreev, Clementi and Rolim ACR98] show that for any ; 0 > 0, if quickhitting set generators exist than so do 0 -hitting set generators. We will drop in this case.
We have many variations of probabilistic complexity classes. In this paper, we will concern ourselves with RP, BPP, PromiseRP and PromiseBPP. Let L be a language in BPP and M a probabilistic polynomial-time Turing machine accepting L with an error of 2 ?n on inputs of length n. Let q(n) be the maximum number of coin tosses on any computation path of M on any input of length n. Note q(n) is bounded by a polynomial in n.
Let A be the set of pairs hx; ri such that jrj = q(jxj) and M(x) using r as its random coins will accept. Note that A is computable in deterministic polynomial time. We now de ne the set B as: B = fhx; z 1 ; : : :; z q(jxj) i j jz 1 j = = jz q(jxj) j = q(jxj) implies there is some w 2 q(jxj) such that hx; w z 1 i 6 2 A^ ^hx; w z q(jxj) i 6 2 Ag:
Here u v for juj = jvj is the bitwise parity of u and v. Note we have B 2 NP. First we will show that L is in RP B 1] . Our RP B algorithm on input x with n = jxj simply chooses z 1 ; : : :; z q(n) independently at random from q(n) and then accepts if hx; z 1 ; : : :; z q(n) i is not in B. If x is in L then consider a xed w and i, 1 i q(n). The probability that hx; w z i i is not in A is at most 2 ?n . Since the z i 's are chosen independently, the chance that hx; w z i i is not in A for every z i , 1 i q(n) is at most 2 ?nq(n) . Since there are 2 q(n) possible w's we have Pr(hx; z 1 ; : : :; z q(n) i 2 B) 2 ?n :
Now suppose that x is not in L. Fix z 1 ; : : :; z q(n) and i, 1 i q(n). If we choose w at random, the probability that w z i is in A is at most 2 ?n . The probability that w z i is in A for some i is at most q(n)2 ?n which for su ciently large n is much smaller than 1=2. Thus for every z 1 ; : : :; z q(n) of strings of length q(n), hx; z 1 ; : : :; z q(jxj) i is in B.
Now we wish to show that L is in RP PromiseRP 1] . Let C be any set such that C and B agree on tuples where the w is chosen at random and the acceptance probability is either zero or greater than one-half.
More speci cally hx; z 1 ; : : :; z q(jxj) i is in C if 1. jz i j = q(jxj) for each i, 1 i q(jxj), and 2. the number of w of length q(jxj) such that hx; w z 1 i 6 2 A^ ^hx; w z q(jxj) i 6 2 A is greater than 2 q(jxj)?1 .
The tuple hx; z 1 ; : : :; z q(jxj) i is not in C if 1. jz i j = q(jxj) for each i, 1 i q(jxj), and 2. there are no w of length q(jxj) such that hx; w z 1 i 6 2 A^ ^hx; w z q(jxj) i 6 2 A:
The set C can be arbitrary for all other inputs.
The proof above that L is in RP B 1] also shows that L is in RP C 1] . 2
In the proof of Theorem 1, if x is in L and the z i are badly chosen then the number of w such that hx; w z 1 i 6 2 A^ ^hx; w z q(jxj) i 6 2 A might be nonzero yet small. This is why we need PromiseRP instead of just RP for this proof. Theorem 3 shows that any relativizable proof would need to use PromiseRP.
From Theorem 1 and its proof we get the following two corollaries. 
RP can be easy without BPP being easy
In this section we show that Theorem 1 cannot be improved to show that P = R implies P = BPP using relativizing techniques. Theorem 3. There exists a relativized world where P = RP 6 = BPP.
De ne the following function tower(0) = 2, tower(n + 1) = 2 tower(n) , i.e. tower(n) is an exponential tower of n + 1 2's. We will use a special type of generic (see FFKL93] for an overview) to prove the theorem.
De nition 7. A BPP-generic oracle G is a type of generic oracle that is only de ned at length n such that n = tower(m) for some m. Moreover at these lengths it will always be the case that at most 1=3 or more than 2=3 of the strings of length n are in G. We will call oracles that satisfy these requirements oracles that are BPP-promise.
The oracle that ful lls the conditions of Theorem 3 will be QBF G for G a BPP-generic. Here QBF is the PSPACE-complete set of true quanti ed boolean formulae. The following lemma shows that the second part of Theorem 3 is ful lled. Lemma 1. Let G be a BPP-generic. P QBF G 6 = BPP QBF G . Proof: This follows because G is generic and the condition that P 6 = BPP can be met under the BPP promise of G. 2
The more di cult part is to show that P QBF G = R QBF G . We will need the following notion of categoricity.
De nition 8. A polynomial time nondeterministic machine M is categorically R if for all BPP-promise oracles B it is the case that for all x M QBF B (x) has either more than 1=2 of its paths accepting or none. We will also call these machines categorical.
The idea is to show that if M is categorical then there is a polynomial time (relative to QBF) algorithm that computes for all x whether M(x) accepts or rejects. The core of this proof will be an argument from Nisan Nis91]. Let B 1 a set in S 1 . Fix any accepting path of M QBF B1 (x) with queries q 1 ; : : :; q p (n) on it and let b 1 ; : : :b p(n) be such that B 1 (q i ) = b i . Next query q 1 ; : : :; q p(n) to A and let a 1 ; : : :a p(n) be the answers (i.e. a i = A(q i )). If for all i it holds that a i = b i we know that M QBF A (x) accepts and we are done. So assume that this is not the case.
At this point we have the following claim:
Claim. For all C 2 S 0 at least half of the computation paths of M QBF C (x) query a string in Q = q 1 ; : : :; q p(n) .
Proof Suppose this is not true and that there is a C 2 S 0 such that less than half of the computation paths of M QBF C (x) query a string in Q. Consider the oracle C 0 which is de ned as follows. For all x 6 2 Q, C 0 (x) = C(x) and for q i 2 Q, C 0 (q i ) = b i . (i.e. C 0 equals C except for the queries in Q where it equals B 1 ). Since C was BPP 2 -promise it follows that C 0 is BPP-promise.
Since M QBF C 0 (x) has at least one accepting path and it is categorical it follows that at least 1=2 of its paths are accepting. On the other hand since M QBF C (x) has no accepting paths and more than half of the computation paths do not query anything in Q it follows that less than 1=2 of the paths changed and hence that M QBF C 0 (x) still rejects. A contradiction. 2 Next adjust S 0 and S 1 such that they only contain oracles that agree with A(q 1 ); : : :; A(q p(n) ) and repeat the above construction. It follows that in each round we learn the answer to a new query that is queried on at least half of the computation paths. Suppose after 2p(n) rounds we have not yet encountered a proof that M QBF A (x) accepts. Either all the queries on all the paths of M QBF A (x) have been queried or the current S 0 is empty. Let E be the set of queries made to A in all the rounds. We will have that M QBF A (x) accepts if and only if M QBF (A\E) (x) has an accepting path.
To choose the set B 1 in each round we need remember the oracle queries previously made to A. It is not hard to see then that this construction can be carried out in PSPACE and reducible to QBF. 2 Let D be the deterministic strategy that comes out of Lemma 2. The next lemma shows that this strategy also works for BPP-promise oracles. Lemma 3. For any BPP-promise oracle A. Let strings. Removing any string y from E not queried by D will cause M QBF (E?fyg) (x) to accept with probability at least one-half. Thus every string in E not queried by D must occur on at least half of the computation paths of M QBF E (x) which cannot happen by a simple counting argument.
Thus the only way the strategy can make an error is when D rejects whereas M QBF A (x) accepts. Let Q = q 1 ; : : :; q 2p(n) 2 be the queries made by D. and let R = r 1 ; : : :; r p(n) be the queries on some accepting path of M QBF A (x). Proof (of Theorem 3) By Lemma 1 it follows that P QBF G 6 = BPP QBF G .
Let M be any categoric machine that runs in time p(n). let x be any string of length l and let m be the biggest m such that tower(m) p(n). Set n = tower(m). Query all the relevant strings in G of length strictly less than n. Since G is only de ned at lengths that are a tower of 2's it follows that the previous relevant length is so small that one can query all those strings in polynomial time. Next apply Lemma 3 and use QBF to compute M QBF A (x). The last possibility is that M QBF G happens to be an R machine but it is not categoric. For simplicity we will show the equivalence for the class P PromiseRP . The proof works similarly for many other natural classes such as RP PromiseRP Proof: (2) is more restrictive than (1). We have to show that (1) implies (2). Fix L in P PromiseRP and a M that witnesses this.
Let D be the set of x such that M(x) accepts with probability zero or probability at least one-half. Let E be the set of x such that M(x) accepts with probability at least one-half. We have that A is RP-consistent with M if and only if A \ D = E. 
