ABSTRACT Stereo matching has been widely used in various computer vision applications and it is still a challenging problem. Adaptive support weights (ASW) methods represent the state of the art in stereo matching and have achieved outstanding performance. However, the local ASW methods fail to resolve the matching ambiguity in low texture areas because their cost aggregation is limited within local fixed or adaptive support windows. On the other hand, the non-local ASW methods perform cost aggregation along a special tree, so that these methods are often sensitive to high texture areas since some useful connectivity constrains between adjacent pixels are broken during constructing the special tree. To solve these problems, in this paper, a novel and generic fusing ASW framework are proposed for stereo matching. In this framework, we establish dual support windows for each pixel, i.e., a local window and the whole image window. As such, the primitive connectivity between each pixel and its neighboring pixels in the local window can be maintained, and then each pixel not only gets appropriate supports from neighboring pixels within its local support window but also receives more adaptive supports from the other pixels outside the local window. Furthermore, a local edge-aware filter and a non-local edge-aware filter, whose kernel windows correspond to the dual support windows, are merged in order to achieve collaborative filtering of the cost volume. The performance evaluation on the Middlebury and KITTI datasets shows that the proposed stereo matching method outperforms the current state-of-the-art methods.
I. INTRODUCTION
Aiming to endow computers with human-like depth vision capabilities, binocular stereo matching remains one of the most active research topics in computer vision since it plays a crucial role in many applications, including 3D scene reconstruction, 3D tracking and autonomous driving. The goal of stereo matching is to generate a dense disparity map by finding all the correspondences between two rectified images from the same scene which are captured from different viewpoints. Due to the ambiguous nature of the matching problem and existing noise, occlusion, or distortion in the images, stereo matching is very challenging and the recovery of an accurate disparity map still remains an open problem.
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A large number of studies have been conducted to solve this problem. An extensive review of the stereo matching algorithms can be found in [1] . According to the taxonomy and evaluation strategy in [1] , stereo matching algorithms can be mainly categorized into global methods and local methods. Global methods typically compute all disparities simultaneously by minimizing an energy function defined on the Markov random field model using a global optimization algorithm, e.g., graph cut [2] , belief propagation [3] or dynamic programming [4] . Global methods tend to produce more accurate matching results. However, they are generally computationally expensive due to the iterative nature of the underlying optimization process. Local methods consider correlations between adjacent pixels in support windows. Firstly, the matching cost of each pixel at each disparity is calculated with some measurement of pixel similarity. Secondly, in order to reduce the matching ambiguity, the raw matching costs of all pixels within a support window are aggregated to the center pixel at each disparity. Then, an optimal disparity that gives a minimum aggregated cost is chosen through an efficient local optimization process. Compared with global methods, local methods have more efficient computational performance and can better satisfy the requirement of practical applications.
In local methods, there is an implicit smoothness assumption that all pixels in a support window have similar disparities. However, this assumption is broken at depth discontinuities where the support window contains pixels from different depths, and this leads to the well-known edge fattening effect. On the other hand, local methods also cannot work well for large regions with low or repetitive texture since the support windows of these methods are often limited in a pre-defined small window. Thus, to obtain accurate results not only at depth discontinuities but also in homogeneous regions, an appropriate support window should be selected for each pixel adaptively. To this end, variable and multiple support windows methods in early papers were proposed by changing window size [5] , shape [6] or center offset [7] . Among these methods, rectangular and constrained-shaped window models may be inappropriate for pixels near arbitrarily shaped depth discontinuities. Additionally, computational cost over multiple windows for each pixel also increases tremendously. To resolve this problem, segmentation-based methods [8] use segmented regions with arbitrary sizes and shapes as the support windows, which were implicitly assumed that the disparity varies smoothly in each region. However, these methods require precise color segmentation that is very difficult when dealing with highly textured images. Furthermore, segmentation-based methods may fail if segments overlap depth boundaries.
The major breakthrough in local methods is the introduction of the adaptive support weights (ASW) methods [9] , [11] - [14] . These methods achieve an accuracy comparable to that of global methods. The key idea in ASW methods is to assign an appropriate weight for each pixel within the support window. The support weight represents the probability that the center pixel and a neighbor pixel might belong to the same region. In other words, ASW methods can be treated as segmenting the reference image in a ''soft'' way. Yoon and Kweon [9] firstly introduced the ASW strategy for stereo matching. In their method, a pixel's weight inside a support window is computed based on the color similarity and spatial distance to the center pixel. Note that this is equivalent to the way that weights are computed in bilateral filter (BF) [10] with edge-aware property, so the cost aggregation step of their method can be understood as filtering the cost volume with BF. Hence, ASW methods are also referred as cost volume filtering methods. In [11] , the segmented BF weight function that relies on a pre-computed color segmentation was proposed. Hosni et al. [12] defined the weights within a window by computing the geodesic distance to the center pixel. The main disadvantage of the above ASW methods is that their computational complexity directly depends on the size of the support windows. As a consequence, these methods performs very slowly since the support windows have to be sufficiently large (e.g. 35 × 35 in [9] ) to better handle low texture regions. In order to reduce the processing time, several acceleration techniques for speeding up the BF weight function had been proposed [13] , [14] . However, these fast approximation methods often sacrifice the output quality for high computational speed.
Inspired by BF, various edge-aware filtering techniques have been introduced for better estimating support weights. The guided filter (GF) proposed by He et al. [15] , which has a runtime independent of the kernel window size, exhibited its superiority over BF on both quality and efficiency. Rhemann et al. [16] utilized the GF for filtering the cost volume and outperformed most local methods in terms of both speed and accuracy. To avoid the kernel windows of GF covering the object boundaries or depth discontinuities, several improved GF-based methods which combines with adaptive support windows have been presented, such as adaptive guided filtering [17] and cross-based local multi-point filtering [18] . Hamzah et al. [19] presented the iterative guided image filter (IGF) [20] and utilized a cascade model of IGF and BF to filter the cost volume for better preserving the object edges. To improve the performance of the ASW methods, Zhang et al. [21] adopted the coarse-to-fine strategy to perform cross-scale cost aggregation and enforced cost volume consistency across multiple scales. To address the dependence problem of the support window size, some recursive edge-aware filters [22] , [23] for stereo matching have been presented. However, these recursive filters often carry out cost aggregation in row or column, so a pixel cannot directly get support from those adjacent pixels in other directions. Recently, Yang [24] proposed a non-local cost aggregation approach [25] with extremely low computational complexity, in which the matching costs are aggregated adaptively along a minimum spanning tree (MST). Mei et al. [26] employed a segment tree to perform the non-local cost aggregation strategy. In addition, a cross-trees structure consisting of a horizontal tree and a vertical tree is proposed for non-local cost aggregation in [27] . Different from aforementioned various local ASW methods whose support regions are often local fixed-size or adaptive windows, the non-local methods take the whole image as its supporting window. Although the non-local methods can better handle low texture regions, they show poor performance in highly textured regions.
In this paper, in order to improve robustness to lack of texture or highly textured regions, we propose a novel fusing ASW strategy for stereo matching by collaboratively performing cost aggregation on dual support windows with dual edge-aware filters. Specifically, we embed a local edge-aware filter into a non-local edge-aware filter to achieve collaborate filtering of the cost volume. Furthermore, in order to balance accuracy and speed, we use the original GF to filter the cost volume over the local support window, and adopt the MST filter to perform the non-local cost aggregation over the whole image. Then the fusing aggregated cost volume is the average value of the outputs of the above two filterings. In fact, the proposed fusing ASW strategy is a general framework and its performance may be improved when more outstanding edge-aware filter, no matter whether the local one or the non-local one, is integrated into this general fusing framework. Experiments on the Middlebury benchmark [28] and KITTI benchmark [29] demonstrate the effectiveness of the proposed method and show that our method is one of the state-of-the-art stereo matching algorithms.
The remainder of this paper is organized as follows. In Section II, the related work is discussed. A novel stereo matching algorithm using fusing ASW is systematically described in Section III. Experimental results and analyses are presented in Section IV. Section V concludes this paper.
II. RELATED WORK
A recent comparative study on various weight functions was carried out in [30] , so we refer readers to the survey to get an overview of different ASW methods. Since GF shows its quality and speed advantages over the other most local edge-aware filters (e.g. BF), here we will focus on the GF-like local ASW methods and the non-local ASW methods, which are very relevant to our method.
Hosni et al. [16] took one image among stereo image pair as the guided image and utilized GF to asymmetrically perform the cost volume filtering. In contrast, in order to aware both edges of left and right images in stereo matching, Zhang et al. [31] employed symmetric linear regression model. Obviously, the computational cost of the symmetric guided filter is much more expensive than GF. In order to improve the edges of object matching, Hamzah et al. [19] proposed the iterative guided filter (IGF) [20] , and then used its weighted form which is obtained by concatenating IGF with BF to conduct cost aggregation. However, this cascade manner greatly increases computational load.
Considering that the simple box support window with fixed size in the above guided image filters easily overlaps object boundaries and depth discontinuities, Yang et al. [17] proposed an improved stereo matching method using the adaptive guided filtering (AGF). The AGF adopts adaptive rectangular support window instead of the fixed square window, and applies the integral image technique to achieve a linear computational complexity independent of the window size. In fact, AGF defines a general form of GF's weight function by varying the rectangle window size. To obtain adaptive shape support regions, the cross-based local multipoint filtering (CLMF) [18] uses adaptive cross-based support regions presented by Dai et al. [32] as the support windows. CLMF adopts orthogonal integral image technique in [32] for fast filtering over any arbitrarily shaped windows. However, when the linear regression model as in GF is used in CLMF, the computational complexity of CLMF is much higher than GF [16] and AGF [17] , and it becomes larger with increasing support region size. Moreover, in contrast to GF, both CLMF and AGF need an additional overhead for each pixel to construct an upright cross support skeleton with four varying arms. Notice that both adaptive rectangular windows and adaptive shape windows are still limited by user-specified maximum length of the skeleton arms. Thus, the above improved GF-based methods like other local window-based methods still can not perform well for low texture regions especially large textureless regions.
In order to solve this problem, by introducing the coarse-to fine (CTF) strategy into cost aggregation, Lu et al. [21] reformulated the cost volume filtering from a weighted leastsquares (WLS) optimization perspective and introduced an inter-scale regularization term into the WLS optimization objective to enforce the consistency of the cost volume across multiple scales. This cross-scale strategy can effectively improve the disparity accuracy at expense of some extra computational load. On the other hand, Yang [24] , [25] proposed a non-local cost aggregation method by building a MST over the image graph. In this method, each pixel is able to get supports from all the other pixels of the image through unique paths on a MST, so the support window of the non-local cost aggregation method is the whole image. The non-local cost aggregation method performs better around low texture regions than local ASW methods, since the former can guarantee to cover the whole low texture regions. Besides, the non-local cost aggregation method [25] has great advantage in extremely low computational complexity. By enforcing tight connections for the pixels inside the same segment, Mei et al. [26] proposed a segment-tree (ST) instead of MST to perform the non-local cost aggregation strategy. However, ST is easily influenced by the accuracy of image segmentation and it also requires additional overhead for image segmentation. In [27] , two crossed trees, namely horizontal tree and vertical tree, were employed, and the non-local cost aggregation strategy is done twice by traversing the two crossed trees successively. Although these nonlocal ASW methods work well for low texture regions, they can not handle highly textured or noised regions well. It is because that some useful connectivity constrains between local neighboring pixels are removed when these non-local ASW methods construct their special tree structures.
Inspired by tree filtering (TF) [33] and fully connected guided filtering (FCGF) [34] , we propose a novel fusing ASW strategy to improve the accuracy of stereo matching. Both TF and FCGF relax their kernel windows to the entire image, and define the spatial affinity between pixels by building a MST as in [25] . To smooth out high-contrast details while preserving major edges, TF adopts the nonlocal aggregation algorithm [25] to smooth the outputs of BF in a cascade manner as in [19] . To boost the performance of GF, FCGF introduces the spatial affinity defined on the MST into the fully connected linear regression model, and substitutes the box filterer with the non-local aggregation algorithm [25] to compute the new model. Obviously, both TF and FCGF have high computational burden. Besides, they consider spatial affinity rather than intensity similarity between pixels, so TF and FCGF are not suitable for stereo matching. In contrast, our fusing ASW strategy for stereo matching averages the weights of GF and the MST filter that is derived from the non-local aggregation algorithm [25] . As such, when performing cost aggregation with the proposed fusing ASW, the MST filter can effectively compensate for the deficiencies of GF, and vice versa. The computational complexity of our fusing method is approximate to that of GF since the MST filter has extremely low complexity and it is several times faster than GF.
III. THE PROPOSED ALGORITHM
Stereo matching methods typically consist of the four steps: 1) matching cost computation; 2) cost aggregation using ASW, i.e., cost volume filtering; 3) disparity computation; and 4) disparity refinement. An overview of the proposed algorithm is shown in Fig.1 . Following this pipeline, the proposed algorithm will be described in detail below.
A. MATCHING COST COMPUTATION
In this step, the initial cost volume is constructed by computing the matching cost at each pixel at each disparity. The census transform [35] encodes each pixel value into a bit string representing the relative ordering of the neighboring pixels, and therefore is robust against radiometric changes. The census transform also shows the best overall performance in the evaluation on various matching costs [36] . Thus, we use the census transform as the measurement of pixel similarity to compute matching cost. Let D denote the set of allowed disparity levels. Here the left image is taken as the reference image. Given a pixel p = (x, y) in the left image and an allowed disparity value d ∈ D, the corresponding pixel on the right image is denoted as
For a pixel p, its census transform is computed by comparing its intensity with the intensities of the neighboring pixels in a fixed-size window N (p) around p. The results of these comparisons are then concatenated into a single bit string. Thus, the census transform of pixel p is formulated as
where ⊗ represents the concatenation operation for generating the bit string cen(p), and ξ (p, q) is a binary function defined as follows
where I (p) and I (q) are the gray value of pixel p and pixel q. Accordingly, after applying the census transform to both the left and right images, the matching cost of pixel p with disparity d is the Hamming distance of cen(p) and cen (p d ) expressed as follows
The computational complexity of computing matching cost based on the census transform mainly depends on the window size of the census transform. The window size of the census transform is set experimentally to 7 × 7, in order to reduce computational amount without affecting the quality of similarity measurement.
Once the matching costs C(p, d) for all pixels and all possible disparity levels are computed, we can obtain the initial cost volume C which is a 3D array.
B. COST AGGREGATION WITH FUSING ASW
Cost aggregation which aggregates each pixel's matching cost over a support window is the most important step to reduce the matching ambiguities and noise in the initial cost volume. For ASW stereo methods, the cost aggregation is formulated by filtering the cost volume. To be more precise, the filtered cost value of pixel p at disparity d is a weighted average of all pixels in a support window in the d th xy-slice, which can be formulated as:
where ω p denotes a support window centered at pixel p, and W (p, q) is usually the weight function of a specified edge-aware filter such as BF and GF. Note that the filter weight W (p, q) depends on the guidance image, which is the reference image I in the case of stereo matching.
As described in previous section, the local ASW methods using local support windows as shown in Fig.2 (a) , no matter whether the fixed-size windows or the adaptive windows, cannot work well for low texture regions whose sizes are often arbitrary and unknowable. To avoid designing the optimal adaptive windows, the non-local ASW methods directly take the whole image as the global support window of each pixel and then exploit a specified tree to perform the cost aggregation as shown in Fig.2 (b) . The non-local ASW methods show good performance in low texture regions, but these methods are sensitive to high texture regions since the original local Markov random fields around the pixel of interest is broken during constructing the special tree. To better deal with both low texture regions and high texture regions, we VOLUME 7, 2019 The non-local ASW method take the whole image as its support region. The center pixel can receive supports from all pixels of the image along a tree (e.g., MST). However, the connected edges between the center pixel and adjacent pixels may be lost. (c) The proposed fusing ASW method has two support regions, i.e., the local support window and the whole image, which correspond to the kernel windows of the local edge-aware filter and the non-local edge-aware filter respectively. Thus, the connected edges in the local window can be maintained. The center pixel not only gets proper supports from all neighboring pixels within the local window, but also gets adaptive supports from the other pixels outside the local window.
propose a novel fusing ASW strategy, that is, a local edgeaware filter and a non-local edge-aware filter are merged to collaboratively complete cost volume filtering. Different from the cascade way as in [19] , [33] , the weight function of our fusing ASW is the average value of the weight functions of the local filter and the non-local filter. Accordingly, as illustrated in Fig.2(c) , we establish dual support regions for each pixel, i.e., a local window and the whole image, which correspond to the kernel windows of the local filter and the non-local filter, respectively. As such, the important connected edges in the local window can be preserved, and each pixel not only gets proper supports from its neighboring pixels within the local window, but also gets more adaptive supports from the other pixels outside the local window. Considering that GF not only can produce higher quality results than most local edge-aware filters, but it also has very low computational complexity which is linear to the number of image pixels, so we adopt GF with a small fixed-size window to perform local cost aggregation. On the other hand, the non-local cost aggregation algorithm [25] extracts a MST to conduct non-local cost aggregation. Note that the MST is also edge-aware because edges with large intensity difference are removed during spanning tree construction. Hence, when MST and GF are fused for cost aggregation, they can promote the performance of each other. In order to amalgamate GF and MST on the same scale, we derive a new MST filter (MF) from the MST non-local aggregation algorithm [25] . Then the MST filter is used to perform non-local cost aggregation. Note that the MST non-local cost aggregation has extremely low computational complexity and it is several times faster than GF as reported in [25] . Thus, for cost aggregation, the computational complexity of our ASW method fusing GF and MF is close to that the GF-based ASW method since the filtering process of MF only requires a small amount of extra computational load. Below we will describe the formulation of the proposed fusing ASW framework and the process of filtering the cost volume using GF and MF respectively.
Suppose that W GF (p, q) is the weight function of the original GF [15] as a local filter which is defined in a local squared window ω k , and W MF (p, q) is the weight function of MF as a non-local filter which is defined in the whole reference image I . In order to achieve the proposed fusing ASW framework, we reformulate an extended weight function W GF (p, q) of GF by relaxing the local definition domain to the entire image I as follows
where ω k is a square window centered at pixel k. The weight function W FA (p, q) of our fusing ASW is the average value of W GF (p, q) and W MF (p, q) as
To get the aggregated cost with the proposed fusing ASW strategy, by substituting (6) into (4), we have
where C A GF is the filtered cost volume with GF and C A MF is the filtered cost volume with MF. It can be seen that the final aggregated cost volume C A with the proposed fusing ASW strategy is the average value of the two filtered cost volume. Suppose that the guidance image I is a color one. Next, we will use GF and MF to smooth the initial cost volume, respectively.
1) COST VOLUME FILTERING WITH GF
According to Formula (4), each slice of the initial cost volume C should be filtered respectively. Thus, for each disparity level d, we apply GF to filter the d th xy-slice C(·, d) of C and then the output of filtering is the d th xy-slice C A GF (·, d) of C A GF . Note that the weight function W GF (p, q) of GF does not need to be calculated explicitly, and the filtering output can be obtained directly according to the definition of GF for simplifying calculation. The key assumption of GF is a local linear regression model between the guidance image I and the filtering output. Specifically, for the cost volume filtering, it is assumed that the filtering output C A GF (·, d) is a linear transform of the guidance image I in the window ω k defined as
where a k is a 3 × 1 coefficient vector and b k is a scalar, and I(p) is the 3×1 color vector of pixel p. The values of a k and b k are then obtained by minimizing a energy function E(a k , b k ) in the window ω k which is defined as
Here, is a regularization parameter for penalizing large a k . The solution of a k and b k is computed by the linear regression as
where µ k is the 3 × 1 mean vector and k is the 3 × 3 covariance matrix of I in ω k respectively. U is a 3 × 3 identity matrix. |ω k | is the number of pixels in
Note that the pixel p is covered by several different windows ω k and each window ω k yields a different output value of C A GF (p, d) in (8) with different a k and b k . In order to enhance robustness, we average all the output values generated by all windows ω k covering the pixel p. Hence the final filtering output is given as follows
where
b k are the average coefficients of all windows overlapping the pixel p.
These calculations can be efficiently implemented with a sequence of box filtering using the integral image technique as described in [15] , which makes the runtime independent of the window size. During the cost volume filtering, GF should be performed once for each disparity level, so the computational complexity of cost volume filtering with GF is O(N |D|) where N is the number of pixels in the guidance image and |D| is the number of disparity levels in D.
2) COST VOLUME FILTERING WITH MF
For the non-local cost volume filtering, the guidance image I is represented as a connected, undirected graph G = (V , E), where each node in V corresponds to a pixel in I , and each edge in E connects a pair of the nearest neighboring pixels. For an edge e connecting pixels s and r, its weight is decided as follows:
where I(s) and I(r) represent the color vector of pixels s and r respectively. Here the L ∞ norm of the vector is used to ensure that only when two neighboring pixels have similar intensity in all RGB channels, their edge is assigned a high weight. Experiments also verify that using L ∞ norm in (13) performs better than using other norms such as L 1 . Then a MST with the minimum sum of the edge weights can be constructed by selecting N −1 edges with small weights. The intuition is that an edge is less likely to cross the depth borders if its two nodes have higher intensity similarity. For any two pixels p and q, there is one unique path connecting them on the MST, and their distance D(p, q) is determined by the sum of the edge weights along their path as follows:
The support weight K (p, q) between p and q is defined as:
where σ is a user-defined parameter used to adjust the weight between two nodes. The pixel with shorter distance from p is assigned a larger support weight. As far as the cost volume filtering is concerned, the support weight K (p, q) does not need to be normalized. However, as described in [15] , the weights of GF are normalized automatically during the filtering with the local linear regression model. As such, the support weight K (p, q) should also be normalized for fusing with GF on the same scale. The normalized version of K (p, q) corresponds to a new filter, namely MST filter. Thus, the weight function W MF (p, q) of the MST filter (MF) is expressed as:
Similar to the cost volume filtering with GF, we apply MF to filter each slice of the initial cost volume C respectively. For the disparity level d, the output of filtering d th xy-
) which is computed as a weighted sum of C(·, d) as follows
Substituting (16) into (17), we have
Directly computing C A MF (p, d) for each pixel p by using (18) iteratively is really time-consuming. Fortunately, both the numerator and denominator can be computed efficiently using the MST non-local aggregation algorithm [25] . Here we briefly describe how to rapidly calculate the numerator for all pixels at the same time. The denominator as the normalization term in (18) can be solved in the same way as the numerator since the denominator is the special case of the numerator with
Yang [25] proved that S A (p, d) for all pixels can be in one breath computed efficiently by traversing the MST in two sequential passes as illustrated in Fig.(3) . In the first pass, the MST is traced from the leaf nodes to the root node. The intermediate aggregated cost S A↑ (p, d) for pixel p can be computed by using the following equation:
where the set Ch(p) contains all the children of pixel p. After the first pass, the root node receives the weighted costs from all the other nodes, while the rest only receive the costs from their sub-trees. In the second pass, the tree is traversed from the root node to the leaf nodes. For pixel p, its final aggregated cost S A (p, d) is determined with its parent Pr(p) as follows:
For each disparity level d, the computational complexity of computing S A (p, d) for all pixels by using the above two sequential passes is O(N ). Then the computational complexity of computing C A MF (p, d) for all pixels at each disparity is also O(N ) since the denominator in (18) can be solved in the same way as the numerator. Hence, the computational complexity of filtering cost volume with MF is O(N |D|) which is the same as that of filtering cost volume with GF.
Once the initial cost volume C is filtered with GF and MF respectively, the final aggregated cost volume C A is the average value of the two filtered cost volume as expressed in (7). Hence, the total computational complexity of computing the final aggregated cost volume C A is O(N |D|).
C. DISPARITY COMPUTATION
In this step, we adopt a commonly used winner-take-all (WTA) strategy to compute the disparity map from the aggregated cost volume C A . The WTA strategy generates each pixel's optimal disparity d p by choosing the disparity with the lowest aggregated cost value in all allowed disparity levels according to
Then the raw disparity map can be obtained by mapping each pixel to its own optimal disparity level according to the above WTA strategy.
D. DISPARITY REFINEMENT
The raw disparity map usually contains a lot of outliers (i.e., invalid pixels) whose disparity values are invalid, especially near depth discontinuities and in occluded regions. In order to handle these outliers and make the disparity map more accurate, we adopt the disparity refinement method proposed in [16] to post-process the raw disparity map. First, to detect the outliers, the left-right consistency check is applied on the left and right raw disparity maps which are generated when the left image and right image are used as the reference image respectively. A pixel is marked as the outlier whose disparity value is not identical to that of its matching point. Next, the scan line filling technique is performed to fill the detected outliers. For each outlier, we extract the disparity values of the closest valid pixel to the left and to the right of the current outlier. Then the outlier is assigned to the minimum value between the two valid disparity values due to the nature of the occlusion in which the occluded pixels belong primarily to the background objects. Finally, the disparity map is smoothed using a weighted median filter [16] to remove streak-like artifacts that usually are produced by the filling process.
IV. EXPERIMENTAL RESULTS
The proposed stereo matching with fusing ASW (FASW) is implemented in C++. We evaluate our method on both the Middlebury benchmark [28] and the KITTI benchmark [29] . All the following experiments are conducted on a PC with a 3.2 GHZ Intel Core i5-6500 CPU and 8-GB memory.
A. EXPERIMENTAL SETTINGS
We mainly focus on two benchmarks: the Middlebury benchmark [28] from the indoor scene, and the KITTI benchmark [29] from the outdoor scene. First, we online evaluate the performance of the proposed stereo matching algorithm on the version 3 of Middlebury stereo evaluation. This new stereo evaluation adopts the newest dataset v3 [37] consisting of a training set and a test set. The training set comprises 15 stereo pairs with publicly available ground truth disparity maps and they are used to determine the parameters for stereo matching algorithms, while the ground truth disparity maps of all 15 stereo pairs in the test set are not released. The disparity map results of all 15 stereo pairs in the test set have to be uploaded into the Middlebury online system for online evaluating their accuracy. Secondly, we compare the proposed stereo matching method with other state-of-the-art ASW methods on the Middlebury dataset v2 [38] . In this test, we use 27 stereo pairs from more various scenes. In addition, we also alone evaluate the cost aggregation performance of these different ASW methods since the ASW strategy is mainly applied to the cost aggregation step. Lastly, we also carry out the experiments on the KITTI benchmark to test the adaptability of our algorithm. The experimental parameter settings are defined as follows. The parameters of GF for cost volume filtering are {ω k , } = {7 × 7, 0.0001}; the single parameter of MF for cost volume filtering is σ = 0.05. In order to make the results more convincing, all the parameters are kept constant for all data sets.
B. EVALUATION ON MIDDLEBURY DATASET V3
In order to online evaluate the performance of our whole stereo matching method, we carry out experiments on the newest Middlebury dataset v3 and upload their final disparity maps after post-processing to the Middlebury stereo evaluation website [28] . Here the quarter resolution image pairs in Middlebury dataset v3 are used. The error metric is the same as in [19] and [39] , i.e., measuring the average disparity error and the error rate in non-occluded regions, where the error rate is the percentage of bad pixels as well as the bad pixels are the ones having disparity error more than 1 pixel. They respectively correspond to the metrics ''bad 4.0'' and ''avgerr'' with mask ''nonocc'' in the online Middlebury stereo evaluation website [28] . These quantitative evaluation results can be directly obtained from the Middlebury stereo evaluation website. The error rate and the average disparity error of all the 15 test stereo pairs are shown in Table 1 and 2 respectively. In order to avoid bias in image resolution, here we only compare with the current state-of-the-arts methods using quarter image resolution on the online platform, and these quantitative results are presented in Table 1 and 2 in descending order of overall performance. The visual comparisons with some top-performing methods here are shown in Fig.4 . As can be seen from Tables 1 and 2 , no matter whether in terms of the error rate or the average disparity error, the proposed method ranks at the first place among all 11 methods. In comparison with second-ranked DDL [39] , the average error rate and average disparity error of the proposed method respectively decrease by 1.9% and 1.65 px. Note that DDL performs stereo matching by learning a discriminative dictionary, and DSGCA [40] , PSMNet_ROB [41] and DF [46] attempt to improve the performance of stereo matching by training deep convolutional neural networks. We can see that the disparity accuracy of DDL is higher than the other three learning methods. In addition, it can be seen that our algorithm also achieves better performance than ISM [19] , and our average error rate as well as the average disparity error are respectively 10.8% and 2.81 px lower than ISM. Obviously, our method also outperforms the remaining four non-learning stereo methods such as DoGGuided [45] by a large margin. As illustrated in Fig.4 , Bicycle2, Classroom2, Computer, Crusade and Newkuba in the test set of the Middlebury dataset v3 are used for visual comparison. We can find that the disparity maps produced with the proposed method are smoother than the other four state-of-the-art methods. Our disparity maps not only contain less noise, but also better preserve the edges of objects. More quantitative comparison and visual comparison with more other state-of-the-art methods can be found from the Middlebury stereo evaluation website [28] .
We briefly analyze the computational complexity of the proposed algorithm. Suppose that the window size of the census transform is M × M . As mentioned above, N are the number of pixels in the guidance image and |D| is the number of disparity levels in D. As such, the complexity of each step is characterized as: O(NM 2 |D|) for the cost computation; O(N |D|) for the cost volume aggregation; O(N |D|) for disparity computation with WTA; O(N |D|) for disparity refinement. Thus, it can be found that the overall complexity of the proposed stereo matching algorithm is O(NM 2 |D|) and the majority of the computational complexity comes from the cost computation with the census transform. Furthermore, the computational time of the above compared methods on different environments are listed in Table 3 . It can be observed that our running environment is similar to ISM [19] and IGF [20] , and neither parallelism or acceleration technique is utilized. However, our method is much faster than IGF and ISM. In addition, the learning methods such as PSMNet_ROB and DSGCA need to train models, and the pre-training is often much more time-consuming.
C. EVALUATION ON MIDDLEBURY DATASET V2
We compare the proposed method with four current state-ofthe-art ASW methods on the Middlebury dataset v2, including AGF [17] , MST [24] , CSCF [21] and ISM [19] , since they are very related to our algorithm and have good performance. For the four compared methods, their parameters follow the settings of the corresponding papers. In this experiment, we use 27 stereo pairs from various scenes, including four standard stereo pairs (Tsukuba, Venus, Teddy, Cones) of the Middlebury dataset v2 [38] , to give a more reliable evaluation. The ground truth disparity maps of these 27 stereo pairs are provided by the Middlebury benchmark. In order to evaluate the overall matching performance of each method, we evaluate their final disparity map results by computing the error rate with error threshold 1 pixel in non-occluded regions as in [30] . The quantitative comparison results are shown in Table 4 , while their visual comparison is presented in Fig.5 . To better observe the disparity maps, the bad pixels are marked in red in Fig.5 . As can be seen from Table 4 , the matching error of the proposed method is 3.34%, which is lowest among all the five methods. Besides, our method is more accurate than the other four methods in most stereo pairs. The matching error of the proposed method is respectively decreased by 1.74%, 3.76%, 1.42% and 3.51% compared with AGF [17] , MST [24] , CSCA [21] and ISM [19] . The visual comparison in Fig.5 also shows that our method has better performance both in low texture regions and high texture regions. We also observe that MST can effectively cope with the low texture regions well due to its non-local aggregation ability, but it is powerless for high texture regions as shown in Fig.5 . In addition, we can see that the performance of AGF is similar to that of CSCA, and both AGF and CSCA are more accurate than ISM. However, these three local ASW methods tend to yield more bad pixels in low texture areas compared to MST and our method.
Note that the ASW strategy is mainly applied to cost aggregation step. Therefore, it is necessary to evaluate the cost aggregation accuracy of each ASW method. Firstly, the initial VOLUME 7, 2019 cost volume is calculated by applying the census transform explained in Section III (A) and it is used as common input to all the ASW methods for fair comparison. Next, each ASW strategy is performed on the same initial cost volume and then its raw disparity map is directly established with the WTA optimization. Note that here no post-processing for refining the raw disparity maps is employed for more reliable evaluation. Accordingly, in order to evaluate the aggregation accuracy of different ASW methods, we compute the error rates with error threshold 1 pixel in non-occlusion regions of the raw disparity maps. Their quantitative evaluation results are presented in Table 5 . For visual comparison, the raw disparity maps yielded by the above five ASW algorithms are shown in Fig.6 .
Firstly, it can be seen in Table 5 that the aggregation error of the proposed method is the lowest among all the five methods. We can also find that the vast majority of the best results are obtained by our method. The aggregation error of the proposed method is respectively decreased by 0.99%, 3.46%, 1.21% and 2.19% compared with AGF, MST, CSCA and ISM. Note that ISM uses a cascade model of IGF and BF to smooth the cost volume. It can be found in the visual comparison of the raw disparity maps in Fig. 6 that ISM performs worse in low texture regions than AGF and CSCA since its cascade filter simply utilizes fixed-size window without spatial adaptivity. In comparison, in order to improve the performance of cost volume filtering, AGF remodels the weight kernel of GF by adaptively adjusting local kernel window, while CSCA enforces the inter-scale consistency on the multi-scale cost volume when performing cost volume filtering with GF. However, the support regions of these local ASW methods are still limited in local windows of user-specified size. Due to this reason, local aggregation methods are usually vulnerable to the lack of texture. On the other hand, we can see from Fig. 6 that the aggregation performance of MST shows better than AGF, CSCA and ISM for low texture regions. This is because MST performs non-local cost aggregation in the whole image as each pixel adaptively receives supports from all other pixels along a MST. However, it also shows that MST is less accurate than other four methods in the quantitative evaluation. This is because that MST removes some important connected edges, which leads to FIGURE 7. The final disparity map results of 000000_10, 000001_10, 000002_10, 000003_10 in the KITTI training set (from left to right). The 1st row: The reference images; the 2nd row: The ground truths; the 3rd row: Disparity maps computed with AGF; the 4th row: Disparity maps computed with MST; the 5th row: Disparity maps computed with CSCA; the 6th row: Disparity maps computed with ISM; the 7th row: Disparity maps computed with the proposed method (i.e., FASW). Note that the disparity maps are coded in false color by using the KITTI development kit [29] .
the low discrimination for matching ambiguity especially in highly-textured regions. By adopting dual support windows, our aggregation method with FASW can effectively solve the defects of local methods and non-local methods. The visual comparison in Fig.6 shows that our aggregation method performs better in low texture regions because it performs the cost volume filtering with the non-local edge-aware filter over the whole image to establish the non-local optimized result for each pixel. On the other hand, the visual comparison in Fig.6 also illustrates that our aggregation method produces less bad pixels (i.e., the pixels with disparity error more than 1 pixel) in highly-textured regions since the primitive connectivity in the local window can be maintained when performing the cost aggregation with the local edge-aware filter.
The above experiment results demonstrate that the proposed method outperforms the other state-of-the-art ASW methods in terms of the overall matching performance and the cost aggregation performance.
D. EVALUATION ON KITTI DATASET
In this section, we carry out the experiments on the KITTI benchmark [29] to further verify the adaptability of our method. The KITTI dataset [47] contains 195 test image pairs and 194 training image pairs for evaluating stereo matching algorithms. These image pairs from various real complex road scenes are taken by a pair of high-resolution cameras equipping on an autonomous driving platform. All the KITTI images are captured under the real-world illumination condition. Hence, most image pairs contain large low texture regions, e.g., sky, walls and cars, and inconsistent illumination conditions, e.g., shades and light reflection. Hence, the KITTI benchmark is challenging. We use the whole 194 training image pairs with ground truth disparity maps available to evaluate our method. In addition, the proposed method is still compared with the above four state-of-theart methods, i.e., AGF [17] , MST [24] , CSCA [21] , and ISM [19] . The accuracy of the final disparity maps is measured in terms of the average disparity error, as well as the error rate with default error threshold 3 pixels. For each stereo pair in the KITTI dataset, there are two different regions needed to be evaluated, that is, the whole reference image region denoted as ''All'' and the non-occluded region denoted as ''Noc''. Accordingly, each region has a ground truth of disparity map available. Table 6 reports the quantitative evaluation of the five ASW methods by computing the average error on the whole training data sets. Fig. 7 illustrates the visual comparison, where the false color disparity maps are displayed by using the KITTI development kit [29] .
From Table 6 , we can see that our proposed algorithm performs better than the other methods in terms of both average disparity error and average error rate. As can be seen in Fig.7 , MST has worse performance in roads that contains a lot of high texture and noise compared to the other local methods. This makes sense, because the primitive local Markov random fields of the images are destroyed during generating the MST. However, the local ASW methods such AGF and ISM yield more erroneous disparity values in some large textureless regions, e.g., sky and cars because their local support windows cannot fit the whole low texture areas adaptively. In contrast, our method is adaptive to different texture regions. It can also be found in Fig.7 that the disparity maps generated by our method are more smoothing and contain less outliers.
E. SENSITIVITY OF PARAMETERS
The two key parameters used in our FASW strategy are the dimension r of GF kernel window and the parameter σ of the MST weighting function in (15) . We use the training dataset in quarter resolution from Middlebury dataset v3 to study the performance of the proposed stereo matching method with respect to these two parameters. The average error rate of the training dataset is evaluated in this test. We first change the dimension r from 3 to 21 (the interval is 2) while keep all the other parameters settings constant. Fig.8 (a) shows the test results with different dimension r of GF kernel window. Similarly, we vary the parameter σ from 0.01 to 0.1 while fix the values of the other parameters. Fig.8 (b) depicts the effect of changing the parameter σ . Fig. 8(a) demonstrates that our method is insensitive to the change of the dimension r of GF kernel window, but the proposed stereo algorithm shows the best performance when r = 7. Similarly, it can be seen from Fig. 8(b) that the variance of the matching error is very low when σ ranges from 0.01 to 0.1, and the error is minimum when σ = 0.05.
F. DISCUSSION
A challenge problem of the ASW-based stereo methods is that the background is the main part of the scene image and the background itself is mainly occupied by large homogeneous region or repeated texture. In such case, it is very difficult to find accurate corresponding points for such background region as illustrated in Fig.9 . On the one hand, in such background region, it is inherently ambiguous to consider the color difference or local shallow features such as the census transform as the measurement of pixel similarity. On the other hand, as described in [21] , [27] , the matching ambiguities in such ill-posed region also cannot be effectively reduced after performing cost aggregation because the aggregated cost curve of a pixel in such ill-posed region still contains multiple local minima or flat valley around the true minimum. However, the matching performance for such ill-posed region may be improved by learning more robust and deep discriminative features with deep convolutional neural networks as the matching cost metric.
V. CONCLUSIONS
This paper describes a novel, yet powerful fusing ASW framework for stereo matching. By combining a local edge-aware filter and a non-local edge-aware filter to collaboratively smooth the cost volume, this proposed stereo matching algorithm can effectively overcome the disadvantages of the local ASW methods and the non-local ASW methods. The quantitative evaluation on, no matter whether the Middlebury benchmark of the indoor scene or the KITTI benchmark of the outdoor scene, demonstrates that the proposed method outperforms the state-of-the-art ASW methods. In the future work, we will consider more outstanding local or non-local edge-aware filter and integrate it in our fusing ASW framework. In addition, we would like to apply the proposed fusing ASW framework to other computer vision tasks.
