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Abst rac t - -Newbery 's  method is completed to a method for the construction of a (complex) 
symmetric or nonsymmetric matrix with a given characteristic polynomial. The methods of Fiedler, 
Schmeimer, and D6rfler and Schmeisser for similar constructions ofsymmetric matrices are reviewed. 
Polynomials found in the literature are solved iteratively by one of Fiedler's methods with initial 
values upplied either by Schmeisser's method, or taken on a large circle or randomly in a region of 
the complex plane. The determinental equations are solved by the QR algorithm. Fiedler's method 
used iteratively exhibits fast convergence to simple roots, even in the presence of multiple roots. If, at 
some iteration step, the values of the iterates, which are converging to a multiple root, are averaged 
according to the Hull-Mathon procedure, then fast convergence is also attained for multiple roots. 
This combination appears to have nice features for polynomials of small to moderate degree. 
Keywords----Polynomial zerofinding algorithms, Eigenvalues, Characteristic polynomials, Simul- 
taneous olvers, Matrix methods for polynomials. 
1. INTRODUCTION 
There is ongoing research on polynomial zerofinding algorithms. The classic books of J. H. Wilkin- 
son [1,2] have brought o light the fact that no universal simultaneous rootfinder exists for arbi- 
trary polynomials. In [1, p. 38], one reads: "In numerical work, polynomials having coefficients 
which are more or less arbitrary are tiresome to deal with by entirely automatic procedures." 
In [2, p. 14], it is shown by a simple example that it is necessary to represent the coefficients of 
a polynomial with high accuracy on computers and that the zeros of the determinental equation 
(see (2) below) can be more stable than the zeros of the explicit polynomial (see (1) below). The 
main purpose of this paper is to study the convergence of new robust polynomial zerofinding 
algorithms based on new determinental equations which are solved by the QR algorithm. 
By a polynomial zerofinding matrix algorithm, we mean the following: given a monic polyno- 
mial of degree n, 
p(z)=zn+an-azn-l+...+ao, akEC, k=O,...,n-1, (1) 
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in the complex variable z E C, one is to find simultaneously, by some matrix method (like the 
QR algorithm), the n eigenvalues of an n x n matrix A, chosen such that 
det(A - AI) = (-1)"p(A). (2) 
Such matrix A is called a companion matr ix of p. 
Consider, for example, the monic polynomial 
p(w) = w" - 1, (3) 
whose zeros are the n th roots of unity. The Frobenins companion matrix, C, of p, 
--an-1 --a,-2 . . . .  al --a0 0 0 ... 0 1 
1 0 .. .  0 0 0 0 
O :----- 0 1 ... 0 0 _-- 1 0 , (4) 
: "'. 0 0 0 
0 0 ... 1 0 0 1 
satisfies (2). In this case, C is orthogonal since its columns are a permutation of the columns 
of the identity matrix; hence, it can be diagonalized by a unitary matrix U, -UtCU = I, where 
the columns of U are the eigenvectors of C. Thus every eigenvalue of C is well conditioned 
(see [2, pp. 87-88]) since the condition umber, I[U[[2HUtII2 ~- I, of U is as small as possible. But, 
in general C is not normal and the condition umber, ~(X) = [[X[[ fIX -1 H, of the matrix X of its 
eigenvectors, could be very large. An equivalent matrix-pencil representation for real p(x) was 
given by J. L. Howland [3] in the form det(A - AB) = kp(A) with indefinite symmetric matrices 
A and B and a constant k. 
K.-C. Toh and L. N. Trefethen [4] have compared the stability of the roots of a given polyno- 
mial, p, with the stability of the eigenvalues of its balanced Frobenins companion matrix, C, used 
by the Matlab [5] ROOTS command, by comparing the set of pseudozeros, Z~(p), of polynomials 
obtained by e-perturbations of the coefficients of p with the set of pseudoeigenvalues, A~ (C), of 
balanced matrices, C + E, obtained by e-perturbations, HEll _< e, of C. Numerical tests showed 
that these two sets are comparable. Thus the conditioning of the polynomial zerofinding problem 
and the conditioning of the companion matrix eigenvalue problem are comparable. This con- 
clusion was corroborated by a favorable comparison of ROOTS with the Jenkins-Traub (IMSL) 
code CPOLY [6] and the Madsen-Reid (Harwell) code PAl6 [7]. 
T. E. Hull and R. Mathon [8] have laid down the mathematical basis of a new vectorizable 
polynomial simultaneous-rootfinder with quadratic onvergence not only of the iterates to simple 
roots, but also of the mean of the individual approximations to a multiple root. It is noticed, 
following [1, pp. 38-41], that the approximations to a multiple root tend to approach that root 
from uniformly spaced positions around a circle with center at the multiple root; thus the mean 
of those approximations could be a good approximation to the multiple root. In this method, 
the use of approximations, ~1,..., ~,, to the zeros ofp(z) could be traced back to Weierstrass [9], 
E. Durand [10], and I. O. Kerner [11]; the WOK formula, named after these three persons, is 
P(¢J) j = 1,... ,n, (5) zj = Cj q%) ,  
where q(z) = (z  - (1)(z - ~2)"" (z - ~,). Such approximations are used in the methods of 
Newbery and Fiedler described below. 
In 1974, D. K. Dunaway [12] presented a composite method which improves the precision of 
multiple real zeros of real polynomials through factorization by using Euclid's algorithm. 
In 1975, M. A. Jenkins and J. F. Traub [13] have set up principles for testing polynomial 
zerofinding programs and presented well chosen polynomials for testing such programs. 
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In this paper, Newbery's matrix construction [14] is completed to a method for the construc- 
tion of a bordered matrix with a given characteristic polynomial. A similar construction by 
Fiedler [15] is quoted. Fiedler's construction [15] of a rank-one perturbation ofa diagonal matrix 
with a given characteristic polynomial is quoted and used recursively to find the roots of poly- 
nomials. Finally, Schmeisser's construction [16] of a symmetric tridiagonal matrix with a given 
characteristic polynomial, possibly with multiple real roots, is quoted. This method can be used 
to find the zeros of such polynomials; but, in this paper, it is used to supply starting values for 
the construction ofFiedler's matrix even in the case of complex polynomials with complex roots, 
provided it is properly modified if it breaks down. Alternatively, starting values can be taken 
equally distant on a large circle or randomly in a region of the complex plane. 
Preliminary tests indicate that the matrix methods used in this paper compare favorably with 
ROOTS of Matlab and NSolve of Mathematica [17], although no exhaustive tests have been 
conducted yet for stability, time, and precision. 
In Section 2, real and complex symmetric and nonsymmetric matrices with given characteristic 
polynomials are constructed by different methods. In Theorem 1 of Section 2.1, Newbery's 
method [14] for the construction of a bordered (complex) symmetric or nonsymmetric matrix 
with easily computed eigenvalues i inverted into a method for the construction of a bordered 
matrix with a given characteristic polynomial. Similar methods of Fiedler [15] are quoted in 
Theorems 2 and 3 of Section 2.2. In Section 2.3, the method of Schmeisser [16] is quoted in 
Theorem 4 and the method of D6rfler and Schmeisser [18] is alluded to in Remark 4. In Section 3, 
the convergence of Fiedler's method of Theorem 2 is studied in the case the initial values are 
supplied by Schmeisser's method of Theorem 4, or taken on a large circle or randomly in the 
plane, by finding the zeros of polynomials that appeared in the literature. 
2. COMPLEX SYMMETRIC MATRICES WITH 
A GIVEN CHARACTERISTIC POLYNOMIAL 
2.1. Newbery 's  Method 
In 1964, A. C. R. Newbery [14] (see also [19, pp. 15-17]) proposed amethod for the construction 
of test matrices for which the inverse is known explicitly and the characteristic polynomial can be 
easily obtained. This procedure can be inverted to construct a matrix with a given characteristic 
polynomial. We first describe Newbery's construction. 
Consider an n x n bordered matrix Q, 
[:] [!] [i J 
r2 ... 0 
r _  _Tq  
/ -  - -d  
• . .  dn  
where s is a scalar, r and c are (n - 1)-vectors, and D is an (n - 1) x (n - 1) diagonal matrix. 
The inverse of Q, 
M t ' 
is also a bordered matrix, but, in general, the matrix M' is not diagonal. 
We remark (see [20, pp. 163-167]) that the n x n bordered matrix Q can be inverted in 
2(n - 1)(n + 2) + 1 operations by the following algorithm: 
8 t = S - -  i=2  di ] ' 
t 8tCi 
ci = di ' 
4 
! 
rd ~ _ m  
m~= 
where 6ij = 1 if d = j and 0 if i ~ j .  
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8tri 
d~ ' 
(6,j - ~)  
dd 
We consider the eigenvalue problem for the matrix Q. Let A be an eigenvalue of Q and x an 
associated eigenvector: 
X2 
~ a(Q), x = , 
where a(Q) denotes the spectrum of Q. Substituting A and x in the vector equation 
we obtain n scalar equations: 
Qx = Ax, 
n 
s + Zr ix i  = A, 
iffi2 
e~ + dix~ = Axi, i = 2 ,3 , . . . ,n .  
Eliminating xi from these equations, we have a single scalar equation: 
Now, setting 
n 
~=2 A - d~ 
A=0.  
~(~) = 1- I (A-d,) ,  
dffi2 
re(A)  = (A - d~) '  i = 2 , . . . ,n ,  
and chasing the fractions from (7), we obtain the following equation: 
(~ - s)v(A) - ~ r ,~(~)  = 0. 
dr2 
(7) 
(8) 
It is easily seen that (8) is the characteristic equation of Q. Moreover, if the r~c~ > 0 and the d~ 
are distinct, then Q has real and distinct eigenvalues, and these are separated by the d~. 
We prove a converse of the above result. 
THEOREM I. Consider the momc polynon~aI of degree n, 
U(A) = A n -i- an_iA n-1 +... -f o,0, 
and choose n - 1 numbers, d2,. . . ,  dn, such that 
u(dO # O, i = 2, . . . ,n .  
Then, Newbery's method yields a bordered matrix Q such that 
det(Q - AI) = (-1)nu(A). (9) 
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I f  the roots of  u are real and distinct, and the d~ interlace these roots, then Q can be real and 
symmetric.  
PROOF. We consider the characteristic polynomial 
of the bordered matrix 
Setting 
we have 
Q = 
S r2 r3 • • • rn 
c2 d2 0 . . .  0 
c3 0 "" . . . .  0 
• . ° °  : 
o . . .  o 
n 
vCA) = H(A  - d/), 
i=2  
" v(A) 
q(A) = (A - s)v(A) - E r/c~ A -d i "  
/----2 
Now we solve the following identity in A: 
(10) 
q(A)=(-1)nu(A), 
for the unknown parameters s, r/, and c~. If A = d~, then 
q(di) = -ric~v'(d/) = (-1)nu(di), i = 2, . . .  ,n; 
thus 
From the trace of Q: 
we have 
c """+I u(d ) 
r/c~ = , -1 )  v'(di)" 
n 
S + Ed i  = -an - l ,  
i--2 
8 = - -an -1  - -  Ed/ .  
i f f i2 
If we choose r /=  c~, the matrix Q is symmetric. If the zeros of u(A) are real and simple and if 
the di interlace these zeros, one easily sees that r /c /> 0; thus, if we choose r /=  c~, then Q is real 
and symmetric. | 
2.2. FiedlerM Method  
In 1990, M. Fiedler [15] proved the following two theorems. 
THEOREM 2 (FIEDLER). Let u(x) be a monic polynomial of  degree n >_ 1, and bx , . . . ,  bn E C be 
n distinct numbers uch that u(b~) # 0 for k = 1, . . . .  n. Set 
n 
v(x )= H(x -b~)  and B=diag(bk)  EC  nxn, 
k f f i l  
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and define the rank-one perturbation, A = B -a  dd T E C nxn, of the diagonal matrix B by 
aik = -adidk,  if i ~ k, 
akk = bk - ad~, (11) 
where i, k = 1 , . . . ,  n, the number a ~ 0 is fixed and dk is a root of 
av'(bk)d~ -u (bk)=0.  (12) 
Then, 
det(A - )~I) = (-1)nu(,~). (13) 
I f  the zeros of u are real and distinct, and ff the numbers bl , . . . ,  bn interlace these zeros, a can 
be chosen as +1 or -1  such that di E R and A is real symmetric, that is, A T = A E R n×n. 
REMARK 1. DSrfler and Schmeisser [18] have shown that if the zeros of u are unimodular and 
distinct and if the numbers b l , . . . ,  bn are unimodular and interlace these zeros, then the matrix A 
of the preceding theorem is unitary. 
If we take bn = or, then the preceding theorem simplifies and Fiedler obtains the next theorem 
which is similar to Theorem 1. 
THEOREM 3 (FIEDLER). Let u(x) be a monic polynomial of degree n, n >_ 1, 
U(X)=Xn+pxn- I+r (x ) ,  degr  <n-2 ,  or 0, (14) 
and bl,. .. ,bn-1 be n - 1 distinct complex numbers uch that u(b~) ~ 0 for k = 1, . . .  ,n - 1. Set 
r~--i 
v(x) = H(x -  bk), and B = diag(bk) E C (n-1)x(n-1) 
k----1 
Let c = (ck) E C n-1 be a column vector where ck satisfy the following equation: 
v'(bk)c 2 + u(bk) = O, k = 1 . . . .  , n - 1. 
Then, the bordered symmetric matrix A E C nXn, 
cT  , where 
has the characteristic polynomial 
n-1  
d = -p  - E bk, (15) 
k----1 
det(A - ~I) = (-1)nu(~). (16) 
I f  all the zeros of u(z) are real and simple and the bk interlace these zeros, then A is real and 
symmetric, that is, A T = A E R nxn. 
REMARK 2. If one takes bl = oo in Theorem 2, one obtains Newbery's ymmetric matrix Q of 
Theorem 1. 
2.3. Schmeisser 's  Method 
In 1993, G. Schmeisser [16] used a modified Euclidean algorithm for the construction of a real 
symmetric tridiagonal matrix whose given characteristic polynomial has simple or multiple real 
zeros. 
We introduce the following notation. 
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NOTATION 1. Consider the following polynomial of degree k _> 0, 
/ (x)  = akx k + ak_lx k-~ +. . .  + ao, a~ ~ O, 
and set 
c(/) :=  ak. 
Then f / c ( f )  is a monic polynomial having the same zeros as f .  
We consider the following modified Euclidean algorithm. 
MODIFIED EUCLIDEAN ALGORITHM. For the monic polynomial with real coefficients: 
u(x) = x"+a,_ lx  "-1 +. . .+ao ,  
define: 
/x(x) :=u(x),  
Then, for v = 1,2, . . . :  
akER,  k=O, l , . . . ,n -1 ,  
1 
f2 (x )  :=  -- U'(X). 
n 
(a) If fv+l(X) ~ 1, divide f~ by fv+l with remainder -r~: 
fu(X) = qu(x) fu+l (x )  - r~,(x). 
(i) If rv ~ 0, 
(ii) Else, 
(b) Else, stop and set 
(17) 
(18) 
cu := c(rv), fv+2(x) := rv(x) (19) 
Cu 
c~ := 0, /~+2(x) := f '+dx)  c(f'+d" (20) 
q,,(x) := .f,,(x). I 
Schmeisser has shown the following result. 
THEOREM 4 (SCHMEISSER). The polynomial (17) of degree n has only real zeros ff and only ff 
the modified Euclidean algorithm yields n - 1 nonnegative numbers c l , . . . ,  c~-1; in this case the 
algorithm yields an n x n symmetric tridiagonal matrix T, 
-q~(O) v~ 
v~ -q2(o) 
0 5 0 $1  
T = 
v~ 
",° 
"°, °°o °°, 
-q._l(o) ~vr~Z- x 
-q.(o). 
and 
det(T - AI) = (-1)"u(A). 
(21) 
(22) 
Moreover, the polynomial (17) has n real and distinct zeros if and only if the numbers e l , . . .  , Cn-- 1 
are strictly positive. 
REMARK 3. In case the modified Euclidean algorithm breaks down for a polynomial u with 
complex roots because the difference in the degrees of two successive polynomials f~ and f~+l 
is greater than one, we can substitute for the polynomial f~(x) = u' (x) / ,  any other properly 
chosen polynomial of degree n - 1. 
REMARK 4. For completeness, we mention that DSrfier and Schmeisser [18] have used another, 
more complex, modified Euclidean algorithm to construct a unitary companion matrix U for a 
given monic polynomial with only unimodular zeros. Moreover, U decomposes into a direct sum 
of matrices of lower order if and only if the polynomial has multiple zeros. 
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3.  NUMERICAL  EXAMPLES 
In this section we present a numerical study of the convergence properties of Fiedler's method 
of Theorem 2 which is used iteratively to find the zeros of polynomials of small to moderate 
degree. Schmeisser's Theorem 4 was used to obtain initial values for the numbers bl , . . .  ,bn, 
needed in Fiedler's Theorem 2. Starting values were also chosen equidistantly on a large circle 
or randomly in the plane. 
Typically, floating-point arithmetic of precision 2t was used to evaluate a given polynomial. 
Then precision t was used to form the matrices T and A given by (21) and (11), respectively, and 
their eigenvalues were found by means of a precision-t QR algorithm, although in some cases, 
different precision ratios have been used. 
The following polynomials were solved by the proposed methods. 
JW20: James Wilkinson's polynomial of degree 20 [1,2]: 
(x - 1)(x - 2 ) . . .  (x - 20); (23) 
TT32:  Tho-Trefethen's polynomial of degree 32 [4]: 
H ; (24) 
k----1 
MR05:  The polynomial with a root of multiplicity five (see Ps in [13]): 
MR10:  The polynomial with a root of multiplicity ten: 
(Z -- E~ 10 (Z -- 5)(Z -- 1)(z + 1)2; (28) 
3/  
MR12:  The polynomial with a root of multiplicity twelve: 
(x - 1)12; (27) 
MR14:  The polynomial with multiple roots of degree fourteen: 
(Z -- 5 -- 6/)4(Z 2 -- 10-°)(z 2 + 10-S)(z - 6 - i ) (z - 6 + 2i)(z - 8 - 7i) 
(z - 8 + 9i)(z - 10 - 15i)(z - 10 + 17i); (28) 
HM40:  The polynomial of degree 40 [8] (see also [13]): 
J TP9 :  The polynomial of degree 20 [13] (discussed below): 
Pg(z) = (z 1° - 10 -2°) (z 1° + 102°) • (30) 
The a posteriori error in the reconstructed polynomial u*, with coefficients a~, by means of 
the computed values of the zeros of (1), is as follows: 
Error in u* := max la~ - ak] (31) 
k-~-0,.. . ,n-1 1 + lak] " 
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3.1 The Combined Sehmeisser-Fiedler Method 
The roots of the above polynomials were found iteratively by Theorem 2 with initial values 
supplied by Theorem 4. 
Different floating-point arithmetic precisions were used for different steps of the rootfinder. 
Typically, higher precision was used for the nonrecursive purely algebraic steps, such as evaluating 
the given polynomial, and lower precision for the iterative processes, such as computing the 
spectrum, A(T) and A(A), of the matrices T and A, respectively, by the Eispack QR algorithm 
(for example, by the Mathematica [17] command "Eigenvalues" for floating point matrices). 
Consequently the elements of T and A need only be computed to lower precision. In the sequel, 
precision s refers to s (decimal) digits. 
The precision used in different steps, the number of iterations of Theorem 2, the number of 
correct digits in A(T) and A(A), and the error in u* for the above polynomials are listed in 
Table 1. 
Table 1. For a given polynomial u(z), the table lists the precision used to evaluate u, 
the precision of the QR algorithm used to compute the eigenvalues of T and A, the 
number of iterations of Theorem 2, the number of correct digits in A(T) and A(A), 
and the error in the reconstructed polynomial u*. 
Polyn. Prec. Prec. of No. of 
u(z) in u(z) QR alg. iter. 
JW20 32 16 1 
TT32 32 16 1 
MR05 32 16 1 
MR10 32 16 1 
MR12 16 16 1 
MR14 32 16 1 
64 16 3 
64 32 1 
HM40 32 16 1 
JTP9 32 16 1 
64 16 1 
No. dig. No. dig. 
in A(T) in A(A) 
15 15 
15 15 
15 15 
15 15 
16 16 
05 08 
05 12 
07 31 
13 15 
01 13 
09 15 
Error 
in u* 
1.E-14 
1.E-09 
1.E-16 
1.E-15 
0 
1.E-05 
1.E-04 
1.E-28 
1.E-07 
1.E+04 
1.E-04 
It seems that Theorem 2 can be applied also to polynomials u with multiple roots if dk given 
by (12), 
f u(bk) 
dk = V ) , 
is set to zero if v'(bk) is sufficiently near zero. In fact, if bk is a good approximation to a root of 
multiplicity m of u and is a root of multiplicity m - 1 of v', then it can be practically assumed 
that u(z)/v'(z) has a simple root at z = bk. 
From the above results, it appears that, for a complex polynomial of degree n with complex 
roots, the matrix T can be formed if the modified Euclidean algorithm used in Theorem 4 produces 
an n x n matrix T. 
It was mentioned, in the Introduction, that the polynomial zn - 1 was ideal for the Frobenius 
companion matrix method. But for Theorem 4 the situation is reversed since the matrix T cannot 
be completed. We now show one method of recovering starting values b l , . . . ,  bn with Theorem 4 
in such cases. 
The polynomial JTP9 (30) of degree 20 [13]: 
Po(z) = (z l ° -  10 -2°) (z 1° -  10~°), 
with ten roots of modulus 100 and ten roots of modulus 100 -1, required special treatment since 
the algorithm used in Theorem 4 fails in this case. However, this situation is corrected if one 
29:1-B 
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perturbs the coefficients of 1, x , . . . ,  x 18 of the derivative, f2(x) = P~(x)/20, of P9 by random 
complex numbers with values in a square of side 20 (say), centered at the origin, with lower left 
and upper right corners at z = -10  - 10i and z = 10+ 10i, respectively. Results are listed in the 
last line of Table 1. 
3.2. F ied ler 's  Method  wi th  S tar t ing  Values on a Large Circle 
As a second method for finding the zeros of polynomial JTP9, instead of using a replacement 
polynomial for P~(z)/20 in Theorem 4, it was found that Theorem 2could be applied with starting 
values b l , . . . ,  b20 equal to the 20 th roots of unity multiplied by a positive number ]t. It is to be 
noted that the iterates converge more rapidly to the roots of the larger modulus, [z[ -- 100, than 
to the roots of the smaller modulus, {z[ = 100 -1, but, finally, they do converge to the smaller 
roots, provided R is taken sufficiently large, say R > 10; otherwise, say if R < 1, the method 
converges to the ten large roots, and to zero instead of converging to the ten small roots. 
This second method was applied to all the above polynomials and the results are listed in 
Table 2. 
Table 2. For a given polynomial u(z), the table lists the modulus R of the starting 
values, the precision in the value of u(z), the precision of the QR algorithm, the 
number of iterations of Theorem 2, the number of correct digits in A(A), and the 
error in the reconstructed polynomial u*. 
Polyn. Radius Prec. Prec. of No. of 
u(z) R in u(z) QR alg. iter. 
JW20 25 32 16 01  
25 32 16 02 
25 32 16 03 
TT32 05 32 16 01 
05 32 16 02 
05 32 16 03 
MR05 05 32 16 02 
MR10 25 64 32 02 
MR12 05 64 32 02 
MRI4 25 32 16 03 
HM40 25 32 16 04 
25 32 16 05 
JTP9 25 32 16 03 
25 32 16 04 
II0 32 16 05 
i I0 32 32 03 
No. dig. Error 
in A(A) in u* 
00 1.E-02 
13 1.E-15 
15 1.E-14 
01 1.E%07 
13 1.E-08 
15 1.E-08 
05 1.E- 16 
04 I.E-37 
05 I.E-37 
08 1.E-04 
I0 1.E-D8 
15 I.E-08 
I0 I.E+06 
14 I.E+06 
14 1.E+06 
14 I.E-33 
3.3. F ied ler 's  Method  wi th  Random Star t ing  Values 
The above polynomials were solved iteratively by means of Theorem 2 with the bk taken to 
be complex random numbers in the square of side 2R, with lower left and upper right corners at 
z -- -R (1  + i) and z -- R(1 + i), respectively. The results are listed in Table 3. 
3.4. Fast Convergence  to Simple Roots  
Iteration of Theorem 2 produces fast convergence to the roots of polynomials JW20 and TT32, 
which are all simple, as shown in Tables 2 and 3. 
Table 4 lists the number of correct digits in the two simple roots of polynomial MR10 and 
the six simple roots of polynomial MR14 after the indicated number of iterations of Theorem 2 
with starting values for bl . . . .  , b, obtained by Theorem 4 and also taken to be R times the n th 
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Table 3. For a given polynomial u(z), the table lists the half-length R of the square 
containing random starting values, the precision in the value of u(z), the precision 
of the QR algorithm, the number of iterations of Theorem 2, the number of correct 
digits in A(A), sad the error in the reconstructed polynomial u*. 
Polyn. Side/2 Prec. Prec. of No. of No. dig. Error 
u(z) R in u(z) QR alg. iter. in A(A) in u* 
JW20 20 32 16 03 15 1.E-15 
TT32 04 32 16 03 15 1.E-08 
MR05 02 32 16 03 07 1.E- 15 
MR10 10 64 32 03 06 1.E-37 
MR12 02 64 64 02 05 1.E-65 
Ml114 14 32 16 03 08 1.E-04 
HM40 02 32 16 03 15 1.E-07 
JTP9 40 32 16 04 14 1.E+05 
40 32 32 03 15 1.E-33 
11 
Table 4. For a given polynomial u(z) with simple and multiple roots and starting 
procedure Theorem 4 or bh on a circle of radius R, the table lists the precisious used 
in u and the QR algorithm, the number of iterations of Theorem 2, and the number 
of correct digits in the simple lgenvalues of A. 
Polyn. Th. 4 Prec. Prec. of No. of No. dig. in 
u(z) rad. R in u(z) QR alg. iter. simple A(A) 
MR10 Th. 4 32 16 01 15 
10 32 16 01 00 
10 32 16 02 06 
10 32 16 03 15 
MR.14 Th. 4 32 16 01 15 
25 32 16 01 00 
25 32 16 02 11 
25 32 16 03 15 
roots of unity, where n is the degree of the polynomial. Hence, simple roots can be deflated, with 
due care (see [1, pp. 55-65]), from a given polynomial with both simple and multiple roots, or 
multiple roots can be extrapolated asshown in the following subsection. 
3.5 Convergence to Multiple Roots 
It has been noticed that the approximate multiple eigenvalues of a matrix, obtained by the 
QR algorithm, lie equidistantly on a circle with center at the multiple root. By applying the 
Hull-Mathon procedure [8], higher accuracy can be obtained for these roots. This is verified 
numerically for the multiple roots of polynomials MR05, MR10, MR12, and MR14, obtained by 
iterating Theorem 2 with starting values for bl , . . . ,  b,, supplied by Theorem 4 and on a circle of 
radius R. The precisions in polynomial u(z) and the QR algorithm are 32 and 16, respectively. 
The results are shown in Table 5. 
It is to be noticed that, for polynomial MR05, Theorem 4followed by one iteration of Theorem 2
produces one of the quintuple roots to an accuracy of 10 -15, while the other four roots are on a 
circle of radius 1.9 x 10 -5 with center at the average of the five roots. This explains the last two 
entries in line one of Table 5. In this case, the Hull-Mathon procedure has to be applied with 
care. 
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Table 5. The table lists the multiple roots with their multiplicities, m, the starting 
procedure (Theorem 4 or b:~ on a circle of radius R), the number of iterations of 
Theorem 2, the number of correct digits in the average of the approximates to the 
multiple root, the smallest and largest distances of the approximates to the average, 
and the largest absolute deviation, from 27r/m, in the angle between two successive 
approximates in radian measures. 
Polyn. 
~(z) 
MR05 
MR10 
MR12 
MR14 
Root and Th. 4 or 
multip, m rad. R 
lr 
~,5  Th. 4 
-~ 5 02 
3'  
7r 
-~, 10 Th. 4 
~r 
,10 10 
-1 ,2  Th. 4 
-1 ,2  10 
1, 12 Th. 4 
1, 12 05 
5 + 6i,4 Th. 4 
5 + 6i, 4 25 
No. of 
iter. 
No. dig. [rain, max] Angular 
in aver. modulus dev. 
16 [4 x 10-18,2 x 10 -5] 0.051 
15 [8.4, 9.1] x 10 -7 0.058 
16 0.007 
16 
17 
16 
[1.80, 1.84] x 10 -s  
[6.2, 6.3] × 10 -4 
[3.3,3.3] x 10 -13 
[3.42,3.42] × 10 - l °  
0.005 
0.000 
0.000 
16 0 0 
15 [1.43, 1.44] x 10 -3 0.004 
16 [2.0?, 2.0?] x 10 -8 0.0002 
16 [3.8?, 3.89] x 10 - s  0.003 
4. CONCLUSION 
The eigenvalues ofthe (complex) symmetric matrix T of Theorem 4 (provided it can be formed 
if p(z) has complex roots) can be used as starting values for the bk of Fiedler's method. On 
the other hand, starting values for Theorem 2 can be taken equally distant on a large circle 
or randomly in a (square) region of the plane. A recursive application of Fiedler's method of 
Theorem 2 converges rapidly to simple roots. In the case of multiple roots, by setting to zero 
any element of the symmetric matrix A if IV(bk)l is smaller than a properly chosen tolerance, the 
iteration converged in all cases that were tried out, but the rate of convergence is slower to roots 
of higher multiplicity. In this case, the use of a higher precision arithmetic in the evaluation of 
the polynomial improved the results. On the other hand, the averaging procedure of Hull and 
Mathon restored fast convergence to multiple roots. In the cases where pivoting or balancing 
of T or A was called before the QR algorithm was used, these matrices were not modified; thus 
balancing could probably be avoided with the present methods. An important advantage of the 
present methods lies in the fact that the eigenvalues of T and A can be computed with lower 
precision arithmetic than the accuracy needed to evaluate the given polynomial. 
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