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Abstract
We develop a multi-head #nite automata framework suitable for a more detailed study of the
relationship between parallel logarithmic time and sequential logarithmic space, in the uniform
and nonuniform settings. In both settings it turns out that NC1 requires data-independent or
oblivious computations, i.e., the movement of the input-heads only depends on the length of the
input, whereas logarithmic space is captured with data-dependent computations on multi-head
#nite state machines. This sheds new light on the question whether NC1 and logarithmic space
coincide. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Many important questions in the theory of computational complexity can be formu-
lated as problems regarding the relationship between di8erent classes of formal lan-
guages or automata. For example, in [24] it was shown, that the question of the equality
of deterministic and nondeterministic logarithmic space is equivalent to the question
whether every language accepted by some nondeterministic one-way two-head #nite
automaton (the corresponding language class is denoted by 1NFA(2)) is accepted by
some deterministic two-way multi-head #nite automaton (the corresponding language
class is denoted by DFA(k)). In the above notation, this result reads as follows:
L = NL if and only if 1NFA(2) ⊆
⋃
k∈N
DFA(k):
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The proof of this result mainly uses the characterization of deterministic and nonde-
terministic logarithmic space in terms of multi-head #nite automata.
Many other complexity classes, such as LOG(DCFL); LOG(CFL); P and PSpace,
are also characterizable via multi-head machines (see, e.g., [25]), but no characteriza-
tions of NC1 or of its variants in terms of multi-head devices are known (other than
the constant-space sequential model [14] which mimics the evaluation of #rst-order-
formulas with group quanti#ers for solvable groups, an alternative characterization of
NC1 #rst presented in [3]).
The key to a multi-head device characterization of NC1 in the uniform (here we
only consider log-space uniformity) and nonuniform settings is the notion of data-
independent or oblivious machines. A machine is data-independent if the head positions,
as function of time, are independent of the input [19]. Data-independence is sometimes
used in combination with Turing machine-like devices, where it is easily achieved.
We introduce uniform and nonuniform multi-head #nite automata—here a machine is
nonuniform if the transition function depends on the length of the input—and study
data-independent and data-dependent computations on these devices.
Although the results obtained are similar—data-independent multi-head #nite au-
tomata characterize NC1 whereas data-dependent machines capture logarithmic space—
we found some signi#cant di8erences in the uniform and nonuniform worlds. For in-
stance, the uniform hierarchies of data-independent and data-dependent #nite automata
with respect to the number of heads are strict, while for nonuniform machines the
data-independence head-hierarchy collapses to its #rst level and one-headed machines
are shown to be nothing other than Barrington’s [2] model of a nonuniform #nite state
machine. In the case of nonuniform data-dependent machines, we do not know whether
the head-hierarchy, which links nonuniform-NC1 with nonuniform logarithmic space,
is strict. Nevertheless, we show that even the lowest class of that hierarchy contains a
logarithmic space complete problem. Moreover, we give some translational results for
that hierarchy.
The paper is organized as follows: In the next section we introduce notation. In
Section 3 we formalize data-independence, and show some basic properties of this
concept. Then we are ready to investigate the power of the devices introduced. This is
done in Section 4, where the characterizations of NC1 and logarithmic space are given.
Then in Section 5 we concentrate on head-hierarchies for data-independent and data-
dependent #nite automata with several input-heads. In the penultimate section we study
Karp and Lipton’s “universal” formalization of nonuniformity by advice, in connection
with data-independent and data-dependent multi-head #nite state machines. Finally, in
Section 7 we summarize and discuss our results.
2. Denitions
We assume the reader to be familiar with some basic notions of complexity theory, as
contained in [1]. In particular we consider the following well-known chain of inclusions:
NC1⊆L⊆NL.
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Here L (NL, respectively) is the set of problems accepted by deterministic (nonde-
terministic, respectively) logarithmic space bounded Turing machines. NC1 is the set
of problems accepted by log-space uniform leveled deterministic and nondeterministic
branching program families of constant width and polynomial depth [2] (or equivalently
by circuit families of logarithmic depth, polynomial size, with AND- and OR-gates of
bounded fan-in).
A nondeterministic branching program B is a #nite directed acyclic graph with
a distinguished source. The nonterminal nodes (inner nodes) are either labeled with
Boolean variables (test nodes) from the set {x1; x2; : : : ; xn} or with the symbol ∨
(existential split nodes). Terminal nodes, also called sinks, are labeled with 0 or 1.
If nothing else is speci#ed, we assume that there is only one sink of each type. These
are called the rejecting and the accepting sink. Each inner node has exactly two out-
going edges, one of them is labeled 0, the other is labeled 1. A branching program is
called deterministic if all non-terminal nodes are labeled with Boolean variables only.
Further, a branching program is leveled if all paths connecting two nodes are of the
same length.
A branching program B computes a Boolean function on the inputs in the following
way. Any setting of the input variables determines a set of computation paths from
the source to the terminal nodes of the graph: at test nodes the computation proceeds
along the proper edge and at ∨-nodes the computation splits. The input is accepted
by the branching program if the 1-sink can be reached along one of these paths. The
Boolean function thus de#ned is denoted fB. Let B=(Bn) be a sequence or family
of branching programs, where Bn is a branching program on n inputs. The language
accepted by B is the set
⋃
n∈N f
−1
Bn (1), where N denotes the set of natural numbers.
The size of a branching program is the number of its inner nodes, and the depth is
the length of the longest path from the source to one of the terminal nodes. For any r,
the set of nodes at distance r from the source is called the rth level of the branching
program. The maximal cardinality of the levels is called the width of the branching
program.
A family B=(Bn) of branching programs is log-space uniform or L-uniform if the
mapping 1n→〈Bn〉, where 〈·〉 denotes the coding of branching programs, is computable
by a deterministic logarithmic space bounded Turing machine.
We consider classes A of languages L⊆
∗, where 
 is a #nite alphabet. In this
work, we assume without loss of generality that 
= {0; 1}. An in#nite sequence of
words =(n) from 
∗ is called an advice. Given a set F of advice, according to Karp
and Lipton [11], the class A=F is de#ned to be the class of all languages L such that
there is some =(n)∈F and some S ∈A such that L= {w | |w|w∈ S}, where |w| is
the length of w∈
∗. Observe, that the advice string depends only on the length of the
word w. Mostly one considers the set of polynomial length bounded advice, which is
denoted by poly. In this way we obtain, e.g., L=poly; NL=poly, and nonuniform-NC1.
Obviously, the latter class is identical to the class of languages accepted by families
of branching programs of constant width and polynomial depth without any uniformity
condition.
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A two-way nonuniform nondeterministic 6nite automaton 2 with k-heads, for k ∈N,
is a 5-tuple M =(Q;
; P; q0; F), where Q is a #nite nonempty set of states, and 
 is
a #nite nonempty alphabet of input symbols such that 
 does not contain the symbols
 and . These symbols are the left- and right end-marker, respectively. The family
P=(Pn) contains polynomial length programs, that is, Pn is a sequence of instructions
and there is a polynomial p such that |Pn|6p(n) for all n∈N0, where N0 :=N∪{0}.
An instruction is a mapping
 : Q × (
 ∪ {;})k → 2Q×{−1; 0; 1}k ;
such that for p; q∈Q; (q; d1; : : : ; dk)∈ (p; a1; : : : ; ak) implies di¿0 if ai =  and di60
if ai = . Further, let q0 ∈Q be the initial state, and F ⊆Q the set of #nal or accepting
states.
Machine M accepts word w if M , started in its initial state, with all input-heads
reading the #rst letter of w, executes the entire program P|w| on input w—at time i
the ith instruction is evaluated—and stops in an accepting state. The language accepted
by M is de#ned as
L(M) = {w ∈ 
∗ |M accepts w with program P|w|}:
A machine M works one-way, if all the instructions are of the following form
 :Q×(
∪{;})k → 2Q×{0;1}k . Moreover, the automaton M is deterministic, if all in-
structions that appear in a program satisfy: for each (q; a1; : : : ; ak) in Q× (
∪{;})k ,
|(q; a1; : : : ; ak)|61, i.e., automaton M has at most one move de#ned at any moment
of time. The machine is uniform, if all programs Pn forming P are equal to the same
single instruction . In this case we simply write M =(Q;
; ; q0; F).
The class of languages accepted by deterministic (nondeterministic, respectively)
nonuniform #nite automata with k heads is denoted by NuDFA(k) (NuNFA(k),
respectively). Skipping the pre#x Nu denotes the corresponding uniform class. The
one-way classes are denoted by introducing a 1 in front of the corresponding two-way
class.
We use bracket notations like [Nu]DiDFA(k)= [Nu]DiNFA(k) in order to say that
the equation holds both in the case of neglecting the bracket contents on both sides of
the equation (if there is one) or not.
The reader may have observed that our notion of nonuniform #nite automata is quite
similar to Barrington’s automaton model [2]. The di8erences are: (1) His #nite state
machine does not have left- and right end-markers, and (2) an instruction in the sense
of Barrington is either a state-changing- or a moving-instruction, i.e.,
 : Q × 
→ Q or  ∈ {−1; 0; 1}:
2 Although the term nonuniform #nite automaton (NuDFA) is common for Barrington’s automaton
model [2], we deviate from this and call his model nonuniform data-independent 6nite automaton
(NuDiDFA). This is motivated by Theorem 5 presented in Section 3.
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This requirement on the instructions was designed in order for his model to be equiv-
alent to constant width branching programs [4].
3. The notion of data-independence
Here we make the informal description of data-independence or obliviousness more
precise. The notion of oblivious Turing programs was introduced in [19] and this
concept was used in [21] and [23] to simulate Turing machines by logical networks.
Recently, obliviousness was studied in the context of parallel random access machines
(PRAMs), to obtain characterizations of polynomial size, poly-logarithmic depth un-
bounded and bounded fan-in circuit classes by variants of PRAMs with oblivious or
nonoblivious read- and write-structures [13]. However, despite of its several applica-
tions, obliviousness was never investigated before in relation with computational models
from classical automata theory as, e.g., multi-head #nite automata.
Denition 1. A (nonuniform) k-head #nite automaton M is data-independent or obliv-
ious if the position of every input-head i after step t in the computation on input w is
a function fM (1|w|; i; t) that only depends on i, t, and the length |w| of w.
Although we have de#ned data-independence only for k-head #nite automata, the
same de#nition obviously applies to machines having a #nite control, several input-
heads, and an extra storage medium like, e.g., a pushdown store or a stack.
Let us introduce the following notation: The class of languages accepted by nonuni-
form data-independent deterministic (nondeterministic, respectively) #nite automata
with k heads is denoted by NuDiDFA(k) (NuDiNFA(k), respectively). Skipping the
pre#x Nu denotes the corresponding uniform class.
First, observe that by de#nition, since fM (1n; i; t) is a function into the natural num-
bers, the following holds for deterministic and nondeterministic data-independent au-
tomata:
Lemma 2 (Trajectory-argument). A (nonuniform) data-independent automaton with k
heads has; on inputs of length n; only one possible input-head trajectory during a
computation.
By this lemma we can show that determinism simulates data-independent nondeter-
minism in general, regardless whether we consider uniform or nonuniform k-head #nite
state devices. This is because the only nondeterminism which is left in the k-head non-
deterministic #nite automata is the way in which the next state is chosen. Therefore,
a power-set construction shows that even data-independent determinism may simulate
nondeterminism; this was also mentioned by Barrington for his one-head model.
Lemma 3. Let M be a two-way (nonuniform; respectively) nondeterministic 6nite
automaton with k heads that works data-independently. Then there is a two-way
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(nonuniform; respectively) data-independent deterministic 6nite automaton with k
heads that accepts the same language.
Then we conclude from Lemma 3:
Corollary 4. [Nu]DiDFA(k)= [Nu]DiNFA(k) for every k ∈N.
By these equalities, we only have to deal with (nonuniform) data-independent de-
terministic k-head #nite automata in the sequel.
Finally, let us consider the special case of one-headed #nite automata. It is easy to see
that, in the uniform case, data-independent automata exactly characterize the family of
regular languages, whereas the nonuniform data-independent variants are computational
equivalent to Barrington’s version of a nonuniform #nite state machine, and hence to
nonuniform-NC1. Since the proof for uniform machines is straightforward, we omit it,
but we have to say something about the proof in the nonuniform case. By the discussion
at the end of the last section and by Corollary 4, it suOces to show how to convert
a one-head nonuniform data-independent deterministic #nite automaton into a machine
in the sense of Barrington. By the trajectory-argument, each instruction may be split
into a state-changing- and a moving-instruction, because the position of the input-head
is known in advance. Finally, we have to get rid of the end-markers, which is an easy
exercise and therefore left to the reader. We summarize the results obtained in:
Theorem 5. (1) REG=DiDFA(1).
(2) nonuniform-NC1=NuDiDFA(1).
4. Uniform and nonuniform multi-head nite automata
In this section we develop characterizations of NC1 and logarithmic space in terms
of multi-head #nite automata, in the uniform and nonuniform settings. Roughly speak-
ing, regardless of uniformity, it turns out that NC1 is captured by data-independent
computations, while deterministic and nondeterministic logarithmic space are captured
by data-dependent computations. We show that this nicely #ts in with known results
from the literature. Moreover, we develop equivalent formulations of tantalizing open
questions regarding the relationship between NC1 and logarithmic space.
4.1. Uniformity
Let us recall relevant known facts about uniform multi-head #nite automata. From
the complexity point of view, the two-way case is the most interesting one, because
in [9] the following equalities were shown:
Theorem 6. (1) L=
⋃
k∈NDFA(k).
(2) NL=
⋃
k∈NNFA(k).
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Let us take a closer look at Theorem 6. Analyzing the proof of Hartmanis, one sees
that k heads of a #nite state machine give k log n space of a Turing machine, which in
turn corresponds to width cnk , for some constant c, of a branching program, as observed
by several authors, see, e.g., [7, 22]. Now the question arises as to whether the converse
also holds, i.e., does cnk width, for k ∈N, of log-space uniform branching programs
correspond to k heads of #nite automata? Towards contradiction assume that this is the
case. Obviously, every one-letter alphabet language—later we call these languages tally
languages—in deterministic logarithmic space can be accepted by a L-uniform family
of deterministic branching programs of linear depth and width two. Then by assumption,
the language {1p |p is prime} must be regular, which is a contradiction. Therefore, cnk
width, for k ∈N, of log-space uniform branching programs does not correspond to k
heads of #nite automata. Nevertheless, the conversion of a log-space uniform branching
program of width cnk width, for k ∈N, to a multi-head #nite automaton is possible,
but may result in a machine with more than k heads in general. In Subsection 4.2
we show that in the nonuniform case we have the equivalence of k heads of #nite
automata and width O(nk) of branching programs.
The equivalent formulation of the question whether deterministic and nondetermin-
istic logarithmic space coincide in terms of multi-head #nite automata, as presented
in the introduction, relies on Theorem 6 and on the fact that the second levels of
the head-hierarchies for #nite automata contain logarithmic space complete problems
with respect to deterministic log-time reductions, as introduced in [5]—note that NC1
and logarithmic space are closed under deterministic log-time reductions. To be more
precise: Let 1GAPm (GAPm, respectively) denote the graph accessibility problem for
monotone graphs of out-degree one (two, respectively), where a graph G=(V; E) is
called monotone if (i; j)∈E implies i¡j for some ordering ¡ on V . Then we have
(see, e.g., [25]):
Lemma 7. (1) The L-complete language 1GAPm belongs to 1DFA(2).
(2) The NL-complete language GAPm belongs to 1NFA(2).
Now let us turn our attention to data-independent #nite state machines. For the
characterization of NC1 in terms of data-independent multi-head #nite automata, the
following observation is very useful: Every multi-head deterministic #nite automaton
that works on tally inputs is already data-independent by de#nition; hence
TallyL ⊆
⋃
k∈N
DiDFA(k); (1)
where TallyA denotes the set of all tally languages from a class A. However, because
of the trajectory-argument, we do not know whether the inclusion TallyNL⊆ ⋃k∈N
DiNFA(k) holds. If so, it would imply TallyNL⊆TallyL by Corollary 4, which would
lead by translational methods to a positive answer to the linear bounded automaton
(LBA) problem, which is the question whether every context-sensitive language can
be accepted by a deterministic linear space bounded Turing machine [12].
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Theorem 8. NC1=
⋃
k∈N DiDFA(k).
Proof. First we show how to construct a deterministic multi-head #nite automaton M
that accepts the same language as the log-space uniform family B=(Bn) of determin-
istic bounded width branching programs. We alter the family B=(Bn) of deterministic
branching programs into an equivalent log-space uniform family C =(Cn) such that on
each level only one Boolean variable is queried. This doubles at most the width of the
original family and increases the depth by a factor of n.
Thus, each Cn can be seen as a sequence of instructions 〈j; f; g〉 in which j is the
index of an input variable xj and f and g are mappings on a set {1; : : : ; c} for some
constant c. The meaning of an instruction 〈j; f; g〉 is “evaluate to f if xj =1, otherwise
evaluate to g”. For a given input, a branching program yields a mapping which is the
composition of the mappings produced by each of the instructions. If the resulting
mapping maps the source to the accepting sink, then the input is accepted, otherwise
the input is rejected.
Now we are ready to describe the automaton M . On input w of length n, M simu-
lates the branching program Cn as follows: First M stores the identity mapping in the
#nite control, and then it runs the uniformity machine on input 1n. For each generated
instruction 〈j; f; g〉, the automaton M asks for the jth bit of w, evaluates the instruc-
tion to either f or g, and computes the composition of the mappings visited so far.
Since the f’s and g’s realize mappings on {1; : : : ; c}, there at most cc elements to be
stored in the #nite control. Finally, M accepts the input if the branching program Cn
does.
Observe that the uniformity machine works data-independent, because it runs on a
tally input word. Moreover, the rest of M is data-independent, because on each input
of length n the branching program Cn is evaluated only using the #nite control of M .
Thus, the only input head movements of M are those from the uniformity machine and
those which are needed to ask for the input bits given by the instructions of Cn. This
shows that M is data-independent.
Conversely, we argue as follows: multi-head #nite automata can be regarded as
branching programs, each state-changing instruction of the machine is simulated by
one level of the branching program—nodes roughly correspond to states and edges
model the next state relation or function. Obviously, the underlying graph structure
is “highly” uniform. Hence it is suOcient to consider the computation of test-node
labels, or in other words the position of the input-heads of the machine at some
time t.
Thus, the uniformity machine uses, beside some subroutines that generate the graph
structure, another program part, that simulates the data-independent k-head #nite au-
tomaton step-by-step on the input 1n in order to compute the positions of the input-
heads at time t. Obviously, this can be done within deterministic logarithmic space.
Thus, for a k-head #nite automaton M =(Q;
; ; q0; F) we construct an equivalent log-
space uniform family of branching programs of width O(2k |Q|) and depth O(|Q|nk),
where |Q| denotes the cardinality of the set Q.
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Because of Theorem 6, Lemma 7, and Theorem 8 we immediately obtain
Corollary 9. (1) NC1=L i; 1DFA(2)⊆ ⋃k∈NDiDFA(k).
(2) NC1=NL i; 1NFA(2)⊆ ⋃k∈NDiDFA(k).
4.2. Nonuniformity
In the work of Barrington [2] a new connection between the parallel complexity class
NC1 and the theory of #nite automata was discovered. He characterized nonuniform-
NC1 as those languages recognized by a certain nonuniform version of a deterministic
(nondeterministic) #nite automaton. In our terminology his result reads as nonuniform-
NC1=NuDiDFA(1).
In most cases the use of more input-heads increases the computational power of
devices, but this is de#nitely not the case for nonuniform data-independent #nite au-
tomata. By the trajectory-argument, one may construct a program for a data-independent
one-head automaton that simulates a data-independent k-headed machine with a poly-
nomial increase in program length. The main task in the simulation is the computation
of the input-head positions known in advance, followed by the execution of the appro-
priate state-changing instruction of the multi-head device. This shows, that k heads are
no-better than one head. Moreover, even nondeterminism does not increase the com-
putational power of the machines because of Corollary 4. Hence, the head-hierarchy
for nonuniform data-independent #nite automata collapses to its #rst level.
Theorem 10. nonuniform-NC1=NuDiDFA(k) for every k ∈N.
With the characterization of nonuniform-NC1 in terms of constant width branching
programs we may reformulate Theorem 10 as follows:
Corollary 11. A language L is in NuDiDFA(k); for some k ∈N; if and only if L
is accepted by a nonuniform family B=(Bn) of deterministic or nondeterministic
branching programs of polynomial depth and constant width.
Now we turn our attention to nonuniform data-dependent multi-head #nite automata.
In analogy with Theorem 6, we show that the complexity class
⋃
k∈NNuDFA(k) (
⋃
k∈N
NuNFA(k), respectively) coincides with nonuniform deterministic (nondeterministic,
respectively) logarithmic space. To this end, we develop a characterization of k-head
nonuniform #nite automata in terms of O(nk) width bounded branching programs.
Lemma 12. A language L is in NuDFA(k) if and only if L is accepted by a family
B=(Bn) of deterministic branching programs of polynomial depth and width O(nk).
The statement remains valid if nondeterminism is used instead of determinism.
Proof. We only prove the statement for the deterministic devices. With slight modi#-
cations, the proof given below also works in the nondeterministic case.
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Let M =(Q;
; P; q0; F) be a nonuniform deterministic #nite automaton with k-heads.
On inputs of length n let Pn be the sequence of t(n) instructions, where the ith instruc-
tion is a mapping
i: Q × (
 ∪ {;})k → Q × {−1; 0; 1}k :
For any p∈Q and –˜=(i1; : : : ; ik)∈{0; : : : ; n+1}k , consider the deterministic branch-
ing program Bp;˜– which is a complete binary tree of k + 1 levels (the root of Bp;˜– has
level 1), where on level j variable xij is queried. Queries for x0 and xn+1 are replaced
by dummy queries. The 2k sinks of Bp;˜– may be identi#ed with words (induced by the
corresponding queries) from (
 ∪ {;})k in an obvious way.
For any level r ∈{1; : : : ; t(n)}, p∈Q, and –˜∈{0; : : : ; n + 1}k , let [r;p; –˜ ] be the
source of a copy of Bp;˜–. To construct Bn the sinks of Bp;˜– are hard-wired as follows:
The sink that corresponds to word a1 : : : ak ∈ (
∪{;})k is identi#ed with [r+1; q; —˜ ]
if
r(p; a1; : : : ; ak) = (q; d1; : : : ; dk)
and —˜= –˜+ (d1; : : : ; dk). To complete the construction of Bn let [1; q0; 1˜] be the source
node and label the nodes [t(n)+1;p; –˜ ] for arbitrary –˜ accepting if p∈F , and rejecting
otherwise. Finally, to get one sink of each type, identity all accepting nodes, as well
as all rejecting nodes.
Inductively one veri#es that the branching program Bn constructed simulates M on
inputs of length n step-by-step. One further observes that the width and the depth of
Bn are bounded by O(|Q|(2n)k) and O(k · t(n)), respectively, where |Q| denotes the
cardinality of the set Q.
Conversely, let B=(Bn) be a family of deterministic branching programs of width
W (n)= cnk , for some constant c, and depth t(n). Consider a particular branching pro-
gram Bn with levels L1; : : : ; Lt(n).
Let r ∈{1; : : : ; t(n) − 1}; Lr = {u1; : : : ; uW (n)}, and Lr+1 = {v1; : : : ; vW (n)}. For given
ui ∈Lr with label xj whose 0-edge (1-edge, respectively) is connected to vi0 ∈Lr+1 (vi1 ∈
Lr+1, respectively) let P[r; ui] be the following sub-program, where variable h is used
to store the actual position 16i6W (n) in the current level r:
[r; ui]: decrease variable h by one;
if h = 0 then begin case bit xj
0: set h to i0;
1: set h to i1;
esac;
goto label [r + 1; v1];
end;
Furthermore, let P[r] :=P[r; u1]P[r; u2] : : : P[r; uW (n)].
Observe that, if program P[r] is given to the machine, and variable h is initialized
with 16i6W (n) at the very beginning of the run, then the body of the if–then-
statement of P[r; ui] is executed. This means that after #nishing P[r] the value of h is
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set to the 0- or 1-successor at level r + 1 of ui, i.e., one step in the computation of
the original branching program is simulated.
During each step of the computation, the variable h only hold values between 0
and W (n). Hence its value may be stored by the positions of the input-heads, which
also allows the implementation of the necessary transformations of h in an easy way.
Moreover, the elementary statements, such as if–then or case-esac, can be accomplished
by the #nite control. Hence each sub-program P[r; ui], and therefore also P[r], can be
implemented on a k-head nonuniform deterministic #nite automaton.
If u1 ∈L1 is the source of Bn, then let P[0] be the single instruction initializing
h to 1. Finally, if v1 ∈Lt(n) (v2 ∈Lt(n), respectively) is the only accepting (rejecting,
respectively) sink, then let P[t(n)] be the sub-program:
[t(n); v1]: decrease h by one;
if h = 0 then accept else reject;
Now we are ready to describe the nth program for the nonuniform #nite automaton
by Pn :=P[0]P[1] : : : P[t(n)].
Again by induction one veri#es that the program Pn simulates Bn on inputs of length
n level-by-level. One further observes that the program may run on a nonuniform #nite
state machine and that its length is bounded by O(t(n) ·W (n)).
From Lemma 12 and the computational equivalence of L=poly(NL=poly, respec-
tively) and polynomial size deterministic (nondeterministic, respectively) branching
programs [15] (see also [22]) it follows:
Theorem 13. (1) L=poly=
⋃
k∈NNuDFA(k).
(2) NL=poly=
⋃
k∈NNuNFA(k).
Theorem 13 nicely parallels Theorem 6. Nevertheless, there are signi#cant di8erences
in the uniform and the nonuniform settings because, e.g., even the lowest levels of
the head-hierarchies of nonuniform multi-head #nite automata contain “complicated
problems”, see also Lemma 7.
Lemma 14. (1) The L-complete language 1GAPm belongs to NuDFA(1).
(2) The NL-complete language GAPm belongs to NuNFA(1).
Proof. The graph accessibility problem for monotone graphs with out-degree one and
two were studied, among other logarithmic space complete problems, in [15] with
respect to the resource size the problems need to be accepted by variants of branch-
ing programs. A careful analysis of the proof shows that for ordinary branching pro-
grams, linear width and polynomial depth are suOcient. Then the result follows by
Theorem 12.
As an immediate corollary we obtain:
Corollary 15. (1) nonuniform-NC1=L=poly if and only if NuDFA(1)⊆NuDiDFA(1).
(2) nonuniform-NC1=NL=poly if and only if NuNFA(1)⊆NuDiDFA(1).
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Proof. We only prove the #rst statement. If nonuniform-NC1=L=poly, then by
Theorems 10 and 13 we have NuDiDFA(1)=
⋃
k∈NNuDFA(k). Thus, NuDFA(1)⊆
NuDiDFA(1).
Conversely, if NuDFA(1)⊆NuDiDFA(1), then by Lemma 14 the class nonuniform-
NC1 contains a deterministic logarithmic space complete problem with respect to deter-
ministic log-time reductions. Since nonuniform-NC1 is closed under these reductions,
nonuniform-NC1=L=poly follows.
Moreover, we state without proof:
Corollary 16. The following statements are equivalent:
(1) L=poly=NL=poly.
(2) NuNFA(1)⊆ ⋃k∈NNuDFA(k).
(3) 1NFA(2)⊆ ⋃k∈NNuDFA(k).
5. Head-hierarchies of multi-head nite automata
An important problem pertaining to the relationship between the theory of automata
and complexity is to determine whether additional computational resources (heads,
stacks, tapes, etc.) increase the computational power of the devices investigated. In
the case of multi-head #nite automata, we show that in the uniform setting, the data-
independent and data-dependent head-hierarchies are strict. For nonuniform #nite state
machines, we have shown in Theorem 10 that the data-independent head-hierarchy
collapses to its #rst level. For the data-dependent head-hierarchy, we show that the
strictness question is related to the question whether NC1 and logarithmic space coin-
cide in the nonuniform setting.
5.1. Uniformity
For the uniform #nite automata head-hierarchy we can pro#t from known results.
The characterization of deterministic and nondeterministic logarithmic space given in
Theorem 6 cannot be improved, because for deterministic and nondeterministic #nite
state machines, it was shown in [17] that “k + 1 heads are better than k”, using
diagonalization and translational methods.
Theorem 17. (1) DFA(k)⊂DFA(k + 1) for every k ∈N.
(2) NFA(k)⊂NFA(k + 1) for every k ∈N.
Observe that there are tally languages that may serve as witnesses for the inclusions
in Theorem 17 [18]. With these tally languages and (1), we obtain
Corollary 18. DiDFA(k)⊂DiDFA(k + 1) for every k ∈N.
M. Holzer / Theoretical Computer Science 286 (2002) 97–116 109
Fig. 1. The uniform multi-head #nite automata classes.
Because of Theorems 6 and 8, the #nal remaining inclusions DiDFA(k)⊆DFA(k),
for k¿2, are related to the question whether NC1 and deterministic logarithmic space
coincide. This parallels the issue as to whether the inclusion DFA(k)⊆NFA(k) is
proper for k¿2. In [24] it was shown that DFA(k)=NFA(k) for some k¿2 implies
L=NL. For the relationship between data-independent and data-dependent #nite state
machines, we #nd a similar result, which we state next.
Theorem 19. If DiDFA(k)=DFA(k) for some k¿2; then NC1=L.
Proof. Assume DiDFA(k)=DFA(k) for some k¿2. By Lemma 7 the L-complete
language 1GAPm belongs to 1DFA(2) and hence to DiDFA(k) by our assumption.
Thus, L is deterministic log-time reducible to NC1. Since this class is closed under
these reductions, NC1=L follows.
The relationship between the uniform classes considered so far are depicted in Fig. 1.
The “lower” class is contained in the “upper” class if it is linked by a line. Strict
inclusions are indicated by dashed lines.
5.2. Nonuniformity
In Theorem 10 we have seen that the head-hierarchy for nonuniform data-independent
#nite automata collapses to its #rst level,
NuDiDFA(1) = NuDiDFA(k) for every k ∈ N:
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On the other hand, for the data-dependent head-hierarchy, we trivially have by Theo-
rem 13 the following chain of inclusions:
nonuniform-NC1⊆NuDFA(1)⊆ · · · ⊆
⋃
k∈N
NuDFA(k)=L=poly: (2)
A similar result holds for nondeterminism instead of determinism. Unfortunately, for
the head-hierarchies given in (2) we can neither show a strictness nor a partial or
total collapse result; a strict inclusion seems to be much harder, because this would
separate NC1 from logarithmic space in the nonuniform setting. Furthermore, such a
separation will require languages over at least a binary alphabet, contrary to the case of
the uniform setting, because every tally language already belongs to nonuniform-NC1.
In the remainder of this section, we focus on translational results for the nonuniform
data-dependent #nite automata head-hierarchies.
Most results on head-hierarchies build on translational techniques, e.g., see [18].
They link “low” classes of the hierarchy with “higher” ones; in other words, a col-
lapse of low classes implies a collapse of high classes. The padding we use is that
of [16]: Let Tk :
∗→ ((
 ∪ {;})k)∗, for some alphabet 
, be de#ned on words
w= a1 : : : an ∈
n as
Tk(w) := 01 : : : mk−1;
where m= n + 2 and j =(ai1 ; ai2 ; : : : ; aik ) for j= i1 + i2 ·m + · · · + ik ·mk−1 with
06i‘6m − 1. For the sake of simplicity we set a0 = and am−1 =. For languages
L⊆
∗, let Tk(L) :={Tk(w) |w∈L }.
As an example, let us consider the case k =3 and n=3. Then T3(a1; a2; a3)= 01 : : :
124, where
0 = (;;)
1 = (a1;;)
2 = (a2;;)
3 = (a3;;)
4 = (;;)
5 = (; a1;)
6 = (a1; a1;)
7 = (a2; a1;)
8 = (a3; a1;)
9 = (; a1;)
: : :
120 = (;;)
121 = (a1;;)
122 = (a2;;)
123 = (a3;;)
124 = (;;):
Lemma 20. For every k; ‘∈N; language L∈NuDFA(k · ‘) if and only if Tk(L)∈
NuDFA(‘). The statement remains valid for nondeterminism instead of determinism.
Proof. We only prove the implication from left to right. The converse implication can
be shown with similar arguments.
Let L be recognized by a k‘-head nonuniform #nite automaton. Then by Lemma 12,
there is a family C =(Cn) of branching programs of width O(nk‘) and polynomial
depth that accepts the same language. We describe how to construct a family B=(Bn)
of width O(n‘) that accepts Tk(L).
Let Bn consisting only of the rejecting sink if n = k(m+2)k for some m. Otherwise
we #rst construct a constant width branching program Fn verifying that the symbols
1; : : : ; m have the form (a;; : : : ;) with a∈
, that 0 = (;; : : : ;),
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and that m+1 = (;; : : : ;). Let j= i1 + i2(m + 2) + · · · + ik(m + 2)k−1 be some
number. For each j =(ai1 ; : : : ; aik ), the program Fn further checks in sequence whether
ai‘ equals the #rst component of i‘ . In this way Fn tests whether the input string has
the appropriate form. The straightforward construction of Fn is left to the reader.
Now Bn is easily constructed. Take Fn and identify its accepting sink with the source
of Cm and replace every query xi‘ in Cm by a query that asks the #rst component of
i‘ . To complete the construction, all remaining rejecting sinks are identi#ed. One may
readily verify that B=(Bn) accepts Tk(L). One further observes that the width of Bn
is O(n‘), because Cm works on inputs of length O(nk). Obviously, the depth of Bn
remains polynomial. Thus, by Lemma 12, language Tk(L) is accepted by an ‘-head
#nite automaton.
With similar methods one can show the following result, which we state without
proof.
Lemma 21. For every k; ‘∈N; language L∈NuDFA(k · ‘+ 1) that language implies
Tk(L)∈NuDFA
(‘ + 1). The statement remains valid for nondeterminism instead of determinism.
In the uniform setting, results similar to Lemmas 20 and 21, but with worse bounds on k
and ‘, were shown in [16, 17]. These implications, together with DFA(k)⊂DFA(k+2)
for all k ∈N, presented in [10], were the key to a “dense” separation of the head-
hierarchy in the uniform setting [17]. Because the nonuniform head-hierarchy for #nite
automata directly links nonuniform-NC1 and nonuniform logarithmic space as men-
tioned in (2), we can not hope for an easy separation of this head-hierarchy, because
this would immediately separate NC1 from logarithmic space in the nonuniform setting.
We immediately obtain from Lemma 20:
Theorem 22. For every k; ‘1; ‘2 ∈N; NuDFA(‘1)=NuDFA(‘2) implies the equality
NuDFA
(k · ‘1)=NuDFA(k · ‘2). The statement remains valid for nondeterminism instead of
determinism.
Proof. Let L∈NuDFA(k · ‘2). Lemma 20 gives Tk(L)∈NuDFA(‘2), and by hypothe-
sis Tk(L)∈NuDFA(‘1). Using Lemma 20 once again we obtain L∈NuDFA(k ·‘1).
Finally, we give an application of Theorem 22, which we state without proof.
Corollary 23. For every k ∈N;NuDFA(k)=NuDFA(2 · k) implies a collapse of the
hierarchy to level k. The statement remains valid in case of nondeterministic of
classes.
Finally, observe that, for instance, it is not known whether any inclusion structure
for the nonuniform #nite automata head-hierarchy beyond our results, would have any
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Fig. 2. The nonuniform multi-head #nite automata classes.
consequences, besides either nonuniform-NC1⊂L=poly or nonuniform-NC1=L=poly,
on other complexity classes.
The relationship between the nonuniform classes considered so far is depicted in
Fig. 2.
6. Multi-head nite automata that take advice
One universal formalization of the idea of nonuniformity has been proposed and
studied in depth by Karp and Lipton [11] in their seminal paper. Although several
models of nonuniformity were studied in the literature, to our knowledge, the Karp–
Lipton approach—despite its unifying power—has not been investigated in the #eld of
multi-headed machines. In this section we try to #ll this gap.
First, consider ordinary multi-head #nite state machines relative to advice. It turns
out that two-heads suOce to do all of nonuniform logarithmic space.
Theorem 24. (1) The in6nite union
⋃
k∈NDFA(k)=poly collapses to its second level;
i.e.;L=poly is characterized by two-way two-head deterministic 6nite automata relative
to polynomial length advice.
(2) The in6nite union
⋃
k∈NNFA(k)=poly collapses to its second level; i.e.;NL=poly
is characterized by two-way two-head non deterministic 6nite automata relative to
polynomial advice.
Proof. We only prove Statement (1). Let L : ∈L=poly for some sequence =(n)
∈ poly. Then by Theorem 6 there is a two-way k-head deterministic #nite automaton
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M =(Q;
; ; q0; F) that recognizes L for some k ∈N. Without loss of generality we
assume that M starts the computation with all input-heads reading the left endmarker.
We construct a two-way two-head deterministic #nite automaton M ′ and an advice
-=(-n) such that L : =L(M ′) : -.
The idea of the construction of the new advice is to code the old one and all possible
head positions into it. Let $; #; #1; : : : ; #k =∈
 be new input symbols. For 16j6k de#ne
the mappings pos : Nj0→{1; $; #1; : : : ; #k}∗ as follows:
pos(i1; : : : ; ij) :=pos(i1; : : : ; ij ; 0)#j+1 : : : #j+1pos(i1; : : : ; ij ; m);
if 16j¡k, and pos(i1; : : : ; ij) := 1i1$1i2$ : : : $1ij , otherwise, where m= |n| + n + 2.
Note that the string pos(i1; : : : ; ij) codes all possible head positions, where the #rst j
heads are #xed to the positions i1; i2; : : : ; ij.
Advice -n is set to
pos(0)#1pos(1)#1 : : : #1pos(m)# #n:
Since the symbols $; #; #1; : : : ; #k are not in 
, we have to code each -n properly.
Now we brieTy sketch the simulation of M by M ′. In the starting con#guration,
head two is positioned at the beginning of the word pos(0; : : : ; 0)=10$ : : : $10. Then,
head one reads, with the help of the second head, the k bits of the coded positions
(if a position equals 0, the head is assumed to read ) and stores them in the #nite
control. Afterwards, M ′ simulates the state-changing and the movement of M ’s input-
heads according to the transition relation . The state-changing is no problem, but how
are M ’s head movements simulated? This is done as follows:
Assume that in general, head two of M ′ is positioned at the beginning of word
pos(i1; : : : ; ik)= 1i1$ : : : $1ik , i.e., the original machine M reads the input-bits ai1 up
to aik . Further assume that M is in state p∈Q and we have to simulate the transition
(p; ai1 ; : : : ; aik )= (q; d1; : : : ; dk);
or in other words, head one has to search for the string pos(i1+d1; : : : ; ik+dk)= 1i1+d1
$ : : : $1ik+dk in the advice -n.
Let head one read the #rst letter of -n. In a loop for 16j6k, head one runs to the
right on the input tape and skips exactly ij+dj #j symbols (this is done with the help of
the second head). In this way, head one searches for the string pos(i1 +d1; : : : ; ik +dk)
within the words
pos(i1 + d1); pos(i1 + d1; i2 + d2); : : : ; pos(i1 + d1; i2 + d2; : : : ; ik−1 + dk−1);
until the head #nds the desired word. Finally, using the same idea, head two searches
for the string pos(i1 + d1; i2 + d2; : : : ; ik + dk). This completes the description of the
simulation of M ’s head movements.
If, during the simulation, M ′ eventually reaches an accepting state of M , then it
accepts, otherwise it rejects. Clearly M ′ accepts -|w|w if and only if |w|w is accepted
by M . Hence, L : =L(M ′) : -∈DFA(2)=poly for -=(-n)∈ poly.
114 M. Holzer / Theoretical Computer Science 286 (2002) 97–116
The number of heads given in Theorem 24 is best possible and cannot be improved,
because regular languages relative to polynomial length advice do not contain the lan-
guage { 0n1n | n¿1 } as shown in [6]. Observe, that this language is already a member
of 1DFA(2).
Using Theorem 24 one may reformulate the question whether deterministic and non-
deterministic logarithmic space coincide in the nonuniform setting, as follows:
Corollary 25. L=poly=NL=poly i; 1NFA(2)⊆DFA(2)=poly.
Proof. Assume L=poly=NL=poly. Then 1NFA(2)⊆NFA(2) and Theorem 24 im-
ply that 1NFA(2)⊆DFA(2)=poly. Conversely, if 1NFA(2)⊆DFA(2)=poly, then by
Lemma 7 the class NL deterministic log-time reduces to DFA(2)=poly which in turn
equals L=poly by Theorem 24. Since the latter class is closed under these reductions,
NL⊆L=poly, which implies that L=poly=NL=poly.
For data-independent #nite state machines, it would be very nice if in addition
to the trivial relation nonuniform-NC1=
⋃
k∈NDiDFA(k)=poly, a result analogous to
Theorem 24 would hold, i.e., if two heads could do all of the class nonuniform-NC1.
The technique used in the proof of Theorem 24 does not carry over to the case of
data-independent multi-head #nite automata. Recently, it was shown in [20] that this
hierarchy collapses to its #fth level.
Theorem 26. The in6nite union
⋃
k∈NDiDFA(k)=poly collapses to its 6fth level; i.e.;
nonuniform-NC1 is characterized by two-way 6ve-head data-independent deterministic
6nite automata relative to polynomial advice.
Unfortunately, we do not know whether this result can be improved to, e.g., two
input-heads. Therefore, for the relation of nonuniform-NC1 and logarithmic space we
can only state the following corollary—we omit the straightforward proof, which is
similar to the proof of the previous corollary:
Corollary 27. (1) nonuniform-NC1=L=poly i; 1DFA(2)⊆DiDFA(5)=poly.
(2) nonuniform-NC1 =NL=poly i; 1NFA(2)⊆DiDFA(5)=poly.
7. Conclusions
We studied data-independent and data-dependent computations on uniform and
nonuniform multi-head #nite automata. In this way we have shown that parallel log-time
is characterized by data-independent computations, while sequential logarithmic space is
captured with data-dependent computations. Moreover, we studied head-hierarchies of
these models, to give some insights into the internal structures of NC1 and logarithmic
space.
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Our results suggest that the study of data-independent and data-dependent compu-
tations in a more general framework, such as automata with abstract storages (see,
e.g., [8]), would be worthwhile. For instance, in [20] it was shown that data-indepen-
dence is no restriction for multi-head one-counter automata, multi-head non-erasing
stack automata, and multi-head stack automata.
We close this paper with a few problems for further research: (1) Determine the
bounds of the conversions of one-head data-independent #nite automata into one-head
data-dependent deterministic, non deterministic, and alternating #nite automata and vice
versa. (2) Consider decidability and complexity questions such as equivalence, non-
emptiness, etc. for k-head data-independent #nite automata. Finally, the most interesting
point for research might be (3) the nonuniform k-head hierarchy for #nite automata.
Does it collapse to some #xed level or is it a strict hierarchy, in the sense that k + 1
heads are better than k?
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