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Self-consistent model of spin accumulation magnetoresistance in
ferromagnet-insulator-semiconductor tunnel junctions
Ian Appelbaum,∗ Holly N. Tinkey, and Pengke Li
Department of Physics and Center for Nanophysics and Advanced Materials, U. Maryland, College Park, MD 20742
Spin accumulation in a paramagnetic semiconductor due to voltage-biased current tunneling from
a polarized ferromagnet is experimentally manifest as a small additional spin-dependent resistance.
We describe a rigorous model incorporating the necessary self-consistency between electrochemical
potential splitting, spin-dependent injection current, and applied voltage that can be used to simulate
this so-called “3T” signal as a function of temperature, doping, ferromagnet bulk spin polarization,
tunnel barrier features and conduction nonlinearity, and junction voltage bias.
Introduction– Over the past decade or so, substan-
tial progress has been made in understanding the con-
ditions required for achieving spin-polarized electron
transport in otherwise nonmagnetic semiconductors.1
However, the specific constraints imposed2–5 empiri-
cally necessitate the use of unconventional fabrication
techniques6,7, precise control over material growth, and
often elaborate high-resolution lithographic and deposi-
tion procedures8,9. When it was suggested10 that these
complications could be circumvented simply by analyzing
the magnetic-field dependence of local magnetoresistance
due to spin precession11,12 in large-area single ferromag-
net (FM)-insulator-semiconductor tunnel junctions, in-
terest in the experimental spintronics research commu-
nity was noticeably raised. A significant report in 2009
asserted13 that evidence for spin “accumulation” in bulk
Si persisted through room-temperature in this type of
“3T” device (so-named because of 3-terminal configura-
tions intended to eliminate series ohmic voltage drops
through the semiconductor electrode). As a result of
these fantastic claims, many in the field quickly and un-
critically accepted the new approach as a genuine break-
through allowing easy access to spin transport properties
such as lifetime and diffusion coefficient.14–18
Others, however, were more cautious and exposed in-
consistencies that became evident after a more skeptical
analysis of the relevant experimental parameters. For in-
stance, spin lifetimes were found to be largely insensitive
to doping polarity or concentration, temperature, tun-
nel barrier material19, or semiconductor20, all contrary
to expectations set by electron spin resonance measure-
ments. Even when normal metals replaced the semicon-
ductor, devices produced the same signals – independent
of the spin-orbit interaction strength which drives re-
laxation rates!21 Furthermore, voltage signals are often
several orders of magnitude larger than what is possi-
ble if due to injection-driven spin accumulation in the
bulk. It now appears clear that instead of spin accu-
mulation, it is rather the inelastic transport pathways
provided by defect-localized electronic states in or near
the tunnel barrier that can play a dominant role in device
behavior.22–26
Although the original report by the Minnesota group10
on devices using epitaxial Fe/GaAs, and recent work
from the Kyushu group on clean CoFe/Si27–30 and Ky-
oto group31 have characteristics (smaller magnitude and
dephasing fields, strong temperature dependence, etc.)
consistent with true spin accumulation, many specious
conclusions on spin transport properties of several im-
portant materials have been drawn by others due to a
fundamental misunderstanding of the underlying physics
behind the 3T technique. The present paper aims at
constructing a rigorous scheme to model such expected
genuine results and provide a quantitative means to com-
pare experiment to theory. In particular, we incorpo-
rate the essential self-consistency between electrochemi-
cal potential splitting, the spin-dependent injection cur-
rent that induces it, and applied external voltage to sim-
ulate magnetoresistance measurements of FM-insulator-
semiconductor tunnel junctions as a function of all ex-
trinsic parameters e.g. temperature, doping, ferromag-
net bulk spin polarization, tunnel barrier features and
conduction nonlinearity, and junction voltage bias.
Background– The steady-state solution to the coupled
transport equations for up/down spin electron density
n↑/↓ for boundary conditions corresponding to spin in-
jection at z = 0 into a homogeneous semi-infinite con-
ductor z ≥ 0 with fixed diffusion coefficient D, drift ve-
locity v, and spin flip rate 1/2τ is n↑ − n↓ = Pne−z/L,
where P is the electron spin polarization at the injection
site, n = n↑ + n↓, and L = vτ2 +
√(
vτ
2
)2
+Dτ is the
“downstream” drift-diffusion transport lengthscale.32 In
steady-state, we must supply to this region enough po-
larized electrons as are lost to spin flips (relaxation-time
approximation), resulting in
(n↑ − n↓)L
τ
=
βJ
q
, (1)
where J = qnv is injected charge current density, β is
current spin polarization from the FM, and q is the fun-
damental electron charge.
Asymptotic forms– We will now attempt to estimate
the consequences of Eq. 1 for the case of injection into
a semiconductor of arbitrary n, by making use of simple
asymptotic forms of maximum density imbalance n↑−n↓
in the statistically degenerate and nondegenerate regime.
For the former case, thermal energy kBT ≪ µ − EC ,
where µ is chemical potential and EC is conduction band
2minimum. Then we have n↑−n↓ ≃ ∆µ2 ·D(µ−EC), where
the density of states at the chemical potential is D(µ −
EC) ≈ 3n2(µ−EC) , allowing us to calculate the chemical
potential splitting
∆µ = µ↑ − µ↓ ≃ 2(µ− EC)
3
[
2βJτ
qnL
]
. (degenerate) (2)
For the latter, nondegenerate regime when kBT ≫
µ − EC , we can use the classical Boltzmann distri-
bution and effective conduction band electron density
NC = 2
−1/2(m
∗
SCkBT
pi~2 )
3/2 in n↑/↓ = n2 ± βJτ2qL ≈
NC
2 e
(µ↑/↓−EC)/kBT , giving
µ↑/↓ − EC ≈ kBT ln
(
n
NC
± βJτ
qLNC
)
= kBT
[
ln
(
n
NC
)
+ ln
(
1± βJτ
qLn
)]
.
For dilute spin densities from weak spin injection or
strong relaxation, we can expand the second term to first
order, yielding
∆µ ≃ kBT
[
2βJτ
qLn
]
. (nondegenerate) (3)
Notice that Eqs. 2 and 3 nominally differ only by the
energy scale prefactor. However, nondegenerate systems
at low temperatures typically have much smaller density
n, so that (all other parameters being equal) the unitless
quantity in square brackets is much larger in magnitude.
Nevertheless, since this quantity is simply the ratio of
steady-state spin imbalance to the equilibrium electron
density, it is bounded by unity in the regime where the
relaxation-time approximation is valid.
This chemical potential splitting ∆µ resulting from
spin injection is not measured directly in an experiment.
In the most na¨ıve approach, we can treat injection and
detection as separate events. In open-circuit detection
appropriate for four-terminal non-local devices with fer-
romagnetic contacts12, injection creates a spin splitting
∆µ, and due to FM conductance asymmetry (bulk spin
polarization) β =
σ↑−σ↓
σ↑+σ↓
a voltage
∆V = β
∆µ
2q
(4)
develops to maintain zero net carrier flow across the inter-
face. Dephasing the spins via precession in a perpendic-
ular field will suppress this voltage, allowing for a direct
experimental measurement of ∆V , the additional voltage
necessary to drive a fixed current due to spin accumula-
tion magnetoresistance.
Using Eqs. 2, 3, and 4, we can estimate voltage signals
of order ∆V > β2Jτq2LnE, where the energy scale E is given
by the maximum of the thermal or Fermi energy. While
useful to provide gross predictions of an upper bound
on expected signals, this approach is however not rigor-
ously correct since we have in fact a biased junction used
for both injection and detection that cannot be consid-
ered separate processes. The spin-dependent chemical
potential imbalance necessary for the spin accumulation
itself changes the injection rates of spin up and down
nonlinearly, so a self-consistent solution is needed. Im-
portantly, this method, freed from reliance on asymptotic
expressions used to obtain Eqs. 2 and 3, will be inher-
ently able to address both i.) the intermediate regime
between degenerate and nondegenerate conditions where
most experiments were performed; and ii.) conditions of
high spin injection rates, long spin lifetimes, or the deep
nondegenerate regime where βJτqLn ∼ 1 (unobtainable in
metals) and first-order expansion of the logarithm func-
tion used to obtain Eq. 3 fails.
Self-consistent model– Consider the FM-semiconductor
tunnel junction illustrated in Fig. 1. Since our fo-
cus here is on a purely elastic tunneling model, we ig-
nore Fermi level pinning from interface states resulting
in thermionic emission-dominated transport into the de-
pletion region, which would otherwise potentially com-
plicate detection33.
To begin the self-consistent calculation, we initialize
the unknown P =
n↑−n↓
n↑+n↓
= 0 so that n↑ = n↓ = n/2
and µ↑ = µ↓ = µ0 in the conduction band. We can then
calculate the current density J = J0 = J↑ + J↓ which
flows under voltage V = V0, using an extension of the
1-dimensional transport model34 which sums over FM
cathode states:
J↑/↓ =q
1± β
2
2m∗FMEF
h3
×w∞
0
[
fT (E − EF )− fT (E − µ↑/↓)
]
T(E, V )dE,
(5)
where fT is the Fermi-Dirac occupation function at tem-
perature T , and we employ the usual semiclassical ap-
proximation for incoherent tunneling transmission coef-
ficient T,5 correct to lowest order in the ratios of E and
qV to the total tunnel barrier height EF +Φ, where Φ is
the tunnel barrier internal work function:
T(E, V ) =
4kFMκ
k2FM + κ
2
4kSCκ
k2SC + κ
2
e−2κd, where (6)
κ =
√
2m∗I(EF +Φ− qV/2− E)/~, (7)
kFM =
√
2m∗FME/~, and (8)
kSC = ℜ
√
2m∗SC(E − EC)/~. (9)
Notice that kSC , and therefore T, vanishes for electrons
with energy in the forbidden gap.
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FIG. 1. (Color online) (a) Schematic energy band diagram
identifying parameters in the model simulating spin accumu-
lation magnetoresistance in the ferromagnet (FM)-insulator-
semiconductor (SC) tunnel junction. Blue arrows show equi-
librium electrochemical potential µ0 splitting due to spin-
polarized electron injection. (b) Schematic flow diagram for
the self-consistent algorithm used to calculate “3T” magne-
toresistance signal ∆V at constant current density J0 and
electron density n due to spin accumulation and precession in
a magnetic field.
Now, we perform the following four steps in a loop to
obtain self-consistency between the injection rate J and
the spin accumulation ∆µ by iterative adjustment of the
junction bias voltage V (see Fig. 1 (b)):
[1.] Using the present value of accumulated polariza-
tion P , find µ↑ and µ↓ consistent with n = n↑ + n↓ from
the sum over semiconductor states
n↑/↓ =
(1 ± P )n
2
= g
w∞
0
fT (E − µ↑/↓)D 1
2
(E − EC)dE, (10)
where g is the conduction band degeneracy (e.g. g = 6
for Si, = 4 for Ge), and the single-spin density of states
D 1
2
(E) = 1√
2pi2
(
m∗SC
~2
)3/2√
E. This nonlinear inverse
problem is solved using a binomial search algorithm.
[2.] Using the new values for µ↑/↓, employ Eqs. 5-9
to find the applied voltage V > V0 necessary to maintain
fixed current density J0 = J↑ + J↓. Again, this is a
nonlinear inverse problem, which can be solved using a
binomial search algorithm.
[3.] Using the new values for spin-dependent cur-
rent densities J↑/↓, update the accumulated polarization
from the relaxation-time approximation result (Eq. 1) in
the form P =
(J↑−J↓)τ
qnL . By rewriting the drift-diffusion
lengthscale as
L =
√
Dτ +
(
J0τ
2nq
)2
+
J0τ
2nq
, (11)
we see that in the high injection current limit, even if
β = 1, this implies (to lowest order)
P > 1− q2n2D
τJ20
. (12)
The spin polarization is thus always strictly less than
unity as required.
[4.] Repeat steps 1-3 until convergence of µ↑/↓.
When completed, the self-consistent voltage necessary
in constant-current mode is the difference between the
spin-independent (average) chemical potential in the SC,
µ¯ =
µ↑+µ↓
2 , and the FM Fermi energy, implying a change
in applied voltage in a perpendicular magnetic field nec-
essary to fully dephase the spins of
∆V =
EF − µ¯
q
− V0. (13)
Given the structure of expressions above, we qualita-
tively expect that self consistent iteration is most impor-
tant under a particular set of circumstances. Of course,
this includes the condition that ∆V is comparable to V ,
so that changes in ∆µ affect large changes in the ratios
of spin up/down injected current. Usually, this requires
highly conductive tunnel barriers and large injected cur-
rent spin polarization β. However, Eq. 12 shows that
the steady-state density polarization P saturates at high
J0, making self-consistency unnecessary beyond one iter-
ation in this limit. Therefore, assuming a fixed n, τ , and
D, a self-consistent approach is most important when P
and dPdJ are jointly maximized, which occurs for
J∗0 ≈ qn
√
2D/τ. (14)
This value is recognizable as the current for which the
contributions from drift and diffusion are approximately
equal in Eq. 11.
Results– Now we discuss the results of our self-
consistent method. In Fig. 2, we see an initial error
relative to converged value of several percent in ∆µ.
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FIG. 2. (Color online) Convergence of the self-consistent
scheme, showing the exponential reduction of relative error
with iteration of calculation steps 1-4 discussed in the text.
However, we also see fast exponential convergence to-
ward negligible error upon successive iteration. Here,
we use parameters EF = 5eV, d = 1nm, Φ = 1eV,
n = 1019cm−3 (just below ambient NC ≈ 3 × 1019),
m∗FM = m0, and m
∗
SC = 0.36m0. At T = 300K,
V0 = 100mV drives a current density J0 ≈ 3×104A/cm2,
on the order of J∗0 given in Eq. 14. With a FM polariza-
tion of β = 0.4, D = 10cm2/s, and τ = 10ns, we obtain
a steady state spin accumulation in the SC of approx-
imately P = 0.17 and ∆µ ≈ 0.6mV. Note that, since
these parameters give 2βJτqnL ≈ 0.5 ∼ 1, the results repre-
sent the extreme high-injection limit of validity and are
used here merely to illustrate the model behavior at cur-
rent densities close to J∗0 (Eq. 14). Also shown in Fig.
2 is the small relative error of the tunnel current density
during the voltage adjustment, illustrating the stability
of the method and effectiveness of the binomial search
algorithm as applied to Eq. 5.
The current-voltage relationship for the same junction
is shown in Fig. 3(a), where the nonlinear behavior ex-
pected from tunneling can clearly be seen. In the inset,
the corresponding voltage dependence of converged vari-
ables shows that increasing the current injection with
higher voltage results in saturation of the accumulated
polarization (∝ ∆µ) and a suppression of spin accumu-
lation signal (∆V ). This latter phenomenon can be un-
derstood by considering the effect of an increasing con-
ductance nonlinearity at high voltage on the constraints
of fixed current density while reaching self-consistency.
The calculations presented so far have used param-
eters intended to approach the current density in Eq.
14. Actual experiments performed to date have, however,
far smaller tunnel junction conductances. By adjusting
d = 1.5nm and Φ =1.7eV (appropriate for Al2O3 barri-
ers), the current density dramatically decreases to more
realistic values, as shown for several SC donor densities
in Fig. 3(b). Although the current-voltage relationship is
only weakly dependent on doping in this restricted range,
the spin accumulation voltage signals shown in the inset
clearly demonstrate a stronger sensitivity. Importantly,
we see here that the magnitude of ∆V (tens of nV) is
orders of magnitude smaller than in the high injection
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FIG. 3. (Color online) (a) Current-voltage relation in the
strong injection current regime. Self-consistent convergence
data shown in Fig. 2 for point indicated. Inset: Correspond-
ing spin accumulation voltage and electrochemical splitting.
(b) I-V in the more realistic weak injection regime, showing
little dependence on donor concentration. Inset: Spin accu-
mulation signals over the same voltage range.
limit above; for a comparison to the asymptotic expres-
sions given earlier, Eqs. 3 and 4 predict ∆V ≈ 8µV for
n = 5×1018cm−3, and using Eq. 2 for n = 5×1019cm−3
yields ∆V ≈ 500nV. Both degenerate and nondegener-
ate asymptotic approaches sharply overestimate the ex-
pected accumulation signal for these intermediate elec-
tron densities.
Temperature dependence of the spin accumulation
voltage signals is shown in Fig. 4 with a reference voltage
of V0 =0.5V. The current density varies only slightly over
this range (inset), but ∆V increases dramatically with
temperature over ≈100K. This behavior (constant at low
temperatures in the quasi-degenerate regime and linearly
increasing in the quasi-nondegenerate regime) is consis-
tent with the trends predicted by Eqs. 2 and 3. However,
the calculated signal magnitudes are much smaller than
indicated by the coarse approximations.
Conclusion– To illustrate this apparent discrepancy,
we compare the asymptotic forms at 300K to the cal-
culated self-consistent results for low injection J0 =
1A/cm2 as a function of electron density n in Fig. 5.
We have highlighted three regions, separated by two ver-
tical lines, where µ − EC < −5kBT (nondegenerate),
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FIG. 4. (Color online) Temperature dependence of spin accu-
mulation voltage signals at a fixed V0 =0.5V. Inset: current
density at this bias.
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FIG. 5. (Color online) comparison of asymptotic forms to self-
consistent values for “3T” magnetoresistance voltage ∆V , for
J0 =1 A/cm
2 at 300K.
µ − EC > +5kBT (degenerate), and the intermediate
regime where µ ≈ EC . Clearly, the numerically cal-
culated results trend toward the asymptotic curves in
the doping level extremes, with especially good approxi-
mation in the degenerate limit. However, the interme-
diate and weakly nondegenerate regime show two or-
ders of magnitude of disagreement. Even at the solidly-
nondegenerate density of n = 1015cm−3, at least an order
of magnitude separates the results.
The lack of agreement for low electron densities can be
understood by considering that as n decreases, junction
zero-bias resistance increases and the tunnel bias is sub-
stantially larger for the same driven current density J0.
The junction nonlinearity is then appreciable, and the
suppression of ∆V seen at high bias in the insets to Figs.
3(a) and (b) becomes substantial. This explanation is
corroborated by the fact that, all other parameters being
equal, deviation from Eqs. 2 and 3 across all densities
worsens as J0 (and hence V0) is chosen to be larger. The
problem at lower electron doping makes it clear that the
asymptotic expression for the nondegenerate case Eq. 3 is
merely an optimistic upper bound, and that realistic sig-
nals from devices in this regime (more correctly simulated
with the self-consistent scheme described here) will in
fact be systematically much lower. Even for the degener-
ate case, voltage changes from spin-accumulation magne-
toresistance induced by precession and dephasing are far
lower than those experimental measurements attributed
to this mechanism. For example, the original claim of
room-temperature spin accumulation in 1.8×1019cm−3
n-Si with ∆V ≈ 1.2mV for J = 4A/cm2 (see Ref. 13) is
so far above physically reasonable values that it (and the
results of other room-temperature measurements14–18) is
vertically off-scale in Fig. 5.
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