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Abstract—In this paper, the proper orthogonal decomposition
and the Arnoldi-based Krylov subspace methods are applied to
the magnetodynamic finite element analysis of power electronic
converters. The performance of these two model order reduction
techniques is compared both in frequency and time domain.
Moreover, two original, adaptive and automated greedy snapshots
selection methods are investigated using either local or global
quantities for selecting the snapshots (frequencies or time steps).
Index Terms—Reduced-order model, proper orthogonal de-
composition, Krylov subspace methods, finite elements, eddy
currents.
I. INTRODUCTION
Power converters, e.g. transformers, may be subjected to
significant eddy current effects that can alter their perfor-
mance. The accurate consideration of these dynamic effects
is thus a major concern from early stages of the electro-
magnetic design [1], [2]. The finite element (FE) method is
widely used for numerically modelling these electromagnetic
phenomena [3]. It can be extremely expensive though, par-
ticularly when accounting for non-linearities (ferromagnetic
materials, fast switching) and modern pulsed-width modulated
supplies (PMW) working at ever-increasing frequencies. The
discretisation in space and time can thus yield a large system
of equation with a prohibitive computational cost (time and
storage). Indeed, we need a fine mesh to capture the high-
frequency induced currents (concentrated at the surface of the
conductors) with also a possibly long transient behaviour.
In the literature the most popular approaches for handling
this issue are those based on the extraction of physical pa-
rameters such as inductances, flux linkages, reluctances,... [4].
The reluctance identification allows replacing a FE model
by a magnetic circuit model (MEC) with relatively high
accuracy and low computational cost [5]. Indeed, a MEC
allows accounting for harmonics due to slotting, saturation,
eccentricity and faults, in flux linkages, currents and torque
with easiness and precision [6]. Also the hysteresis behaviour
can be considered [7]. The FE-based parameter extraction
combines the feature of the circuit models and the full FE
model. The parameters (inductances or flux linkages) are
obtained from the solutions of a series of FE computations,
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covering the operating range of the power converter. They are
stored in tables then utilized by table look up according to
the actual operating condition of device [4]. A survey on the
numerical techniques particular for modelling transformers can
be found in [2].
Model order reduction (MOR) techniques have become
a feasible and efficient alternative in numerical electromag-
netics [8], [9]. MOR methods reduce the original matrix
system by projecting the original basis to a reduced subspace.
Snapshot techniques are most often used to build the projection
operator [9].
This paper aims at modelling a magneto-quasi-static (eddy
current) problem by means of two reduced order techniques,
namely the Proper Orthogonal Decomposition (POD) [10]
and Arnoldi based Krylov Subspace (AKS) methods [11].
While the POD is applicable in both the time and frequency
domain, the AKS is only valid in the frequency domain. The
comparison in the time domain is still possible by applying
the harmonic formalism.
The performance of POD and AKS has already been con-
fronted in [12], however, herein snapshots are chosen without
greedy algorithms. Indeed in the frequency domain, a uniform
snapshot/frequency distribution is used and in the time domain,
the bases are generated from a given number of time steps,
fixed a priori and increased till desired accuracy is achieved
in a trial and error approach. In this paper, we extend our
frequency-domain algorithm [13] to the time domain and
propose an original and efficient greedy algorithm in time
domain. Furthermore, we compare both methods in time with
projector operators generated by greedy approaches either in
the frequency or time domain.
II. MAGNETODYNAMIC MODEL
Let us consider a bounded domain Ω = Ωc∪ΩCc ∈ R3 with
boundary Γ. The conducting and non-conducting part of Ω are
denoted by Ωc and ΩCc , respectively. The classical (modified)
magnetic-vector-potential (a−)magnetodynamic formulation
(weak form of Ampe`re’s law) reads: find a, such that
(ν curl a, curl a′)Ω + (σ∂ta, a′)Ωc + 〈nˆ× h, a′〉Γ = (js, a′)Ωs
(1)
holds for all test functions a′ in a suitable function space;
b = curl a is the magnetic flux density (or induction); js is978-1-4673-8463-6/16/$31.00 c© 2016 European Union
a prescribed current density; nˆ is the outward unit normal
vector on Γ; (·, ·)Ω and 〈·, ·〉Ω denote a volume integral in
Ω and a surface integral on Γ of the scalar product of their
arguments. For the sake of simplicity, the media is assumed
linear and isotropic, with magnetic constitutive law h = νb
(magnetic field h, reluctivity ν) and electric constitutive law
e = σj = −σ∂ta (electric field e, induced current density j,
conductivity σ).
a prescribed current density; nˆ is the outward unit normal
vector on  ; (·, ·)⌦ and h·, ·i⌦ denote a volume integr l n
⌦ and a surface integral on   of the scalar product of their
arguments. For the sake of simplicity, the media is assumed
linear and isotropic, with magnetic constitutive law h = ⌫b
(magnetic field h, reluctivity ⌫) and electric constitutive law
e =  j =   @ta (electric field e, induced current density j,
conductivity  ).
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Fig. 1. Single phase transformer: geometry and mesh
The FE discretization of (1) with N edge basis functions for
a and a0 (Galerkin approach), leads to the following system
of first-order differenctial equations:
A @tx(t) +Bx(t) = b(t) , (2)
where x(t) is the time-dependent column vector of N un-
knowns, A, B are N ⇥N matrices of coefficients and b(t) is
the source column vector (right hand side).
Furthermore, the system (II) is discretized in time by means
of the so-called ✓ scheme, which amounts to implicit or
backward Euler with ✓ = 1, the scheme we adopt. A system of
algebraic equations is obtained for each time-step from tk 1
to tk = tk 1+ t. Taking this into account, system discretized
in time reads:
[A t +B]xk = A txk 1 + bk (3)
with A t = A t , xk = x(tk) the solution at instant tk, xk 1 =
x(tk 1) the solution at instant tk 1, bk the right hand side at
tk and  t the time step.
Adopting a sinusoidal source of frequency f (pulsation ! =
2⇡f ), we can apply the complex formalism (complex in bold)
and rewrite (??) frequency domain as
[ı!A+B]x = b , (4)
where the dependence of x and b with the frequency (f , !)
is omitted.
III. MODEL ORDER REDUCTION
Model order reduction techniques aim at reducing the
matrix system in the time domain (3) or in the frequency
domain (4) [8]. The solution vector x (N ⇥ 1) is then
approximated by a vector xr (M ⇥ 1) in a reduced basis,
M ⌧ N ,
x ⇡  xr , x ⇡  xr , (5)
with  an orthonormal projection operator; respectively x,xr
and  in the frequency domain. Therefore, the reduced-order
systems of (3) and (4) become, respectively,
[Ar t +B
r]xrk = A
r
 tx
r
k 1 + b
r
k , (6)
[ı!Ar +Br]xr = br , (7)
with Ar t =  
TA t , Br =  TB and br =  T b in (6)
and analogously, Ar =  TA , br =  T b in (7).
In this paper the projection operators  ,  are constructed
either using either the POD or the AKS method.
A. Proper Orthogonal Decomposition (POD)
In the POD method, the  ( ) operator is constructed
based on snapshots techniques [11], i.e. generated from the
time-domain full solution x (x). Note that quantities between
parenthesis correspond to the frequency domain case.
Let us consider the snapshot matrix S = [x1, x2, ·] (S =
[x1, x2, ·]) from the set of solution x (x) for the selected
number of time steps (frequencies).
Applying the singular value decomposition (SVD) to this
snapshot matrix S as,
S = U⌃VT , (8)
where  is obtained by taking  = U .
B. Arnoldi-based Krylov Subspace (AKS) method
The AKS approach can only be applied in the frequency do-
main. The construction of  is based on the Krylov subspace
Kn(↵,  ) = span{ ,↵1 ,↵2 , ·↵n 1 }. and on the transfer
function of (4). After applying the Laplace transformation, it
reads
H(s) = (As+B) 1b , (9)
that is further approximated with a Pade´ expansion around the
expansion point, sexp [12].
It reads
H(s) =
X
j
Hj(s  sexp)j (10)
with Hj = ( (Asexp + B) 1A)j(Asexp + B) 1b with
↵ =  (Asexp + B) 1A,   = (Asexp + B) 1b and j =
0, 1, ..., n   1. The set of the vectors Hj constructs Krylov
subspaces as H0 = ↵, H1 = ↵1  and so on. The Arnoldi’s
algorithm is used for generating projection basis  from the
Krylov subspace [13]. Hence,  is built from the orthogonal
basis of Kn(↵,  ). Notice that, in this work we consider first
two moments for each expansion point in Arnoldi. Explain
why????
Fig. 1. Geometry (left) and mesh (right) of the single-phase transformer
considered for validation
The FE discretisation of (1) with N edge basis functions for
a and a′ (Galerkin approach), leads to the following system
of first-order differential equations:
A∂tx(t) +Bx(t) = b(t) , (2)
where x(t) is the time-dependent column vector of N un-
knowns, A, B are N ×N matrices of coefficients and b(t) is
the source column vector (right hand side).
Furthermore, he system (2) is discretized in tim by means
of the so-called θ−scheme, which amounts to implicit or
backward Euler with θ = 1, the adopted scheme. A system of
algebraic equations is obtained for each time-step from tk−1
to tk = tk−1 + ∆t.
Taking this nto account, discretized system (2) in ime
reads:
[A∆t +B]xk = A∆txk−1 + bk (3)
with A∆t = A∆t , xk = x(tk) the solution at instant tk, xk−1 =
x(tk−1) the solution at instant tk−1, bk the right hand side at
tk and ∆t the time step.
Assuming a sinusoidal source (frequency f , pulsation ω =
2pif ), we can apply the complex formalism (complex in bold)
and rewrite (2) in frequ ncy domain as
[ıωA+B]x = b , (4)
where the dependence of x and b with the frequency (f , ω)
is omitted for the sake of simplicity.
III. MODEL ORDER REDUCTION
Model order reduction techniques aim at reducing the
matrix system in the time domain (3) or in the frequency
domain (4) [8]. The solution vector x (N × 1) is then
approximated by a vector xr (M × 1) in a reduced basis,
M  N ,
x ≈ Ψxr , (5)
with Ψ an orthonormal projection operator; respectively x, xr
and Ψ in the frequency domain. Therefore, the reduced-order
systems of (3) a d (4) become, respectively,
[Ar∆t +B
r]xrk = A
r
∆tx
r
k−1 + b
r
k , (6)
[ıωAr +Br]xr = br , (7)
with Ar∆t = Ψ
TA∆tΨ, Br = ΨTBΨ and br = ΨT b in (6)
and analogously, Ar = ΨTAΨ, br = ΨT b in (7).
In this paper the projection operators Ψ, Ψ are constructed
either using the POD or the AKS method.
A. Proper Orthogonal Decomposition (POD)
In the POD method, the Ψ (Ψ) operator is constructed
based on the snapshots techniques [9], i.e. generated from the
time-domain full solution x (x). Note that quantities between
parenthesis correspond to the frequency domain case.
Let us consider he snapshot matrix S = [x1, x2, . . .] (S =
[x1, x2, . . .]) from the set of solution x (x) for the selected
number of time steps (frequencies).
Applying the singular value decomposition (SVD) to this
snapshot matrix S as,
S = UΣVT , (S = UΣVT ) (8)
In the general case Ψ = Ur (Ψ = Ur) where Ur (Ur)
corresponds to the truncation (r first columns) of U (U ). In this
paper, as the number of time steps (frequencies) to compute
the Ψ (Ψ) operator must be as small as possible, it is directly
obtained by taking Ψ = U (Ψ = U ) without truncation.
B. Arnoldi-based Krylov Subspace (AKS) method
The AKS approach can only be applied in the frequency do-
main. The construction of Ψ is based on the Krylov subspace
Kn(α, γ) = span{γ, α1γ, α2γ, ·αn−1γ} and on the transfer
function of (4). After applying the Laplace transformation, it
reads
H(s) = (As+B)−1b , (9)
that is further approximated with a Pade´ expansion around the
expansion point, sexp [12].
It reads
H(s) =
∑
j
Hj(s− sexp)j (10)
with Hj = (−(Asexp + B)−1A)j(Asexp + B)−1b with α =
−(Asexp+B)−1A, γ = (Asexp+B)−1b and j = 0, 1, ..., n−
1. The set of the vectors Hj constructs Krylov subspaces as
H0 = α,H1 = α
1γ and so on. The Arnoldi algorithm is
used for generating the projection basis Ψ from the Krylov
subspace [14]. Hence, Ψ is built from the orthogonal basis
of Kn(α, γ). Notice that, in this paper, we consider the first
two moments for each expansion point in Arnoldi. Indeed,
with only one moment for the expansion point the approach
is theoretically analogous to the POD in frequency [11]. Since
the AKS method uses two moments, it doubles the reduced
size M (for an identical number of selected frequencies) with
regard to the POD.
C. Switching bases between frequency and time domain
Because we generate the projection operators in the fre-
quency domain for future use in time domain, one may wonder
if the projection operator can be directly interchanged from
frequency to time domain (and vice-versa) since it is complex.
By applying the harmonic formalism xt = ‖x‖ eıωt, (5)
becomes
xt ≈ Ψxrt (11)
= Ψ<{‖xr‖ eıωt} (12)
= <{Ψ ‖xr‖ eıωt} (13)
and xt ≈ <
{
Ψ ‖xr‖ eıωt} [11]. By identification, the two
bases Ψ, Ψ (in time and frequency domain, respectively) can
be thus switched.
IV. GREEDY ALGORITHMS
Being able to approximate the solution vector x, x (in time
or frequency domain respectively) in a small dimensional sub-
space xr, xr does not mean that a pertinent discrete scheme is
easy to find. Such a discrete space comprises solutions of (3),
(4) for well chosen parameters, e.g. M instants or frequencies.
A greedy algorithm provides such an opportunity [15], [16].
A. Time Domain
From (3), the solution xk depends on xk−1 and prohibits
parallel computations to efficiently build the reduced basis
(RB). Indeed, in [12], [17], [18], the first Ks (< K) temporal
solutions are fully computed and directly used to generate the
POD basis for future use (i.e. next time steps). Unfortunately,
this approach lacks the arbitrary choice of Ks. We propose
a greedy algorithm that automatically detects the minimum
required time steps Ks to build a POD reduced basis. Note
that since this reduced basis can be truncated, M may differ
from Ks.
Given a number of trials (or predictions) nb and a tolerance
τ , the proposed algorithm 1 solves the high fidelity model and
the candidate reduced model (building the RB online) for each
time step till the error of the observed quantity between the
reference and the reduced results is nb times lower than the
tolerance τ . When a single trial fails the error bound limitation,
the counter is reset and a new RB must be computed using all
the previously stored snapshots. The aforementioned quantity
can be local (LQ), e.g. the full unknown vector describing the
solution at every point of the mesh, e.g. the magnetic flux
density, the current density; or global (GQ), e.g. the losses.
The higher the number of trials nb, the more predictive the
candidate reduced model becomes.
Algorithm 1: Adaptive algorithm in time domain
Input : Time steps {tk}, k ∈ [1, ...,K], A∆t, B, b, τ , nb
Output: Ψ
//Initialisation
1 Ψ = 0N
2 x0 = 0N
3 xr0 = 0
4 count = 0
//Time resolution scheme
5 for k ← 1 to K do
6 Ar∆t = Ψ
TA∆tΨ, B
r = ΨTBΨ, brk = Ψ
T bk
7 solve (Ar∆t +B
r)xrk = b
r
k +A
r
∆tx
r
k−1
8 solve (A∆t +B)xk = bk +A∆txk−1
//Error computation
9 if Local Quantity (LQ) then
10  = ‖xk −Ψxrk‖2 / ‖xk‖2
11 else if Global Quantity (GQ) then
12 gfullk = computeGQ(xk)
13 gromk = computeGQ(Ψx
r
k)
14  =
∥∥gfull − grom∥∥
2
/
∥∥gfull∥∥
2
15 end
//Check maximum error
16 if max  ≤ τ then
17 count ++
18 else
19 count = 0
20 end
21 if count = nb then
22 break
23 else if count = 0 then
//Redo POD basis
24 Ψ← generate basis (from x)
25 Ar∆t = Ψ
TA∆tΨ, B = Ψ
TBΨ, br = ΨT b
26 xr0 = 0M
//Redo reduced solution history
27 for i← 1 to k do
28 solve (Ar∆t +B
r)xri = b
r
i +A
r
∆tx
r
i−1
29 end
30 end
31 end
B. Frequency Domain
Contrary to the time domain (3), the frequency domain
solutions (4) are independent for different frequencies allowing
a greedy approach to efficiently build the RB by computing
the specific requested responses. In [13], the authors proposed
an original greedy selection method to find the minimum
number of snapshots M within a prescribed tolerance τ for the
error  on a quantity of interest. It solves the original system
for well chosen frequencies, increases the reduced basis, and
stops when the observed quantity has converged (e.g. L2-
norm of the error between the previous and current results).
During the execution, the next selected snapshot is chosen at
the frequency with the highest variation with regard to the
previous result–referring to the numerical convergence of the
observed quantity. Analogous to the time greedy approach, the
observed quantity can be local or global.
V. APPLICATION EXAMPLE
As test case we consider the single-phase power transformer
depicted in Fig. 1. It consists of an iron core and two coils
wound around. The coils are made of copper (conductivity
σCu = 5.77 10
7 S/m, non-magnetic) with 358 and 206 turns on
the primary and secondary side, respectively. The secondary
winding is an open-circuit. The core is assumed linear and
isotropic with relative permeability µr = 1000 and conduc-
tivity σcore = 3.72 103 S/m. The geometry is meshed with
8430 triangles, yielding 4175 unknowns with a classical FE
approach. This discretisation is kept constant for all considered
cases.
The magnetodynamic problem is solved both in the time and
frequency domain. The primary coil is fed with a sinusoidal
current, the frequency of which is chosen in the range f ∈
[0, 100] Hz. The time simulation is performed at f = 50 Hz
with 61 time-steps per period over one period and a half.
A. Projection operator Ψ generated in frequency
The POD and AKS techniques are used to generate the
complex projection operator Ψ. The obtained reduced basis is
then used in the time domain for the computation of global
quantities (losses, flux linkage,...) or local quantities (magnetic
flux density or induction, current density, ...).
In order to compare, not only the RO methods: POD and
AKS, but also the efficient ways of basis generation: uniform
snapshot selection [12] and greedy snapshot selection [13], we
solve a magnetodynamic problem for model (4) in frequency
domain, the basis is then used in the frequency and time
domain to compute the global and local quantities of interest.
Compared to the uniformly taken frequencies result of [12]
(with f ∈ [0, 100] Hz) to generate snapshots and projection
basis for both POD and AKS methods (Fig. 2), the automated
greedy algorithm described in [13] has been used to find the
best set of frequencies (Fig. 5).
1) Uniform snapshots selection: In Fig. 2, it can be ob-
served that, the average L2-relative error of core losses for
the frequency basis used in frequency domain for M = 2, 4, 6,
POD and M = 4, 8, 12, AKS is 10−2, 10−4, 10−8 for both
methods. Using the projector operator Ψ in time domain
provides the results depicted in Fig. 3, where the average L2-
relative error of core losses is below 1% for M ≥ 6 using
both POD and AKS.
2) Greedy snapshots selection: Concerning the conver-
gence rates of the greedy algorithm for both reduction tech-
niques, the POD decays twice faster than the AKS convergence
(see Fig. 4). Be aware that the abscissa is the size of the
reduced system and that the AKS method uses two moments,
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Fig. 2. Uniform frequency algorithm - normalized losses in transformer core
with POD and AKS (up) and L2-relative error (down). FEM ( ), POD
M=2( ), 4( ), 6( ), AKS M=4( ), 8( ), 12( )
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Fig. 3. Uniform frequency algorithm - normalized losses in transformer core
with POD and AKS (up) and L2-relative error (down). FEM ( ), POD
M=2( ), 4( ), 6( ), AKS M=4( ), 8( ), 12( )
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Fig. 4. Greedy frequency algorithm - convergence rate of greedy algorithms
with POD ( ) and AKS ( ).
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Fig. 5. Greedy frequency algorithm - normalized losses in transformer core
with POD and AKS (up) and L2-relative error (down). FEM ( ), POD
M=2( ), 4( ), 6( ), AKS M=4( ), 8( ), 12( )
what amounts to twice the size of the POD for the same
number of frequencies.
In Fig. 5, the frequency response of the core losses is
depicted. The time evolution is given in Fig. 6 as well.
Those results are very similar to the ones obtained via the
uniform selection process because this test case does not
present high resonances as described in [13]. Therefore a
uniform scanning over the frequency range is sufficient to
provide a well-defined overall response in the frequency
domain. The selected frequencies are hierarchical since the
algorithms are greedy: [0,100,57,33,12,11,23,72,74] Hz (POD)
and [0,100,99,72,31,9,85,28,5] Hz (AKS) in the order of selec-
tion.
One can see that the correct evaluation of the global quantity
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Fig. 6. Greedy frequency algorithm - normalized losses in transformer core
with POD and AKS (up) and L2-relative error (down). FEM ( ), POD
M=2( ), 4( ), 6( ), AKS M=4( ), 8( ), 12( )
in frequency allows the corresponding projector operator to
precisely describe the transient of the transformer.
B. Projection operator Ψ generated in time
Unlike [12], where the projection operator Ψ is constructed
from the Ks first time steps, we apply the above described
algorithm together with the POD. It allows to automatically
determine the projector operator. The results are shown in
Fig. 7: by considering too small bases, based on the first
time steps, the solution clearly diverges from the reference
solution, e.g. M = 2 or 4. By increasing the number of trials
nb required to consider the reduced basis exact, the time error
evolution is lowered, e.g. M = 5, 6. With M = 10, the number
of predictions is sufficiently high to obtained an average L2-
error around 1%. Similarly, good convergence behaviour is
observed for a local quantity, e.g. the magnetic flux density b,
the absolute error of which is plotted in Fig. 8 at instant 25 ms
when the reference model has not been computed during the
greedy algorithm (it stops before 10 ms).
VI. CONCLUSION
In this paper, we have compared the performance of POD
and AKS methods in the time domain, considering both local
and global quantities. Two approaches has been investigated:
the generation of the projection operator in frequency domain
and in time domain with original greedy algorithms avoiding
any human arbitrary decision. With the so-selected snapshots
both local and global quantities are accurately computed.
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Fig. 7. Greedy time algorithm - normalized losses in the transformer core
(up) and L2-relative error (down). FEM ( ), POD M=4( ), 5( ),
6( ), 10( )
Those approaches have been applied to a linear isotropic
conductive transformer presenting a smooth behaviour. This
test case showed the easiness to compute a reduced order
model of size 10 compared to an original 4175-unknown
system–allowing a reduction of 99.7%. Further work concerns
the inclusion of stronger eddy current effects, saturation as
well as a parametric load-dependence.
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