INTRODUCTION
Photothermal depth profiling of inhomogeneous solids is important for the quantitative nondestructive evaluation (QNDE) of materials and devices. Recently, Mandelis et a1 [I] have presented a numerical algorithm of the thermal-wave frequency-domain depth profiling for continuously inhomogeneous condensed phases by means of a self-adjusting method.
In this paper, we present an iterative algorithm for solving nonlinear inverse problems in the photothermal depth profiling of inhomogeneous solids, which have arbitrary, continuously varying thermal conductivity profiles, by employing the pulsed spectrum technique (PST) [%] . The basic idea of the algorithm is that the nonlinear inverse problem in the frequency domain is solved by a hybrid of Newton-like iterative method, pseudoinverse technique, and finite difference method. The first kind Fredholm integral equation deduced in the iterative process is discretized by the finite rank approximation into algebraic equations, which are solved by the singular value decomposition method. The numerical simulation shows the algorithm is effective for profile reconstruction of the thermal conductivity in the case of errorless data.
ITERATIVE ALGORITHM
For an optically opaque solid sample with continuously varying thermal conductivity ~( z ) , density p(z), and specific heat c(z), the one-dimensional thermal diffusion equation in the frequency domain is, with the boundary conditions at z=0 and L, Article published online by EDP Sciences and available at http://dx.doi.org/10.1051/jp4:19947131 where T(z,w) is a Fourier transform of the time-dependent temperature variation T(z,t), g(o) is a Fourier transform of the heat source g(t), L is the thickness of the sample. In photothermal experiments, the temperature To(@,) at the sample surface z = 0 can be detected at frequencies {o,), Now, the inverse problem is to determine ~( z ) and p(z)c(z) from the known experimental data T,(w,) for a set { oi ) by the Eqs.(l) and (2) . For simplicity, we suppose that the p(z)c(z) is constant, and only the thermal conductivity ~( z ) depends on the depth z. According to PST method, we can construct a Newton-like iterative process,
Substituting Eq.(4) into Eqs.(l) and (2), we can obtain iterative equations,
By using the method of Green's function [3] , one obtains a Fredholm integral equation of the first kind to determine ~K~( z ) ,
Now the inverse problem is reduced to the determination of 6~,(z) for each iteration from a set of measured data { T,(o,)), i = 1,2,3,. . . .M. These measured data are used as the input data to right-hand side of Eq.(7) for the purpose of accelerating the rate of convergence. Because the first kind Fredholm integral equation is ill-posed, and usually the solution is not unique and does not depend continuously on the measured data, it is equivalent to solve Eq.(7) to constructing approximate solutions from the inadequate data with or without statistical measurement errors. Thus we employ the method of finite rank approximation to discretize Eq.(7) into algebraic equations, and then use the method of singular value decomposition to construct a least square solution. 
NUMERICAL SIMULATIONS
The iteration procedure of the numerical simulation is as follows, (I) First, a typical conductivity profile ~( z ) is assumed. The corresponding surface temperature To(@,) are obtained from Eq.(l) for a set of angular frequency {mi}, i =1,2,3.. .M, in which the two-point boundary value problem is solved by using the finite difference method as the equivalent of the measured data.
(11) Then, the initial distribution K,(z) is assumed. The T,(z,mi) are determined from Eq.(5) by using the same numerical methods as those of Step I, then the qj and Bi are obtained. It is worth to point out that Eq.(9) is complex coefficient equations, but the ~( z ) is real, so a prior knowledge can be used, i.e., the imaginary of 6~( z ) must be equal to zero. Hence one can divide the Eq.(9) into 2M x N algebraic equations by taking apart the real and imaginary parts, which will reduce the measured numbers of frequency. The further works about effects of noise on the accuracy and efficiency of the algorithm are in progress.
