A mechanism for anomalous scaling in turbulent advection of passive scalars is identified as being similar to a recently discovered mechanism in Navier-Stokes dynamics [V. V. Lebedev and V. S. L'vov, JETP Lett. 59, 577 (1994)l. This mechanism is demonstrated in the context of a passive scalar field that is driven by a rapidly varying velocity field. The mechanism is not perturbative, and its demonstration within renormalized perturbation theory calls for a resummation of infinite sets of diagrams. For the example studied here we make use of a small parameter, the ratio of the typical time scales of the passive scalar vs that of the velocity field, to classify the diagrams of renormalized perturbation theory such that the relevant ones can be resummed exactly. The main observation here, as in the Navier-Stokes counterpart, is that the dissipative terms lead to logarithmic divergences in the diagrammatic expansion, and these are resummed to an anomalous exponent. The anomalous exponent can be measured directly in the scaling behavior of the dissipation two-point correlation function, and it also affects the scaling laws of the structure functions. It is shown that when the structure functions exhibit anomalous scaling, the dissipation correlation function does not decay on length scales that are in the scaling range. The implication of our findings is that the concept of an "inertial range" in which the dissipative terms can be ignored is untenable. The consequences of this mechanism for other cases of possible anomalous scaling in turbulence are discussed. PACS number(s): 47.27.Eq
I. INTRODUCTION
The community of fluid mechanics is split into two camps: one camp believes that the scaling theory of turbulent media is adequately described by the KolmogorovObukhov 1941 phenomenology [I ,2] (K041), whereas the other continues to be troubled by experimental indications that the KO41 predictions are not obeyed (see, for example, Refs. . The issue is whether dimensional analysis is sufficient to predict the full scaling behavior of the theory of turbulence. This behavior may be characterized in terms of the structure functions of the hydrodynamic fields. Denoting the velocity field by u ( x , t ) and a generic passive scalar field by T ( x , t ) , the structure functions are defined in terms of differences across a scale r :
S, (u) Here (, are scaling exponents, and (. . .) denotes a n average over time. Equations (1.1) and (1.2) are expected to hold over a n "inertial range" of scales much smaller than the outer scale of the velocity field L and much larger than a q-dependent integral scale that depends on the Reynolds number Re = ULL/u, with u being the kinematic viscosity of the fluid and UL the variation of the velocity field on scale L.
Within the KO41 phenomenology one expects the numerical values of ( , to be q independent. For homogeneous isotropic turbulence the prediction [1, 2, 6, 7] is that (,(u) = (,(T) = [ = 1/3. We shall refer to this prediction as "normal scaling." Experiments seem to indicate that this prediction is not obeyed [S] . For higher-order structure functions of the velocity field (high q) there have been claims that significant deviations from normal scaling are observed [5] . Recently also the low values of q were examined using data analysis [9] suggesting that for q < 3 the exponents are larger than 113 and for q > 3 smaller than 113. (Of course, Cauchy-Schwartz inequalities lead immediately to the constraints C, 2 for any 9' > 4.1
From the theoretical point of view the situation is even more confusing. There have been many attempts to construct phenomenological models to describe anomalous scaling in turbulence [10, 11] . A starting point for some attempts was the observation that the two-point structure function of the dissipation fluctuations depends on the separation distance even when the latter is in the inertial range. The dissipation field in turbulence E has a correlation function which was observed [12] to decay in space like ( L / T )~. It was erroneously argued (and see below, Sec. VII) that the KO41 theory predicts that p = 0. The exponent p was called the "intermittency exponent." Mandelbrot suggested that its nonzero value stems from some fractal concentration of turbulence [13] . Mandelbrot's idea led to a flurry of models [14, 15] , all of which suffer from a lack of connection to the equations of fluid mechanics. We shall show in this paper that, for the passive scalar field, the exponent of the dissipation correlation function has nothing to do with any fractal 4684 @ 1994 The American Physical Society concentration, but that it is important for the understanding of the appearance of multiscaling.
More systematic derivations based on the equations of fluid mechanics have tended to find scaling solutions that agree with the KO41 phenomenology [16, 17] . Here we refer to perturbation expansions, whether Gbitrarily truncated or fully renormalized. It is noteworthy that the renormalized perturbation approaches have indicated that the expansion converges term by term [17, 18] . There seems to be no reason to expect divergences that must be resummed in order to get anomalous exponents. One of the main aims of this paper is to question some of the assertions of these approaches, and to investigate what might be the reason for the failure to find possible mechanisms for anomalous scaling. Following Lebedev and L'vov [19] we shall make the point in this paper that such a mechanism may be furnished by the dissipative terms in the equations of motion.
Rather than dealing directly with all the complications of the Navier-Stokes dynamics, we shall focus here on the scaling behavior of a passive scalar whose dynamics is described by Eq. (2.1). One expects this problem to be simpler, because one can choose the driving velocity field to have a simple scaling behavior, with Gaussian statistics and no multiscaling [i.e., &(u) = C(u) for all q]. Some constraints on the possible scaling properties of the passive scalar were established recently using rigorous techniques [20, 21] . Two inequalities were derived:
In the case that the passive scalar has simple scaling, i.e., The rigorous techniques of Refs. [20, 21] did not indicate under which conditions one should expect anomalous scaling. Kraichnan has suggested [22] that in the case that the driving velocity field varies on much faster time scales than the passive scalar, Eq. (1.7) will not be obeyed. Kraichnan derived an equation for the two-point correlation function of the passive scalar in this limit [23] and from it computed the value of Cz, finding that this value depends on the dynamical properties of the velocity field. This result means that in this case the two bounds (1.5) and (1.6) may not coincide, and that this case has the potential to exhibit multiscaling. Kraichnan went on to derive an expression for Czn under certain assumptions, and found that it has a nontrivial dependence on n.
G (T)
In this paper we follow Kraichnan's insight [22, 23] , and perform a systematic study of the scaling solutions of the equation for a passive scalar which is convected by a rapidly varying velocity field. By "rapidly varying" we mean that the typical (k-dependent) £requency scale of the velocity field, Fk, is much larger than the typical frequency scale yk of the scalar field, so rk/rk << 1.
We will show that the existence of this small parameter allows us to treat the Dyson-Wyld equations [24] of renormalized perturbation theory in a way that leads to closed form equations. In the limit that y k / r k + 0 we can solve exactly (in agreement with Kraichnan) for the two-point propagators, whereas the calculation of higherorder correlation functions still involves an infinite series of diagrams. In the investigation of this series we follow the idea presented by Lebedev and L'vov [19] that the diffusive term in the equation of motion is responsible for the appearance of logarithmic divergences in the series, and that these can be resummed exactly, leading to anomalous scaling. We will show within a consistent theory how the possibility of anomalous scaling in the structure functions Szn(r) may arise. It is noteworthy that these divergences do not go away in the limit that the diffusivity goes to zero; we argue that in this problem the notion of an inertial range, in which the diffusive term is negligible, is untenable. Thus, a theory that sets from the beginning the diflusive term to zero will miss the mechanism for anomalous scaling of the scalar structure functions. Needless to say, we would like at the end of our calculations to suggest that the same conclusion may hold for the case of the Navier-Stokes equations and the limit v -+ 0. We defer further discussion of this point to Sec. VIII.
The equation of motion for a passive scalar is (a, + u . V)T(X, t) = KV'T(X, t).
(1.8)
The velocity field u(x, t) is externally determined, and we are interested in the effects of this velocity field on the scalar T. From this equation one may obtain an equation of motion for Szn(r) defined in Eq. (1.2), where we have restricted q for our investigation to even integers 2n. One first derives an equation [22] for GT(x, x', t) -
T(x, t) -T(xl, t), which is multiplied by bT(x, x', t)'"-l and averaged over the ensemble to obtain in the stationary case where, with r -Ix -xll,
and JZn(r) = 2 n~ ( S T~~-~( X , X ' ,
For future comparison with Kraichnan's derivation [22] of the scaling exponents, we mention here that his analysis is based on the balance equation (1.9), and upon a differential equation which determines the convective term DZn(rj in terms of the structure function Szn(r) (for general dimension of space d):
The function h(r) is the "eddy diffusivity" [23] , which is assumed to depend on T like h(r) rCh. In our derivation in this paper we will recover this relation for Dzn(r). Kraichnan [22] used another relation which is crucial for his results, an approximation for the dissipative term Jzn(r):
Our calculation leads to a different evaluation of JZn(r). Using Eqs. (1.10)-(1.14) for n = 1, one may determine the coefficients of SZ(T). For general n, one may then use the balance equation, evaluating Vzn(r) according to (1.12) and Jz,(r) according to (1.14) to derive an equation for the coefficients which determines the scaling exponents. The result [22] is
We shall not regain this equation.
A part of the strategy of this paper is to treat the problem in (k, w ) space instead of the configuration space (r, t). Although this is a traditional approach in the analytic theory of turbulence, it needs discussion. After all, plane waves are not the natural representation of one's intuition about turbulent LLeddies." It is not obvious that the (k, w ) representation is efficient in describing the fine scale structures which develop on the viscous scales, and are suspected to play an important role in the theory, as we also claim in this paper. On the other hand, the (k, w ) representation offers a kit of powerful technical tools. We shall show that in the case that we are considering here we can deal with all the important terms in the infinite series of our perturbation theory. We will resum all the diagrams which describe the important role of the viscous-scale structures, and analyze their effect on the fluctuations in the inertial range. Thus, the main complaint about traditional perturbative studies, i.e., that they resort to uncontrolled assumptions about the infinite series of diagrams, will in part be answered in this case.
The structure of this paper is as follows. In Sec. I1 we develop the line-renormalized perturbation theory for a passive scalar. It has been shown that in order to avoid infrared (ir) divergences due to sweeping effects one may transform to quasi-Lagrangian variables as introduced in Ref. [17] , and see also Ref. [18] . This transformation is exact, and it indeed allows us to eliminate the divergences; the price is that we lose momentum conservation at the vertices, and the theory becomes technically more cumbersome. We discuss the renormalized Dyson-Wyld equations in quasi-Lagrangian variables for the case at hand (Sec. IIA) and show how the separation of time scales between the velocity field and the passive scalar can be used to effectively eliminate many diagrams from the renormalized expansion. In Sec. I11 we solve for the two-point Green's function and the correlation function. This solution is exact and leads to a calculation of the exponent 6 (T). This exponent is not in agreement with (1.7), indicating that the bounds (1.5) and (1.6) do not coincide in this case, and that we should expect multiscaling. We begin to study the mechanism for multiscaling in Sec. IV. We analyze the nonlinear Green's function and find that this quantity is represented by an infinite set of diagrams ("ladder diagrams"), each of which contains a logarithmic divergence in the ultraviolet (uv). Happily, we can resum this set of diagrams exactly, and prove that it leads to an anomalous exponent in the nonlinear Green's function. Sections V and VI are dedicated to understanding how the anomalous exponent found in Sec. IV appears in the scaling properties of the structure functions. To this aim we explore in Sec. V the various higher-order correlation functions and structure functions, and in Sec. VI the quantities Jzn. We show that the same ladder diagrams that appear in the nonlinear Green's functions appear as parts of the diagrams for Jz,, leading to the appearance of the anomalous exponent also in J2,. We explain how this affects the structure functions in Sec. VI. Section VII deals with the calculation of the two-point correlation function of the scalar dissipation, which is analogous to the correlation of the energy dissipation rate and which also has anomalous scaling behavior of the same nature; see Ref. [19] . It culminates in showing that the anomalous exponent appears once again in the power law decay of this quantity. In fact, it is shown that the borderline of the appearance of multiscaling corresponds in our theory to the elimination of the spatial decay of this correlation function in the scaling regime. This finding is in fact in glaring contradiction with the folklore that ascribes "intermittency corrections" to deviations from r0 behavior of the dissipation correlation. Quite to the contrary, such a behavior is the necessary condition for anomalous scaling in the structure functions. Section VIII is dedicated to a summary and a discussion of this paper. We shall also make in this section some comments about the implications of our analysis on the scaling theory of the structure functions of the velocity field in Navier-Stokes turbulence [25] .
RENORMALIZED PERTURBATION THEORY FOR A PASSIVE SCALAR

A. Quasi-Lagrangian formulation
Let us return to the equation of motion (1.8) and add an external force [(x, t) which mimics a source of scalar fluctuations with the characteristic scale L:
The external force ((x, t) is assumed to be Gaussian and statistically homogeneous in space and time. The properties of the correlation function of ((x, t) are best stated in k space: it is concentrated in the small k region, i.e., k < 1/L, and it decays quickly to zero for k >> 1/L. In r -ANOMALOUS SCALING IN FLUID MECHANICS: THE CASE . . .
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space this means that (((x, t ) t ( x + r, t)) is constant for r << L.
The perturbation theory of Eq. (2.1) suffers from infrared divergences. It was found in the context of the analysis of the Navier-Stokes equations that these divergences can be removed by transforming the equations to quasi-Lagrangian coordinates [17, 18] . This is a useful approach for our problem as well. To perform a quasi-Lagrangian coordinate transformation, all the velocities are taken relative to the velocity of a chosen point which passes through ro a t time to. Note that this differs from the Lagrangian transformation where one would follow the trajectory of every point. The quasi-Lagrangian transformation is not an approximation, but a nonlinear transformation of the variables which will allow us to eliminate divergences that are due to larger scale motions. 
After Fourier transforming (2.6) with respect to x and t, we find the equation of motion dkl dkz dwl dwa
where the quasi-Lagrangian vertex V,, (k, kl, k2) is given is proportional to k2 and consequently much larger than by Vrn.
Notice that without the second term in Eq. (2.9) we reas one sees from Eq. (2.9). We conclude that in all these cover the Eulerian vertex. With the second term the three cases the vertex is proportional to the smallest wave vertex has useful properties when one of the triad k vecvector. This is the main reason for the quasi-Lagrangian tors is much smaller than the other two. Consider for formulation; a similar result for the dynamics of the vesimplicity the case ro = 0 (which is not essential for the locity field under the Navier-Stokes equations has been argument as is clarified below). previously established [17] . This property serves to elim-(i) for Ikl Ikll, Ik21, inate divergences that exist in the Eulerian case. We stress that in our derivation below we use the full and
(2.10)
To see this, notice that by incompressibility we can add a kl to the kz that multiplies the S functions in Eq. (2.9).
Then, using the first 6 function we get the result (2.10).
The second 6 function vanishes in this limit.
(ii) for lkll < lkl, lkzl,
The important thing is that the vertex is proportional to kl. This is very different from the Eulerian vertex which exact form of the vertex (2.9). The preceding discussion of the asymptotic properties of the vertex serves only to motivate our choice of coordinates. We wish to calculate the simultaneous two-point and higher-order correlation functions of the T(x, t) field. We will use the above equation to calculate the correlation functions of the @,, field. It will be clear (see also [17, 18] ) from the following argument that the simultaneous correlation functions of T(x, t) coincide with those of Or,. Since the equations of motion for both T and @, , are invariant to translation of the origin of time, simultaneous correlation functions cannot depend explicitly on time. Accordingly one can compute the correlation of Or, at t = to. At this time the quasi-Lagrangian transformation Eqs. (2.2)-(2.5) is an identity, and the two fields T and 0,, are identical.
The theory is developed in terms of three two-point propagators, i.e., the correlation function and the Green's function of the passive scalar field 0,, and the correlation function of the quasi-Lagrangian velocity field vro . These are defined as follows:
These quantities are not diagonal in k representation because of the existence of the reference point ro. However, the original problem is homogeneous in space. As is shown in Avvendix A, this leads to a transformation rule with respect to a change of reference point by R.
This rule [cf. (A9)] is
This rule can be represented in a simple form in a mixed ( k l r ) representation, where k = (kl -k2)/2 and r is a space coordinate conjugate to s = k l + k2. Defining one may rewrite Eq. (A9) as where we have denoted by 3. Similarly, one can derive a corresponding relation for the Green's function. The implication of these relations is that, rather than having a dependence on k l , k2, and r0, the two-point propagators depend on two quantities only, i.e., k and r -ro. The transformation rule Eq. (2.17) demonstrates explicitly that the choice of the reference point ro is identical to a choice of the coordinate origin due to the dependence of the propagators only on the spatial difference r -ro. Accordingly, without loss of generality we can choose from now on r o = 0 and write the theory in terms of the quantities F ( k , r , wl), P(k, r, wl) or their Fourier transforms with respect to r.
Since the velocity field in our problem is at our disposal, we shall introduce a physical model that simplifies the calculations. Fkom the point of view of Navier-Stokes dynamics, a LLfast-varying" velocity field is only realizable when the nonlinear term in the equations is negligible, and the dynamics is dominated by the external forcing which is fast varying. When the nonlinearity is small, there is no appreciable difference between Eulerian and quasi-Lagrangian coordinates. We can therefore take the following form for Xro (kl , k2, w l ) :
where f (wl/rk) is a scaling function, / dx f (x) = 1, and
Pk is the transverse projection operator and The quantity rk is the characteristic frequency of variation of the quasi-Lagrangian (and Lagrangian) velocity field on a scale Ilk. We are interested in this paper in the case where rk is large, in a sense to be made precise later.
B. Dyson-Wyld equations
In this subsection we develop a line-renormalized perturbation theory for the two-point propagators. We choose graphic notation as shown in Fig where Eq. (2.18') has been used. We will show now that for the &oblemr at hand all the higher-order contributions to C and @ are negligible, and vanish in the limit of an infinitely fast-varying velocity field. Accordingly, Eqs. (2.23) and (2.22) close the Dyson-Wyld equations.
A similar situation occurs in the problem of weak localization [26] .
To sek whv all the other diagrams vanish in the limit -it is useful to consider the diagrams in the time domain rather than in the frequency domain. Every propagator pr~pagates from a time tl to a time t2. The Green's functions are time ordered; due to causality G(k1, kz, tl, tz) vanishes for tl < t2. The velocity correlator, in the limit of extremely fast decay, can be thought of as a 6 function in time, 6(tl -tz). Consider the second diagram in Fig. 3 (c), which is redrawn with time labels in Fig. 3 (e). Due to causality it must vanish, since tz has to be both smaller and larger than tl. The key feature is that all the diagrams except the first contain interlocked dashed lines of the velocity correlator and this will always violate causality. The series consists entirely of such diagrams because these are all irreducible contributions; the uninterlocked diagrams have been resummed already into the definition of the renormalized (i.e., dressed) propagators.
If the correlator is not quite a 6 function, we gain a factor of (7/l?)' in this diagram. Higher-order diagrams have even higher powers of this small parameter, and will all vanish in the limit 7/l? + 0.
In order to demonstrate this explicitly, Appendix B contains a calculation of the next-order diagram in the one-pole approximation, which reveals a coefficient of 7/r.
-
THE TWO-POINT PROPAGATORS OF THE PASSIVE SCALAR
In this section we analyze the Dyson-Wyld equations (2.21)-(2.24) with the aim of understanding the properties of the two-point propagators P(kl, k2, w) and 3 ( k l , k2, w) of the scalar field.
A. The properties of the Green's function
Consider first Eq. (2.23). For rk very large, we can evaluate 3C in the limit w = 0, where the scaling function f (0) = O(1). Therefore the frequency integration in the loop is over the Green's function G(k3, k4, wl) only.
This integration leads to G(k3, k4, t = 0). For t = 0 the Eulerian and quasi-Lagrangian Green's functions co- Since N(q) decays sufficently rapidly for large q, the main contribution to the integral comes from the region q N k .
Introduce therefore a scaling form for G(k, w ) , and by power counting find the scaling relation Note that in this case the dynamic exponent z is determined completely by the static exponent x of the velocity field.
Finally, in Appendix D, the asymptotic properties of the Green's function at large frequencies are derived. It is shown that the real part behaves like l / w , and the imaginary part is proportional to l /~( ' +~/~) .
B. The properties of the correlation function
In this section we shall find the scaling exponent of the simultaneous correlation function of the scalar field that will be denoted as F ( k ) . This quantity is obtained from 3 ( k l , k2, wl) by integrating dwl/2x. After integration we have the simultaneous quantity, which is the same as the Eulerian quantity, denoted by F ( k ) . We shall assume a scaling form for F(k), F
We begin by using Eq. (2.24) to rewrite in explicit form:
where we have replaced ' N by the projection operator form as done in Sec. IIIA and displayed the form of the vertices. Performing the integration over w l and using the same arguments about the t = 0 value of the correlation function as in Sec. IIIA we find from this expression it is clear that is symmetric in kl, kz and is frequency independent.
In order to determine the scaling exponents for the correlation function we proceed now to arrive at a useful form of the Dyson-Wyld equations. In Appendix E we show that the Dyson equation for the imaginary part of the Green's function 8'' may be written as where we introduce the matrix notation G12 = B(kl, k2, w ) and the implied summation represents an integration over the indexed variable. The Wyld equation is rewritten in this notation as Because of the symmetry of 9 , G,*, = G;4, we can rewrite the last two equations in condensed matrix notation where we abbreviate the above summation by the symbol * : 3 = B * @ * G * , (3.14) g" = g * C" * S t .
(3.15)
Multiplying both equations on the left by 9-I and respectively by C" and @ we find 
IV. THE NONLINEAR GREEN'S FUNCTION AND THE MECHANISM FOR ANOMALOUS SCALING
We found that the scaling exponent C2 need not satisfy Eq. (1.7), meaning that the bounds (1.5) and (1.6) may not coincide. We face, therefore, a situation where may differ from C, , which is the situation referred to as anomalous scaling. The theory that we develop here does not lend itself easily to the estimation of C1. It is more natural to study the scaling exponents Can in order to discuss anomalous scaling. We are forced to study higher-order correlations and structure functions whose perturbative expansions do not simplify to one diagram as we have had so far, but rather have an infinity of relevant diagrams. Notwithstanding, if all these diagrams converge in the ir and the uv, we do not have a mechanism for anomalous scaling. Scaling relations that can be found with the lowest-order diagrams persist to all orders if the diagrams are local in k and w . (Note that the locality in frequency is proven in Appendix D.) We expect therefore to find divergences in the diagrammatic expansions, and our hope is that these divergences can be resummed to an anomalous exponent. It turns out that there exists one quantity, the nonlinear Green's function, whose diagrammatic expansion offers the cleanest demonstration of the mechanism for anomalous scaling. Furthermore, it provides us with a means to calculate the value of the anomalous exponent from first principles. We therefore focus on this quantity in this section, and learn how to deal with the type of divergences that are going to reappear later in other quantities of interest.
A. The nonlinear Dyson equation
The nonlinear Green's function is defined as
The diagrammatic series for G,, is displayed in Fig. 4(a) .
As in the arguments of Sec. I11 all the diagrams in which the velocity correlation dashed line is not vertical are negligible in the limit (?/I?) -+ 0. The contributing diagrams are the reducible part and the infinite set of "ladder diagrams," whose first two members are shown in Fig. 4(a) . This set of ladder diagrams can be resummed straightforwardly to provide the closed form equation for the nonlinear Green's function shown in Fig. 4(b) . For our purposes we need only partial information about GNC, i.e.,
This quantity is the Fourier transform of the time-domain function
The resummed series for this quantity is shown in Fig. 5 .
B. The mechanism for the anomalous exponent
Consider the nonlinear Green's function in the limit kl, kg >> k3, k4. Examine a typical diagram in the expansion of G,,, such as in We can perform the integration over k l and k2 using the form (4.4). The result, neglecting 6 with respect to k , reads
From the asymptotic properties of G at large frequencies we know that JG(k,w)J2 decays at least as fast as w-2. Thus the frequency integral converges. Using the scaling forms (2.20) and (3.7) and the result (3.29) we find that after integrating over the angles of k the integral, denoted by I, is
The coefficient A depends on the particular form and combination of the scaling functions. In a ladder diagram containing n rungs, only the first rung will not have this form. In order to have a divergence, we shall multiply also the first rung with k l . ka and then we will get FIG. 5 . Single-frequency nonlinear Green's function.
Obviously, when we resum such contributions the coefficient A appears as an anomalous exponent:
Another way to see the anomalous exponent is to return to the resummed equation Fig. 6 for the nonlinear Green's function. We will derive a resummed equation for a quantity A(q,p, Q) defined by where
In this relation the coefficient of A(q,p, a ) is the part that is the reproduced "tail" in the resummed diagrammatic series. A(q,p, fl) can be understood as the contribution of the ladder. Notice that we have multiplied QNL explicitly by kl-k2 to achieve divergence. To derive an equation for A(q, p, a ) we will substitute the resummed equation for GNL ( k l , kz, q , P, Q). The first term in GNL ( k l , ka, q , P, a) To achieve a closed form equation for A(q, p, fl) we consider the most divergent part in Eq. (4.11) which arises from the contribution proportional to k2 in (4.14). This contribution comes from the region of integration p, q << k, which allows us to neglect p and q with respect to k. Denoting k* r max[p, q we combine now at i Eqs. (4.11)-(4.14) and cancel p . q~( 2 (p, q, $2) to arrive Here due to the limits on k all the dependence on p and q has canceled, and remains only in the lower bound k* in the integration, allowing us to replace the arguments of A by this value.
To proceed, we note that as a result of the scaling form for G(k, w), ~(~) ( k , k, a) must also be a function of fl/kz. For small fl we can use the scaling relation (3.29) to arrive at the final equation where A is determined as before by the coefficients of the various scaling functions. Taking the derivative of this equation with respect to k* we find tions, for which we have a closed form equation, Eq. (3.4). Therefore one may calculate explicitly the terms of the series for G, , and determine thereby their ratio. This is a task which we will leave to a future paper.
The aim of the rest of this paper is to show that the exponent A reappears in the evaluation of higher-order structure functions, as well as in the scaling exponent of the dissipation correlation functions.
V. HIGHER-ORDER CORRELATORS A. The four-point simultaneous correlation function
The four-point correlation function of the quasiLagrangian passive field is defined by dA(k*)
The solution of (4.17) is We remind the reader that we have suppressed the r o label since we have chosen ro = 0. Integrating (5.1)
We refer to the exponent A as an "anomalous exponent." Although we have used a form for the spatial dependence of the Green's function (4.4) in demonstrating the existence of such a L\, the mechanism itself does not depend on this, although its numerical value will. We refer in future to the value of the anomalous exponent to be foiind using the true Green's function as A. It is important to realize that, as in this case, it is possible to obtain an equation determining A, like Eq. (4.16), which is composed entirely of known quantities. The nonlinear Green's function itself is composed of linear Green's func-
FIG. 7. Typical form of diagram in the series for
~4(kl,k21k3,k4). over all frequencies, we get the four-point simultaneous correlator ( 2 ,~r )~ F4(kl, kz, k3, k4)6(kl + k2 + k3 + k4).
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The diagrammatic expansion of the quantity is shown in Fig. 7 . The structure of the diagram is based on two "highways" which consist of chains of Green's functions with only one correlator embedded, at which point the Green's functions change to complex conjugates. The two highways are connected both to themselves and to each other by the double velocity correlator dashed lines. Every highway connects two k vectors, for example, kl to k3, and kz to k4. The whole set of diagrams is a sum of t e e contributions t$at we shall denote individually by F*(kl, k2 1k3, k4), F4(kl, k31k2.3 k4), and ~4 (kl, k4 1k2, k3). Note that when the highway contains only the scalar correlation wavy line we obtain the Gaussian contribution to F4. Each F4 has one Gaussian contribution. We can thus focus now on one typical F4 and later take care of combinatorjal factors.
To classify the diagrams for F4 it is useful to think about them in time representation. The time direction is shown by the arrows in Fig. 7 . To take advantage of this time ordering, we shall redraw the diagrams as shown in 
B. Simultaneous higher-order correlations of v and O
We begin by computing the correlation
t)T(q1, t)T(qz, t)). (5.2)
Using the expansion for O(k1, t ) we find the diagrammatic series for (v(k, t)O(ql, t)O(qz, t)), the first few terms of which are shown in Fig. 9 , in time representation. This correlation function is identical to the desired correlation (5.2) because for a same-time quantity the Eulerian and quasi-Lagrangian quantities coincide. Also, we do not need to carry the time explicitly, since the quantity is time independent. The first two diagrams are the only surviving ones in the limit (?/I?) + 0. This is because all higher-order diagrams znust contain a nonvertical velocity correlation dashed line. Those new quantity is the one shown in Fig. 10 . To see that k this is the only possible configuration remember that to average our scalar quantity F4 against a v(k, t ) we need to expose a vertex that contains another factor of v(k, t ) .
This results in an additional Green's function and a two-
point velocity correlator. As all the exposed legs must have the same time label, and the dashed line must be vertical, it is obvious that Fig. 10 together with the permutations of the exposed legs is the quantity that we are seeking. Analytically we have 
From this form it will be very useful to proceed to deIn the first term let us make the transformation q2 + k -+ termine a differential relation between Dzn(r) and Szn(r). q2 and in the second ql + k -+ ql. Such a substitution
It is convenient to make use of an identity will not affect the remaining terms of the expression for D2, due to the orthogonality of R ( k ) and k. Then we can write Jzn in terms of reducible and irreducible contributions in the same sense. In the integral k l is special and will be one of the k vectors in the pair. In the following section we will make use of this decomposition to compare the contributions due to normal scaling and that of the anomalous terms.
VI. THE ANOMALOUS EXPONENT IN THE STRUCTURE FUNCTIONS
In this section we collect the results of the preceding sections with the aim of understanding the origin of the anomalous scaling of the structure functions. The situation can be clarified completely within the analysis of J4 and S4.
The calculation of J4 and S4 is based on the diagrams for F4, which are shown in Fig. 8 . The diagrams for F4 have the structure discussed in the preceding section, within which series is contained a sequence which has the form of a ladder as introduced in terms of the nonlinear Green's function in Sec. IV, here multiplied also by some other terms. The difference between the calculation of J4 and S4 lies only in the addition of a factor of kf in the case of J4. Without this factor of k2, every diagram in the series of J4 converges in both the ir and the uv.
After the addition of the k2 factor each diagram will gain a logarithmic divergence via the same mechanism that we discussed in detail in Sec. IV. These diverging logarithms can be as before resummed into the l_adder contribution, giving an important contribution to J4 that we represent in Fig. 11 . This contribution is obtained from the range of integration in which the two k vectors k l and k2 are large.
We need to argue that the exponent A which appears here is the same A which appeared previously, and whose value we can calculate as outlined in Sec. IV. The reason for this is that the ladder series have the same topology. The terms which arise in J4 differ slightly from those in the calculation of A [defined in Eq. to the argument given in Sec. IV concerning the nonlinear Green's function, where we obtained a multiplicative series of nested integrals displayed in Eq. (4.8). These differences will affect only the f i s t multiple, after which each term will contribute a factor of A in the coefficient, and for the infinite series the value of the exponent will not be affected. In any case, for large k l , k2, the exponential term is negligible, and the difference between a prefactor of k19 kz and kf is only an integration by parts.
Therefore it is clear that the value of A arises out of the structure of the repeating terms in the ladder and will not be affected by the details of the initial terms.
To continue, we see that the resummed sequence in J4 will contribute a large factor of the order of (r/rl)a compared with the remaining contributions that we do not consider explicitly. The details of the remainder of the diagram are not important and are represented in Fig. 11   FIG. 11. Schematic representation of J4 ( r ) .
by the "egg." In addition to this important contribution to J 4 (~) , there is the contribution that arises from the reducible part which equals 6JzS2; see Eq. (5.21). Using the differential equation Eq. (1.12) and the balance equation (1.9) for the case n = 1, one obtains where we have made use of the scaling relation (3.31). Adding the two major contributions we can write In achieving Eq. (6.2) we need to convince ourselves that contributions to the diagram in which three or four k vectors are large, i.e., of the order of 1/77, are negligible compared with the displayed contribution with two large k vectors. Consider first the case with four large k vectors. Since the separation distance appears only in the exponential factors, and their contribution disappears for large k, the resulting diagram is independent of the separation distance. In this case, by dimensional reasoning, all the diagrams should be of the same order for T = 7. Therefore we may evaluate their contribution from the above estimation (6.2) at T = 77. Accordingly the contribution with four large k's is small. The case when three k's are large is also negligible. Consider first the small k leg which connects to the egg, where all other incoming k vectors are large, through a Green's function. The local integral at this entry point is of the order of mtdw kG(k, w), where the k is the estimate of the vertex. After integrating over frequencies, this integral is of the order of J dk k, which contributes in the uv. This has been taken into account in the four large k vector contribution. If the incoming leg has a correlator instead of a Green's function, we use the symmetry of the correlator under k + -k to see that the first-order contribution in k vanishes, and the next order again contributes mostly in the uv. Equation (6.2) can be used now in conjunction with Eqs. (1.9) and (5.22) to write the balance equation -where CZn has the obvious meaning of the scaling exponent of Sz,. The coefficients K1 = 8C; and K2 = 4C4(4t4 + Ch + 1) are determined by the differential equation (1.12). The question as to whether there is or is not anomalous scaling in S4 now depends crucially on the numerical value of the anomalous exponent A. If, on the LHS, the term in A is negligible in comparison to t-he simple scaling term, then on the RHS one must have C4 = 6'. This implies a critical value of A as the point where the scaling of the term in A balances the simple scaling term, i.e., Acrit = Ch. Therefore we predict that for A < A,,;,, ,!?4(~) 0: S~( T ) in the limit n 4 0. We stress that this does not mean that there may not be serious corrections to scaling as A _approaches ('h. When A reaches the critical value Ch, S4(r) gains anomalous scaling and becomes the dominant term. Further analysis of this situation in the context of the Navier-Stokes dynamics has been presented in [25] . Our present control of the theory, and in particular of the coefficients of the scaling functions, does not allow us to compute all coefficients completely. This is where we cannot repeat the analysis that was sketched after Eq. (1.13) in the Introduction. Regrettably, we think that the difference between our findings and the assumptions of Kraichnan will not go away. We have exhausted already the benefit that could be extracted from the separation of time scales between the velocity field and the scalar field, and we believe therefore that some of the assumptions used by Kraichnan are uncontrolled. Therefore we believe that Eq. (1.15) which relates the values of Czn to C2 is incorrect.
We have previously seen that A may be computed from first principles through the nonlinear Green's function. We show now that it is also an experimentally measureable quantity. To this end we turn to the analysis of the two-point correlation function of the dissipation fluctuations. We find that A appears measurably in this correlation function. We will show in the following section that the critical value ACrit reappears in this context.
VII. T H E DISSIPATION CORRELATION FUNCTION
The aim of this section is to calculate the scaling exponent of the two-point correlation function K(T) of the dissipation field ~( x , t) r nl VT(x, t) 1 ', which plays in our problem the same role as the energy dissipation rate in Navier-Stokes dynamics:
We will argue that the decay properties of K(T) with r are strongly influenced by the presence or otherwise of multiscaling. In a separate paper [25] , we shall show that in cases in which K ( r ) decays slowly with T we will expect corrections to scaling, but not true multiscaling.
We first evaluate the Gaussian contribution to K(T), denoted as KG(r). Rewrite (7.1) as There are three Gaussian contributions, one of which cancels (€)', and we are left with
In order to determine the scaling exponents of the contribution we relate it to S2 (T). It is easy to see that Kg (T) and S~ ( T ) are related by the exact expression Note that this exponent is negative.
To calculate the total scaling behavior of K ( r ) , we need now to also consider the irreducible contribution ~( ' " ) ( r ) , which can be related to F4 according to where Fii") is the irreducible part of F4. AS in the quantities that we discussed in Secs. IV and VI, the largest contribution to (7.5) comes from the regime of large k vectors. In fact, the regime kl, k2, kJ1 and k4 N 1/77 >> 1 / r is the most important one. However the exponent forces upon us the additional constraints Ikl + kzl N 1 / r , and due to the 6 function also Ik3 + k41 1 / r . The regime in which all the k vectors are of the order of l / r (the local contributions) leads to a scaling behavior that is identical to the Gaussian contribution, as simple power counting in (7.5) will show. We are thus led to consider the diagram in Fig. 12 . It has now two ladder contributions, connected by an "egg."
Since Ikl + k21 1 / r , and the same for (kg + k41, the k vector K that connects the two ladders is of the order of l / r or smaller. We can estimate the contribution from the ladders to the diagrams as ( T /~)~& .
The quantity K('")(T) is of the order of K G (~) ( r / q ) 2 A .
Writing the Gaussian and the irreducible contributions together we get finally
It is important to realize here that due to the negative sign of the exponents, the anomalous contribution will dominate for all nonzero A , allowing A to be experimentallv observable even in subcritical conditions.
Note that a similar result for the correlation of the energy dissipation rate in "usual" hydrodynamics was found in Ref. Mutatis mutandis, when A is large enough to lead to a high correlation between dissipative events which are separated by r in the "inertial range," then the very notion of the Ynertial range" becomes untenable. These dissipative effects show up throughout the scaling range via an anomalous contribution in the structure functions.
VIII. SUMMARY AND DISCUSSION
The main result of this paper is the demonstration of a mechanism for the destruction of normal scaling in this model of a passive scalar driven by a fast-varying velocity field. This mechanism stems from the accumulation of the effects of the dissipative processes that cannot be eliminated even when the scale of interest is much larger than the traditionally defined dissipative scale. This anomalous exponent appears very cleanly in the nonlinear Green's function and in the two-point correlation function of the dissipation K ( r ) . From the point of view of the latter quantity the central result of this paper is Eq. (7.6). The very same anomalous exponent reappears in the structure functions of the scalar field as a term competing with the Gaussian term which by itself would lead to simple scaling. We found that when the correlation function K(T) stops decaying for T even in the sealing range, the anomalous term in the structure functions becomes dominant.
It is interesting to notice that in this problem we have some external control on the appearance of anomalous scaling. Let us return to the rigorous bound (1.6). Assume that there is no anomalous scaling, and then Notice that our theoretical development is somewhat dangerous. In all our work we have neglected the term offers a self-contained description of all the known phenk2 in the bare Green's function, arguing that for k in nomenology in turbulence. the inertial range this term is small. On the other hand, multiplying by k2 various diagrams in the theory resulted in divergences that led to anomalous scaling. It may be checked that expanding the Green's function to expose the nk2 contributions results in a ladder sequence that is of higher order in T/r. The appearance of n in S2, occurs in our theory in a nonperturbative way through the balance equation, which is not an order-by-order relation.
A separate issue is that in evaluating the diagrams with ladders and "eggs" as the ladder contribution times simple scaling contributions is really justified only as long as A 5 &. When A exceeds ch the "eggs" may contain other divergent contributions that we have no control over. Therefore our theory should be considered as rigorous only up to the threshold of applicability of (8.3) or (6.3). We stress, however, that even if we have additional divergences that put a question mark near equations like (6.2), the mechanism is still the accumulation of dissipative contributions that ruin simple scaling.
Finally, we need to consider the implications of the findings in the context of this passive scalar model to
ACKNOWLEDGMENTS
We thank Bob Kraichnan for pointing out to us the possibilities inherent in the model studied in this paper, and for sharing with us his insights. It is a pleasure to acknowledge important discussions with Volodya Lebedev, whose valuable suggestions have contributed much to our understanding. This work has been supported in part by the U.S.-Israel Binational Science Foundation, the Israel Academy of the Sciences and the Humanities, and the Minerva Centre for Nonlinear Physics of Complex Systems.
APPENDIX A: TRANSFORMATION RULE FOR THE SHIFT OF THE ORIGIN OF THE QUASI-LAGRANGIAN COORDINATES
the issue of the scaling theory of high Reynolds number turbulence. In a separate paper [25] it has been shown Define new +ro (k, t), G r o (k, t), and 6ro acthat in the case of Navier-Stokes turbulence the anomacording lous exponent turns out to be just too small to destroy qro (k, t) = vro (k, t)e-ik'R, the KO41 scaling in the structure functions in the limit (All of infinite Reynolds' number. However, due to its "danGro (k, t) = Qro (k, t)e-ik'R, (-42) gerously irrelevant" nature, this field causes important &ro (k, t) = +ro (k, t)e-"'R. corrections to scaling that do not go away even in at-(A3) mospheric conditions. We shall argue that this picture The equation of motion in these variables reads
Considering the definition (2.9), we see that To get similar transformations for the velocity field one just needs to assume that its dynamical equation is also space homogeneous.
APPENDIX B: CALCULATION OF Z
In order to show explicitly the dependence of the terms in the series for C, given by Eq. (2.23), on the ratio r/T, we return to the calculation of the diagram c(') given in Sec. 111. In order to consider explicitly the frequency dependence we choose for definiteness a form for the scaling functions that captures the essence of the frequency behavior and allows the calculation to be performed sim- gives w l = -ir,; then using the limit r >> y . u w, we Again estimating the k dependence using locality gives recover the frequency-independent result of the calcufor the total lation of Sec. 111, but now with the explicit coefficient
~( ' ) ( k~, k~) = -i which, making use of Eq. (B6), shows that
To proceed, let us estimate the k dependence by assumWe stress again that this coefficient is a result of the ing that the major contribution results from kl -u kz N k, structure of the diagrams and the limit r >> y, and is and using locality. Therefore we find that independent of the particular choice for f and g. 
Since C is symmetric [cf. Eq. (3.4)j we subtract (C2) from (C3) to obtain where AGl3 = G13 -931. Noticing that 90' is a function of w while it has been shown that C23 is not, we conclude that AG13 must vanish.
APPENDIX D: THE ASYMPTOTIC PROPERTIES OF THE TWO-POINT PROPAGATORS AND THE FREQUENCY CONVERGENCE OF THE DIAGRAMS
To find the asymptotic properties for large frequencies of the Green's function G(k1, kz, w) assume first that its real part is much larger than its imaginary part when w + GO. F'rom Eq. It is clear from Eq. (3.6) that this form will also hold for the integrated Green's function (3.5) . We proceed now to analyze the imaginary part of (3.5), G1'(k, w). The imaginary part of Eq. (3.6) gives
We have previously introduced for G(k, w) the scaling form (3.7). In the asymptotic regime of large w (w >> kZ),
we take the form where the exponent a is to be determined. There are two relevant regimes in the evaluation of the integral (D2): the region q -k, and the region qZ -w, i.e., q >> k. In the first case, we invoke the asymptotic form G(k, w) -l / w , and realize that this contribution will be small due to the cancellation of the leading order terms. In the regime q >> k, G(k, w) is already in the asymptotic regime and is negligible in comparison with G(k-q, w) -G(q, w) which as qZ w is not asymptotic.
Therefore the integrand reduces to a function of q only, and the integral is proportional to k2 due to the prefactor. Now we may determine the exponent a by balancing powers of k. The result is Therefore in the limit w -+ co, the imaginary part of the Green's function indeed falls off faster than the real part, according to
Turning now to the correlation function, we use Wyld's equation (2.22) . Replacing again the Green's function by its real part and using the independence of 9 on frequency, we conclude that for large frequencies
Next we prove that the integrals of the propagators over frequency exist with the scaling forms assumed for them. In other words, we need to prove that the simultaneous propagators exist in the sense that they are independent of the viscous cutoff. For the Green's function this is immediate because of the frequency sum rule (3.2). For small frequencies it follows from the fact that 3 ( k l , k2, w) is finite. This follows directly from Eq. (Cl), using that is finite at w = 0 [cf. (3.5) ], and that 9 is frequency independent.
Having established these properties, we can show now that all the integrals with respect to frequency in our diagrammatic expansion converge. Let us start with C. The way to see the convergence is to note that the number of independent integrations with respect to frequency is always the same as the number of correlators. Therefore, we can choose as the independent frequencies of integration the frequencies of the correlators, making the frequencies of the Green's functions linear combinations of the above. Since the Green's functions are bounded for any frequency, the convergence of any diagram is guaranteed if the integral over the correlator itself is bounded. The latter is guaranteed whenever the correlator is .F(kl, k2, w) by the properties given above.
However when the correlator is 31, we need to discuss the issue further, since we took 31 as frequency independent, and the integral of 31 is therefore unbounded. On the other hand, as argued above, the 31 correlators appear in all the diagrams as vertical dashed lines. This means that each loop contains exactly two Green's functions, except in the fist diagram, where there is only one (see Fig. 3 ). In this first diagram, the frequency integral converges due to the sum rule (3.2) . In all the other diagrams the two Green's functions in every loop ensure convergence due to their asymptotic properties (Dl) and (D5), and the finiteness of g(kl, k2, w = 0).
In the series for @ we have one additional correlator F(k1, kz, w) in every independent integration. Given the asymptotic properties of 3 ( k l , ka, w) it is easy to see that the above argument is not destroyed.
APPENDIX E: THE IMAGINARY PART OF THE GREEN'S FUNCTION
We will use the following fact concerning the imaginary part of a product of functions a@+. . -:
which can be verified directly by replacing each a with a-a'
T . grammatically as in Fig. 3(a) . Performing the expansion ( E l ) , one replaces every term in the above with combinations of terms of the form shown in Fig. 14 .
Resumming the series one finds that
Neglecting the small term nk2 we end u p with (3.13).
APPENDIX F: THE LOCALITY OF Pa(R)
Examine the integral (5.12) in the case n = 2,
The ir convergence is analyzed by examining the range of inteeration in which either one of the three k vectors is L a much smaller than the other two, or all three are small, and of the same order. If k is much smaller, then ql and q2 are approximately equal, making the difference F(q1) -F ( q z ) small. Expanding this difference in k, the linear order vanishes after integration, and the second order contributes a n integral .f k2H(k) dk which is convergent in the ir in our case. In the case 92 small, the factor q 2 . X ( k ) . ql, which can be written equivalently as q 2 . N ( k ) . q 2 , contributes the most dangerous contribution q Z~( q 2 ) dq2, which is again convergent in the ir. The case ql small is less dangerous since then the term 1 1 -exp(iql -r ) l2 contributes a n additional factor of q:. Lastly, the case k, ql, qg small and of the same order is estimated by power counting t o be convergent since J q 9 H (q) F (q)dq is ir convergent.
In the uv regime we have either two large k vectors and one small, or three large k vectors. Take ql and qg large, and of order q >> k. The factor q2 . X ( k ) . q2 contributes q2. The factor [F(ql) -F(q2)] contributes, after expansion, k2F(q)/q2. One integration over q is taken care of by the 6 function, and we end up with k2 J F(q)dq which is convergent in the uv. Now with k and either 91 or 92 large and of the same order, the dangerous integral is J H ( k ) F ( k ) d k , which converges in the uv.
