Modern network intrusion detection systems need to perform regular expression matching at line rate in order to detect the occurrence of critical patterns in packet payloads. While Deterministic Finite Automata (DFAs) allow this operation to be performed in linear time, they may exhibit prohibitive memory requirements. Kumar et al. [2006a] have proposed Delayed Input DFAs (D 2 FAs), which provide a trade-off between the memory requirements of the compressed DFA and the number of states visited for each character processed, which in turn affects the memory bandwidth required to evaluate regular expressions.
INTRODUCTION
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Regular expressions are more expressive than simple patterns of strings and therefore able to describe a wider variety of payload signatures [Sommer and Paxson 2003 ], but their implementations demand far greater memory space and bandwidth. Consequently, there has been a considerable amount of recent work on implementing regular expressions for use in high-speed networking applications, particularly with representations based on Deterministic Finite Automata (DFAs).
DFAs have attractive properties that explain the attention they have received. Foremost, they have deterministic memory bandwidth requirements. In fact, the use of DFAs allows one single state traversal, and one corresponding memory operation, for each input character processed. Moreover, it has long been established that, for any given regular expression, a DFA with a minimum number of states can be constructed [Hopcroft 1971 ]. Even so, DFAs corresponding to sets of complex patterns can be prohibitively large in terms of numbers of states and transitions. In particular, specific subpatterns, namely constrained and unconstrained repetitions of wildcards and large character sets, may lead to state explosion during DFA generation [Becchi and Crowley 2007b; Yu et al. 2006] .
Limiting hardware resource requirements is the main design issue when using DFAs to perform regular expression matching. In particular, two aspects have been studied in the literature. First, compression mechanisms aimed at minimizing the DFA memory footprint have been designed. Such schemes do not aim at avoiding state explosion. Instead, their goal is to allow an effective representation of feasible DFAs, that is, of DFAs that, having a limited number of states, can be generated on reasonable hardware. These DFA compression schemes typically leverage the transition redundancy characterizing practical DFAs. Second, novel automata to be used as an alternative to DFAs in case of state explosion have been proposed. Alphabet reduction [Becchi and Crowley 2007a; Brodie et al. 2006; Kong et al. 2008] , run-length encoding [Brodie et al. 2006] , default transition compression [Becchi and Crowley 2007a; Kumar et al. 2006a Kumar et al. , 2006b ], state merging [Becchi and Cadambi 2007] and δFAs [Ficara et al. 2008] are mechanisms falling into the first category; multiple-DFAs [Brodie et al. 2006; Yu et al. 2006] , hybrid-FAs Crowley 2007b, 2008a] , history-based-FAs [Kumar et al. 2007a] , and XFAs fall into the second one.
In this article, we focus on the first problem. In particular, we elaborate on default transitions, an abstraction that has first been proposed in Kumar et al. [2006a] to target rule-sets from the networking domain. In particular, Kumar et al. [2006a] observe that many states in DFAs derived from practical datasets have similar sets of outgoing transitions. Substantial space savings in excess of 90% are achievable when this redundancy is exploited. The proposed automaton, called a Delayed Input DFA (D 2 FA), replaces redundant transitions common to a pair of states with a single default transition. However, as explained in detail later, the use of default transitions implies that multiple states may be traversed when processing a single input character. In fact, the D 2 FA approach requires a heuristic construction algorithm to bound the length of default transition chains in order to keep the memory bandwidth feasible. The original D 2 FA heuristic has three weaknesses: (i) it requires a user-provided parameter value which can only be determined experimentally for a given rule-set, (ii) it creates a data structure whose worst-case paths may be traversed for each input character processed, and (iii) it requires multiple passes over large support data structures during the construction phase.
In this work, we propose Amortized time/bandwidth overhead DFAs (A-DFAs), an improved yet simplified algorithm for building default transitions that addresses these problems. Notably, our scheme results in at most 2N state traversals when processing an input string of length N, independent of the maximum length of the default transition chain. Moreover, the A-DFA construction algorithm can be generalized to result in an even lower memory bandwidth requirement: specifically, it will lead to a worst case of N(k+1)/k state traversals to process a string of length N, k being a positive integer. Note that, for increasing values of k, the memory bandwidth requirement approaches that of an uncompressed DFA. On practical datasets, the level of compression achieved is similar to that of the original D 2 FA scheme, while the worst-case memory bandwidth bound is superior. Moreover, when D 2 FA and A-DFA are configured to achieve the same worst-case memory bandwidth bound, A-DFA yields a tenfold improvement in compression relative to D 2 FA.
The A-DFA approach is based on a simple observation: all regular expression evaluations begin at a single initial state and the vast majority of transitions between states are oriented backward, leading to the entry state or its near neighbors. As will be seen, this simple observation explains the extraordinary redundancy among state transitions that is exploited in an oblivious manner by the D 2 FA technique. Furthermore, by formalizing the notion of state depth to quantify a state's distance from the initial state, it is possible to construct nearly optimal default paths with a far simpler algorithm. By leveraging depth directly during automaton construction, greater efficiency and simplicity are achieved.
In describing the A-DFA algorithm, we emphasize a number of details that relate directly to its practical implementation. First, we show that the algorithm can be incorporated directly into DFA generation-that is, into the NFA to DFA transformationwhich eliminates the need to either first generate a perhaps unfeasibly large uncompressed DFA or to maintain large support data structures required for subsequent DFA compression. This both allows larger rule-sets to be supported and decreases the cost of supporting frequent rule-set updates. Second, we show how to combine A-DFA with alphabet reduction and multistride DFAs, two techniques aimed at reducing the memory space and bandwidth requirement of DFAs. Third, we discuss memory encoding schemes suitable for A-DFAs, focusing on the ones allowing one memory access per state traversal.
To our knowledge, the combination of A-DFA and alphabet reduction represents the most efficient and practical DFA compression scheme proposed to date for regular expression evaluation in high-speed networking contexts. As anticipated, state explosion may take place when trying to compile datasets containing complex regular expressions into a single DFA. However, the most notable proposals that address the state explosion problem Crowley 2007b, 2008a; Brodie et al. 2006; Kumar et al. 2007a; Smith et al. 2008; Yu et al. 2006] use DFAs as building blocks. Therefore, A-DFA can be applied in combination with any of them.
The remainder of this article is organized as follows. In Section 2, we give background on the D 2 FA technique. In Section 3, we present A-DFA. In Section 4, we present a low-complexity alphabet reduction algorithm. In Section 5, we discuss several encoding schemes which can be used to represent an A-DFA. In Section 6, we show how to combine A-DFA with multistride DFAs. In Section 7, we present an experimental evaluation on datasets used in the Snort and Bro tools and also in the Cisco security appliance. We then relate our work to the state-of-the-art (Section 8) and conclude (Section 9). 
BACKGROUND : DELAYED INPUT DFAS (D 2 FAS)
Our proposal is based on the concept of default transitions, an abstraction also used in automata designed for exact string match supporting token scanning in compilers and other parsers. Kumar et al. [2006a] have proposed D 2 FA, an algorithm to construct default transitions in automata accepting regular languages in order to meet the requirements of networking applications. Our scheme can be considered a refinement and a generalization of D 2 FA.
The basic goal of the D 2 FA scheme is to reduce the amount of memory needed to represent all the state transitions in a DFA. This is achieved by exploiting the redundancy present in the DFA itself. To see how, consider a DFA with N states representing regular expressions over an alphabet with size | |. Such a DFA will contain N*| | next state transitions. Kumar et al. [2006a] observe that, in the case of practical rule-sets from commonly used network intrusion detection systems, many groups of states share sets of outgoing transitions. This redundancy can be exploited as follows. Suppose that states s 1 and s 2 transition to the same set of states S = {s i , ..., s k } for the same set of characters C = {c i , ..., c k }. In this situation, the common transitions to s 1 and s 2 can be eliminated from one of the two states, say s 2 , by introducing an unlabeled default transition from s 2 to s 1 . State s 2 will then contain only the | | − |S| labeled transitions which are not in common with s 1 . This example is illustrated in Figure 1 .
During the string matching operation, the traversal of the compressed DFA will be performed according to the traditional Aho-Corasick algorithm [Aho and Corasick 1975] , treating default transitions as failure pointers. In the example, if character c is received while in state s 2 , all the outgoing labeled transitions are first considered. If a labeled transition for character c exists, it is taken and determines the next state. Otherwise, the default transition (which leads to state s 1 is followed, and state s 1 is inspected for character c. Notice that s 1 may or may not contain a labeled transition for character c. In the latter case, a default transition is followed again until a state containing a labeled transition for the current input character c is found. Thus, the number of state traversals involved in processing a character depends on the length of the default transition chains present in the D 2 FA. Therefore, the introduction of default transitions introduces compression at the cost of increased memory bandwidth.
The problem of constructing default transitions so as to maximize compression and minimize the memory bandwidth overhead is reduced in Kumar et al. [2006a] to finding a maximum spanning forest with a given diameter bound DB in an undirected graph. The diameter bound represents twice the number of allowed extra memory accesses per character processed. Intuitively, the higher the DB, the higher the required memory bandwidth, and the less constrained the problem, the better the compression achieved. The proposed algorithm exhibits O(n 2 logn) time complexity and O(n 2 ) space complexity, n being the number of states in the DFA.
AMORTIZED BANDWIDTH-TIME OVERHEAD DFAS (A-DFAS)
In this section, we explain our A-DFA scheme in detail. In Section 3.1, we prove that A-DFA construction provides worst-case traversal guarantees (and, therefore, bounds on the memory bandwidth requirements). In Section 3.2, we illustrate a formulation of the A-DFA construction problem leading to the algorithm described in Section 3.3. In Section 3.4, we discuss various A-DFA properties.
Rationale
To explain our A-DFA scheme and prove its worst-case traversal guarantees, we need to introduce the notion of state depth. For each state s, we define its depth as the minimum number of states visited when moving from s 0 to s in the DFA. In other words, the initial state s 0 will have depth 0, the set of states S 1 directly reachable from s 0 will have depth 1, the set of states S 2 directly reachable from any of the S 1 (but not from s 0 ) will have depth 2, and so on. Clearly, the depth information for any DFA with n states can be constructed in O(| |n) time through an ordered visit of the DFA starting at state s 0 . As an example, Figure 2 reports the depth information for the DFA accepting regular expression ab + c + , cd + and bd + e. Note that the depth of state 4 depends on it being reached directly from the initial state 0, even if transitions from other states to state 4 are also present.
The A-DFA construction algorithm is based on the following lemma. In other words, a 2N time bound is guaranteed on all compressed DFA having only backward default transitions. In a sense, this can be thought of as a generalization of Aho and Corasick [1975] to regular expressions. Note that the lemma only prevents default transitions between states at the same depth.
The proof of Lemma L1 is trivial. Each character processed causes exactly one labeled transition and zero or more default transitions to be taken. Let us suppose that, at a given point, a chain of d default transitions must be taken from a state s. Since default transitions are only directed towards states with smaller depth, state s must have depth greater or equal to d. Thus, to get to state s, at least d labeled transitions (in excess to default transitions) must have been taken before. Therefore, the number of default transitions is always at least one less than the number of labeled transitions taken. Since a string of length N implies N labeled transitions to be followed, the total number of state traversals cannot be higher than 2N-1.
Notice that the presence of backward labeled transitions does not affect the proof. In fact, this implies that if a state at depth d is visited at a point, then at least (and not exactly) d labeled transitions must have been taken before. In other words, backward labeled transitions contribute to improve the average case with respect to the worst case.
This formulation can be generalized by requiring that default transitions skip at least k depth levels, k being a strictly positive parameter. This generalization implies an even smaller amortized traversal complexity, which translates into a lower memory bandwidth requirement. In particular, the following lemma holds. Note that our first formulation corresponds to setting the parameter k to 1. States with depth smaller than k will not have a default transition. For values of k greater than 1, the average number of state traversals per character becomes close to 1, at the cost of a decreased memory compression.
The proof of Lemma L2 is straightforward. The worst case in the traversal corresponds to the minimum number of labeled transitions that can be taken before following a default transition. Since each default transition must skip at least k depth levels, in the worst case a default transition will be taken every k labeled transitions. That means k+1 transitions will be needed to process k characters, leading to an amortized traversal complexity of N(k+1)/k state traversals to process an input string of length N.
An even more generic formulation of the problem is given by the following lemma.
LEMMA L3. Assume a support graph having a node for each DFA state, an edge with length -1 for each default transition, and an edge with length 1/k for each labeled transition in the compressed DFA. If the support graph contains no negative loops, then the amortized time to process a string of length N using the compressed DFA is N(k+1)/k.
The proof of Lemma L3 follows. Since there are no negative loops in the support graph, the shortest loop L 0 has total length 0, and consists of k labeled and one default transitions. The worst case in the traversal corresponds to the string that takes the zero-length loop L 0 repeatedly. In fact, taking L 0 implies taking a default transition as frequently as possible for the given compressed DFA. Since taking L 0 implies taking k+1 transitions every k input characters, the worst-case traversal cost is
Note that Lemma L3 does not require all default transitions to be backward directed and to skip k depth levels. Thus, being less constrained, this formulation can provide better memory compression (for the same k) than the formulation in Lemma L2. In Sections 3.2 and 3.3, we show that a compressed DFA with the properties of Lemma L2 can be computed using an O(n 2 )-time algorithm, n being the number of DFA states. Finding an optimal default transition compressed DFA using Lemma L3 is a harder problem which can be tackled through computationally intensive heuristics (rather than through an optimal algorithm). For example, Lemma L3 can be used to refine a compressed DFA built according to Lemma L2, starting from the states characterized by a higher number of labeled transitions. In this work, we focus on a spaceand time-efficient algorithm to compute a compressed DFA according to Lemma L2 (as mentioned, L1 is a special case of L2). We show that the nature of DFAs from practical regular expression sets makes such algorithm not only efficient, but also effective.
Problem Formulation
The goal of the A-DFA scheme is to build a default transition compressed DFA with the traversal properties either of Lemma L1 or of Lemma L2. In other words, we want to answer the following question: how do we set the default transitions in a DFA so to achieve maximum compression and ensure a given worst-case traversal cost? Lemmas L1 and L2 imply that the default transitions must be backward directed (and skip k depth levels).
The problem of building an A-DFA according to Lemmas L1 and L2 can be formulated as an instance of a maximum spanning tree on a directed graph, that we will call space reduction graph. Specifically, the space reduction graph will be built as follows. First, it will have a node for each state in the DFA. Second, it will have an edge connecting a pair of nodes if the corresponding DFA states have depth difference greater than or equal to k. Third, each edge will be oriented from the node associated to the state with larger depth to the node associated to the state with smaller depth. Finally, if s X and s Y are DFA states and n X and n Y the corresponding nodes in the space reduction graph, the edge connecting n X and n Y will have a weight equal to the number of common transitions between s X and s Y .
Every edge in the space reduction graph represents a possible default transition, and its weight represents the number of labeled transitions that can be removed from the DFA by adding that particular default transition. Since each DFA state can have only one outgoing default transition, selecting a set of viable default transitions for a DFA is equivalent to determining a spanning tree (or forest) in its space reduction graph. The spanning tree (or forest) with maximum weight is the one leading to the removal of the most labeled transitions in the DFA (that is, to the highest level of compression). Therefore, the optimal default transition selection corresponds to the maximum spanning tree in the space reduction graph. Notice that, once a maximum spanning tree (or forest) has been determined, no extra computation to determine the root and the orientation of the default transitions is required. This is in contrast to the D 2 FA scheme [Kumar et al. 2006a ].
An example of default transition construction with the proposed scheme is given in Figure 3 . In particular, Figure 3 (a) represents the space reduction graph when the parameter k is set to 1. The root of the maximum spanning tree (represented in bold) is the initial state 0. The corresponding A-DFA is shown in Figure 3 (b): 33 labeled transitions are saved. The interested reader can refer to Becchi and Crowley [2007a] to see the application of the D 2 FA algorithm [Kumar et al. 2006a ] to the example of Figure 3 . To obtain the same level of compression the diameter bound parameter must be set to 4, leading to a traversal complexity of 3N.
Two similar algorithms to find the optimal solution to the directed maximum spanning tree problem have been proposed by Chu et al. [1965] and Edmonds [1967] . In both cases the maximum spanning tree is basically determined in two steps: edge selection and cycle resolution. First, each vertex selects its outgoing edge with maximum weight, which will be added to a set E'. If E' does not contain cycles, then its edges form a maximum spanning tree. Otherwise, each cycle is collapsed into a pseudonode, and the weights of the edges exiting the pseudonode are modified. The maximum weight edge exiting the pseudonode is then selected and the previous edge exiting the same source vertex is excluded from E'. The basic idea is to eliminate each cycle by subtracting the minimum possible weight.
Note that the complexity of the algorithm resides in the cycle resolution phase. Fortunately, there is no need to perform this action in our instance of the problem. In fact, since edges in the space reduction graph are always directed towards decreasing depth, the graph does not contain any cycles. Therefore, any subset of edges belonging to it will be acyclic, too. The time complexity of the A-DFA algorithm depends only on the number of edges in the space reduction graph, that is, O(n 2 ), n being the number of states in the DFA. Its space complexity is simply O(n).
Algorithm
While the concept of a space reduction graph is useful to relate this problem to the one solved in Kumar et al. [2006a] and to help find an optimal solution to it, a support graph data structure is not really needed to find the maximum spanning tree. In fact, the whole problem is reduced to having each state select the state with lower depth (and depth difference greater than or equal to k) having the most outgoing transitions in common with it. In the case of ties, preference is given to the smallest depth. This limits the default transition path length and enforces locality during traversal.
If the DFA traversal is performed in a breadth-first fashion, both default transitions and depth computations can be done in a single pass, as shown in the pseudocode that follows. The DFA is described in terms of the number of states n and of the function δ(states, )→states, which associates a next state to each (state, character) pair. Notice that when a state s is extracted from the queue, all the states with a smaller depth have already been processed, and therefore the depth vector will contain a correct value for them. States with a greater depth can be ignored (initializing their depth to n will therefore ensure correct operation). While not shown in the pseudocode, the removal of the redundant labeled transitions can also be performed in the same pass.
Similarly, this same algorithm can be combined with subset construction (i.e., NFAto-DFA transformation) so as to generate default transitions directly during DFA creation. In fact, it is enough to ensure that new DFA states are queued according to increasing depth, as is done before. The generation of an initial compressed DFA eliminates the need to first construct an uncompressed one. 
Discussion
The compression scheme proposed in this article and the one proposed in Kumar et al. [2006a] can be compared from several perspectives. We want to qualitatively summarize the most important points.
Worst-Case Bound on Memory Size and Bandwidth.
As mentioned, while the D 2 FA scheme trades off memory size with memory bandwidth, the A-DFA algorithm aims at achieving a constant 2N worst-case bound on the memory bandwidth. This is comparable with running the D 2 FA algorithm with a minimal diameter bound of two. Our expectations are: (i) better compression when compared to D 2 FA with diameter bound equal to two, and (ii) comparable compression when compared with D 2 FA with higher diameter bound. Two reasons motivate these expectations.
The first is due to the characteristics of DFAs accepting sets of regular expressions. Intuitively, they are characterized by a limited number of forward transitions corresponding to the matching conditions in the described patterns. However, most transitions are backward directed: they correspond to mismatches, and they tend to return to the initial state and states closely connected to it. In the example of Figure 2 , for instance, most transitions lead to states 0, 1, 4, and 6. In the case of regular expressions with dot-star terms, many transitions fall back to the state the dot-star originates from (and to its close vicinity). Backward-directed default transitions will in general be able to replace backward-labeled transitions, which are the most numerous. More generally, an A-DFA only prevents default transitions between two states with the same depth, but adds no restrictions otherwise.
The second motivation is based on the nature of the problem addressed. Even if the directed-graph problem is more constrained than its undirected counterpart, at least when a high diameter bound is allowed, the A-DFA algorithm finds the optimal solution to it. On the other hand, the D 2 FA scheme uses a heuristic that can find suboptimal solutions. In the case of heavily connected space reduction graphs, the optimal solution to the constrained problem can be better than the suboptimal solution of the loosely constrained one.
Algorithmic Complexity and Practical Issues.
As far as asymptotic complexity is concerned, the D 2 FA and the A-DFA algorithms have O(n 2 logn) and O(n 2 ) time bounds, respectively. The complexity of D 2 FA is kept low through the use of support data structures (space reduction graph, d-heap, and "partition" data structure [Tarjan 1983] ). In practice, this fact has important implications that impact the implementation and the running time of the algorithm itself when large DFAs are addressed.
Among the data structures listed earlier, the largest is the reduction graph. An adjacency list is an efficient graph edge representation; it allows fast navigation and requires about 17 bytes/edge when implemented as follows.
struct wgedge { vertex l,r; /* endpoints of the edge */ weight wt; /* edge weight */ edge lnxt, rnxt; /* link to next edge incident to l and r */ } *edges;
A fully connected graph with about 11,000 nodes will require 1GB of memory just for storing this data structure. A possible way around is to build partial graphs, including only edges of given weights (which is compliant with Kruskal's operation [Kruskal 1956] ). This, however, leads to the need of several DFA scans which negatively impact the overall running time.
The A-DFA algorithm is not affected by these issues because it does not need this support data structure. Even if this may not be problematic in networking applications, where the update rate is low, our scheme may be preferable in more dynamic scenarios that may occur in the future (for instance, if signature generation is made automatic). Additionally, as we will show later, our algorithm is the only practical one when very large alphabets are used, as happens in the case of multistride automata.
Traversal Locality.
One additional interesting aspect is that A-DFAs tend to foster locality during the traversal process. A probabilistic analysis of DFAs accepting the real-world regular expressions reveals that a small number of states accounts for a high percentage of the traversals. Intuitively, this can be explained by observing that mismatches are more likely to happen than matches, and that most transitions lead to a few states in the vicinity of the initial state (and of closure states). The probability of visiting a state with depth d depends of the probability of visiting states leading to it, which must have depth at least d-1. Consequently, the probability of visiting a state tends to decrease as the depth increases.
Since the A-DFA algorithm tends to select states with low depth as targets of default transitions, it further accentuates the locality behavior of the DFA traversal operation. This suggests that the use of caches would positively affect the system throughput. The same is not necessarily true of a traditional D 2 FA, where the direction of the default transitions is not controlled and can lead far away from the initial state. The interested reader can find an extensive experimental evaluation of A-DFAs using a variety of cache configurations in Becchi et al. [2008] . While the original D 2 FA compression algorithm limits the number of state traversals on every single character processed, our proposed A-DFA algorithm amortizes the extra state traversals due to default transitions across the whole input text. In the worst case, an input character can trigger a number of default transitions equal to the maximum depth in the DFA divided by k. This fact must be taken into account when sizing the input buffers to the regular expression matching engine. This holds particularly when the packet represents the unit of processing and input flows span multiple packets. It is possible to architect a denial-of-service attack by interleaving malicious flows so as to fill the input buffers. It must be observed that in order for this to happen, parallel flows must switch packets on a deep state. That is, multiple flows matching a large portion of some long patterns must coexist. This situation should obviously alarm the system even in the absence of a full match.
ALPHABET REDUCTION
We now present a mechanism to reduce the size of the alphabet and further decrease the number of transitions needed to represent a DFA. This technique is orthogonal to the one previously described: it can be applied to the original DFA before or after the default transition computation is performed.
The Idea
The basic idea is the following: in a DFA recognizing regular expressions over an alphabet each state has potentially | | outgoing transitions, one for each symbol in . However, can be partitioned into classes of symbols C 1 , ..., C k which are indistinguishable for the purposes of the DFA operation. Two symbols c i and c j will fall into the same class if they are treated the same way in all DFA states. In other words, given the transition function δ(states, )→states, δ(s, c i ) = δ(s, c j ) for each state s belonging to the DFA. Notice that it is not required that transitions on c i and c j lead to the same target from different source states.
Once the class translation C( )→ {1..k} has been computed, the alphabet is reduced from size | | to size k. k next state transitions will therefore suffice at each state. An additional alphabet translation table encoding the symbol-to-class mapping is required to allow the string matching operation. In practical scenarios (ASCII alphabet) this table will contain 256 entries, with a maximum width of 1 byte (for heavily compressed alphabets 5-6 bits per character may suffice). This indexing table can be efficiently cached and its access can be pipelined with the real DFA query.
Intuition about the potential transition savings implied by alphabet reduction is given by the following observations. First, regular expressions defined over an alphabet tend in practice to use only a subset of the symbols. The characters that do not appear in any patterns accepted by the DFA often translate into backward transitions to the same state. Second, in practical cases there are groups of symbols naturally handled together. As an example, Carriage-Return (CR) tends to be treated together with Line-Feed (LF), and, when case is ignored, lowercase alphabetic characters [ a−z] tend to appear with their uppercase counterparts [ A-Z] .
We describe next a low-complexity algorithm to perform alphabet reduction which operates by scanning the DFA without needing support data structures whose sizes are quadratic in the number of DFA states.
The Algorithm
The basic idea is to build the character translation information by performing clusterdivision. Specifically, we initially assume to have a single character class, say 0. We loop over the states and analyze the outgoing transitions. For each state s, characters leading to the same target t do potentially belong to the same class, unless they led to different targets for some state s previously processed.
The alphabet reduction algorithm is shown in Algorithm 2. The resulting alphabet translation table is represented through the parameter class, which maps each character of the initial alphabet to the corresponding character class. The algorithm operates by scanning the DFA. For each pair of states (s, t), variables char covered and class covered store the information about the characters and character classes covered by transitions from s to t, while the variable remap keeps information about necessary class remapping. On every iteration, a character is remapped to a new class if its class is covered by the transitions between the current state-pair but the character itself is not.
The time complexity of the algorithm is O(n 2 )-more precisely O(| |n 2 ), while its space complexity is again O(n). The alphabet reduction algorithm can be combined with the A-DFA compression algorithm and performed during NFA-to-DFA transformation.
MEMORY ENCODING
An orthogonal design problem consists of selecting the concrete data structure used to perform regular expression matching; such a data structure must account for every bit needed to represent the DFA.
Given an alphabet of size | |, a naive solution represents a state s as a list of | | next state pointers. However, this approach does not leverage the fact that when default transitions are used, most states have only a restricted number of outgoing transitions.
Alternatively, we consider three techniques to encode default transition compressed DFAs: (i) linear encoding, (ii) bitmapped encoding, and (iii) indirect addressing (a slight variation of content addressing [Kumar et al. 2006b ]). These encoding schemes access memory differently and thus differ in the number of memory accesses required for each state traversal. While each of these techniques can be tuned, for the sake of simplicity and comparison we assume the use of a 32-bit word-aligned memory layout and avoid DFA-specific optimizations.
Linear Encoding
If linear encoding is used, a state with l labeled transitions is encoded through l+1 32-bit words with the first one representing the default, and the others the remaining transitions. Each word has one bit indicating whether the transition is the last one within the state, 8 bits representing the input character upon which the transition must be taken (in case of labeled transitions), and the remaining bits devoted to the next state address. A state traversal starts from the first word, and involves going through the transitions in sequence until the one matching the input character is found or its absence is verified. When using linear addressing, a threshold t is used. States having more that t outgoing transitions are fully represented through | | pointers (and accommodated in a separate memory region) to allow fast access.
Bitmapped Encoding
Bitmaps [Varghese 2004 ] admit a reasonable upper bound on the number of memory accesses needed to process a character. Specifically, in this context a bitmap is an array of | | bits, each one indicating whether the corresponding transition exists or not. Each state is encoded through a bitmap and a sequence of l+1 memory words, each one representing a next state pointer. Upon state traversal, the bitmap is first analyzed. If it contains a 0 in the position of the input character, then only a direct access to the default transition is performed. Otherwise, a pop-count of the number of 1s preceding the current position is made, and this information is used to directly access the proper next state transition. Several techniques to compress bitmaps have been proposed [Varghese 2004 ]. As in the linear encoding case, states with a high number of outgoing transitions should be fully encoded.
Indirect Addressing
Indirect addressing can be used to further reduce memory bandwidth requirements. Specifically, this scheme allows a single memory access (and a hash computation) per state traversal. Indirect addressing associates to each state a unique identifier consisting of: (i) the list of characters upon which there exists an outgoing transition, and (ii) a set of bits, called a state discriminator. The discriminator is introduced to ensure that all state identifiers are different, even for states having labeled transitions on the same set of characters.
An indirection operation is required in order to translate a state identifier into a memory address. Specifically, the base memory address of each state is computed by applying a hash function to the state identifier. The interested reader can refer to Kumar et al. [2006b] for an explanation on how to map state identifiers to memory addresses in a manner that ensures good memory utilization.
When a state is traversed, the characters in the state identifier determine the outgoing transitions. The identifiers of the targets of the outgoing transitions are stored contiguously in memory. The order of the characters in the state identifier is used to perform direct memory accesses to the next state.
In our work paper, 8-bit discriminators are assumed. Two possible configurations are allowed: (i) 32-bit and (ii) 64-bit state identifiers. In the former case, states with more than 3 outgoing transitions must be fully represented. In the latter case, this limit is moved to 7.
An example of indirect addressing is shown in Figure 4 . The identifiers of the states in Figure 4 (a) and the corresponding memory layout are shown in Figure 4 (b) and (c), respectively. State 1, for example, has outgoing transitions on characters a, b, and c. As a consequence, its identifier is built concatenating a, b, c, and an 8-bit discriminator (D 1 ). The base address of state 1 is computed by applying the hash function h to its identifier. Finally, for state 1, the memory contains the identifier of target state 2 (for transitions on characters a and b) and that of target state 3 (for transition on character c). 
MULTISTRIDE DFAS
Default transition compression and alphabet reduction can be applied in combination with a technique aimed at reducing memory bandwidth requirements, namely multistride DFAs. The idea is to allow a DFA to process multiple input characters at the same time. Stride doubling has been proposed in Brodie et al. [2006] in the context of: (i) small DFAs consisting of 40-100 states, and (ii) a compressed alphabet of limited size. The proposal targets ASIC architectures where it is conceivable to have multiple DFA engines running in parallel. In this work, we aim at studying the feasibility of multistride DFAs in contexts where the underlying patterns are more complex and numerous.
Addressing Multistride DFAs
A DFA of stride k, or k-DFA, is meant to process k input characters at a time. Intuitively, the k-DFA can be constructed by tracing, from each state in the original DFA, all possible k-character combinations and the corresponding target states. The basic problem in building a k-DFA lies in the memory storage requirement. In fact, given a DFA defined on an alphabet of size | |, the noncompressed k-DFA will have | | k outgoing transitions per state. Let us assume, for the sake of example, we have a 1K-state DFA defined on the ASCII alphabet. The full 2-DFA version will consist of about 65 million transitions, whereas the full 4-DFA will present about 4.3 trillion transitions. When compiling several regular expressions together, DFAs from practical datasets easily reach 100K states.
To make a k-DFA feasible, we take advantage of alphabet reduction and A-DFA. In particular, the use of alphabet reduction (also exploited in Brodie et al. [2006] using a different reduction algorithm) can be motivated by observing that when the stride increases, the automaton in effect uses only a small subset of the entire alphabet. The benefit of A-DFA can be explained as follows. Default transition compression acts by removing transition redundancy present in a DFA. In other words, it takes advantage of the fact that different states transition to the same target on the same input character. If the stride doubles, then the number of transitions in the DFA increases quadratically, but the number of states does not. Intuitively, the fraction of distinct transitions decreases. Therefore, transition redundancy tends to increase with the stride. In Figure 5 (b) we show the stride-2 DFA corresponding to the DFA in Figure 5 (a). Every transition in the 2-DFA is defined on a character pair. Note that, in several cases, one of the two symbols in the pair covers a large character range or is a wildcard. Also, notice that the original DFA is defined on alphabet {a, b, c, d, remaining characters} of size 5. After alphabet reduction is performed, the 2-DFA is defined on alphabet {ab, bb, bc, cd, dd, da, [ˆd]a, d[ˆad] , remaining character pairs} of size 9. This leads to two observations. First, the sizes of the compressed alphabets (5 and 9 in the example) are far smaller than those of their uncompressed counterparts (256 and 65,536, respectively). Second, stride doubling does not increase quadratically the size of the reduced alphabet (9 is less than 25).
Alphabet reduction and default transition compression are used not only to compress the k-DFA, but also to make building a k-DFA feasible with reasonable hardware resources. In particular, we find it necessary to concurrently implement stride doubling and default transition compression in order to avoid troublesome memory size requirements when constructing the automaton. Moreover, alphabet reduction is performed after each stride doubling, as shown in Figure 6 . Note that the different alphabet translation tables (TxTable i ) can be combined to obtain the global alphabet translation ( 1 ) k → k .
It must be observed that combining stride doubling with default transition compression is feasible since the A-DFA algorithm is based on a breadth-first traversal of the DFA (and does not require additional data structures). This would not be possible using the D 2 FA scheme, which requires a fully generated DFA and an additional data structure with size quadratic in the number of DFA states. We observed that performing default transition compression after stride doubling on medium-size DFAs is infeasible on reasonably equipped machines; we have used a Linux machine with a 4GB main memory. When processing a 2K-state DFA, we ran out of memory during creation of the stride-4 version (with a reduced alphabet) whereas only 10% of the memory was used when A-DFA compression was combined with stride doubling.
One last problem to be addressed when generating a k-DFA is the preservation of correct accepting states. At each state traversal we want to know which regular expressions, if any, are matched. This information can either be associated with the states or with the transitions. We opt for the first alternative, because the second would make the number of possible transitions explode; on each character, we can have a nonmatching transition or a transition accepting any possible combination of rules. Note that our formulation differs from that in Brodie et al. [2006] , whose goal is to determine whether a match occurs, but not to specify the matched patterns. Let us assume that, when doubling the stride, we transition from state s x to state s y moving though state s w , which accepts rule j. Since s y was originally nonaccepting, we must create a new state s {j} y accepting j, and associate the transitions to it. The k-DFA will have more states than the original one. However, s y and s {j} y will have the same outgoing transitions. Therefore, s {j} y will account for a single default transition connecting it to s y (it can be shown that s y has always depth smaller than s 
Multistride DFA Generation Algorithm
The resulting DFA stride doubling algorithm, which combines stride doubling with default transition compression, is illustrated in the following pseudocode.
The original DFA dfa is fully represented through its transition function δ(state, ), whereas the computed dfa' is compressed and represented through its set of default and labeled transitions (default tx and labeled tx, correspondingly). A mapping between states and accepted rules is used in both cases (rules and rules'). Note that each state can accept zero, one, or more regular expressions.
The algorithm traverses the original DFA in a breadth-first fashion. For each state, we first compute the outgoing transitions (for (char c1 ∈ ) loop), and then we perform default transition compression (for (state t ∈ all & depth [t] 
<depth[s]) loop).
The mapping variable is used to determine when a new accepting state has to be created. Note that new accepting states are assigned a default transition upon creation (line default tx [ns] 
=t2; labeled tx[ns]=Ø;) and are not included in the traversal (line if(!t2∈all & t2<size(states)). . . ).
The time complexity of the proposed stride doubling algorithm corresponds with that of default transition compression, that is, O(n 2 ), n being the number of DFA states.
EXPERIMENTAL EVALUATION
We now show the results of an experimental evaluation conducted on practical datasets extracted from the Snort [Roesch 1999 ] and Bro [Paxson 1999 ] network intrusion detection systems and the Cisco security appliance [Cisco Systems 2011] . As highlighted in the Introduction, A-DFA is a compression mechanism for DFAs, and not a scheme to avoid state explosion during DFA generation. Therefore, our experimental evaluation is performed on sets of patterns that do not incur substantial state explosion when generating a DFA. Larger and more complex rule-sets require the use of alternative automata to limit state explosion, such as multiple DFAs [Yu et al. 2006] , hybrid-FA Crowley 2007b, 2008a] , history-based-FA [Kumar et al. 2007a] , and XFAs . Since all these representations use DFAs as building blocks, the A-DFA technique can be applied in combination with any of them.
In our experiments, Snort rules have been filtered according to the header (tcp, $HOME NET, any, $EXTERNAL NET, any). Regular expressions have been partitioned into seven sets so as to obtain both DFAs with reasonable size and sets of DFAs with different characteristics in terms of number of wildcards, frequency of character sets, and so on. The basic characteristics of the resulting datasets are summarized in Table I . Different values of the diameter bound (DB) are reported in case of D 2 FA scheme (DB = ∞: no bound is used). For A-DFA, parameter k is set to 1. Compression is expressed as the ratio between the number of final and original transitions, in percent terms.
Compression
Our first goal is to quantify the memory compression achieved through the A-DFA scheme and compare it to that of the D 2 FA scheme. To this end, we implemented the D 2 FA algorithm and ran it on the considered rule-sets with multiple diameter bound values. In one experiment, the diameter was left unbounded and the maximum default path length was measured. The results are shown in Table II , where the compression is expressed as the percentage ratio between the number of final and original transitions. The smaller the reported value, the higher the compression achieved. In the third column we show the percentage ratio of distinct transitions, which bounds the amount of compression ideally achievable. Note that the A-DFA algorithm achieves a degree of compression notably higher than the counterpart D 2 FA with diameter bound equal to two, which has the same worst-case bound on bandwidth. Moreover, the compression is comparable to that of D 2 FA with no diameter bound, which, as pointed out and as the maximum default length values show, exhibits the worst performance in terms of throughput. Even if the amortized time complexity of our algorithm is 2N independent of the maximum default path length, it is interesting to note that this parameter is kept lower than that of D 2 FA. Finally, it's worth observing how the achieved compression is close to the ideal value reported in column four.
Next, we evaluate the behavior of the A-DFA algorithm for increasing values of parameter k, leading to memory bandwidth requirements below two accesses per state traversal. Specifically, in Table III we show the compression reported when k varies from 1 to 5, resulting in an average number of state traversals per input character of 2, 1.5, 1.33, 1.25, and 1.2. We can observe that, although the compression decreases when k increases, the size of the A-DFA remains below 10% that of the original DFA for k less than or equal to 3. Additionally, the compression achieved for k equal to 5 (leading to 1.2 state traversals per input character) is comparable to that of D 2 FA with diameter bound equal to 2. These two results hold across all datasets but cisco11 and snort24.
Two factors, as shown in Table I , make cisco11 and snort24 exhibit a worse behavior. First, both rule-sets contain a high number of wildcard repetitions. The resulting DFAs tend to consist of independent sub-DFAs, with a consequent decrease in the degree of connection of the space reduction graph. Second, the patterns in these sets are short (this is especially true for cisco11). Therefore, the depth of most states is contained and skipping depth levels when creating default transitions has a more obvious impact. In general, increasing the k parameter won't have a detrimental effect on compression for long patterns and highly connected space reduction graphs. Again, the percent ratio between the number of final and original transitions is reported. The compression before (BAR) and after (AAR) alphabet reduction and the final number of labeled transitions are reported. A-DFA (with parameter k set to 1) is compared to D2FA with diameter bound equal to 2 and without bound.
Alphabet Reduction
We want to evaluate the combined effect of default transition compression and alphabet reduction. In Table IV we report the data for D 2 FA (diameter bound equal to two and no bound set) and for A-DFA with parameter k set to one. The value in the fourth column represents the number of distinct transitions after alphabet reduction has been performed. For each compression scheme, we show the level of compression before and after alphabet reduction. Additionally, we show the number of labeled transitions when both default transition compression and alphabet reduction have been applied. The following observations can be made. First, alphabet reduction implies further compression on all datasets and over all algorithms and their parameterizations. Second, when combining alphabet reduction with A-DFA, at least 99% of the transitions are removed on all datasets. Each A-DFA is left with an average of two or three labeled transitions per state. Third, the compression of A-DFA gets closer to that of the unbounded D 2 FA and remains significantly better than D 2 FA with diameter bound equal to two.
Note that alphabet reduction is particularly effective on cisco11 and snort24 datasets, on which default transition-based schemes achieve a smaller level of compression. In fact, the presence of wildcards limits the number of regular expressions compiled into the corresponding DFAs. The limited number of patterns and their short length lead to small alphabets.
Memory Footprint
The theory behind the default compression algorithms in consideration, namely D 2 FA and A-DFA, provides an upper bound to the number of state traversals necessary to process an input text of a given length. As pointed out in Section 5, the cost of each state traversal, that is, the number of memory accesses it implies and the width of such memory accesses, depends on the encoding scheme utilized. In this section we evaluate the use of linear encoding and indirect addressing to represent compressed DFAs. We omit bitmapped addressing, since, as shown in Becchi et al. [2008] , the overhead due to bitmaps generally leads to higher memory space requirements and is not justified by a reasonable gain in memory bandwidth requirements.
As mentioned in Section 5, when considering linear addressing a threshold t on the number of outgoing transitions per state must be defined. States with more than t transitions will be represented naively using as many words as the size of the reduced alphabet. In different experiments we set t so to allow compressed states to fit 16B, 32B, and 64B blocks, 32B and 64B being standard access units for DRAM as well as standard cache-line sizes. For indirect addressing, we consider 32-bit and 64-bit state identifiers. In this case, states with more than 3 (32-bit) and 7 (64-bit) outgoing transitions are only alphabet reduced.
The memory footprints using A-DFA with parameter k set to 1 and the considered encoding schemes are reported in Figure 7 . The rightmost dataset shows the average values across the analyzed rule-sets. We observe the following. First, except for snort50, indirect addressing is more effective when short (32-bit) identifiers are used. Second, linear addressing is in general preferable in that it allows encoding more states in a compressed fashion. With the exception of snort50, a 16B block is enough to guarantee good results, whereas doubling the block size decreases the space requirement only slightly while doubling the memory bandwidth requirements.
We have observed similar trends for different values of parameter k and when using the D 2 FA scheme. We now focus on linear encoding with a 32B block, since it exhibits good results across all datasets (including snort50), and has therefore the best average behavior. In particular, in Figure 8 and Figure 9 we show the normalized memory footprint as a function of the average memory bandwidth. Again, we considered A-DFA with k set to 5, 4, 3, 2, and 1 and D 2 FA with diameter bound of 2, 6, 10, and 14 (leading to 1.2, 1.25, 1.33, 1.5, 2, 2, 4, 6, and 8 state traversals per input character, respectively). For readability, the datasets have been split into two graphs.
We can observe that, when compared on the same memory bandwidth, A-DFA performs much better than D 2 FA. Second, the memory footprint of A-DFA requiring 2 memory accesses per character is almost the same as D 2 FA with higher memory Table I ). The normalized memory footprint represents the percent ratio between the compressed memory storage requirement and those of a nave uncompressed representation using 256 pointers per state. Note that the x-axis is in log2 scale. Table I ). The normalized memory footprint represents the percent ratio between the compressed memory storage requirement and those of a nave uncompressed representation using 256 pointers per state. Note that the x-axis is in log 2 scale. bandwidth requirements. Third, even when only an average of 1.2 memory accesses per character are required, A-DFA always takes less than 13% the space of a naïve representation (and in some instances less than 5% of it). Therefore, given a storage budget, tuning the parameter k can be an effective way to optimize the bandwidth requirements.
Multistride DFAs
We want to analyze the combination of alphabet reduction, A-DFA, and stride doubling. First, we study the effect of increasing the dataset size. To this end, our first set of experiments is conducted by drawing an increasing number of patterns from Snort. All considered regular expressions contain character ranges and eight of them present dot-star subpatterns (however, six of these share a common prefix up to the dot-star term). The characteristics of the k-DFAs obtained with this dataset as well as Becchi and Cadambi [2007] introduce state merging, a technique that achieves compression by combining states that share common targets, independent of the characters triggering the state transitions. The proposal uses bitmapped encoding together with pointer indirection to lay out the resulting data structure, and can be combined with default transition compression. The state merging algorithm relies on a space reduction graph and has a O(n 3 logn) time complexity. Since linear addressing performs generally better than bitmapped encoding, it is not clear that the added complexity of state merging is justified with respect to using an alphabet-reduced A-DFA coupled with linear addressing. Kumar et al. [2006b] propose CD 2 FA, a variation of D 2 FA exploiting indirect addressing to achieve one memory access per character processed. A comparison between the compression achieved through A-DFA and CD 2 FA is presented in Becchi and Crowley [2007a] , and points out that CD 2 FA shows limitations when the size of the underlying alphabet and the number of root states increase. The A-DFA scheme is especially preferable when combined with linear addressing and when caches or wide memory access units are used. Ficara et al. [2008] propose δFA, a scheme that exploits similarities between adjacent states in order to allow one state traversal per input character. The compression achieved is less than that of A-DFA. Moreover, the lookup operation is more expensive in that it involves processing not only the transition on the current input character, but also the remaining ones. On each state traversal, the difference between the current and the next state must be computed and the result must be stored. Therefore, this scheme is likely to perform worse than both CD 2 FA and A-DFA. Kong et al. [2008] use multiple alphabet translation tables in order to obtain smaller alphabets and achieve higher compression when only alphabet reduction is performed. A heuristic that clusters states using similar alphabets is proposed. This method exhibits the overhead of storing multiple translation tables, which may not be tolerated in settings where fast memory is a scarce resource. Moreover, this technique does not generally lead to better results than A-DFA combined with basic alphabet reduction, which, as shown, leads to an average of two outgoing transitions per states.
DFAs accepting exact-match patterns can be efficiently compressed using Bit-split automata [Tan and Sherwood 2005] and hashing schemes [Kumar et al. 2007; Xu et al. 2011] . However, these techniques have been designed to address exact-match patterns, and not generic regular expressions. In fact, they cannot be directly applied to DFAs containing states with self-loops. The A-DFA scheme aims to address regular expressions, and not only exact-match patterns.
Finally, as mentioned in the Introduction, several proposals [Becchi and Crowley 2007b; Kumar et al. 2007a; Smith et al. 2008; Yu et al. 2006 ] have focused on alternative automata to avoid DFA state explosion, which occurs in the presence of repetitions of large character sets. Since all these representations use DFAs as building blocks, the A-DFA technique can be applied in combination with any of them.
CONCLUSION
We have shown that on practical datasets, the combination of alphabet reduction and A-DFA leaves 80-90% of the states with a single labeled outgoing transition, plus a default transition, and a negligible number of states with more than eight outgoing transitions. Even when small blocks of 16-32 bytes are used, the simple linear encoding scheme is sufficient to allow a single memory access per state traversal. Additionally, the traversal overhead of A-DFA is minimal, namely two state traversals per character processed in the worst case. We believe that the optimality of these results and the simplicity of the related algorithms make (transition-based) DFA compression a well-covered problem. In our opinion, further study in the area should focus on different directions, such as the state explosion problem or the optimization of handling multiple flows.
