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In this paper, we proved that by choosing the proper variational function and vari-
ables, the variational approach proposed by M. Doi in soft matter physics was equiv-
alent to the Conservation-Dissipation Formalism. To illustrate the correspondence
between these two theories, several novel examples in soft matter physics, including
particle diffusion in dilute solutions, polymer phase separation dynamics and nematic
liquid crystal flows, were carefully examined. Based on our work, a deep connection
among the generalized Gibbs relation, the second law of thermodynamics and the
variational principle in non-equilibrium thermodynamics was revealed.
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I. INTRODUCTION
Non-equilibrium thermodynamics was a very exciting and fruitful research field in modern
physics. It not only pointed out the limitations of previous equilibrium thermodynamics and
thus led us to a much broader new field beyond equilibrium, but also provided a powerful
and unified framework to deal with various dissipative and irreversible processes arising in
physics, chemistry, biology and so on. Due to the intrinsic complexity of non-equilibrium
phenomena, there formed many “schools” of non-equilibrium thermodynamics during the
past years. And the Conservation-Dissipation Formalism (CDF) was one of them1.
The CDF could be regarded as a regularized theory of Extended Irreversible Thermody-
namics proposed by Mu¨ller and Ruggeri2, Jou, Casas-Va´zquez and Lebon3, etc. It was math-
ematically rooted in the generalized nonlinear version of Onsager’s reciprocal relations4,5 and
the Godunov structure for symmetrizable hyperbolic equations6,7, which in turn guaranteed
the hyperbolicity of modeling equations, regularity and globally asymptotic stability of so-
lutions, as well as a well-behaved limit of corresponding relaxation problems, etc1. As a
rigorous formalism in mathematics, CDF has been applied to plenty of non-equilibrium sys-
tems, e.g., non-Fourier and non-ballistic heat conduction in nano-scales8, isothermal and
non-isothermal flows of compressible viscoelastic fluids1,9,10, wave propagation in saturated
porous media11, axonal transport with chemical reactions12, and so on. The authors in13
showed an interesting connection with mesoscopic kinetic theories, like the Boltzmann equa-
tion, which put CDF on a solid foundation.
On the other hand, physicists preferred to model non-equilibrium processes through a
variational approach. The adoption of variational principle had a long history in physics
and mathematics. As early as 1662, Fermat introduced the principle of least time, which
stated rays of light traversed the path of stationary optical length with respect to variations
of the path14. Later, Johann Bernoulli analyzed the famous problem of brachistochrone
curves. He proposed beautiful solutions, which later led to the formal foundation of cal-
culus of variations15. From then on, the variational approach has become a standard tool
for mathematicians and physicists. One of the most significant application would be the
derivation of Lagrangian dynamics based on the least action principle16. However, the con-
struction of a general variational approach for non-equilibrium thermodynamics was still an
open problem. In the presence of friction, Rayleigh generalized the Lagrange equation by
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adding an extra dissipative potential as a function of velocity17. Recently, in the field of soft
matter physics, Masao Doi borrowed Rayleigh’s idea and proposed a variational function
called “Rayghleighian” in corporation with Onsager’s reciprocal relations18,19.
Doi’s work provided new insights into the problem, but still suffered from some intrinsic
limitations, like constant temperature (isothermal systems), slow kinetics without inertia
effect, etc19. According to his derivations, the dissipative matrix (or friction coefficients)
had to be symmetric. While, as stated in many recent works5,20, the anti-symmetric part
of a dissipative matrix played an essential role in non-equilibrium thermodynamics as a
measurement of the deviation of the non-equilibrium steady state away from the detailed
balance condition. More seriously, Doi’s work was restricted to irreversible processes induced
by friction. As a consequence, he made the calculus of variations only with respect to velocity.
In this paper, we were going to show that, by choosing the proper variational function
and variables, the variational approach proposed by Doi could give the same result as CDF.
This interesting observation meant that: on the one hand, we could use CDF to extend
and regularize the variational approach, which in turn kept the variational approach both
mathematically correct and physically meaningful; on the other hand, since CDF admitted
an equivalent variational approach, we could start the modeling of non-equilibrium processes
from either way just based on our convenience. Additionally, a deep connection among the
generalized Gibbs relation, the second law of thermodynamics and the variational principle
could be learned from our study, which might shed lights on the development of new theories
for non-equilibrium thermodynamics.
II. GENERAL FORMULATION
Unlike equilibrium thermodynamics, in non-equilibrium thermodynamics, not only clas-
sical conserved variables, like the mass, momentum and energy which were widely adopted
in the formulation of continuum mechanics and hydrodynamics, but also dissipative vari-
ables related to the irreversibility of non-equilibrium processes, were required to provide a
comprehensive description. Conserved variables, as they were named, obeyed some kinds of
conservation laws which could be generally expressed as
∂y
∂t
+∇ · J = 0, (1)
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where the space and time coordinates (x, t) were in Ω × (0,∞), Ω was a bounded, smooth
domain in R3. The n-dimensional vector function y = y(x, t) represented conserved variables,
J was the non-equilibrium flux associated with the changes of y. Apparently, J contained
information about dissipative features of the system. Once the form of dissipative variable
J = J(y) was specified, we would get a closed form of partial differential equations, based
on which the dynamics of a dissipative system was completely determined.
Note that, in this paper, we focused on the derivation of macroscopic models, in which
fields like mass and momentum in classical hydrodynamics were the most suitable state
variables. To generalize our formulation to mesoscopic models, distribution functions had
to be used instead. Please see, e.g., Refs.5,13,21 for details.
A. The Conservation-Dissipation Formalism
Now, the central question of non-equilibrium thermodynamics became how to close
the PDE system given in (1). To solve it, we referred to the Conservation-Dissipation
Formalism1. According to CDF, a new dissipative variable w, which turned to be the con-
jugate variable of J with respect to the free energy function and would be specified later,
was introduced.
The adoption of conjugate variables instead of simply taking non-equilibrium fluxes J
played an essential role in CDF, and had a long history in equilibrium thermodynamics
(e.g., Legendre transformations). In the field of non-equilibrium thermodynamics, we re-
ferred to22,23 and references therein. Recently, Sun et al.24 pointed out that, by choosing
the thermodynamic conjugate of an extra stress, rather than stress itself, CDF provided a
suitable framework for constructing genuinely nonlinear models for non-Newtonian fluids.
The whole state variable space was given by a combination of both conserved variables
and dissipative variables (y,∇y,∇(2)y, · · · ,∇(N)y;w). Here the spatial derivatives of y were
also included in a usual expansion of the state variable space, which was widely adopted in
the mathematical modeling of complex fluids. Meanwhile, the inclusion of spatial gradients
of dissipative variables was not considered to prevent the generation of high-order PDE
models.
To proceed, a strictly convex free energy (or relative entropy) function
f ≡ f(y,∇y,∇(2)y, · · · ,∇(N)y;w)
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was further specified to characterize the system dissipation. As we claimed, w and J were
conjugate variables with respect to f , which meant J = ∂
∂w
f(y,∇y, · · · ,∇(N)y;w). The
time evolution equation of the free energy f was given by the generalized Gibbs relation,
∂f
∂t
=
∂f
∂y
∂y
∂t
+
N∑
i=1
∂f
∂(∇(i)y)
∂∇(i)y
∂t
+
∂f
∂w
∂w
∂t
=∇ ·
{ N∑
i=1
i∑
j=1
(−1)j−1
[
∇(j−1) ·
∂f
∂(∇(i)y)
]
·
∂∇(i−j)y
∂t
}
+
{ N∑
i=1
(−1)i
[
∇(i) ·
∂f
∂(∇(i)y)
]
+
∂f
∂y
}
∂y
∂t
+
∂f
∂w
∂w
∂t
=∇ ·
{ N∑
i=1
i∑
j=1
(−1)j−1
[
∇(j−1) ·
∂f
∂(∇(i)y)
]
·
∂∇(i−j)y
∂t
}
−
δf
δy
(∇ · J) + J
∂w
∂t
=∇ ·
{ N∑
i=1
i∑
j=1
(−1)j−1
[
∇(j−1) ·
∂f
∂(∇(i)y)
]
·
∂∇(i−j)y
∂t
− J
δf
δy
}
+ J · (
∂w
∂t
+∇
δf
δy
)
≡∇ · Jf − σf ,
in which Jf = {
∑N
i=1
∑i
j=1(−1)
j−1[∇(j−1) · ∂f
∂(∇(i)y)
] · ∂∇
(i−j)y
∂t
−J δf
δy
} and σf = −J ·(∂w
∂t
+∇ δf
δy
)
denoted entropy flux and entropy production rate respectively. And the functional derivative
δf
δy
was defined as
δf
δy
=
∂f
∂y
+
N∑
i=1
(−1)i∇(i) ·
∂f
∂(∇(i)y)
.
In the first example in Section IIIA, we had the free energy f = f(y, w). Then δf
δy
reduced
to standard partial derivative ∂f
∂y
; while in the last two cases III B and IIIC, f = f(y,∇y;w),
therefore we had δf
δy
= ∂f
∂y
−∇ · ∂f
∂∇y
.
Note that there was a minus sign in front of σf , since here we adopted the free energy
function instead of entropy. In order to keep σf ≥ 0 in accordance with the second law of
thermodynamics, we referred to the generalized Onsager’s reciprocal relations1,5,25 between
non-equilibrium forces and fluxes as
− (
∂w
∂t
+∇
δf
δy
) = M−1 · J, (2)
where M ≡ M(y,∇y, · · · ,∇(N)y;w) was called the dissipation matrix and was strictly
positive definite.
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Now Eqs. (1) and (2) together composed a closed PDE system in the form of
∂tU +
3∑
j=1
∂xjFj(U) = Q(U) (3)
with
U =

y
w

 ,
3∑
j=1
∂xjFj(U) = ∇ ·

 ∂f∂w
δf
δy
I

 ,
Q(U) = M˜ ·
δf
δU
=

 0 0
0 −M−1

 ·

 δfδy
δf
δw

 =

 0
−M−1 · ∂f
∂w

 .
On the left-hand side of Eq. (3), y denoted conserved variables, such as mass, momentum,
and total energy, while w denoted dissipative variables. I was the identity matrix, ∂f
∂w
=
J and δf
δy
I represented fluxes corresponding to conserved and dissipative variables (y, w),
respectively. On the right-hand side of Eq. (3), (−M−1 · ∂f
∂w
) was the nonzero source, which
vanished at equilibrium. It was worthy to emphasize that, the dissipation matrix M was
strictly positive definite, rather than semi-positive4. From a physical point of view, the
system (3) reached the steady state if and only if the minimum of free energy was attained
with respect to dissipative variables1.
B. The variational approach
In the last section, we have closed the evolution system (1) by deriving thermodynamically
admissible constitutive relations with CDF. In this section, we were going to show that, by
choosing the proper variational function and variables as suggested by CDF, the variational
approach proposed by M. Doi in soft matter physics18,19 would lead to exactly the same
results obtained by CDF.
The original version of Doi’s variational principle was based on phenomenological equa-
tions, which essentially showed that the time evolution of a physical system was determined
by the balance of a potential force and a generalized frictional force. From the view of
physics, the potential force drove the system into a state of potential minimum, while the
frictional force resisted the trend. It was shown that this variational principle was valid
for many problems in soft matter physics18, and more recently was applied to formulate
hydrodynamics of thin films26 and viscoelastic filaments27 and solid toroidal islands28, to
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construct boundary conditions for liquid-vapor flows and immiscible two-phase flows29, to
explain the deposition patterns of two droplets next to each other30.
To see the result, we followed Doi’s original derivation by introducing a total Rayleighian
function R = A˙ + Φ, which consisted of two physically different terms. The first term
A˙ = dA/dt represented the rate of total free energy change, while the second term Φ was
called the dissipation function. Notice that Φ was the half of entropy production rate of the
system. In accordance with notations used in CDF in the last section, we specified
A =
∫
Ω
f(y,∇y, · · · ,∇(N)y;w)dx, (4)
Φ =
1
2
∫
Ω
JT ·M−1 · Jdx, (5)
where J = J(y,∇y, · · · ,∇(N)y;w) and M = M(y,∇y, · · · ,∇(N)y;w). Consequently, by the
Reynold’s transport theorem and generalized Gibbs relation, we had
A˙ =
∫
Ω
(
δf
δy
∂y
∂t
+
∂f
∂w
∂w
∂t
)dx =
∫
Ω
(−
δf
δy
∇ · J +
∂f
∂w
∂w
∂t
)dx =
∫
Ω
J · (
∂w
∂t
+∇
δf
δy
)dx,
by assuming the surface integral
∫
Ω
∇ · (Jf + vf)dx =
∫
∂Ω
(Jf + vf) · dS = 0 vanished at
boundary ∂Ω.
According to the variational principle, time evolution of a given dissipative system could
be totally specified by minimizing the Rayleighian function R with respect to the dissipative
variable J , i.e.,
δR
δJ
=
δA˙
δJ
+
δΦ
δJ
= 0. (6)
Note, in Doi’s work, the authors minimized the Rayleighian function R with respect to the
velocity v instead of J , since the original derivation was generally restricted to irreversibility
caused by friction.
Inserting formulas of A˙ and Φ into Eq. (6), we could deduce
∂w
∂t
+∇
δf
δy
= −M−1 · J,
which was exactly the same relation obtained by CDF in Eq. (2). In this sense, Doi’s varia-
tional approach was consistent with CDF. Especially, if the free energy f only depended on
conserved variables y and its spatial derivatives (f = f(y,∇y, · · · ,∇(N)y)), the variational
approach would lead to
∇
δf
δy
= −M−1 · J.
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The same conclusion could be attained by CDF too.
Now it was seen that, with the help of CDF, the new version of variational approach
overcame most of its former limitations. It was no longer restricted to friction induced
irreversibility. Effects of inertia and non-equilibrium temperature would be readily included
into the modeling. The dissipation matrix could depend on state variables and have an
anti-symmetric part too.
C. Physical insights
Generally speaking, to describe the time evolution of a given irreversible process, the
macroscopic or mesoscopic models should consist of a mechanical part and a thermodynamic
part31,32. The mechanics, such as the Hamiltonian equations in classical mechanics, was
directly related to conservation laws, which was time reversible, entropy-preserving and non-
dissipative; while the thermodynamics emerged as a consequence of statistical averaging of
microscopic freedoms in a macroscopic (or mesoscopic) description, and was characterized
by entropy functions. It was time irreversible, generalized gradient and dissipative21. A
unification of the mechanical part and the thermodynamic part served as the core of a
successful non-equilibrium theory.
In CDF, these two parts were properly combined into one PDE system. The left-hand side
of Eq. (3) represented the reversible continuum mechanics in the form of local conservation
laws. Recall that both Hamiltonian mechanics and classical hydrodynamics, like the Euler
and Navier-Stokes equations, could be casted into it. Meanwhile, the right-hand side of
Eq. (3) were rewritten into an abstract compact form M˜ · δf
δU
. Here δf
δU
was known as non-
equilibrium forces raised by entropy production, and M˜ was Onsager’s coefficient matrix
linking non-equilibrium forces and fluxes. In general, it was a semi-positive definite matrix,
with degenerate zero eigenvalues corresponding to the conservation of mass, momentum,
total energy and so on. At the same time, the second law of thermodynamics was preserved
through the famous entropy condition for symmetrizable hyperbolic systems of first-order
PDEs1,7,33,34, due to which Eq. (3) could be casted into the Godunov structure, a form of
gradient dynamics guaranteeing the growth of entropy and consequently the approach to
equilibrium32.
The reversibility and irreversibility of time evolutionary dynamics in non-equilibrium
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thermodynamics were extensively studied within the framework of GENERIC35,36. Ac-
cording to GENERIC, the Poisson bracket corresponded to reversible mechanics, while the
dissipative bracket generated irreversible thermodynamics. The first and second laws of
thermodynamics were guaranteed simultaneously by degeneracy requirements. Mathemati-
cally, GENERIC was a direct extension of the Hamiltonian equations and Ginzburg-Landau
equations, and was closely related to some version of CDF32.
It was well known that the Hamiltonian dynamics for reversible processes allowed a
variational formulation – principle of least action defined through the Lagrangian function.
However, such formulation did not readily extend to irreversible processes. Interestingly,
with the help of contact geometry, GENERIC allowed a true variational principle – the total
entropy generated during the time evolution reached its extremum21. And Doi’s variational
approach discussed above could be considered as a special case of it, in which the Rayleighian
R, interpreted as the action functional of physical systems18,25–30, reached its extremum
with respect to dissipative fluxes J , δR/δJ = 0. This conclusion in some sense clarified the
physical meanings of CDF.
III. APPLICATIONS
In this section, we were going to explore several novel examples in soft matter physics to
further illustrate the correspondence between CDF and the variational approach.
A. Particle diffusion in dilute solutions
As a first application, we considered the diffusion of Brownian particles in dilute solutions.
The particle density n(x, t) satisfied the conservation law of mass, i.e.,
∂n
∂t
+∇ · (nv) = 0, (7)
where v(x, t) was the average velocity of particles. Apparently, particle density n was a
conserved variable, while velocity v was dissipative due to the existence of friction.
For this system, we specified a free energy function as
f =
1
2
nv2 + nU(x) + kBTn lnn, (8)
9
where 1
2
nv2 was the kinetic energy, U(x) represented the potential energy of a single particle
due to the presence of external force fields (e.g., the gravitation), and −kBn lnn was the
entropy for particle mixing with constant temperature T . With respect to the free energy,
it was easy to verify that the conjugate variable of flux J = nv was ∂f/∂J = v. Thus we
could choose the particle velocity v as a dissipative variable in CDF. The time changes of
the free energy followed the generalized Gibbs relation,
∂
∂t
f(n, v) =
∂f
∂n
∂n
∂t
+
∂f
∂v
·
∂v
∂t
= [
1
2
v2 + U(x) + kBT lnn+ kBT ] · [−∇ · (nv)] + nv ·
∂v
∂t
= −∇ ·
{
nv
[1
2
v2 + U(x) + kBT lnn+ kBT
]}
+ nv · [∇U + kBT
∇n
n
+
∂v
∂t
+ v · ∇v]
≡ ∇ · Jf − σf .
Here the entropy flux was given by Jf = −nv(1
2
v2 + U + kBT lnn+ kBT ), and the entropy
production rate was σf = −nv · (∇U + kBT
∇n
n
+ ∂v
∂t
+ v · ∇v) ≥ 0.
It was recognized that J = nv was the non-equilibrium flux and −(∇U + kBT
∇n
n
+ ∂v
∂t
+
v · ∇v) was the corresponding non-equilibrium force. Especially, if we chose M = n/ζ in
accordance with the Onsager’s relation, where ζ > 0 was the friction coefficient, we arrived
at the constitutive relation
v = −
1
nζ
(n∇U + kBT∇n+ n
∂v
∂t
+ nv · ∇v),
or
∂
∂t
(nv) +∇ · (nvv) = −n∇U − kBT∇n− nζv, (9)
by using the continuity equation. Above equation turned to be the classical momentum
equation for particle motion by considering the external potential force n∇U , friction force
nζv, as well as entropic force kBT∇n arising from particle mixing.
In addition, if the free energy function was assumed not to rely on the particle velocity,
i.e., f(n) = nU(x) + kBTn lnn, then by repeating the same procedure above, we obtained
∂
∂t
f(n) =
∂f
∂n
∂n
∂t
= −∇ · [nv(U + kBT lnn+ kBT )] + nv · (∇U + kBT
∇n
n
),
which meant the entropy flux Jf = −nv(U + kBT lnn + kBT ) and the entropy production
rate σf = −nv · (∇U + kBT
∇n
n
). Consequently, the constitutive relation became
v = −
1
nζ
(n∇U + kBT∇n). (10)
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To construct an equivalent variational approach, we set two parts of the Rayleighian as
A =
∫
f(n, v)dx =
∫ [
1
2
nv2 + nU(x) + kBTn lnn
]
dx,
and
Φ =
1
2
∫
JT ·M−1 · Jdx =
1
2
∫
ζ(nv)2
n
dx.
Now a key step was to calculate the time derivative of the total free energy,
A˙ =
∫
nv ·
∂v
∂t
+ (
1
2
v2 + U + kBT + kBT lnn)
∂n
∂t
dx
=
∫
nv ·
∂v
∂t
− (
1
2
v2 + U + kBT + kBT lnn)∇ · (nv)dx
=
∫
nv · (
∂v
∂t
+ v · ∇v +∇U + kBT
∇n
n
)dx,
where flux J = nv was assumed to be vanished at the boundary. Substituting above formulas
into Eq. (6), we arrived at the same result as Eq. (9).
In what follows, we adopted an alternative way to derive Eq. (10) from (9). We considered
the over-damped limit when the friction coefficient ζ → ∞. By applying the Maxwell
iteration37, we could deduce that
v = −
1
nζ
(n∇U + kBT∇n+ n
∂v
∂t
+ nv · ∇v),
= −
1
nζ
(n∇U + kBT∇n) +
1
ζ2
∂
∂t
(∇U + kBT
∇n
n
) + o(ζ−2),
= −
1
nζ
(n∇U + kBT∇n) + o(ζ
−1).
The leading term gave the desired result.
B. Phase separation in polymeric solutions
Next, we considered the phenomenon of phase separation emerging in polymer solutions.
Its variational formulation has been illustrated by Zhou, Zhang and E38, so here we only
focused on the derivation based on CDF.
Let vp(x, t) and vs(x, t) be average velocities of polymers and solvent molecules at point
x and time t respectively. Then volume fractions of polymers φ(x, t) and solvent molecules
1− φ(x, t) satisfied following continuity equations,
∂φ
∂t
= −∇ · (φvp), (11)
∂(1− φ)
∂t
= −∇ · [(1− φ)vs]. (12)
11
Introduce the volume-averaged velocity of solutions as v = φvp + (1 − φ)vs. Then the
summation of Eqs. (11) and (12) led to the incompressible condition
∇ · v = 0. (13)
Furthermore, v obeyed the conservation law of total momentum,
dv
dt
≡
∂v
∂t
+ v · ∇v = −∇p+∇ · τe +∇ · τv, (14)
where p was the thermodynamic pressure, τe and τv were symmetric tensors and denoted
the elastic stress and viscous stress, respectively.
The specific entropy of the solution was constituted by three parts: the entropy for solu-
tion mixing, the entropy for phase separation39 and the conformational entropy of polymer
chains, i.e.,
s(φ,∇φ, b) = −η(φ)−
1
2
α0|∇φ|
2 −
1
2
b2, (15)
where α0 ≥ 0 was a positive constant, bI was the bulk stress tensor arising from poly-
mer configurations. The mixing entropy could be modeled by the classical Flory-Huggins
theory18,
η(φ) =
1
mp
φ lnφ+
1
ms
(1− φ) ln(1− φ) + χφ(1− φ), (16)
where mp and ms denoted molecular weights of polymers and solvent molecules separately.
χ was the effective Flory interaction parameter.
The specific internal energy included the kinetic energy of solutions and elastic energy of
polymers,
u(v, τs) =
1
2
|v|2 +
1
2
tr(τs), (17)
where τs = τe −
∂s
∂∇φ
⊗∇φ = τe + α0∇φ ⊗∇φ was a symmetric tensor and was recognized
as the shear stress. The symbol ⊗ represented the tensor product, (∇φ ⊗ ∇φ)ij =
∂φ
∂xi
∂φ
∂xj
.
Notice that the elastic energy of polymers was non-negative (tr(τs) ≥ 0) in accordance with
the Hookean-dumbbell models40. Consequently, the free energy function became
f = u− Ts = η(φ) +
1
2
α0|∇φ|
2 +
1
2
b2 +
1
2
|v|2 +
1
2
tr(τs), (18)
where the temperature T was assumed to be 1 for an isothermal process.
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Now, we could firstly use the generalized Gibbs relation to calculate the time evolution
of the entropy s(φ,∇φ, b) as
ds
dt
=−
∂η
∂φ
dφ
dt
− α0∇φ ·
d∇φ
dt
− b
db
dt
=−
∂η
∂φ
dφ
dt
− α0∇φ ·
(
∇
dφ
dt
−∇v · ∇φ
)
− b
db
dt
=−∇ ·
(
α0∇φ
dφ
dt
)
−
(
∂η
∂φ
− α0∆φ
)
dφ
dt
+ α0∇φ · (∇v · ∇φ)− b
db
dt
.
Then, the time evolution of the free energy f(φ,∇φ, v, b, τs) was given by
df
dt
=v ·
dv
dt
+
1
2
d
dt
tr(τs)−
ds
dt
=v · (−∇p +∇ · τe +∇ · τv) +
1
2
tr
(
D
Dt
τs
)
+∇v : τs +∇ ·
(
α0∇φ
dφ
dt
)
−
(
∂η
∂φ
− α0∆φ
)
∇ · [φ(1− φ)(vp − vs)]− α0∇φ · (∇v · ∇φ) + b
db
dt
=∇ ·
[
α0∇φ
dφ
dt
−
(
∂η
∂φ
− α0∆φ
)
φ(1− φ)(vp − vs) + v · (−pI + τe + τv)
]
+
1
2
tr
(
D
Dt
τs
)
+ [φ(1− φ)(vp − vs)] · ∇
(
∂η
∂φ
− α0∆φ
)
−∇v :
(
α0∇φ⊗∇φ+ τe − τs + τv
)
+ b
db
dt
=∇ · Jf + [φ(1− φ)(vp − vs)] · ∇
(
∂η
∂φ
− α0∆φ− α1b
)
−∇v : τv
+
1
2
tr
[
D
Dt
τs − α2(∇v + (∇v)
T )
]
+ b
{
db
dt
− α1∇ · [φ(1− φ)(vp − vs)]
}
,
where the entropy flux Jf = α0∇φ
dφ
dt
−
(
∂η
∂φ
−α0∆φ−α1b
)
φ(1−φ)(vp−vs)+v ·(−pI+τe+τv).
D
Dt
τs =
d
dt
τs − (∇v)
T · τs − τs · ∇v denoted the upper-convected time derivative. Notice that
we utilized the material derivative of the free energy df/dt for notational convenience in
Section IIIB and IIIC. Since df/dt = ∂f/∂t+∇· (vf) for incompressible fluids, it fitted into
the framework of general formulation in Section II. During above derivation, we have used
continuity equation dφ/dt = −∇[φ(1−φ)(vp−vs)] and identity
1
2
d
dt
tr(τs) =
1
2
tr( D
Dt
τs)+∇v :
τs in the second step. The colon : stood for the double inner product between two second-
order tensors, i.e., A : B =
∑
i,j AijBij . While in the last step, without affecting entropy
production rate, two additional parameters α1 and α2 were introduced, accounting for effects
of velocity difference on polymer compressibility and solution velocity gradient on the shear
stress, respectively.
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To guarantee the non-negativeness of
σf =− [φ(1− φ)(vp − vs)] · ∇
(
∂η
∂φ
− α0∆φ− α1b
)
+∇v : τv
−
1
2
tr
[ D
Dt
τs − α2(∇v + (∇v)
T )
]
− b
{
db
dt
− α1∇ · [φ(1− φ)(vp − vs)]
}
,
CDF suggested following constitutive relations,
vp − vs = −M(φ)∇
(
∂η
∂φ
− α0∆φ− α1b
)
,
τv = ζ [∇v + (∇v)
T ],
db
dt
− α1∇ · [φ(1− φ)(vp − vs)] = −
1
ǫ
b,
d
dt
τs − (∇v)
T · τs − τs · ∇v − α2[∇v + (∇v)
T ] = −
1
ξ
τs,
The first relation represented the fact that the velocity difference between polymers and
solvent molecules was caused by chemical potentials from mixing, phase separation and
polymer configuration, separately. M(φ) ≥ 0 was a coefficient depending on the volume
fraction of polymers φ. The second formula was the Newton’s law of viscosity with ζ ≥ 0.
The third and fourth relations both belonged to relaxation equations with ǫ, ξ > 0 repre-
senting typical relaxation times for polymer compressing and solution shearing, respectively.
In particular, the last equation was the upper-convected Maxwell model.
Finally, by using CDF, we arrived at the same governing equations for phase separation
in polymer solutions, which has been studied by Zhou, Zhang and E based on the variational
approach38, i.e.,
∂φ
∂t
+ v · ∇φ = ∇ · g,
∂v
∂t
+ v · ∇v = −∇p+∇ · τs − (2α0∆φ)∇φ+ ζ∆v,
∂b
∂t
+ v · ∇b = −
1
ǫ
b− α1∇ · g,
∂τs
∂t
+ v · ∇τs − (∇v)
T · τs − τs · ∇v = −
1
ξ
τs + α2[∇v + (∇v)
T ],
∇ · v = 0,
(19)
where g = φ(1 − φ)M(φ)∇
(
∂η
∂φ
− α0∆φ − α1b
)
was the osmotic pressure and was slightly
different from the one φ(1− φ)M(φ)∇
(
∂η
∂φ
− α0∆φ
)
+M(φ)∇(α1b) defined in Ref.
38
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C. Flows of liquid crystals in nematic phase
In this section, we were going to discuss the continuum theory of liquid crystals in the ne-
matic phase, which was an intermediate material between solids and fluids. The conservation
laws and constitutive equations of nematic liquid crystals were developed by Ericksen41 and
Lesile42 in the 1960’s. Later, Lin and Liu43,44 simplified the Ericksen-Lesile (E-L) model by
introducing a penalty approximation of the optical director, and reducing the bulk energy
density (Oseen-Frank energy) into two terms. The simplified model turned out to retain
most mathematical properties of interest of the E-L theory43,44.
For simplicity, we restricted ourself to isothermal situations. The nematic liquid crystal
was usually treated as incompressible materials and its velocity field of flows was denoted as
v ∈ R3. To characterize the orientational preference of rod-like molecules of liquid crystals,
a direction vector d ∈ R3 was introduced. Consequently, the conservation laws of the mass,
momentum and angular momentum became
∇ · v = 0,
∂v
∂t
+ (v · ∇v) = ∇ · τ,
∂d
∂t
+ (v · ∇d) = q.
(20)
Here q ∈ R3 denoted the force moment, τ = −pI+ τv+ τe was the stress tensor and included
three different contributions: the isotropic thermodynamic pressure p, the viscous stress
τv(v) and elastic stress τe(d). To close above equations, the constitutive equations for τ
and q were needed. A variational approach for modeling nematic liquid crystal flows was
proposed by Liu and Sun45, again we focused on CDF.
The free energy function for this system was specified as
f =
1
2
|v|2 +
λ
2
|∇d|2 + λΦ(d)− s(C, g), (21)
where λ > 0 stood for the ratio between kinetic energy and potential energy. Φ(d) =
1
2ǫ2
(|d|2−1)2 was a penalty function, whose derivative was given by ϕ(d) = ∂Φ
∂d
= 1
ǫ2
(|d|2−1)d.
It was direct to see that, ϕ(d) was the Ginzburg-Landau approximation of the constraint
that the director had a unit length |d| = 1, when ǫ was small44. Moreover, s(C, g) was the
entropy function of non-equilibrium state variables (C, g), which were conjugate variables of
(τv, q) with respect to free energy f , that is, fC = τv, fg = q. Again, the temperature T was
set to be one for simplicity.
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Then, according to the generalized Gibbs relation, the time evolution of the free energy
f = f(v, d,∇d, C, g) was calculated as
df
dt
=v ·
dv
dt
+ λ∇d : (
d
dt
∇d) + λϕ(d) ·
d
dt
d+ fC :
dC
dt
+ fg ·
dg
dt
=v ·
dv
dt
+ λ∇d : [∇(
d
dt
d)−∇v · ∇d] + λϕ(d) ·
d
dt
d+ fC :
dC
dt
+ fg ·
dg
dt
=v · (∇ · τ) + λ∇d : [∇q −∇v · ∇d] + λϕ(d) · q + τv :
dC
dt
+ q ·
dg
dt
=∇ · [τ · v + λ(∇d) · q]− τ : ∇v − λ∆d · q − λ∇d : (∇v · ∇d) + λϕ(d) · q
+ τv :
dC
dt
+ q ·
dg
dt
=∇ · Jf + q · [
dg
dt
+ λ(ϕ(d)−∆d)] + τv : (
dC
dt
−∇v)−∇v : [τe + λ∇d · (∇d)
T ],
where the entropy flux Jf = τ · v + λ(∇d) · q. During the derivation, we have used the
relation d
dt
∇d = ∇( d
dt
d)−∇v · ∇d in the second step and the identity (∇d)T : (∇v · ∇d) =
∇v : [∇d · (∇d)T ] in the last step.
In accordance with the second law of thermodynamics, we concluded that the entropy
production rate
σf = −q · [
dg
dt
+ λ(ϕ(d)−∆d)]− τv : (
dC
dt
−∇v) +∇v : [τe + λ∇d · (∇d)
T ] ≥ 0
was non-negative. CDF suggested following constitutive equations for τe, τv and q:
τe(d) = −λ∇d · (∇d)
T , (22)
dC
dt
−∇v = −
1
α
τv, (23)
dg
dt
+ λ(ϕ(d)−∆d) = −
1
β
q, (24)
where the elastic stress τe had no contribution to the entropy production rate. Notice
that the dissipation matrix adopted in Eqs. (23)-(24) was a diagonal one, with α, β > 0
representing typical relaxation time for the viscous stress and force moment respectively.
Finally, we specified the entropy function s(C, g) as
s = −
1
2γ
|C|2 −
1
2γ
|g|2, (25)
where the coefficient γ > 0. Then C = γτv, g = γq by definition. Applying the Maxwell
iteration on Eqs. (23)-(24) in the limit of α, β → 0, and then substituting them into Eq.
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(20), we arrived at the simplified E-L equations for hydrodynamic flows of nematic liquid
crystals proposed by Lin and Liu43. That is
∇ · v = 0,
∂v
∂t
+ (v · ∇v) = −∇p +∇ · [α∇v − λ∇d · (∇d)T ],
∂d
∂t
+ (v · ∇d) = −βλ(ϕ(d)−∆d).
(26)
Notice that, the equation for angular momentum in Ref.45 had an additional term
−(∇v)T · d, the upper-convected time derivative, to fulfill the principle of material frame
indifference. Taking this term into account and repeating the same procedure listed above,
we could also recover the hydrodynamical model for nematic liquid crystals given in Ref.45,
except that the resulting elastic stress became τe = −λ∇d · (∇d)
T + λ(ϕ(d)−∇d)⊗ d.
IV. CONCLUSIONS AND DISCUSSIONS
In this work, we have shown that the variational approach proposed by M. Doi was equiva-
lent to CDF by choosing the proper variational function and variables. The correspondence
between two theories has been further illustrated through several novel examples in soft
matter physics, including particle diffusion in dilute solutions, polymer phase separation
dynamics and hydrodynamic flows of liquid crystals in the nematic phase. Our results not
only validated the usefulness of CDF, which has been used in the current case to regularize
the variational approach and put it on a more rigorous mathematical foundation, but also
provided a great convenience for future studies on the modeling of various non-equilibrium
processes, since either CDF or the variational approach could be adopted with the same
outcome.
It was well known that, in response to surrounding hydrodynamic flows, polymers would
change their conformations from time to time, which was generally characterized through
the configuration tensor (or Q-tensor). The mathematical theory for polymeric fluids (or
complex fluids) by using Q-tensor was started from Kirkwood in the 1940s46,47, then followed
by Bird et al.48, Doi and Edwards40, and many others. The scalar model we considered in
Section IIIB could be regarded as a simplified version of the Q-tensor theory. In fact, it
was shown that the Ericksen-Leslie theory could be recovered from the Q-tensor model by
making uniaxial assumptions49. Lin and Liu43 further simplified the E-L theory and deduced
17
the scalar model we used, in which many mathematical properties of interest of the original
model were preserved.
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