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OPTIMAL SUMMER CAMP LAYOUT
ANTHONY BONIFONTE

1. Introduction
Convex optimization is an important branch of operations research. It
generalizes linear programming and offers powerful tools for modelling problems and discovering optimal solutions to real world problems. Mathematically it is an interesting topic because it ties together many branches: linear
algebra, multivariable calculus, and numerical analysis, to name a few. Modelling a problem as a convex optimization problem can be challenging but
offers many benefits. Algorithm design is critically important to ensure precision of solutions that solve with minimal computation power. From an
engineering perspective it is also incredibly useful, since many more situations can be modelled than with linear programming alone. Exponentials,
distances, and many other functions arise in engineering problems all the
time, and require convex optimization to optimally design.
To fully appreciate convex optimization, I believe both a solid understanding of the theory and exploring an in-depth applied problem are necessary.
After studying the theory in the fall, I became interested in the facility layout problem. I read about the nature of the problem, current algorithimic
approaches to solving it, and how convex optimization could be used to formulate the problem. Finally, I created a mock scenario to solve: designing a
summer camp in the best way possible. This scenario was little more than a
colorful motivation to solve the facility layout problem, yet provided a sense
of realism with which to create the data needed for the problem. I took a
convex formulation of the problem from my textbook, changed some facets
of how it was created, and expanded upon the ideas they presented. I was
successful in solving my instance of the problem to optimality.
This paper will be laid out in four broad sections, building our knowledge
base from the ground up and mirroring my progression through the topic. In
the first, I will explain convexity of sets and functions. The material in this
section is based on that presented in the textbook Convex Optimization [1].
I will define the vocabulary to discuss optimization problems, and explain
what convex optimization is and why it is a useful tool. In the second
section, I will overview the facility layout problem and describe commercially
available software and the benefits and drawbacks to each. In the third
section, I will present my model, the contributions I have made, and define
my data. Finally, in the last section I will examine my results graphically
and numerically and reflect on future research directions.
1
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2. Convexity and Optimization
A set in Rn is said to be convex if for all points x,y in the set, all points
on the line segment θx + (1 − θ)y for 0 ≤ θ ≤ 1 are contained in the set.
Geometrically, this means every point in the set can “see” every other point
in the set. Examples in R2 are rectangles, ellipses, every regular polygon,
and R2 itself. An example of a set in R2 that isn’t convex is a set shaped
like a crescent moon: the tips of the moon cannot see each other without
exiting and reentering the set. Another way of visualizing this definition is
for any line intersecting the set (hyperplane intersecting the set in higher
dimensions) and not lying tangent to an edge, that line (hyperplane) crosses
the boundary of the set exactly twice.
Theorem 1. The intersection of two convex sets is convex.
T
Proof. Let C1 and C2 be two convex sets. Let x, y ∈ C1 C2 . Since x, y
are in the intersection, x, y ∈ C1 . Since C1 is convex, all points on the
line segment θx + (1 − θ)y ∈ C1 for 0 ≤ θ ≤ 1. Since x, y are also in C2 ,
all points on the same
T line segment are also elements of C2 . Therefore,
θx + (1 − θ)y ∈ C1 C2 for 0 ≤ θ ≤ 1. The line segment between any
two points in the intersection is contained in the set, so we conclude the
intersection of two convex sets is convex.

This theorem generalizes to the intersection of countably infinite convex
sets by repeated use of the above theorem. While true for an uncountably
infinite number of sets, this requires a seperate argument that will not be
presented here.
A function f is said to be convex if the domain of f is a convex set and for
all x, y in the domain and 0 ≤ θ ≤ 1, f (θx + (1 − θ)y) ≤ θf (x) + (1 − θ)f (y).
Geometrically, this means the chord between (x, f (x)) and (y, f (y)) lies
above the graph of f . It is worth nothing that linear functions are convex,
since for a linear function f , f (θx + (1 − θ)y) = θf (x) + (1 − θ)f (y). Convex
functions have many properties that make them useful to work with.
Suppose a function f has a convex domain and is differentiable on all
of it’s domain. A well established fact is that f is convex if and only if
f (y) ≥ f (x) + ∇f (x)T (y − x) for all points x, y in the domain [8]. The right
hand side of this inequality is the first order Taylor approximation of f at
x. This condition states that the first order Taylor approximation of f is
a global underestimator of the function. This fact is called the first order
condition, since it involves the gradient (first derivative) of the function.
Suppose further than a function f has a convex domain and is twice differentiable on all of it’s domain. Then f is convex if and only if ∇2 f (x)  0
[1]. This says that f is convex if and only if its Hessian is positive semidefinite. A positive semidefinite matrix is not, as the notation may lead one
to believe, componentwise greater than zero. A positive semidefinite matrix
M is one that for all x, xT M x ≥ 0. Another way this can be stated is that
every eigenvalue of M is greater than or equal to 0. This condition gives us
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an intuitive idea of what a convex function f on R2 looks like: a function
f is convex on R2 if f 00 (x) ≥ 0 ∀x ∈ R. Calc 2 students would call this a
‘concave up’ function, meaning that the derivative is nondecreasing.
An important connection between convex functions and convex sets is the
sublevel set [7]. For a function f : Rn → R, the α sublevel set S is defined
as Sα = {x ∈ Rn : f (x) ≤ α}. That is, Sα is the set of all points such that
the value of the function at that point is less than or equal to α.
Theorem 2. Every sublevel set of a convex function f is convex.
Proof. Assume f is a convex function. Consider any two points x, y ∈ Sα
(if there are not two points in Sα , then it is trivially convex.) By definition
of the sublevel set, f (x) ≤ α and f (y) ≤ α. We multiply the first inequality
by the scalar θ, and the second inequality by the scalar (1 − θ) to achieve
θf (x) ≤ θα and (1 − θ)f (y) ≤ (1 − θ)α. By summing these two inequalities,
we have that θf (x) + (1 − θ)f (y) ≤ α. Since f is convex, we know that
f (θx + (1 − θ)y) ≤ θf (x) + (1 − θ)f (y). Combining these previous two
statements, we see that f (θx + (1 − θ)y) ≤ α for 0 ≤ θ ≤ 1. Then by
definition (θx + (1 − θ)y) ∈ Sα . Therefore we conclude Sα is convex.

Many operations preserve convexity of functions and thus make them
easy to work with. For example, if f is a convex function and α ≥ 0 is a
constant, αf is convex [1]. It should not be difficult to see that if f and g
are both convex functions, f + g is convex. These two facts are frequently
used together in establishing the convexity of a function: any nonnegative
weighted sum of any number of convex functions is itself convex.
There are many examples of commonly encountered convex functions: xn
is convex for n ≥ 1 or n ≤ 0; − log x is convex for x ≥ 0. One example that
requires proof is that every norm is convex. Recall that a norm is a function
f : Rn → R satisfying
(1) f is positive definite: f (x) ≥ 0 ∀x ∈ Rn and f (x) = 0 if and only if
x=0
(2) f is homogenous: f (tx) = |t|f (x) ∀x ∈ Rn , ∀t ∈ R
(3) f satisfies the triangle inequality: f (x + y) ≤ f (x) + f (y) ∀x, y ∈ Rn
Theorem 3. Every norm is convex.
Proof. Assume f is a norm. For any points x, y ∈ Rn , we have that
f (θx + (1 − θ)y) ≤ f (θx) + f ((1 − θ)y) by the triangle inequality, and
f (θx) + f ((1 − θ)y) = θf (x) + (1 − θ)f (y) by homogeneity. These two facts
together amount to the definition of a convex function, so we conclude every
norm is convex.

Every optimization problem has a function to minimize or maximize,
called the objective function, and a series of equalities and inequalities that
must be obeyed, called constraints. The domain of the problem is the intersection of the domains of the objective function and all constraints. A point
x ∈ Rn that satisfies every equality and inequality is called a feasible point.
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The set of all feasible points to a given optimization problem is called the
feasible set or the feasible region. The value of the objective function at a
given point in the feasible region is called the objective value. An optimization problem wishes to maximize or minimize this objective value across all
points in the feasible region. A point x in the feasible region that satisfies
f (x) ≤ f (y) for all points y in the feasible regionin the case of minimization
(f (x) ≥ f (y) in the case of maximization) is called an optimal solution.
Many such optimal solutions may be possible in an optimization problem,
provided they all produce the same objective value. The objective value of
an optimal solution is referred to as the optimal value. We can visualize these
restrictions as a sort of dart board: The board itself is the domain of the
problem. Within this board is a subset, the feasible region. Finally, within
this feasible region is one or more ‘bulls-eyes’, optimal solutions. Of course,
none of these are necessarily proper subsets of each other; for instance, the
feasible region could potentially be the entirety of the domain.
A convex optimization problem follows all of the above guidelines, but has
the additional restriction that the objective function and every inequality
constraint function must be convex and the equality constraint functions
must be affine. Typically, the inequalities are arranged in the form fi (x) ≤ 0
and the equalities are arranged as hi (x) = 0, where hi (x) = aTi (x)+b. There
are several advantages to formulating a problem as a convex optimization
problem. First, the feasible region of the problem is guaranteed to be convex.
The feasible region of each inequality constraint is convex by Theorem 2
and the feasible region of each equality constraint is a hyperplane (convex).
Since the feasible region of the optimization problem is the intersection of
the feasible regions of each constraint, it is the intersection of convex sets and
so is convex by theorem 1. This means we are minimizing a convex function
over a convex set. Secondly, the first order condition of the objective function
gives us bounds on the optimal value we might achieve. Since the Taylor
approximation of the function at any point in the feasible region is a global
underestimator, if we are solving a minimization problem this gives us a
lower bound of the best optimal value we might achieve at any point in the
feasible region. The Taylor approximation is innacurate far away from the
point it is generated at, but the bound is nonetheless valid. Third, because
of the second order conditions, we are guaranteed that any local optimum
is in fact a global optimum. That is, if we evaluate the objective function
at any point and discover it is locally optimal, we can immediately conclude
that point is an optimal solution.
With the exception of a few special cases, exact closed form solutions
to convex optimization problems do not exist. Programs must rely on numerical algorithms to solve problems. That said, these algorithms are very
sophisticated, and if a problem is formulated correctly, it can assuredly be
solved to optimality. Stephen Boyd, one author of the textbook [1], was
quoted in a lecture he gave saying “when a problem has been formulated
as a convex optimization problem, it is essentially solved.” He argues that
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technology is so efficient that the problem can, at least in theory, be solved
to optimality. When we refer to an algorithm or technique as an exact
approach, it means that our final answer is provably epsilon close to the
optimal solution. When we refer to an algorithm or technique as a heuristic,
it means the technique creates a reasonable approximation of the optimal
solution, usually by reducing the search space in the feasible region. Heuristics are generally used to save computation power when an exact approach
would be too difficult to solve to optimality.
3. Facility Layout Problems
The facility layout problem is a much studied problem in industrial engineering. The problem variables are the locations and shapes of n objects
or buildings, called departments, and the data are a known matrix of flow
values between each pair of departments. The problem attempts to discover
the optimal way to place all of these objects in the plane so as to minimize
the sum total distance between each department, weighted by the flow between each. A typical use of the problem is to conjecture layouts for placing
machines on a factory floor. Another common use of it is in designing a
production facility. In this case, each department is a section of the facility,
for example, packing, shipping, customer service, etc. Data is estimated
of how much material flows between each section of the facility, and it is
designed to minimize the amount of distance the sum total of material must
travel. Several industrially available software packages exist to solve these
problems. Before exploring the formulation of our problem and why current
algorithms are insufficient, we first must understand how these algorithms
work. Existing algorithms are subdivided into two classifications: improvement based algorithms, and construction algorithms.
Improvement based algorithms require an initial configuration to explore.
As their name suggests, they examine the existing design for improvements
one step at a time. They might be more useful in situations such as when a
company decides whether to redesign their facility from year to year. Some
algorithms can incorporate the cost of reallocation, and discovers whether
the savings in distance is enough to compensate the extra cost of reallocation.
The most commonly employed improvement based algorithm is the Computerized Relative Allocation of Facilities Technique (CRAFT) [4]. This
approach is computationally light, but has many potentially unreasonable
assumptions. First of all, CRAFT is a heuristic, and only approximates
the relative savings of a change, it does not calculate it exactly. A major
drawback of CRAFT is that it only considers switching departments that
are adjacent or the same size. This can be a highly unrealistic assumption,
and a major drawback to this approach. Since CRAFT only considers one
pair switching at a time, it is possible that cycling 3 department positions
could reduce the objective value, even though no single pair switching would
lead to an improvement.
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Another improvement algorithm that tries to compensate for the drawbacks of CRAFT is the Space Filling Curve algorithm, or SFC [2]. The idea
behind SFC is to take the available space (it assumes there is a set floor
size and shape) and divide it into unit squares. Then one curve is manually
drawn that passes through each unit square. The initial configuration of departments is assigned as a ranking of the order they appear on that curve.
For example, if the arbitrarily chosen first department must occupy 15 unit
squares of distance, it is assigned to the first 15 unit squares the curve passes
through. This approach has several benefits: it calculates the exact savings
from a switch, and does not estimate it as CRAFT does. It is very adept at
handling obstructions and odd shaped available spaces. For instance, perhaps a factory floor has a very large ventilation duct running through the
middle; SFC can easily handle this. It can also handle multiple floors easily
by continuing the curve from previous floors. Perhaps the biggest benefit
is that it can consider exchanges between any pair of departments, not just
adjacent or similarly sized. A drawback to this method is that it is discrete,
and might force departments to take unreasonable shapes. The department
placement is also dependent on how the initial SFC is drawn through the
available space.
Construction algorithms do not require an initial configuration. They take
data about the size of each department and decide what the optimal layout
solution is. Such approaches generally take more computational power, but
may be more useful when building a facility from scratch than improvement
algorithms.
The first way the problem can be solved constructively is as a Quadratic
Assignment Problem (QAP) [5, 6]. A QAP has pre-defined locations where
the departments will be placed. The only variables are which location each
department will be placed into. Typically, the area of each is the same, so
all departments are assumed to have the same area. Integer programming or
combinatorial optimization can be used to solve these problems. Treating
each department as having equal area seems to be a major drawback in
most practical cases. In the case of roughly equal sized machines it could
be effective, but the different divisions of a factory would almost certainly
have different areas.
Another common algorithm is the Dispersion-Concentration (DISCON)
approach [3]. DISCON models each department as a circle and then arranges
them on a plane. A big advantage to this approach is that the problem is
very easy to formulate, and is a continuous approach allowing departments
to be placed anywhere on available space. Unfortunately, the formulation is
non-convex, which means typical convex optimization algorithms cannot be
used. Specialized software exists to solve such problems, but solutions may
be very far from optimal, and may advise departments to overlap each other.
Castillo and Sims utilized a DISCON approach and reported that departments may overlap by as much as 5%. I consider software that produces
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an infeasible solution that needs to be tweaked by the solver to produce
something feasible unacceptable.
4. Specific Problem and Personal Contributions
This research attempts to fill the gap in algorithmic approaches by proposing a convex constructive problem formulation that is both continuous and
strictly enforces departments to not overlap each other. Computationally
this may be more intensive, but guarantees an optimal solution due to convexity. The continuous problem formulation is much more realistic and
adaptable than discrete ones such as QAP. This convex formulation can be
solved using standard convex optimization software, without needing specialized algorithms. The problem we are solving is formulated as:
minimize

n X
n
X

fij

q
(xi − xj )2 + (yi − yj )2

i=j+1 j=1

subject to

Ai
− wi ≤ 0
hi
li wi − hi ≤ 0
hi − ui wi ≤ 0

∀i

(1)

∀i

(2)

∀i

(3)

Non-overlap constraints
− xi , −yi , −wi , −hi ≤ 0

(4)
∀i

The variables xi and yi represent the x and y coordinates of the center
of department i. The variables wi and hi represent the width and height
of department i. The data fij represent the amount of flow between departments i and j. In a factory setting these flows might represent the
amount of material and products moving between each department. Ai are
data representing the minimum area of each department. li and wi are data
representing the lower and upper aspect ratios on department i.
The objective function minimizes the sum of the weighted flows between
each department. The square root term is the distance between departments
i and j, multiplied by the amount of flow between each pair of buildings. To
see this is convex, recall Theorem 3, which says every norm is convex. The
square root term is the Euclidean distance between the center of i and j,
which is the l2 norm. It is multiplied by a nonnegative constant, preserving
convexity. Finally, since the summation of convex functions is convex, the
objective function is convex.
Inequality (1) enforces the minimum area of each department. These
inequalities are necessary to force the departments to be of tangible size.
Without these, the solver would set every wi and hi term to 0, and find
an objective value  close to 0. The equation we set up to represent the
minimum area is wi hi ≥ Ai . This equation is not convex, but we can put
it in convex form. By dividing by hi and bringing all terms to the left side,
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1
i
we have A
hi − wi ≤ 0. Since x is convex for nonnegative x, multiplying by
nonnegative constant maintains convexity, as does subtracting a linear term.
Inequalities (2) and (3) enforce the minimum and maximum aspect ratio
hi
is the ratio of the height to the
of each department. The aspect ratio w
i
width of a department. It is a measure of the shape of the rectangle: a
very high or very low aspect ratio represents a long thin rectangle, and
an aspect ratio of 1 is a perfect square. Constraints on this are necessary
for the programming procedure: without this constraint, the solver would
model each department as an infinitesimally thin rectangle, placing each
department adjacent to each other, and find an objective value  close to
0. This is clearly undesirable. In a practical sense, this solution would be
meaningless in an actual design, since buildings must be built on available
space, and cannot be 5 meters across but extend for kilometers. Therefore
for each department we pick an upper bound for the aspect ratio, ui , and set
li = u1i since we wish to enforce the same aspect ratio constraints in the x
hi
≤ ui . To make this convex and in proper
and y direction. We write li ≤ w
i
form, we multiply through by wi , separate the double inequality into two
single inequalities, and bring all the terms to the left side of each equation.
This produces inequalities (2) and (3), both of which are convex since they
are simply linear.
Inequality (4) forces each department not to overlap (share space) with
another department, except perhaps on the boundary. Without these inequalities, but given all the above inequalities, the solver would place the
center of each department precisely on top of each, and again find an objective value  close to 0. These inequalities, however, are difficult to express as
convex inequalities. Even with a very small number of departments, say 3,
these translate the problem into a very complicated combinatorial optimization problem, outside the scope of this research. For instance, if we have
3 departments, we could express the nonoverlap constraints by treating the
position of department 1 as a reference point. Then department 2 is either
above, below, to the right, or to the left of department 1. If department 2
is above 1, then 3 could be above both, above 1 but below 2, to the right
of both, above 1 but to the right of 2; etc. This requires the introduction
of variables that can only take on the values of 0 or 1, which destroys the
convexity of the feasible region. This approach will not suffice.
An idea proposed by Boyd and Vandenberghe in [1] to solve a specific
instance of the problem is to specify the relative positioning of each of the
departments to each other. Every pair of departments i and j has one of
four relationships defined on them: i is above j, j is above i, i is right of
j, or j is right of i. This approach is advantageous because once specified,
the nonoverlap constraints can be represented with linear inequalities. If
department i is left of department j, we can express this as

xi +

wj
wi
≤ xj −
.
2
2
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This inequality says that the rightmost border of department i is to the left
of (or concurrent with) the leftmost border of department j (recall that xi
is the x coordinate of the center of department i, and wi is the width of the
entire department.)
The most efficient way of representing the set of relative positionings is
with two graphs, Horizontal and Vertical (H and V.) The departments are
the nodes of the graph, and the positionings are contained in the edges.
Both H and V are transitive directed acyclic graphs. Directed edges are
necessary to specify the relationship; for instance, if there is a directed edge
from i to j in the H graph, department j is to the right of department i.
Transitivity is necessary because of the geometry of the situation. If i is to
the right of j and j is to the right of k, we must have i to the right of k.
Forbidding cycles also follows from the geometry of the situation; if i is to
the right of j and k is to the right of i, we cannot have j to the right of
k, since this would create an infeasible condition. Finally, since every pair
of departments has exactly one relationship defined on them, H and V are
complementary: If i and j do not have an edge between them in H, they
must have an edge between them in V. This collection of pairs of graphs is
isomorphic to the collection of relative positioning constraints: each possible
pair of graphs is a valid set of relative positionings, and vice-versa.
For a given relative positioning, it is possible to solve this problem to
optimality with standard convex optimization software. Yet, this problem
with the given data is only optimal for this specific geometric relationship
between departments. To treat this as a constructive procedure and solve for
the optimal solution across all possible arrangements, we must enumerate
all these possible relationships. It is possible to find all transitive directed
acyclic graphs on n nodes using constraint programming. We represent
each graph with an nxn matrix. The i, j entry of the matrix is 1 if there is
a directed edge from i to j in that cooresponding graph, and 0 if not. We
code this in OPL as follows:
range Boolean 0..1;
int n=5;
var Boolean H[1..n,1..n];
var Boolean V[1..n,1..n];
solve{
sum(i in 1..n, j in 1..n) (H[i,j] = H[i,j]) = n*n;
forall(i in 1..n) H[i,i]=0;
forall(i in 1..n) V[i,i]=0;

//Placeholders on main diagonal

forall(i, j in 1..n:j<>i) H[i,j]+H[j,i]+V[i,j]+V[j,i] = 1;
//One of 4 relationships must be true
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forall(i,j, k in 1..n) H[i,j]+H[j,k]-H[i,k]<=1;
forall(i,j, k in 1..n) V[i,j]+V[j,k]-V[i,k]<=1;
//Enforces Transitivity
};
The objective function of this program is a dummy expression that forces
OPL to use constraint programming to find all possible solutions. The first
pair of constraints place a 0 in every main diagonal entry, since there is
no flow from a department to itself. The second constraint mandates that
exactly one relationship holds between each pair of departments. The third
pair of constraints enforce transitivity. This operates on the idea that if
there is a directed edge from i and j and a directed edge from j to k,
the sum of these edges is 2, so a directed edge is necessary from i to k.
Keen readers will recall that the graphs must also be acyclic, and there is
no constraint to enforce that. This property follows immediately from the
previous two properties. If there is a directed edge from i to j and from j
to k, by transitivity there must exist a directed edge from i to k. Because
only one relationship can hold between every pair of nodes, this necessarily
implies there is no edge from k to i (creating a cycle.) Cycles of longer length
are also forbidden by transitivity. Therefore, all the graphs generated are
inherently acyclic.
After this constraint program was solved the first time, 14,400 solutions
were found on 5 nodes. However, it was noticed there was quite a bit of
redundancy in these graphs. Since distance in the plane is preserved by
rotations and reflections, we are really only interested in the graphs that
provide a unique solution. That is, for a given graph, we can solve the
problem to optimality. Then, the layout of these departments can be rotated
and reflected any way we choose in the plane, and the objective value will
stay the same. An example of this can be seen in figure 1. The two layouts
are identical, except for a 90◦ rotation and reflection across the y axis. So
to account for this and save computation power by reducing the number
of problems we have to solve, we entered the constraint that department 2
must be to the right of department 1. The reason for this was to account for
these rotations. Since any feasible layout can be rotated to have department
2 be to the right of department 1, this cuts down on the number of viable
graphs.
As may be expected, this reduced the number of graphs by a factor of 4,
so we were left with 3,600 solutions. Examining these revealed even more
redundancy, since some graphs were reflections across the x axis of others.
We split these 3600 graphs into 2 ‘equivalence classes’: graphs in which
departments 1, 2, and 3 all have horizontal relationships with each other (of
which there were 1200) and graphs in which at least one of the department
pairs (1,3) and (2,3) had a vertical relationship imposed on them (of which
there were 2400.) This second equivalence class had the redundancy in it: If
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Figure 1. Isomorphic layouts
department 2 must be to the right of 1, department 3 must be either below
or above either of departments 1 or 2. Yet, if department 3 is below both
1 and 2, this can be reflected across the x axis to have department 3 above
both 1 and 2 (still preserving 2 to the right of 1.) So, we ran a separate
graph generating problem for each of these equivalence classes: for the first
equivalence class we added constraints that V(1,2), V(2,1), V(1,3), V(3,1),
V(2,3), and V(3,2) are all zero to generate all members of this equivalence
class. To generate the second equivalence class, we added constraints that
at least one of V(2,3), V(3,2), V(1,3), and V(3,1) must be one. Then to
remove the redundancies, we added the constraint that one of V(1,3) and
V(2,3) must be one. That is, we demanded department 3 be above one or
both of the other departments. If after we solve the optimization problem
we wish department 3 to be below, all we must do is reflect the layout across
the x axis. This reduced the total number of unique graphs in this second
equivalence class to 1200. Thus, across the two equivalence classes there
were 2400 total unique problems to solve.
An interesting pattern emerged when examining the number of graphs for
consecutively larger number of nodes. After solving the above formulation
for 3 nodes, 6 solutions were discovered; for 4 nodes 96 solutions; and for 5
2
nodes 2400 solutions. These values were observed to follow the pattern (n!)
6 ,
where n is the number of nodes. Running 6 nodes, the result was 86,400;
precisely what this pattern predicted. Attempting to solve for higher number of nodes exhausted the system memory and caused a computer crash.
If this pattern continues, it predicts on 7 nodes there would be 4,233,600
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0
0
0

2 3 4 5
5 20 16 4
0 8 10 15
0 0 7 10
0 0 0 2
0 0 0 0

Figure 2. Flow Matrix for Summer Camp problem
solutions. Clearly this number is exhaustively too high to consider each
problem separately. The reason the number of graphs follow this pattern is
currently unknown and warrants further research into the graph theoretic
ideas underlying this.
In our summer camp problem, each department is a building we must
place. We have 5 buildings: the boys cabin, the girls cabin, the counselors
cabin, the mess hall, and the arts and crafts building. The flow matrix,
presented in figure 2, represents the estimated amount of exchange between
each pair of buildings. That is, the flow estimates how much the residents
of the camp must walk between each pair of buildings. Because the flow
indicates how much total flow passes between a pair of departments, the
matrix is upper triangular, and no department has an exchange with itself,
so the main diagonal entries are 0.
This data was arbitrarily chosen for this problem and can be seen in
table 1. The motivation for the choice of data is as follows: At this particular
camp, the boys get into lots of trouble and cause more problems than the
girls. Hence, the counselors must visit their cabin more often, explaining
the high rate of exchange between the two. The boys also enjoy the bug
juice, so they visit the mess hall to refill their cups more frequently than
the girls. The girls are however more artistic, so their flow to the arts and
crafts building is higher than the boys. Finally, the counselors must spend
a lot of time preparing arts and crafts activities, so they have to visit the
building more regularly than they get to eat.
The minimum area and aspect ratio bounds for each department were
also chosen arbitrarily. There are more boys enrolled this year than girls,
so the boys cabin is assigned a higher area than the girls. Both cabins can
be fairly long and not wide, so the aspect ratio can vary widely. There are
not as many counselors as campers, so their housing can be smaller. They,
however, demand somewhat more square living space. The mess hall has
to be large to accommodate all the campers, and whoever heard of a long
and thin mess hall? Finally, the arts and crafts building is smaller than the
mess hall, but needs a more strictly enforced aspect ratio to house all the
macaroni picture art. While this data has all been chosen arbitrarily, some
effort has been made to choose it around imagined actual parameters that
may arise in a practical engineering setting.
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Dept. #
Building Ai
li
ui
1
Boys Cabin 100 1/4
4
2
Girls Cabin 70 1/4
4
3 Counselors Cabin 40 1/3
3
4
Mess Hall 150 3/5 5/3
5
Arts & Crafts 80 1/2
2
Table 1. Area and Aspect Ratio data

5. Results and Discussion
The problem was formulated as described above and solved in MatLab
using the CVX plug in for convex optimization written by Michael Grant and
Stephen Boyd. A for loop ran the problem 2400 times, using each generated
graph to create the nonoverlap constraints. The optimal solution for each
problem was stored in a vector, which was later imported into Excel to view
and sort the results. The optimal value of the problem was discovered to be
857.36. The best optimal layout solution is shown in figure 3. This solution
is not suprising for the given flow data, and resembles what one might well
imagine for an optimal layout. The counselors are wedged in between the
boys and the girls, since they must travel most frequently to their cabins.
The girls are located adjacent to the arts and crafts they enjoy, and everyone
except arts and crafts are located close to the mess hall for food.
Examining the worst objective value achieved can also be educational.
The worst optimal solution is shown in figure 4. All departments are laid out
in a horizontal row, and the pair of departments with the largest flow have
the largest distance between them. In fact, all solutions that involve every
department on a horizontal line are relatively poor solutions. The sum flow
can be greatly minimized by utilizing horizontal and vertical relationships
in the plane.
Looking at a histogram of the objective values in figure 5, we see a few interesting things. First off, the distribution of results is somewhat surprising
to us. The results were expected to be wider in range, not so closely packed
to the optimal value. Mathematically, we are interested in discovering the
optimal solution and not as concerned with the distribution of other results,
but in an engineering sense this could have some value. For instance, ∼24%
of relative positionings produce an objective value within 20% of the optimal
value, and ∼41% of relative positionings produce an objective value within
25% of the optimal value.
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Figure 3. Best Optimal Solution

Figure 4. Worst Optimal Solution
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Figure 5. Histogram of objective values
If the camp directors decide that optimality is not quite so important
to them (maybe they think the campers ate too much cake and could use
the extra exercise) it may become computationally much easier to solve
the problem, perhaps sufficing to solve for many fewer relative positionings.
Since solving this problem would only be one step of the actual design process
in practice, a few different near-optimal results could be produced with little
effort and evaluated considering factors other than distance.
Despite our attempts to remove all redundancies from the graphs, many
still remain. Analyzing the results, 937 of the 2400 problems had objective
values duplicate to another (significant to 3 decimal places.) The probability
that two unique solutions would produce an objective value equal with 3
decimal places accuracy to another is virtually 0. Therefore, we can safely
conclude that most, if not all of these 937 problems were redundant. In
retrospect, we only needed to solve 1463 unique problems. Exactly how to
generate only these unique graphs is unclear and deserves further attention.
The 2400 problems took roughly one hour to solve on a quad core, 2.40
GHZ processor with 4 GB of RAM. Graph generation took only seconds to
complete and display the solution. More efficient coding could potentially
speed up the solution time for the optimization problems. This approach is
practical for up to the 5 department case, but gets more difficult to implement because of the rapid growth of the number of graphs to examine as
the number of departments increases. Exploiting the redundancy of graphs
could potentially lead to a more manageable problem, but eventually the
sheer size of the number of possibilities will lead to this approach being
impractical.
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One of the major advantages to this approach is the ease to which it
can be adapted. Recall that the aspect ratio constraints existed to prevent
solutions involving tall, infintesimally thin departments. Another set of
constraints that could take the place of these is limits on the available floor
space. Perhaps the summer camp only has a plot of land 30 units wide and
25 units tall. We could discard the aspect ratio constraints and create a new
series of constraints xi + w2i ≤ 30 and yi + h2i ≤ 25 for all i. These linear
constraints would limit every department to staying on the available space.
If a facility has limitations on available space (as would almost certainly
be the case), these constraints may be more practical than the aspect ratio
constraints.
In a practical setting, placing the buildings touching each other is a silly
solution. Mandating a minimum walking space between each pair of buildings is a simple matter. If j is to the right of i and the minimum empty
space between buildings i and j is kij , then we can rewrite the horizontal
nonoverlap constraints as
wj
hj
hi
wi
+ kij ≤ xj −
and yi +
+ kij ≤ yj − .
2
2
2
2
Rerunning our best objective value problem with these minimum spacing
constraints for kij = 2 ∀i, j, we achieve the result in figure 6. The objective
value in this case increases to 1095, but since the objective value is just a
criterion for judging layouts, this is not problematic.
xi +

Figure 6. Optimal Solution with Spacing
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6. Conclusion
Convex optimization is a powerful tool and fascinating mathematical area
of study. Technology can efficiently solve any reasonably sized problem that
can be formulated as a convex optimization problem. Many problems, such
as my summer camp involving Euclidean distances, cannot be reduced to a
linear problem. Examining the ‘Manhatten distance’ instead of Euclidean
could allow this problem to be formulated as linear, but this may seriously
affect the accuracy of the result if we are interested in the most direct route
between each pair of buildings.
Even though a problem may be formulated as convex, this may not be
the most efficient way to do so, as my problem demonstrates. Although it
is an exact method and not a heuristic, being limited to only solving 5 or 6
departments can be a major difficulty. Since the focus of this study was a
top-down one, in which I was more concerned with learning about convex
optimization and then secondly picking a problem to apply it to, I am not
discouraged by the failure of this technique to be widely applicable. In fact,
I am quite pleased that my formulation of the problem was solvable and
that I was able to conclude I found the optimal solution.
Ultimately, to most efficiently model and solve a problem, a wide base of
knowledge in available techniques and mathematical background is required,
which of course requires an enjoyable lifetime of study.
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