The brain's ability to bind incoming auditory and visual stimuli depends critically on the temporal structure of this information. Specifically, there exists a temporal window of audiovisual integration within which stimuli are highly likely to be perceived as part of the same environmental event. Several studies have described the temporal bounds of this window, but few have investigated its malleability. Recently, our laboratory has demonstrated that a perceptual training paradigm is capable of eliciting a 40% narrowing in the width of this window that is stable for at least 1 week after cessation of training. In the current study, we sought to reveal the neural substrates of these changes. Eleven human subjects completed an audiovisual simultaneity judgment training paradigm, immediately before and after which they performed the same task during an event-related 3T fMRI session. The posterior superior temporal sulcus (pSTS) and areas of auditory and visual cortex exhibited robust BOLD decreases following training, and resting state and effective connectivity analyses revealed significant increases in coupling among these cortices after training. These results provide the first evidence of the neural correlates underlying changes in multisensory temporal binding likely representing the substrate for a multisensory temporal binding window.
Introduction
We live in a world rich in sensory information. As such, the degree to which we are able to rapidly and accurately parse and combine this information effectively determines our ability to perform many tasks, and continually shapes our perceptions of the world. To determine which information from the different senses should be perceptually bound, the brain takes advantage of certain statistical regularities of stimuli within the physical world. Several studies have established that visual and auditory events originating from the same location in space are highly likely to be perceptually bound (Slutsky and Recanzone, 2001; Macaluso et al., 2004; Teder-Sälejärvi et al., 2005; Innes-Brown and Crewther, 2009) . The same may be said in the temporal domain, but because the propagation speeds of (and neural conduction processes for) light and sound differ, some flexibility must be afforded in this dimension. Thus, the concept of a multisensory temporal binding window has become a useful construct. Within this time interval (generally on the order of several hundred milliseconds) the paired presentation of auditory and visual events are likely to result in neurophysiological, behavioral, and perceptual changes thought to reflect the multisensory binding process (Meredith et al., 1987; Shams et al., 2002; Colonius and Diederich, 2004) .
Recently, studies have begun to focus upon elucidating the neural correlates of multisensory temporal processes, and human neuroimaging studies have identified a network of brain regions that appear to be important in the perception of audiovisual temporal relations. In previous PET and fMRI studies, canonical regions of multisensory convergence such as the posterior superior temporal sulcus (pSTS) (Calvert et al., 2000; Bushara et al., 2001; Calvert et al., 2001; Macaluso et al., 2004; Noesselt et al., 2007) , inferior parietal lobule (Bushara et al., 2001) , insula (Bushara et al., 2001) , and superior colliculus (Bushara et al., 2001; Calvert et al., 2001 ) have been shown to be preferentially active during the presentation of synchronous (as opposed to asynchronous) auditory and visual stimuli. More recent work has extended this network to include domains within visual and auditory cortices (Bischoff et al., 2007; Dhamala et al., 2007; Noesselt et al., 2007) .
Although these imaging studies have identified the important nodes involved in multisensory temporal perceptual processes, their ability to clarify the functional roles that these nodes play in processing multisensory temporal information is limited. Recent work has provided a novel tool for examining multisensory networks by demonstrating that training on an audiovisual simultaneity judgment task is capable of eliciting a robust, rapid, and stable narrowing of the multisensory temporal binding window (Powers et al., 2009) . The current study takes advantage of this paradigm and the plasticity it engages to uncover the dynamic interactions among the network elements underlying the perception of audiovisual simultaneity. Specifically, it was hypothesized that manipulation of the range of audiovisual stimulus onset asynchronies over which participants perceived simultaneity would result in BOLD changes in previ-
Materials and Methods

Subjects
Thirteen right-handed Vanderbilt students and employees (mean age ϭ 23.4 years; 8 female) participated in both the behavioral and imaging portions of the study. All participants had self-reported normal hearing and normal or corrected-to-normal vision. None had any personal or close family history of neurological or psychiatric disorders, and all completed fMRI screening and informed written consent form. Data from two subjects were discarded before the analysis phase due to an inability to perform the behavioral task and experimenter error. All procedures were approved by the Vanderbilt University Institutional Review Board (IRB).
General procedure
Experimental procedures took place over the course of 2 d. Participants first took part in a baseline behavioral assessment, followed by a pretraining MRI scan. They then underwent 1 h of behavioral training outside the scanner, after which a posttraining behavioral assessment was performed. Each participant then returned to the laboratory the next day for a final behavioral assessment and a final MRI scan. The details of each of these procedures are outlined below.
Behavioral
Behavioral assessment. Before training began, participants engaged in a two-interval forced choice (2-IFC) audiovisual simultaneity judgment task (Fig. 1) . In the task, participants determined which of the two audiovisual stimulus pairs was presented synchronously [stimulus onset asynchrony (SOA) of 0 ms] by responding 1 or 2, respectively, on a standard computer keyboard. Participants sat in a dark and soundattenuated room, 48 cm from a computer monitor (NEC MultiSync FE992; resolution: 800 ϫ 600 pixels; vertical refresh rate: 120 Hz). MatLab version 7.7.0.471 2008b (The MathWorks) equipped with PsychToolbox 3.0 was used for stimulus and protocol control as well as to acquire all behavioral data. Temporally precise presentation of auditory and visual stimuli was achieved using high-performance video (ATI Radeon HD 2400 Pro) and audio (Creative SoundBlaster X-FI) cards, the latter of which was equipped with ASIO drivers for use in PsychToolbox to ensure low-latency (time from call of the MatLab script to audio card response) and high-fidelity presentation of auditory stimuli.
A white crosshair fixation marker (1 ϫ 1 cm) appeared on a black background for the duration of each trial. The visual stimulus consisted of a white annulus on a black background subtending 15°of visual space, with an outer diameter of 12.4 cm and an inner diameter of 6.0 cm (area ϭ 369.8 cm 2 ). This stimulus was presented for one refresh duration on the NEC monitor above (refresh rate: 60 Hz; one refresh duration: 17 ms; stimulus was present on screen for 13 ms).
The auditory stimulus was an 1800 Hz tone burst and was 17 ms in duration. The stimulus was presented to both ears via superaural headphones (Philips SBC HN110) with no interaural time or level differences. The tone burst was calibrated with a Larson-Davis sound level meter (Model 814). Acoustic stimuli were presented at 110.4 dB SPL unweighted using impulse detection and flat weighting settings.
The visual and auditory stimuli were presented at SOAs ranging from Ϫ300 ms (auditory stimulus leading visual) to 300 ms (visual stimulus leading auditory) at 50 ms intervals. All stimulus times were verified externally with an oscilloscope, and stimulus presentation times recorded internally in MatLab were adjusted to reflect the true presentation times observed on the oscilloscope. Mean error in stimulus presentation time was 2.54 ms. The task consisted of 325 total trials (25 repetitions of the 13 trial types). By nature of the 2-IFC task structure, simultaneous and nonsimultaneous pairs were presented with equal likelihoods.
Behavioral training. The behavioral training portion of the study used the same stimuli as the assessment, with the exception that the subject was presented with either the phrase "Correct!" paired with a yellow happy face, or "Incorrect" paired with a blue sad face after each trial, corresponding to whether they answered correctly or not. These faces (area ϭ 37.4 cm 2 ) were presented at the center of the screen for 0.5 s.
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Training consisted of three blocks of 120 trials (20 cycles ϫ 6 trials/cycle) and consisted of SOAs from Ϫ150 to 150 ms. The total training session lasted for ϳ45 min.
Imaging
The scanning protocol consisted of anatomical scans followed by a blocked-design multisensory stimulation protocol, two event-related runs, a resting state functional connectivity scan, and three final eventrelated runs. The scanning procedure was the same for both days. A 3-Tesla fMRI scanner (Philips Intera Achieva 3T) was used to generate high-resolution anatomical images and to measure blood-oxygen-leveldependent (BOLD) signals. The high-resolution anatomical scans produced 3D T1-weighted images [170 slices, TR ϭ 7.982 ms, TE ϭ 3.68 ms, thickness ϭ 1 mm, field of view (FOV) ϭ 256 ϫ 256 mm, matrix size ϭ 256 ϫ 256 ϫ 170; voxel size ϭ 1ϫ1ϫ1 mm]. The event-related runs were acquired with a T2*-weighted standard EPI sequence (33 slices acquired in a ascending interleaved pattern, TR ϭ 2.5 s, TE ϭ 35 ms, slice thickness ϭ 4 mm, FOV ϭ 240 ϫ 131.5 mm, matrix size ϭ 80 ϫ 78 ϫ 33; voxel size ϭ 3 ϫ 3 ϫ 4 mm, 0.5 mm gap inclusive) for a duration of 5 min and 57 s per run; full-brain coverage was achieved using a full-volume (birdcage) RF head coil, and 135 volumes were acquired per run. Visual stimuli were presented via a projector (NEC Model MT1050; resolution: 800 ϫ 600 pixels; refresh rate ϭ 60 Hz) onto a frosted glass screen in the scanning room that was viewed by participants via a frontprojection MR-compatible mirror mounted on the head coil. Acoustic stimuli were presented with intraaural, MR-compatible insert earphones (Sensimetrics MRI-Compatible Insert Earphones Model S14) and tips (Hearing Components Inc. Comply Canal-Tips). Superaural soundattenuating headphones were placed over them to lessen the effects of scanner noise. Audibility and visibility of stimuli were checked against preset marks before and after each scan for each subject to ensure standardization of stimulus presentation during each imaging session.
Directly after the completion of anatomical image acquisition, a functional run was completed using the same visual and auditory stimuli in a blocked design. Blocks consisted of 20 presentations of either auditory-only (A), visual-only (V), or combined audiovisual (AV) stimuli over the course of 10 volume acquisitions. In a manner similar to that used during the event-related runs, a standard EPI sequence was used to acquire BOLD data (170 volumes; TR: 2000 ms; TE: 35 ms; FOV: 240.0 ϫ 131.5 mm) during the course of this 5 min, 56 s run. A, V, and AV blocks were pseudo-randomized and counterbalanced across subjects, and a rest block was interposed after every third block. During this run, participants were instructed to remain still and pay close attention to the stimuli.
The physical characteristics of the stimuli used during the eventrelated runs were identical to those used in the behavioral portion of the study except that only three SOA conditions were used: 0 ms (simultaneous), 300 ms, and a third SOA determined by participants' baseline behavioral assessment, defined as the size of that individual's right temporal window (RWS; see Data analysis for details of window size measurement). If the RWS exceeded 300 ms, then the SOA was set to 150 ms (true for 2 subjects). Participants performed the 2-IFC task as they had during the behavioral assessment. They were asked to respond as quickly and accurately as possible. Within the 2.5 s TR, presentation of visual and auditory stimuli (17 ms each) and an 800 ms interstimulus interval (ISI) allowed for 1.3-1.6 s to respond, depending on SOA. During each eventrelated run, presentation of these events was temporally jittered and counterbalanced using an 127-event m-sequence (Buracas and Boynton, 2002 ) that ended with a 25 s period of no stimulus presentation.
During the resting-state functional connectivity scans, participants were instructed to close their eyes and think neutral thoughts. The data acquisition protocol used in the blocked-design multisensory stimulation run was also used for data collection here.
Data analysis
Estimation of multisensory temporal window size. All behavioral data were stored in individual-subject .mat files for use in analysis with MatLab. Individual subject raw data were used to calculate mean accuracy at each SOA for all assessments. Mean data from each individual were fit with two sigmoid curves generated using the MatLab glmfit function, splitting the data into left (auditory presented first) and right (visual presented first) sides and fitting them separately. The criterion for determining the breadth of the temporal window was equal to half the distance between individuals' lowest accuracy point at baseline assessment and perfect performance (ϳ 75% accuracy). These criteria were then used to assess the breadth of the distributions produced by each individual's assessment data throughout the duration of the training period (Powers et al., 2009) . Distribution breadth was then assessed for both the left side (from zero to the left-most point at which the sigmoid curve crossed the criterion line) and the right side (from zero to right intersection point) and then combined to get an estimation of total distribution width. This measure was then used as a proxy for the size of each individual's window at each assessment, and the right-sided value was used as the right window size (RWS) SOA to be used in both scanning sessions. An example of the result of this process may be seen in Figure 1c . It should be noted that should mean data from any individual assessment have been unable to be fit with a sigmoid curve, all data from this individual would have been discarded, but this did not occur. Analysis of differences in window size across time was conducted by performing three paired-samples t tests (Bonferroni corrected for multiple comparisons) to assess for differences in mean window size across the four assessments.
Imaging data preprocessing. Imaging data from each run were stored as Philips .par and .rec files, which were converted to NIFTI (.nii) files at the start of preprocessing. Statistical Parametric Mapping version 8 (SPM8) was used for the entirety of imaging data preprocessing and statistical analysis. Functional data were corrected for slice acquisition timing (reference slice ϭ 1) and motion during the scanning session (registered to mean), and resliced before being coregistered with the high-quality anatomical data from that session. Both anatomical and functional images were then warped into standard Montréal Neurological Institute (MNI) space with 2 mm isometric voxels using trilinear interpolation settings. Finally, functional images were spatially smoothed (FWHM of Gaussian smoothing kernel: 8 ϫ 8 ϫ 8 mm) and readied for statistical analysis.
Statistical analysis. A Finite Impulse Response (FIR) basis set was used to model the BOLD response (microtime resolution, 16 ms; microtime onset, 1; high-pass filter, 128 Hz; window length, 25 s; 10 basis functions; event durations, 0 ms) with conditions corresponding to presentation of each SOA (0 ms; RWS, 300 ms), as well as to response-related parameters (correct/incorrect responses, errors of commission and omission) in both separate and combined models.
To identify regions of cortex that are differentially active to synchrony versus asynchrony of presented audiovisual pairs, we isolated four eventrelated runs (runs 4 and 5 of both pretraining and posttraining scanning sessions) for use as an event-related localizer of these cortical regions, combined into a single model. Contrasts and statistical parametric maps were generated using weighting of the FIR time bins with the canonical HRF, allowing for both flexibility of event timing and minimization of noise parameters . Resulting maps were generated on an individual basis and also served as the basis for random effects group analysis with predictors separated for each subject. For this analysis, cluster-size thresholding (Forman et al., 1995) was used for correction (SPM extension CorrClusTh, using the Newton-Raphson search method). With a starting voxel-level threshold of 0.01 (t ϭ 2.76) uncorrected, this resulted in a cluster level of 161 mm 3 , corresponding to a corrected false-positive probability of 5% or less. The remaining 6 runs (3 pretraining, 3 posttraining) were included in a second model for analysis of pretraining/posttraining changes. Population-level inferences were based on a second-level paired-samples random-effects analysis. As with the event-related localizer, cluster-size thresholding was used for correction, resulting in cluster size thresholds of 544 mm 3 and 784 mm regions exhibiting altered activity profiles between the pretraining and posttraining sessions were identified and defined as regions of interest (ROIs). (Lancaster et al., 2000; Tzourio-Mazoyer et al., 2002; Maldjian et al., 2003) within the xjview SPM8 extension. Statistical analysis of these ROIs was undertaken using the MarsBaR (Marseille Boîte À Région d'Intérêt) and REX (Response Exploration for Neuroimaging Datasets) toolboxes, the former of which was used for extraction of FIR average time courses for each cluster (reported in percentage signal change), and the latter of which was used to define clusters and generate cluster-wise statistics, correcting to a false detection rate (FDR) of 0.05 or less. Cluster-wise FIR BOLD time course statistical analysis was performed on mean percent signal change values from individual FIR time courses. These values were then compared across the pretraining and posttraining scans via paired-samples t test for each stimulus condition.
Resting state data underwent all preprocessing described above, with the addition of a bandpass filter (0.01-0.1 Hz) for isolation of slow, low-amplitude fluctuations in signal. Analysis of functional coupling (Biswal et al., 1995) (bivariate correlation) was performed with SPM's Functional Connectivity Toolbox (conn), using the group-defined ROIs as seeds to generate whole-brain beta maps for each individual's pretraining and posttraining resting state runs. These were then entered into a second-level analysis (paired-samples t test) in SPM to determine which voxels exhibited an increase in functional coupling with the seed regions. As with the event-related data, p values were corrected via cluster-size thresholding. With a starting voxel-level threshold of 0.005 (t ϭ 3.25) uncorrected, this resulted in a cluster level of 95 mm 3 , corresponding to a corrected false-positive probability of 5% or less.
Dynamic causal modeling (Friston et al., 2003; Lee et al., 2006; Kasess et al., 2010; Stephan et al., 2010) of neural responses to A, V, and AV presentation blocks during the blocked-design functional runs was implemented through the use of the Dynamic Causal Modeling functionality that is part of the SPM8 suite. So that the effects of blocked presentation were not removed during preprocessing, a high-pass filter of 340 s was applied, corresponding to the length of a full functional run. The volumes of interest (VOIs) used for this purpose corresponded to the previously defined auditory (see Fig. 4a ), visual (see Fig. 4b ), and combined pSTS (see Fig. 3 , orange) regions of interest. Driving forces were defined as blocks of visual, auditory, and multisensory stimulation, and bidirectional inherent effective connectivity was hypothesized to exist among the three VOIs. Given the paucity of evidence in regards to the anatomical connectivity among the visual and auditory areas in question (Falchier et al., 2002) , two families of models were constructed. Whereas one family of models included this connectivity, the other omitted these connections. Within these families of models, individual models were constructed corresponding to modulation of the extant connections both alone and in combination by multisensory stimulation (see Fig.  6a,b ). All models included unisensory auditory and visual modulation of feedforward connections (i.e., from unisensory auditory and visual VOIs to the pSTS VOI). To determine the most likely of these DCMs given the data from all subjects, Bayesian model selection was applied separately for pretraining and posttraining datasets in a random effects group analysis to minimize the effects of outliers (Stephan et al., 2009) . Within the SPM8 Dynamical Causal Modeling functionality, model selection was carried out in a hierarchical fashion used to estimate the frequency at which individual models were used in each session, and, from this, the posterior distribution was estimated across model space. Exceedance probability (the likelihood that one model is more likely than any other) is reported from this estimation for pretraining and posttraining sessions (see Fig. 6b ). To enable comparison of connectivity parameters between pretraining and posttraining sessions, Bayesian model averaging was used to average parameters of interest (e.g., intrinsic connectivity), weighted by individual model posterior probability, and the posterior probability that each parameter is different from zero was calculated (see Fig. 6c ; Ն0.90, black; Ͻ0.90, gray and value listed parenthetically). Model selection and statistical comparison were undertaken to detect emergent network properties among regions exhibiting similar local effects on BOLD activity in response to the stimulus set, with the specific expectation that significant increases in connectivity among these regions would be observed after training.
Results
Perceptual training narrows the multisensory temporal binding window
Eleven subjects participated in the psychophysical and neuroimaging portions of the study, which took place over 2 d. The study consisted of initial psychophysical and neuroimaging assessments, followed by a training phase and then final psychophysical and imaging assessments. In the assessments, participants engaged in a two-interval forced choice (2-IFC) audiovisual simultaneity judgment task (Fig. 1a,b ) wherein they reported which of two presentations of an audiovisual stimulus pair occurred simultaneously (i.e., at a stimulus onset asynchrony [SOA] of 0 ms). Within the other interval the stimuli were always asynchronously presented, at SOAs ranging from Ϫ300 ms (auditory leading visual) to 300 ms (visual leading auditory) in 50 ms increments. Following the initial assessment, participants were then trained on the same task. The training portion used identical stimuli but provided feedback on each trial as to the correctness of the participant's response. Neuroimaging assessments consisted of high-resolution T1 structural scans, resting state functional connectivity, blocked multisensory effective connectivity, and event-related fMRI scans wherein participants performed the same 2-IFC task. For practical reasons, fMRI data were only collected for SOAs of 0 ms (objective simultaneity), 300 ms (largest asynchrony), and an intermediate SOA determined for each participant, representing a value at or near the border of their individualized multisensory temporal binding window (labeled as RWS for "Right Window Size").
In accordance with our prior psychophysical study (Powers et al., 2009 ), analysis of data from the participants who underwent training on the 2-IFC task revealed a marked narrowing of their multisensory temporal binding window. Figure 1c features data from one individual at baseline and upon final assessment. Note the significant improvements in performance following training, and the decline in the width of the temporal window (see Materials and Methods for details on how these windows were defined) from 219 ms at baseline to 146 ms at final assessment. Figure 1d depicts the significant change in the group window size following training. Whereas the mean baseline (i.e., pretraining) window size was 343 ms for the population of participants, following training this value declined to 231 ms (paired samples t test, p ϭ 0.0098). Both the mean window size at baseline and the degree of narrowing exhibited by participants following training (33% decrease from baseline) are very similar to what has been previously described (Powers et al., 2009 ) and further illustrates the efficacy of this perceptual training regimen in altering audiovisual simultaneity perception.
Multisensory timing-dependent networks change with perceptual training
Central to the determination of which brain networks may underlie the improvements in multisensory temporal perception is the identification of brain areas that respond differentially to synchronous versus asynchronous presentations of audiovisual stimulus pairs. While a block design run was used in the current study, it was not used as a localizer, but rather, to create this contrast; two event-related runs from the pretraining session and two from the posttraining session were used separately as an event-related localizer, contrasting activity associated with synchronous presentation with that associated with asynchronous presentation. This choice was motivated by two factors: (1) Although the block localizer consisted of auditory-alone, visualalone, and synchronous AV conditions, it did not contain an asynchronous audiovisual condition, which would allow the more powerful block design to be used as a localizer; (2) use of event-related runs as a localizer ensures that participants are attending to the factor of audiovisual simultaneity during the performance of the relevant task, thus making event-related runs a more relevant localizer for the task at hand. The event-related localizer identified a network of areas previously shown to be important for audiovisual synchrony perception, including the multisensory pSTS (Calvert et al., 2000 (Calvert et al., , 2001 Dhamala et al., 2007; Noesselt et al., 2007; Stevenson et al., 2010) , insula (Calvert et al., 2001) , posterior parietal cortex (Dhamala et al., 2007) (Fig. 2, blue) .
Additionally, regions of the superior cerebellum closely associated with the nucleus interpositus, known from lesion and functional imaging studies to be important in subsecond timing tasks (Perrett et al., 1993; Bao et al., 2002; Kotani et al., 2003) , were also identified.
After these initial analyses succeeded in identifying a plausible network of cortical areas that are differentially active to synchronous versus asynchronous audiovisual pair presentation, a second analysis sought to determine whether activity in these areas changed after training. On the whole-brain level, only two contrasts yielded significant clusters that overlapped with the event-related localizer. These two contrasts were at objective simultaneity (Pre-SOA 0 Ͼ Post-SOA 0; Fig. 2 , yellow patches) and at long asynchrony (Pre-SOA 300 Ͼ Post-SOA 300; Fig. 2 , red patches, both cluster-size corrected to ␣ ϭ 0.05 with starting p ϭ 0.01, t ϭ 2.76). These regions of overlap lie in canonically identified unisensory cortices as well as multisensory convergence areas (see Table 2), the most prominent of which (127 combined voxels) is centered on the right pSTS, an average of 28.13 (Ϯ4.16 SEM) voxels away from the centers of gravity of pSTS areas of activation identified in prior audiovisual synchrony detection studies (Calvert et al., 2000 (Calvert et al., , 2001 Dhamala et al., 2007; Noesselt et al., 2007; Stevenson et al., 2010) . Using these overlapping areas as cortical ROIs, we are able to analyze the details of their activity changes following multisensory perceptual training.
BOLD activity in pSTS decreases following training
The pSTS ROIs identified consists of separate but adjacent areas in the middle-posterior STS that exhibit significant decreases in BOLD activation after training (Fig. 3a , colors the same as for Fig.  2 ). To quantify these differences, the mean event-related ROI time courses were extracted for each individual, and the degree of BOLD activity change was taken as the mean percent signal change. The greatest magnitude change was seen in the simultaneous (SOA 0) and highly asynchronous (SOA 300) conditions in both the more anterior pSTS ROI ( Fig. 3b ; SOA 0: t (10) ϭ 3.09, p ϭ 0.0115; SOA 300: t (10) ϭ 1.54, p ϭ 0.155) and the more posterior pSTS ROI ( Fig. 3d ; SOA 300: t (10) ϭ 2.57, p ϭ 0.0278) as well as the two taken as one combined ROI ( Fig. 3c ; SOA 0: t (10) ϭ 2.37, p ϭ 0.0393; SOA 300: t (10) ϭ 1.989; p ϭ 0.0748). In contrast, no significant change was observed for the intermediate temporal (i.e., RWS) condition, defined for each individual using data from the baseline behavioral assessment.
BOLD signal decreases like those seen here have been interpreted to reflect improved efficiency of processing, wherein neuronal firing shifts from a large (and possibly more distributed) population of neurons to a more restricted and specialized subset (Mukai et al., 2007) . Thus, the direction of change after training could be interpreted to support the hypothesis that training increases the efficiency of processing of objectively simultaneous Figure 2 . A network of synchrony-responsive brain regions changes with perceptual training. Group data from a randomeffects analysis identifies cortical regions that are sensitive to synchrony versus asynchrony of audiovisual stimulus pairs in eventrelated localizer runs (blue shading). Other colors represent clusters that responded differentially to presentation of audiovisual pairs separated by the same stimulus onset asynchrony (yellow shading ϭ SOA 0, red shading ϭ SOA 300) in pretraining and posttraining scans. Inset shows clusters of activation centered on the pSTS. Cortical surface is created from the group average. Statistics for all contrasts were cluster-size corrected for multiple comparisons to ␣ ϭ 0.05 (starting t ϭ 2.76, p ϭ 0.01). LH, Left hemisphere; RH, right hemisphere. and highly asynchronous stimulus pairs. To test this hypothesis further, time courses modeled on correct and incorrect (i.e., committed error) trials were extracted from the pSTS ROIs and analyzed for changes over the course of training. The expectation for these analyses within an increased efficiency of processing framework is a significant decrease in activation for correct SOA 300 trials, but not for correct SOA RWS trials or for incorrect trials at either SOA. This pattern of results was indeed observed in both of the individual ROIs ( Fig. 3e,g ; SOA 0: t (10) ϭ 3.04, p ϭ 0.0125; SOA 300: t (10) ϭ 1.90, p ϭ 0.0873), as well as for the combined pSTS ROI ( Fig. 3f ; t (10) ϭ 2.71, p ϭ 0.022). It may also be noted that incorrect trials in all three ROIs elicited greater mean BOLD activity in the RWS trials than in the SOA 300 trials, and that greater mean BOLD activity was seen in correct trials compared with incorrect trials in all three regions, although none of these values reached statistical significance.
Auditory and visual cortices as well as superior cerebellum exhibit decreases in BOLD activity following training
In addition to the training-related changes in activity observed in pSTS, similar decreases were seen in visual and auditory cortices for the SOA 300 condition. Figure  4a depicts the region of overlap between the event-related localizer and this training-related ROI. The region lies on posterior border of BA41, approximately corresponding to the junction between primary and secondary auditory cortex on probabilistic cytoarchitectonic maps (Rademacher et al., 2001) . Quantification of the difference in activity observed in this region reveals a similar pattern of change to that seen in the pSTS ROIs at the SOA 300 condition (t (10) ϭ 2.72, p ϭ 0.0214), but little change for either of the other conditions (Fig. 4b) . Also similar to the results seen in the pSTS ROIs, activity in this region shows a trend to decline selectively for correct trials on the SOA 300 condition only, although this decrease fails to reach statistical significance ( Fig. 4c ; t (10) ϭ 1.713, p ϭ 0.117).
A similar but more pronounced pattern of results is seen in visual cortex. Figure 4d illustrates the overlap-defined regions of interest in visual areas in relation to Brodmann areas 17 through 19 on the medial aspect of the occipital lobe, and for the middle temporal area (MT) on its lateral aspect. The two smaller areas of activation displayed on the medial aspect appear to lie within BA 17 and 18 (MNI305 template). Once again, it should be noted that these regions of interest represent the areas of overlap between the synchrony/asynchrony event-related localizer (SOA 0 Ͼ SOA 300) and regions that change following training (i.e., Pre-SOA 300 Ͼ Post-SOA 300), which have themselves been statistically corrected via cluster-size thresholding (hence, these clusters, while small, represent significant activations). The larger area of overlap on the lateral surface (40 total voxels) appears to lie at the border between MT and the lateral borders of BA 18/19 in the middle occipital sulcus, in close proximity to but not contiguous with the smaller clusters. Combined analysis of BOLD activity in these regions reveals a large decrease after training in SOA 300 conditions ( Fig. 4e ; t (10) ϭ 3.17, p ϭ 0.0099), as well as a significant preferential decrease in activity in SOA 300 correct trials ( Fig. 4f ; t (10) ϭ 2.80, p ϭ 0.0188).
Of the group-defined regions of interest listed in Table 1 , the activation found in the superior cerebellum stands out as the only area outside of the cerebral cortex. Figure 4g shows a parasagittal section of the cerebellum, with the cerebellar ROI situated in the vermal declive [AAL Region VI (Schmahmann et al., 1999; Tzourio-Mazoyer et al., 2002) ]. Again consistent with the previously described patterns, quantification of BOLD activity during pretraining and posttraining conditions revealed a significant decrease only in the SOA 300 condition ( Fig. 4h ; t (10) ϭ 2.99, p ϭ 0.0135). Also similar to the results seen in the previously characterized ROIs, activity in this region declines preferentially in the correct trials on the SOA 300 condition only ( Fig. 4i ; t (10) ϭ 2.46, p ϭ 0.0338).
Because BOLD decreases have also been shown to result from repeated exposure to sensory stimuli (Desimone, 1996) , differential responses to the various stimulus conditions would lend more evidence to the interpretation that BOLD decreases denote learning as opposed to adaptation effects. Therefore, conditionby-training interactions were calculated as the contrasts of contrasts for the pSTS, visual, auditory, and cerebellar ROIs described above (Table 2) . Most noteworthy among these results, there are significant increases in the differential response to SOA 300 and SOA 0 presentations in the anterior pSTS, auditory, visual, and cerebellar ROIs. This was coupled with the absence of effects for the combined pSTS and posterior pSTS ROIs (likely driven by concomitant decreases in response to SOA 0 conditions). Similarly, there are significant increases in the differential response to SOA 300 and SOA RWS presentations in these same regions, with interactions approaching significance in the posterior pSTS ( p ϭ 0.199) and combined pSTS ( p ϭ 0.123) ROIs. In examination of the differential responses to correct versus incorrect trials, significant results are seen in the cerebellar and visual ROIs at the SOA 300 condition, while other ROIs do not exhibit significant results, likely driven by the exceedingly large variances exhibited by responses in incorrect trials (Figs. 3e-g, 4c,f,i) . In contrast, there are no significant correctness-training interactions in RWS trials.
Resting state functional connectivity increases are seen between pSTS and auditory areas after training
Having identified a network of cortical sensory areas that appear to play a role in the training-induced changes in the multisensory temporal binding window, we next sought to identify changes in inherent functional coupling between the pSTS ROI and the other nodes in this network. Data collected during pretraining and posttraining resting-state functional runs were analyzed using the combined pSTS ROI as a seed. While there was nearly complete overlap in the regions coupled with pSTS before and after training, Figure 5 highlights those cortical areas that increase their resting state functional coupling with pSTS after training (Fig. 5a ). These include right superior temporal gyrus (secondary auditory cortex; 50 voxels; peak intensity t ϭ 5.36), right parahippocampal gyrus (69 voxels; peak intensity t ϭ 8.77), inferior parietal sulcus (29 voxels; peak intensity t ϭ 5.81), and left premotor cortex (13 voxels; peak intensity, t ϭ 4.26). In addition, increased resting state functional coupling after training was observed in the superior colliculus (44 voxels; peak intensity t ϭ 6.53; Fig. 5b ) as well as superior cerebellum (88 voxels; peak intensity t ϭ 6.22). In contrast, a test for areas that decreased their coupling with the pSTS ROI after training yielded no significant results.
Effective connectivity increases among pSTS and unisensory areas are seen after training
While resting-state functional connectivity results indicate alterations in inherent functional connectivity between the pSTS and a network of cortical and subcortical structures following perceptual training, they are not able to reveal task-related or directional connectivity changes between these (and other) areas. Hence, as the next step in these analyses, a dynamic causal modeling approach was taken to examine training-related changes in effective connectivity. Figure 6a illustrates a dynamic causal model (DCM) using VOIs based upon the unisensory and multisensory ROIs identified in the current study. The connections (statistical dependencies) among these ROIs are based upon previous functional (Noesselt et al., 2007) and neuroanatomical (Barnes and Pandya, 1992; Hackett et al., 1998; Falchier et al., 2002; Cappe and Barone, 2005) studies. The analysis represents two families of models, structured to examine feedforward and feedback connectivity between pSTS and visual and auditory cortices and either omitting (Fig. 6a, solid lines) or including (Fig.  6a , dashed lines) direct feedforward and feedback connections between the visual and auditory VOIs. Placed into the context of a blocked design during which A, V, and combined AV stimulus pairs were presented, these stimulation periods (interspersed with rest blocks) serve as predictable direct driving forces for the visual and auditory areas being examined (Fig. 6a, red arrows) .
Working from this simple model, we hypothesized that the proposed intrinsic connectivity within this network might be modified in response to combined AV presentation in different ways before and after training. Figure 6b depicts results of Bayesian model selection for pretraining and posttraining sessions. In this probabilistic framework, the evidence that a given model has produced the data observed is calculated as the product of the likelihood of observing the data given such a model and the prior likelihood that the model is true (Chater and Oaksford, 2008; Rosa et al., 2010) . This value was estimated for each model in each individual dataset for pretraining and posttraining sessions, and the exceedance probability (P e, the likelihood that one model better explains the data than any other) was calculated for each model. The color plots shown in Figure 6b depict the results of this analysis for both pretraining and posttraining sessions. Note first that the exceedance probabilities associated with the four-connection model family (omitting direct connectivity between auditory and visual regions) are significantly lower than those associated with the six-connection model family in both pretraining and posttraining assessments (four connection mean: 0.0461; six connection mean: 0.0678; t (11) ϭ 2.604; p ϭ 0.0245), indicating that those models including direct connectivity between visual and auditory areas better explain the observed data.
In the pretraining session, the model hypothesizing modulation of feedforward connectivity from auditory and visual regions to pSTS during combined AV presentation emerges as a clear winner (P e : 0.1580; Fig. 6b, asterisk) , followed most closely by the model hypothesizing modulation of only the connection between the visual VOI and pSTS during combined AV presentation. (P e : 0.1374). This feedforward dominance is in striking contrast to the pattern observed in the posttraining session. Here, while the model depicting modulated feedback connectivity from pSTS to the visual VOI exhibits the highest P e (0.0773; Fig. 6b, asterisk) , the overall pattern is one of a much more distributed network in the posttraining session. Thus, closely following the leading model are those depicting modulated feedback from pSTS to auditory regions and combined feedback from pSTS to auditory and visual regions (P e for both: 0.0771) as well as models depicting modulated connectivity from auditory to visual regions (P e : 0.0769), from visual to auditory regions (P e : 0.0760), and both (P e : 0.0768) during combined AV presentation.
This switch from a predominantly feedforward model to a more distributed network after training is further illustrated in the results of group Bayesian model averaging depicted in Figure  6c . Most notably, there are clear differences in intrinsic connectivity (arrows directly linking each VOI depicted) between the averaged pretraining and posttraining models. While both exhibit positive intrinsic connectivity between pSTS and the auditory and visual VOIs (pretraining posterior probabilities for each ϭ 1.00; posttraining posterior probabilities: A3pSTS: 1.000; V3pSTS: 0.988; pSTS3V: 0.912; pSTS3A: 0.912), pretraining intrinsic connectivity from the visual to the auditory VOI does not reach significance (posterior probability: 0.896), whereas thatfromauditorytovisualexhibitssignificant negative connectivity (posterior probability: 1.000).Thisisstrikinglydifferentfromthepattern exhibited in the posttraining averaged model, where significant positive intrinsic connectivity between auditory and visual VOIs is found (posterior probabilities: V3A: 0.974; A3V: 0.999).
Discussion
The data presented here represent the first attempt to both characterize and alter the dynamics of a network of sensory areas underlying a fundamental and ethologically important perceptual processjudgments of audiovisual simultaneity. In doing so, we have demonstrated not only that certain nodes of the network are strongly tied to audiovisual binding, but also that their activity and connectivity change after perceptual learning in a way that clarifies the roles they play during everyday perception of multisensory events.
That the neural signature of learning in this study was associated with a decrease in BOLD activity at key sensory nodes is not unprecedented; activity decreases in sensory cortices have been shown to correlate with perceptual learning of visual contrast (Mukai et al., 2007) , illusory contours (Maertens and Pollmann, 2005) , and orientation discrimination (Schiltz et al., 1999) , along with implicit learning of visual categories (Reber et al., 1998) , as well as after training on a visual object tracking task (Tomasi et al., 2004) . In the context of multisensory integration, BOLD decreases in right supramarginal gyrus have more recently been shown to correlate with perception of the McGurk illusion (Wiersinga-Post et al., 2010) . A consistent interpretation of these learning-related BOLD decreases has been that they reflect improved efficiency of processing, manifested as a shift in neuronal firing from a large population of neurons to a smaller, more specialized (and perhaps more sparsely distributed) subset (Mukai et al., 2007) . Such an effect is consistent with electrophysiological studies of visual recognition memory (Miller et al., 1991) and perceptual learning (Ghose et al., 2002) , as well as with most efforts to model the neural plasticity associated with perceptual learning (Hoshino, 2004) .
Given that adaptation to repeated sensory stimuli also produces decreases in cortical activity profiles (Desimone, 1996) , it is important to distinguish between adaptation and perceptual learning as the likely agent of the observed changes. The stimulus conditions presented in the scanning sessions were selected with a b c Figure 6 . Effective connectivity increases among pSTS and unisensory areas are seen after training. a, Model demonstrating proposed interconnectivity among the pSTS, visual, and auditory VOIs with stimulation during the blocked-design protocol. Red arrows indicate driving forces. Dashed lines indicate the possibility of direct connectivity between the auditory and visual VOIs in the models chosen. b, Bayesian model selection for each of the models illustrated in pretraining and posttraining sessions. The two rows represent exceedance probabilities of models belonging to families omitting and including direct connectivity between auditory and visual VOIs. In the models, red arrows indicate connections that are modulated with AV presentation. Asterisks indicated winning models. c, Winning models from both pretraining and posttraining datasets. Solid black lines and numbers indicate connections among VOIs and modulatory influences of AV presentation that have group-wise posterior probability exceeding 0.90. Gray lines and numbers represent weights and connections whose posterior probabilities do not exceed 0.90 (values indicated parenthetically). Note especially the change in intrinsic connectivity between visual and auditory cortices after training.
the expectation that BOLD changes would likely be present in the RWS condition, with less of a change or no change at all observed during the 300 or 0 ms conditions. As noted, the data show an opposite pattern of results. Nonetheless, the fact that the BOLD decreases were specific to the objectively simultaneous (i.e., SOA 0) and highly asynchronous (i.e., SOA 300) conditions, and not to the individualized threshold asynchrony condition (i.e., SOA RWS), argues strongly in favor of perceptual learning (since adaptation effects should accompany all conditions equivalently). This interpretation is further supported by the condition-bytraining interactions shown in Table 2 , highlighting differential BOLD activity particularly between the SOA 300 condition and the SOA 0 condition after training. Similarly, that decreases were limited to correct trials supports the hypothesis that increased processing efficiency [and thus that decreases in effort needed to reach maximal performance on less challenging conditions (Schiltz et al., 1999) ] is driving the observed changes, although the relatively small number of incorrect trials at the SOA 300 condition may represent a significant limitation. A combination of task difficulty and small effect size may have obscured any change in BOLD signal at the RWS condition, but had participants been required to complete a full 5 d of training (Powers et al., 2009 ), thus overlearning the task, BOLD changes at the RWS condition may well have also been observed.
It is clear from these results that pSTS is a major locus of change in this study. The location of the ROI identified here is remarkably similar to that shown in previous studies of multisensory synchrony perception (Calvert et al., 2000 (Calvert et al., , 2001 Bushara et al., 2001; Macaluso et al., 2004; Noesselt et al., 2007) , and the BOLD decreases in adjacent regions in response to synchronous and asynchronous stimuli are highly reminiscent of the adjacent regions within pSTS recently identified to be selectively responsive to synchronous and asynchronous audiovisual stimulus streams (Stevenson et al., 2010) . Equally as striking as the training-related decreases in BOLD activity were the changes in functional connectivity within a network of sensory brain areas. Key results of these connectivity-based analyses include that pSTS exhibits a higher degree of resting state functional coupling with auditory cortex after training, and that a network of areas including pSTS and regions of auditory and visual cortex exhibits a switch from a primarily feedforward network to one wherein feedback connectivity during combined AV presentation and inherent connectivity between unisensory auditory and visual regions appears to be enhanced after training. This greater functional coupling may translate to more efficient transfer of information among these regions and may explain the local effect of BOLD decreases observed after training. Recent work with simultaneously recorded EEG and fMRI indicate a relationship between BOLD decreases and enhanced beta power during a semantic encoding task (Hanslmayr et al., 2011) , and a similar relationship may be present here between the enhanced functional coupling and BOLD signal decreases after training, but more spatially and temporally precise measures may be needed to test this hypothesis. Anatomical and electrophysiological studies of pSTS provide additional support for the plausibility of this model. Thus, it has been shown that primate auditory belt regions exhibit strong feedforward and feedback interconnectivity with pSTS (Barnes and Pandya, 1992; Hackett et al., 1998; Cappe and Barone, 2005) , and that pSTS receives abundant input from adjacent visual areas (Barnes and Pandya, 1992) . Likewise, projections from pSTS and auditory cortex to lateral occipital visual areas and even primary visual cortex have been well characterized (Falchier et al., 2002) . Moreover, rapid changes in connectivity between association auditory and visual cortices have been demonstrated in the context of several multisensory tasks (von Kriegstein and Giraud, 2006; Cappe et al., 2010) , and oscillatory activity has been shown to play a key role in multisensory integration of temporally congruent stimuli (Nozaradan et al., 2011) , lending further plausibility to this construct. The current data greatly expand this framework by providing the first evidence that pSTS, in coordination with visual and auditory areas, plays a central role in orchestrating plastic changes in a fundamental construct of multisensory temporal processing that are stable across time, and lend predictive power to the hypothesis that multisensory perceptual training on a simultaneity judgment task may influence other measures of multisensory binding and unisensory temporal processing as well. Indeed, similar circuitry has been shown to be involved in both the McGurk effect (Wiersinga-Post et al., 2010) and the sound-induced-flash illusion (Mishra et al., 2008) , and cross-modal effects of temporal training have recently been demonstrated (Alais and Cass, 2010) .
The enhanced resting state functional connectivity between pSTS and both superior colliculus (SC) and superior cerebellum following training is interesting because of the roles these regions play in multisensory integration and supramodal temporal processing, respectively. However, the contributions of these areas to the observed perceptual plasticity remain unknown. The SC, despite its central role in multisensory integration (Stein and Meredith, 1993) and its activation in several studies examining audiovisual simultaneity perception (Bushara et al., 2001; Calvert et al., 2001) , does not itself exhibit BOLD changes after training. In contrast, the SC does show enhanced coupling with pSTS after training, and offers support to the view that the connectivity between SC and multisensory and unisensory cortical areas is important for audiovisual simultaneity detection (Bushara et al., 2001; Dhamala et al., 2007) . The presence of activation changes and functional interactions between the pSTS and the cerebellum carries with it implications for alterations of supramodal timing mechanisms via audiovisual perceptual training, although cerebellar regions have been shown to be directly responsive to visual and auditory stimuli (Baumann and Mattingley, 2010) , as well as in the anticipation of sensory events (Bueti et al., 2010) .
From a clinical perspective, the similarity between the regions influenced by the current perceptual training protocol and those altered in individuals with conditions in which multisensory processing is impacted is striking. For example, in addition to having enlarged multisensory temporal binding windows (Hairston et al., 2005) , individuals with developmental dyslexia also exhibit altered BOLD activity in pSTS compared with typical-reading controls during auditory and visual nonword rhyming (Rumsey et al., 1992; Shaywitz et al., 2002) , pseudo-word processing (Brunswick et al., 1999; Paulesu et al., 2001) , and letter-word sound matching (Blau et al., 2010) . Additionally, an alternate accounting of the functional deficits seen in children with dyslexia has emphasized the role of cerebellum in the development of reading automaticity (Fawcett et al., 2001; Stoodley et al., 2005; Stoodley and Stein, 2011) . Supporting evidence for this comes from demonstrated BOLD decreases in vermal lobule VI in children with dyslexia compared with typical-reading controls during pattern learning (Jenkins et al., 1994) . Similarly, in children with autism spectrum disorders (ASD), pSTS appears to be an important affected region, with decreases in gray matter density, resting hypoperfusion, and abnormal activation all being noted (Zilbovicius et al., 2006; Redcay, 2008) . Moreover, amodal (Brock et al., 2002) and multisensory (Foss-Feig et al., 2010; Kwakye et al., 2011) timing deficits have been demonstrated in individuals with ASD, and may be associated with morphological (Courchesne et al., 1988; Courchesne, 1995; Mitchell et al., 2009) and functional (Mostofsky et al., 2009 ) changes in the superior cerebellum that correlate with disease severity. Last, it is clear that both multisensory processing (Ross et al., 2007; de Jong et al., 2009; Jardri et al., 2009 ) and pSTS activity during audiovisual speech binding (Szycik et al., 2009 ) is altered in individuals with schizophrenia when compared with matched controls. Given that these deficits and the plastic changes demonstrated here are likely to be reflective of changes in local neural architecture (Brock et al., 2002) , these results point to multisensory temporal training as an especially promising new avenue for exploration of the contribution of multisensory processing to these disorders.
In summary, the results reported here illustrate that the narrowing of the multisensory temporal binding window is accompanied by decreases in BOLD activity within a network of multisensory and unisensory areas, as well as by changes in resting-state and task-related functional coupling among these areas.
