In a joint e¨ort to develop a robust numerical tool for the simulation of injection, mixing, and combustion in liquid rocket engines at high pressure, a real-gas thermodynamics model has been implemented into two computational §uid dynamics (CFD) codes, the density-based INCA and a pressure-based version of OpenFOAM. As a part of the validation process, both codes have been used to perform large-eddy simulations (LES) of trans-and supercritical nitrogen injection. Despite the di¨erent code architecture and the di¨erent subgrid scale turbulence modeling strategy, both codes yield similar results. The agreement with the available experimental data is good.
INTRODUCTION
In high-performance internal combustion engines as well as in liquid rocket engines (LRE), the propellants may be injected at a super-or transcritical state, i. e., at pressures higher than the critical pressure of the §uid and temperatures close to or below the pseudocritical temperature [1] . The operating pressure in LREs using a gas generator cycle, for instance, lies typically above 10 MPa, which is distinctly above the critical pressure of the injected propellants (p c,O2 = 5.04 MPa and p c,H2 = 1.4 MPa).
In recent years, several groups investigated the physics of cryogenic §uid injection, mixing, and combustion at supercritical pressures. Experiments of a cold supercritical nitrogen jet that is injected into an ambient temperature nitrogen environment were conducted in [2, 3] . Their con¦guration allows for an isolated view on real-gas dominated mixing processes of a single component §ow and is, therefore, well suited to validate numerical methods in this respect. Therefore, these measurements have been selected as a validation database for the numerical tools presented in this paper. Further experiments for inert binary H 2 /N 2 injection and mixing were presented by Oschwald et al. [4] . Both studies underline that the prevailing physical phenomena change when the operating pressure exceeds the critical point. While subcritical jet-breakup is controlled by droplet formation and evaporation, no phase interface could be observed at supercritical pressures. Combustion of H 2 /O 2 §ames at elevated pressures was studied by Singla et al. [5] as well as by Mayer and Tamura [6] . A comprehensive review on the experimental activities in this ¦eld is given by Oschwald et al. [1] and recently by Chehroudi [7] .
In addition to these experiments, supercritical §uids have been subject of many numerical studies. Injection, mixing, and combustion at supercritical pressures are strongly in §uenced by intermolecular forces which are usually neglected at lower pressures (ideal gas assumption). These real-gas e¨ects need to be modeled accurately, which is a serious challenge. An elaborate approach was, for instance, presented by the group of J. Bellan [810] who studied shear layers in a supercritical environment using both direct numerical simulation (DNS) and LES. Remarkable progress has also been made in modeling inert as well as reacting jet con¦gurations at supercritical pressures by means of LES [1115] . These studies mostly used density-based numerical methods, which show a good performance for high-velocity §ows. However, near the incompressible limit, the set of governing equations becomes very sti¨. This problem does not occur in pressure-based solution methods, which solve an equation for pressure instead of the continuity equation. Recently, pressure-based solution methods have also been applied to supercritical jet con¦gurations [1619] . While sti¨ness is not an issue for such codes, stability issues have been reported and modi¦cations to the pressure equation as well as to the solution algorithm are necessary. The stability su¨ers mainly from the presence of steep density gradients, which are a characteristic of §uids close to the critical density.
In this context, the Technische Universit at M unchen (TUM) and the Universit at der Bundeswehr M unchen (UniBW) started a joint e¨ort to develop numerical tools that are capable of predicting supercritical mixing and combustion. While the TUM promotes INCA * (density-based), the UniBW extends the capabilities of the open-source CFD program OpenFOAM † (pressure-based). The two LES CFD codes have been extended using the same models of real-gas thermodynamic e¨ects but, otherwise, are developed independently. The cu-bic PengRobinson (PR) equation of state (EoS) [20] has been used to describe the thermodynamic behavior of the §uid. As a part of the validation, both codes have already been successfully used to reproduce DNS results of Okong£o et al. [21] for an inert, transitional, temporal mixing layer [22] . OpenFOAM has also been tested for trans-and supercritical nitrogen jets [17] and reproduced the experiments in good agreement. In the following, the numerical method used in both codes as well as the thermodynamic modeling are presented. The procedures are then applied to simulate trans-and supercritical nitrogen jet §ows that have been studied experimentally in [2, 3] . The two codes are compared with respect to modeling accuracy. Furthermore, the sensitivity of the results on the EoS as well as on changes in the temperature boundary condition is discussed.
NUMERICAL AND PHYSICAL MODELING

Governing Equations
The general compressible conservation equations for mass, momentum, and energy for a single component §ow are:
Here, x i are the Cartesian coordinates; t is the time; ρ is the density; u i is the velocity component in direction i; e t is the total energy; and p is the thermodynamic pressure. The viscous stress tensor and the heat §ux are:
In LES, only turbulent motions with length scales greater than a given ¦lter width are resolved while the subgrid scale (SGS) turbulence has to be modeled. Here, di¨erent strategies are employed for the two CFD codes, which are described in the respective sections. The thermophysical properties in the above equations, such as thermal conductivity λ, viscosity µ, temperature T , and pressure p, are related to the transported quantities consistently in both codes using the same thermophysical real-gas models.
Thermophysical Modeling
The cubic PR EoS [20] has been chosen to describe the relation between the thermodynamic state variables:
The molar volume is denoted by v and R is the molar gas constant. Intermolecular attractive forces are described by the temperature-dependent function a and the reduction of free volume due to the ¦nite volume of the molecules is taken into account by b. Both functions are empirical and normalized to the critical point (T c , p c ) of the §uid they describe:
The function κ = 0.37464 + 1.54226ω − 0.26992ω 2 accounts for the deviation of the molecules from the perfect circular shape that can be assumed only for monatomic elements, ω denotes the constant acentric factor (ω N2 = 0.037). The PR EoS gives accurate predictions for temperatures above and close to the critical temperature; however, in the transcritical regime, distinct deviations from experimental data can be observed. As a remedy to this problem, Matheis et al. [23] evaluated various volume-translation methods for cubic EoSs. By translating the thermodynamic state of the §uid along its volume axis, the density prediction is considerably improved. An example is the empirical method of Harstad et al. [24] , which has been implemented in both codes. This volume correction method will henceforth be referred to as PR-VC. To close the set of conservation equations, the caloric properties have to be calculated using the departure function formalism (see also [25] ). This method is based on a decomposition of the caloric property into an ideal contribution, which is calculated at a low reference pressure, and a departure function taking into account the pressure e¨ects, e. g., for enthalpy:
where the subscript 0 refers to the ideal reference state (p 0 = 1 bar), which is evaluated using the 9-coe©cient NASA-polynomials proposed by Goos et al. [26] . The integral on the right side of Eq. (6) is the departure function and needs to 8
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be calculated using an EoS. The transport properties, i. e., the viscosity and the thermal conductivity, have been modeled with the empirical correlation for dense §uids of Chung et al. [27] .
INCA Code
INCA directly solves the compressible NavierStokes equations in conservation form (1)(3) with the Adaptive Local Deconvolution Method (ALDM), which follows an implicit LES (ILES) approach. The basic idea of ILES is to combine turbulence modeling and numerical discretization of the conservation equations. ALDM is a nonlinear ¦nite volume method and incorporates free parameters in the discretization scheme, which can be used to control the truncation error. A physically motivated implicit SGS model that is consistent with turbulence theory is obtained through parameter calibration [28] . ALDM is implemented for Cartesian collocated grids and used to discretize the convective terms of the NavierStokes equations. The di¨usive terms are discretized by secondorder centered di¨erences and a third-order explicit RungeKutta method is used for time integration. For a detailed description of the numerical method, refer to [29, 30] . As INCA is a density-based code, pressure and temperature have to be calculated at each time step from internal energy and density. For ideal gases, this can be done in a straightforward manner by using the ideal gas law. However, for real gases, an iterative procedure is necessary to ¦nd the correct values for pressure and temperature. A nonlinear least squares optimization method is best suited to e©ciently solve this problem. For all simulations presented in this paper, a trust region method is used for the iterative calculation.
OpenFOAM Code
Instead of solving the energy conservation equation (3) directly, an enthalpy equation is used in the OpenFOAM code:
Hereby, the viscous heating term ∂u i τ ij /∂x j is not considered, since it is negligible for low-velocity §ows. In the LES context, a ¦ltering operation is applied before the governing equations are solved. However, the ¦ltering introduces unresolved turbulent motions, which, in the OpenFOAM code, are modeled with an eddy viscosity approach. Hence, the viscosity µ and the thermal conductivity λ in Eqs. (4) and (5) are incremented by an SGS contribution that is modeled using the explicit Smagorinsky model [31] :
where C s is the Smagorinsky constant, which has been set to 0.17, and the turbulent Prandtl number Pr t has been assumed to be 1.0; -and S ij denote the ¦lter width and the ¦ltered strain-rate-tensor, respectively:
Most CFD simulations for §ows with real-gas thermodynamic e¨ects have been performed with density-based codes. However, the OpenFOAM solver pursues a di¨erent strategy by using a Pressure Implicit with Splitting of Operators (PISO) algorithm. Originally designed for incompressible §ows, the PISO algorithm has been extended to allow for simulations of §ows with moderate compressibility e¨ects. Instead of solving for the continuity Eq. (1), an equation for pressure is solved:
Here, the subscript 0 refers to the base point of the Taylor expansion, which coincides with the corresponding values of the previous iteration; ψ = ∂ρ/∂p denotes the compressibility of the §uid; A p is the coe©cient matrix of the discretized momentum equation; and H p is the operator including the discretized source term. This pressure equation can be derived from the discretized momentum equation and the continuity equation as shown in detail by Issa et al. [32, 33] . However, due to the nonlinearity of the PR EoS, it becomes necessary to modify the standard formulation of the pressure equation as well as the segregated solution algorithm, which both imply ideal gas behavior. Jarczyk and P¦tzner [17] have derived an adapted pressure equation using a Taylor expansion to linearize the EoS. The ¦rst term in Eq. (7) is zero for ideal gases and, therefore, usually neglected. However, careful modeling of this term is required if real-gas e¨ects are to be considered. A further modi¦cation has to be made to the segregated solution algorithm shown in Fig. 1 . Since the compressibility in the pressure equation does not depend on the pressure for ideal gases, it is su©cient to evaluate the thermodynamic properties before the PISO loop. However, for a cubic EoS, ψ is a function of pressure and thus has to be updated during the PISO loop in order to achieve convergence. The extended PISO loop is shown in Fig. 1b details on the extended PISO algorithm and the modi¦ed pressure equation, refer [17] .
All OpenFOAM simulations have been performed using a second-order centered di¨erencing scheme for the spatial discretization. A van Leer limiter is used to avoid unphysical oscillations and a ¦rst-order implicit Euler scheme has been used for time integration.
EXPERIMENTAL AND NUMERICAL SETUP
As a test case for the presented numerical and physical modeling of trans-and supercritical §ows, a round jet con¦guration is chosen. Cold nitrogen is injected into a mixing chamber that is ¦lled with gaseous nitrogen at ambient temperature. This case has been investigated experimentally in [2, 3] using a twodimensional (2D) Raman imaging technique. The results allow for a validation of the averaged density pro¦les obtained from the CFD.
Test Cases
Mayer et al. have conducted a series of experiments covering pressures from 3.96 to 5.98 MPa, temperatures from 126.2 to 140.5 K, and injection velocities Table 1 , have been chosen for validating the new solvers. The nomenclature of the investigated con¦gurations is adapted from the experimental numbering in [3] . Cases 3 and 4 have a similar chamber pressure of 3.97 and 3.98 MPa, respectively. This is rather close to the critical pressure of nitrogen (p c,N2 = 3.4 MPa). The temperature dependence of the thermodynamic properties, such as heat capacity and density, around the pseudocritical temperature is, therefore, very pronounced. Figure 2a (left column) shows the density curve at the operating pressure of Cases 3 and 4 as well as the inlet conditions of the two cases. While the measured inlet temperature of Case 3 (T inj = 126.9 K) lies below the pseudocritical temperature, the inlet temperature of Case 4 (T inj = 137 K) is supercritical. From a modeling point of view, Case 3 is the most interesting, since the regime of sharp density gradients has to be resolved during the mixing and heating of the cold jet. The in §uence of the thermodynamic modeling is expected to exert the greatest in §uence on the jet compared to the other operating conditions considered in the current work. For Case 4, the regime of large density gradients is not passed and thermodynamic modeling is, therefore, less critical. The same holds for the isobaric heat capacity which is shown in Fig. 2b (left column). While the peak in heat capacity at the pseudocritical temperature has to be passed for transcritical injection temperatures (Case 3), it is avoided at higher injection temperatures (Case 4).
Also, in Fig. 2 , di¨erent EoSs are compared in order to assess their suitability for the particular con¦gurations considered in the present study. The PR EoS, both with and without the volume correction method, as well as the often utilized SoaveRedlichKwong (SRK) EoS [35] are compared with NIST data [34] , which serve as a reference. As anticipated, Case 3 is the most critical and shows distinct di¨erences between the models. The advantage of the volume correction method lies in the regime of cryogenic temperature, where the uncorrected PR EoS is known to signi¦cantly overpredict the density. However, for this particular con¦guration, the uncorrected PR EoS is actually better suited than the PR-VC EoS. For the sake of future simulations, in which the operating points are in regimes that are better represented by the volume correction method, the two codes are compared using the PR-VC EoS. The SRK EoS does not perform particularly well and is, therefore, not used for the LES in this study. Case 7 features approximately the same injection temperature as Case 3 but a higher chamber pressure of 5.01 MPa. The density and heat capacity curves for this operating point, calculated with di¨erent EoSs, are shown in Figs. 2a and 2b (right column). Like for Case 3, the measured inlet temperature (T inj = 126.2 K) lies below the pseudocritical temperature. Thus, both the heat capacity peak and the steep density gradient are passed during heating of the dense core. However, the temperature sensitivity of density as well as of heat capacity is less critical than for Case 3 as the pressure is farther away from the critical pressure p c,N2 . A comparison of the accuracy of di¨erent EoS shows the same trend previously observed for lower pressure, i. e., the uncorrected PR EoS shows the best agreement with the NIST data.
Computational Setup
The experimental injector has a radius of R = 1.1 mm and is long enough to ensure fully turbulent §ow conditions at the injector exit. The testing chamber is a cylindrical tank (D c = 122 mm) and is initially ¦lled with nitrogen at ambient temperature. While the chamber front wall has been assumed to be adiabatic, the outer walls have been kept at a constant temperature of 298 K. More details on the experimental setup are given in [36] .
For the INCA simulations, a block-structured Cartesian grid with about 3.9 million cells was used. The outer dimensions of the domain are 60 × 60 × 80 mm. The grid is re¦ned near the centerline whereas the axial grid spacing is kept homogeneous. At the in §ow, a fully turbulent mean velocity pro¦le was prescribed as obtained from the one-seventh power law for pipe §ow [37] . Low-intensity white noise §uctuations are superimposed to model turbulent conditions.
In the OpenFOAM simulations, a cylindrical grid was used. The diameter of the domain coincides with the experimental setup and comprises 1.7 million cells. The grid is stretched in axial as well as in radial directions and is additionally re¦ned near the shear layer where warm and cold nitrogen mix. The transient velocity ¦eld at the in §ow is generated with a separate incompressible LES using cyclic boundary conditions in axial direction. A validation of the method can be found in [38] . From the pipe §ow, the slices of the turbulent velocity ¦eld were extracted, which are then interpolated onto the in §ow boundary of the jet simulation. In order to examine the sensitivity of the results on the resolution, the simulations were also performed using a grid with 4.1 and 7.2 million cells.
RESULTS
Instantaneous Results
In Fig. 3a , snapshots of the density gradient magnitudes are shown. The isolines refer to the arithmetic mean density between the injector exit and the surrounding nitrogen and illustrate the jet breakup. The two cases with injection temperatures below the pseudocritical temperature (Cases 3 and 7) are characterized by a sharp density gradient that encloses the cold jet. The large density ratio between the core and the surrounding hinders the formation of KelvinHelmholtz vortices [39] and, therefore, delays the jet breakup. Zong et al. [40] argued that in this area, strong local anisotropies transfer turbulence kinetic energy from a direction perpendicular to the jet surface to the streamwise direction. This wall-like behavior is also re §ected in Fig. 4 where the isocontours of the arithmetic mean density are shown for Cases 3 and 4. It can be observed that the structure of the jet surface downstream of the injector (x/R < 5) di¨ers between Figure 3 Magnitude of the density gradients (black isoline denotes the arithmetic mean density between inlet and ambient nitrogen) (a) and isobaric heat capacity contour plots (b) for Cases 3 (top), 4 (middle), and 7 (bottom) (OpenFOAM) Figure 4 Instantaneous isocontours of density. The threshold is the arithmetic mean between chamber and in §ow condition ρiso = 0.5 (ρinj + ρ∞): (a) Case 3, ρiso = 221.5 kg/m 3 ; and (b) Case 4, ρiso = 109.5 kg/m 3 the two cases. In Case 4, coherent vortices evolve signi¦cantly closer to the injector than in Case 3 where the damping of the radial §uctuations is stronger. In Fig. 3b , the corresponding instantaneous isobaric heat capacity is shown. At the shear layer between warm and cold nitrogen of Cases 3 and 7, a layer of high heat capacity can be observed. This layer corresponds to the heat capacity peak at the pseudocritical temperature previously mentioned (see Fig. 2 ). In these transcritical cases, a higher amount of enthalpy is needed to obtain a certain temperature increment at the surface of the cryogenic core. As a result, the steep density gradient at the shear layer is more resistant to heat conduction from the warm surrounding. This additionally stabilizes Cases 3 and 7 in comparison to Case 4 where the injection temperature is higher than the pseudocritical temperature and no layer of high heat capacity can be observed. Figure 5 shows the time-averaged density pro¦les of both codes in comparison with each other and with the experimental data. Despite the various di¨erences between INCA and OpenFOAM, the results for both codes are in close agree-
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LIQUID AND ELECTRIC SPACE PROPULSION Figure 5 Mean density pro¦les on the centerline for Cases 3 (a), 4 (b), and 7 (c):
1 ¡ experiments [3] ; 2 ¡ OpenFOAM; and 3 ¡ INCA ment. The maximum deviation between the results for Case 3 can be found at x/R ≈ 45 and amounts to approximately 9.2% with the INCA result as a reference. In comparison, the inherent modeling error of the SRK and PR-VC EoS with respect to the NIST chemistry webbook [34] (see Fig. 2 ) at the injector exit is 12.3% and 10.2%, respectively. This is remarkable, since the codes differ in several aspects, such as SGS modeling, mesh resolution, the method to generate the turbulent in §ow condition, discretization, and code architecture. Nevertheless, with no particular adjustments made, the deviation in the axial mean density is smaller than the inherent modeling error of the EoS. Moreover, the size of the simulated domain di¨ers between the OpenFOAM and the INCA simulations. While for INCA, a rectangular duct is used with an edge length of 60 mm, for OpenFOAM, a cylindrical domain with the diameter 122 mm is chosen. It appears that the smaller domain is su©cient and the development of the jet is not in §uenced by the outer boundary. The measurements of Mayer et al. [3] serve as a basis to validate the described simulation results. All three cases are reproduced in satisfactorily agreement with the experiments. Deviations can be observed in the region of jet breakup (20 < x/R < 40) for the transcritical con¦gurations (Cases 3 and 7) , where the steep density decrease is not fully captured. The simulations for the supercritical Case 4 match the experiments particularly well.
In §uence of the Equation of State
As mentioned before, the uncorrected PR EoS is expected to be better suited for the con¦gurations considered in this study. Especially for the transcritical conditions in Cases 3 and 7, the predicted density matches the NIST data better than the PR-VC or the SRK EoS (see Fig. 2a ). For this reason, further LES have been carried out with the PR EoS, while leaving all other models unchanged. Case 3 has been chosen for this study, since it is the most sensitive con¦guration in terms of thermodynamic modeling. Figure 6 shows the mean density as obtained with OpenFOAM for both the PR-VC EoS (curve 2) and the PR EoS (curve 3). Compared to the di¨erences that were observed between the two codes in the previous section (see Fig. 5a ), the di¨erences caused by changing the EoS are distinctly more pronounced. This can be attributed directly to the di¨erences in the EoS only in the section prior to jet breakup (x/R < 20). Further downstream, the temperature on the centerline increases and the di¨er-ence between the uncorrected and the corrected PR EoS becomes negligible (see Fig. 2a, left column) . However, the di¨erence between the two density curves obtained from the simulation persists over the whole range, which shows that the choice of the EoS a¨ects the mixing process.
It may appear contradictory that the result obtained with the PR EoS is in worse agreement with the experiment than the result obtained with the PR-VC EoS even though it performs better with respect to the NIST data. However, the authors of [3, 36] discuss that despite using sophisticated methods, they had problems to determine the exact temperature at the nitrogen in §ow. Also, the measurement data were recorded in a transient phase in which the feeding lines did not have the same temperature as the injected §uid. It is probably due to a combination of these issues that the measured density in the ¦rst section after the injector is approximately -ρ = 60 kg/m 3 smaller than the density that can be obtained from NIST [34] using the measured inlet temperature and chamber pressure. This inconsistency at the boundary explains why the result obtained using the PR-VC EoS, which also underpredicts the density with respect to NIST, is closer to the experiment.
In §uence of the Inlet Temperature
Another simulation has been performed using a modi¦ed value for the in §ow temperature in order to better assess the suitability of the EoS and to investigate 18 LIQUID AND ELECTRIC SPACE PROPULSION Figure 6 Mean density on the centerline for Case 3 with di¨erent EoSs and inlet temperatures (OpenFOAM): 1 ¡ experiments [3] ; 2 ¡ PR-VC EoS, Tin = 126.9 K; 3 ¡ PR EoS, Tin = 126.9 K; and 4 ¡ PR EoS, Tin = 128.53 K the in §uence of in §ow temperature variations on the result. Previous numerical studies demonstrate that small temperature changes may have a signi¦cant impact on the centerline density. Among them is the work of Mayer et al. [3] who perform computations with the maximum and the minimum temperature values that were obtained in the experiments, thereby covering a range of -T = 4 K for Case 3. Banuti and Hannemann [41] additionally account for the heat addition in the injector tube. The present authors pursue an alternative approach and calculate the in §ow temperature taking the density measurements close to the injector as a reference. By averaging the experimental datapoints in the section prior to jet breakup, an experimental mean density at the injector exit of ρ inj = 398 kg/m 3 can be estimated. With a highly accurate EoS, as available in the NIST chemistry webbook [34] , the injection temperature for Case 3 can then be calculated as T inj ≈ 128.53 K. Though the di¨erence to the measured value is only -T = 1.63 K, it implies a density variation of -ρ ≈ 60 kg/m 3 . The results obtained with the modi¦ed injection temperature are shown in Fig. 6 (curve 4) . It was found that modifying the inlet temperature as described has the e¨ect to shift the density curve to smaller values without signi¦cantly changing its overall slope. Even though the discrepancy between experiment and LES is now greater than in the simulation using the PR-VC EoS (curve 2), using the modi¦ed in §ow temperature allows for an isolated assessment of the thermodynamic models. The discrepancy in the section prior to jet breakup (x/R < 20) is now entirely due to the inherent modeling error of the EoS and misleading agreement between simulation and experiment is thus avoided.
Grid Convergence Study
In order to evaluate the in §uence of the numerical resolution, two additional simulations have been carried out with the OpenFOAM code using re¦ned grids. For the ¦rst simulation, the grid is re¦ned by a factor of 1.35 in each direction and comprises 4.1 million cells. For the second simulation, 7.2 million grid cells have been used. The simulations have been performed for Case 3 with the PR EoS and the original inlet temperature as measured by Mayer et al. [3] . The instantaneous density gradient magnitudes for the coarse and the ¦ne grid are compared in Fig. 7 . While the turbulent §uctuations are clearly better resolved on the ¦ne grid, the breakup angle and the shape of the jet appears to be similar. This is underlined by the mean density along the centerline shown in Fig. 8 . Although the location of jet breakup moves slightly upstream in the simulations on the re¦ned grids, the general evolution stays una¨ected by the improved resolution. This indicates that the §ow is su©ciently well resolved on the coarser grid.
CONCLUDING REMARKS
The same models for real-gas thermodynamic e¨ects, based on a volumecorrected version of the PR EoS, have been implemented into two LES codes, the density-based INCA and the pressure-based OpenFOAM. For the latter, both the pressure equation and the PISO solution algorithm have been modi¦ed to allow for a consistent pressurevelocity coupling with nonlinear EoSs. The new solvers have been used to simulate trans-and supercritical nitrogen injection into a warm surrounding. The computational results are in good agreement with the available experimental data of Mayer et al. [3] , in particular, the location of breakup and the density decrease at supercritical injection conditions is well captured. At transcritical injection conditions, deviations could be observed in the transitional region of the jet, where the steep density decrease could not be reproduced to its full extent. It is remarkable that the results of both codes, INCA and OpenFOAM, are nearly identical, especially in the light of differing code architecture, in §ow boundary condition, mesh and SGS turbulence modeling. In general, both solvers demonstrated their capability of predicting single-species, inert §ows in at trans-and supercritical conditions. Future work will concentrate on extending the solver capabilities to multispecies and reacting §ows.
