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Abstract
Ageneralization is given for a characterizationof the spectral density functionofWeyl andTitchmarsh for a singular Sturm–Liouville
problem having absolutely continuous spectrum in [0,∞). A recurrent formulation is derived that generates a family of approxima-
tions based on this scheme. Proofs of convergence for these new approximations are supplied and a numericalmethod is implemented.
The computational results show more rapid rates of convergence which are in accord with the theoretical rates.
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1. Introduction
In this paper we consider the singular Sturm–Liouville problem
−u′′ + qu = u, ax <∞, (1.1)
u(a) cos  + u′(a) sin  = 0,  ∈ [0, ), (1.2)
under the main assumption q ∈ L1(a,∞), and several cases of weaker assumptions. Then x = ∞ is limit point and
oscillatory for > 0, nonoscillatory for < 0, and there is continuous spectrum in [0,∞). For 0 there can be only
discrete eigenvalues; consequently, in this paper it is assumed that > 0.
In [1] we analyzed and implemented the formula
F 1x () =
1
[√y(x, )2 + y′(x, )2/√]
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for  ∈ (0,∞) as an approximation to the spectral density function f ()=F 1∞() as x → ∞. Here y(x, )= y(x, )
is the solution of (1.1) ﬁxed by the initial conditions
y(a, ) = − sin , y′(a, ) = cos . (1.3)
The formula f () = F 1∞() for the spectral density function of (1.1)–(1.2) goes back to Weyl [12] and Titchmarsh
[11] when q ∈ L1(a,∞), and was generalized in [1,6] for the case q = V1 + V2, where V1 ∈ L1(a,∞) and V2 ∈
C[a,∞) ∩ BV [a,∞) with V2 → 0 as x → ∞.
The F 1x formula will be extended to
Fx() = 1
[Py2 + Qyy′ + Ry′2] (1.4)
for certain choices of P, Q, and R in such a way that Fx approaches f as x → ∞ for each choice. The new methods are
particularly valuable for the numerical computation of the spectral density function f () for power potentials of the
form
q(x) = C
x
, 0< <∞. (1.5)
The functions P, Q, and R are assumed to be solutions of the ﬁrst order system
P ′ = ( − q(x))Q + P ,
Q′ = −2P + 2( − q(x))R + Q,
R′ = −Q + R , (1.6)
(for some P , Q, R in L1 near ∞) which satisfy the terminal conditions,
lim
x→∞ P(x, ) =
√
, lim
x→∞ Q(x, ) = 0, limx→∞ R(x, ) = 1/
√
. (1.7)
While this framework is more general than what is needed for the methods of Sections 4 and 5 below, it also applies
to the approximations in [2] designed to exploit the speciﬁc structure of certain classes of potentials q(x).
The existence and uniqueness of solutions to (1.6)–(1.7) for any given choice of the ‘residual’ terms P , Q, and R
is proven in Section 2. Theoretical results on convergence of Fx to f are established in Section 3. A family of methods
is derived in Section 4; several examples from this family are given in Section 5 along with error bounds for the case
of power potentials. A numerical implementation is discussed in Section 6, and Section 7 contains numerical output
conﬁrming the theory.
2. Existence theory
Proving the existence and uniqueness of solutions to (1.6)–(1.7) is straightforward in the case when the po-
tential function q is in L1. We start with this assumption and then weaken it to include potentials such as (1.5)
when 0< 1.
Theorem 1. Assume q ∈ L1(a,∞). For the 3 × 3 ﬁrst order linear system of differential equations
u′(x) = [A + q(x)F ]u(x) + g(x), (2.1)
assume that (i) g ∈ L1[a,∞), (ii) A and F are constant 3 × 3 matrices, (iii) for some  real and positive, A has
eigenvalues {0,±i}. Then for each u0 in the null space of A,N(A), there exists a unique solution u ∈ ACloc[a,∞)
to the differential equation satisfying
lim
x→∞ u(x) = u0. (2.2)
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Proof. For each b> 0 consider the initial value problem
u′ = Au + qFu + g, 0xb,
u(b) = u0. (2.3)
Since this system is linear, it has a unique solution u ∈ ACloc[a,∞) for each b. Let (t) := exp(At) be the usual
matrix exponential, i.e., the unique solution of ′ = A and (0) = I . Since A is a constant matrix, it follows that
−1(s) = (−s) and (s)−1(t) = (s − t). Moreover, for u0 in the null space of A we have for any t
(t)u0 = exp(At)u0 = u0.
Also, since the eigenvalues of A are 0 and ±i the matrix norm ‖(t)‖∞ is bounded over t ∈ [a,∞).
Using variation of parameters the unique solution of the initial value problem (2.3) can be characterized as the
solution of the integral equation
u(s) = (s − b)u0 −
∫ b
s
(s − t){q(t)Fu(t) + g(t)} dt
= u0 −
∫ b
s
(s − t){q(t)Fu(t) + g(t)} dt . (2.4)
Now for the terminal value problem (2.1)–(2.2) we put b = ∞ on the right of (2.4) and argue that the integral over
[s,∞) deﬁnes a contraction mapping. Deﬁne the Banach space
B :=
{
u ∈ C[a0,∞)
∣∣∣ lim
x→∞ u(x) ∈N(A)
}
(2.5)
with norm
‖u‖ := max
a0 t<∞
‖u(t)‖∞, (2.6)
where ‖u(t)‖∞ is the inﬁnity norm of the vector u(t). For a ﬁxed choice of u0 ∈N(A), consider the closed subset of
B deﬁned by
S :=
{
u ∈ B
∣∣∣ lim
x→∞ u(x) = u0
}
(2.7)
On S ⊂ B deﬁne the mapping
T (u) = u0 −
∫ ∞
s
(s − t){q(t)Fu(t) + g(t)} dt . (2.8)
If there is a ﬁxed point u ∈ S, then differentiating both sides of u= T (u) and simplifying, we would have u satisfying
u′ = Au + qFu + g and the terminal condition limx→∞ u(x) = u0, as desired. Conversely, if there exists a solution u
of the terminal value problem at ∞ then it must satisfy u = T (u).
Into: Assume u ∈ S. Then T (u) is continuous and
lim
s→∞ T (u) = u0,
so T (u) ∈ S.
Contraction: Assume u, v ∈ S. Then
‖T (u) − T (v)‖ =
∥∥∥∥
∫ ∞
s
q(t)(s − t)F [u(t) − v(t)] dt
∥∥∥∥

{(
max
0 t<∞ ‖
−1(t)‖∞
)
‖F‖∞
∫ ∞
s
|q(t)| dt
}
‖u − v‖
‖u − v‖
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with  ∈ (0, 1) for s sufﬁciently large. Hence for a0 sufﬁciently large T is a contraction mapping on S, and therefore
has a ﬁxed point u(x) for x ∈ [a0,∞). Finally, since q, g ∈ L1(a,∞) the solution u(x) can be continued down to
x = a, with u ∈ ACloc[a,∞). 
Corollary 1. Assume q ∈ L1(a,∞) and P ,Q,R ∈ L1[a,∞). Then the terminal value problem (1.6)–(1.7) has
a unique solution on [a,∞).
Proof. In this case we have g = (P ,Q,R),
A =
[ 0  0
−2 0 2
0 −1 0
]
, F =
[0 −1 0
0 0 −2
0 0 0
]
,
and  = 2√. The desired u0 = (
√
, 0, 1/
√
) is indeed in the null space of A. Hence, the hypotheses of Theorem 1
are all satisﬁed. We note that in this case the fundamental solution matrix  satisfying (0)= I is given by
(x) = 1
2
⎡
⎢⎣
1 + cos(2√x) √ sin(2√x) (1 − cos(2√x)
−2 sin(2√x)/√ 2 cos(2√x) 2√ sin(2√x)
(1 − cos(2√x))/ − sin(2√x)/√ 1 + cos(2√x)
⎤
⎥⎦ .  (2.9)
When q is not inL1 we need to modify the approach for proving existence and uniqueness of solutions to (1.6)–(1.7).
Under the assumptions
q ′ ∈ L1(a,∞), q ∈ ACloc[a,∞), and lim
x→∞ q(x) = 0, (2.10)
we can handle the existence and uniqueness with a simple change of variables. Deﬁne a new independent variable s by
s =
∫ x
a
√
 − q(t) dt , (2.11)
where aa is chosen sufﬁciently large that − q(t)	> 0 for some positive 	 and all t ∈ [a,∞). Since s(x) is an
increasing function and
√
 − q(t) ∼ √ for t large, it follows that x ∈ [a,∞) maps one-to-one and onto s ∈ [0,∞).
Let new dependent variables P0, Q0, and R0 be deﬁned by
P(x) = ( − q(x))1.5P0(s), Q(x) = ( − q(x))Q0(s), R(x) = ( − q(x))0.5R0(s). (2.12)
The terminal values (1.7) transform to
lim
s→∞ P0(s, ) = 1/, lims→∞ Q0(s, ) = 0, lims→∞ R0(s, ) = 1/. (2.13)
The ﬁrst order system of differential equations (1.6) transforms to
d
ds
[
P0
Q0
R0
]
= [A0 + q0(s)F0]
[
P0
Q0
R0
]
+ g0, (2.14)
where
A0 =
[ 0 1 0
−2 0 2
0 −1 0
]
, F0 = diag (1.5, 1, 0.5), g0(s) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
P (x)
( − q(x))2
Q(x)
( − q(x))1.5
R(x)
 − q(x)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.15)
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and
q0(s) = q ′(x)/( − q(x))1.5. (2.16)
The idea now is to apply Theorem 1 in the s-variable to obtain existence and uniqueness of solutions to the terminal
value problem (2.14)–(2.13) for s ∈ [0,∞), and then deduce existence and uniqueness of solutions to the terminal
value problem (1.6)–(1.7) for x ∈ [a,∞). To be precise we have the following corollary:
Corollary 2. Assume q ′ ∈ L1(a,∞), q ∈ ACloc[a,∞), limx→∞ q(x) = 0, and P (x),Q(x),R(x) ∈ L1[a,∞).
Then we have:
(A) The terminal value problem (2.14)–(2.13) has a unique solution for s ∈ [0,∞).
(B) The terminal value problem (1.6)–(1.7) has a unique solution for x ∈ [a,∞).
Proof. (A) We apply Theorem 1 in the s-variable for s ∈ [0,∞). Checking the hypotheses:
For q0(s) we have∫ ∞
0
|q0(s)| ds =
∫ ∞
a
|q ′(x)|
| − q(x)| dx, (2.17)
with −q(x)	> 0 for x ∈ [a,∞). The assumptions q ′ ∈ L1[a,∞), q ∈ ACloc[a,∞) and limx→∞ q(x)=0 sufﬁce
to ensure that q0 ∈ L1[0,∞). For assumption (i) we can readily check that each component of g0 is in L1[0,∞), for
example,
∫ ∞
0
|g01(s)| ds =
∫ ∞
a
|P (x)|
| − q(x)|1.5 dx <∞, (2.18)
under the assumptions on q and the assumption P ∈ L1[a,∞). Assumption (ii) holds since we have from (2.15) that
A0 =
[ 0 1 0
−2 0 2
0 −1 0
]
, F0 =
[1.5 0 0
0 1 0
0 0 0.5
]
,
and assumption (iii) follows with = 2. Finally, we have that u0 = (1/, 0, 1/) is indeed in the null space of A. Hence
all the hypotheses of Theorem 1 are satisﬁed in the s-variable on [0,∞), so part (A) follows. We note that in this case
the fundamental solution matrix ˜ satisfying ˜(0) = I is given by
˜(s) = 1
2
[1 + cos(2s) sin(2s) 1 − cos(2s)
−2 sin(2s) 2 cos(2s) 2 sin(2s)
1 − cos(2s) − sin(2s) 1 + cos(2s)
]
. (2.19)
(B) Since the terminal value problem (2.14)–(2.13) for s ∈ [0,∞) is equivalent to the terminal value prob-
lem (1.6)–(1.7) for x ∈ [a,∞), it follows from part (A) that the solution (P,Q,R) deﬁned by (2.12) satisﬁes
the terminal conditions (1.7) at x = ∞ and the ﬁrst order system of equations (1.6) for x ∈ [a,∞). Finally,
since q is continuous on [a,∞) and P ,Q,R ∈ L1(a,∞) this solution can be continued down to x = a,
with P,Q,R ∈ ACloc[a,∞). 
3. Theoretical analysis
It will be simpler to work with the denominator of (1.4) than with Fx itself. Letting (P,Q,R) be the solutions of
the terminal value problem (1.6)–(1.7) under the assumptions of Corollaries 1 or 2, we deﬁne the quadratic form in y
and y′
(x, ) := P(x, )y2 + Q(x, )yy′ + R(x, )(y′)2. (3.1)
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Here y is the solution of (1.1) deﬁned by the initial conditions (1.3). It follows that Fx() = 1/[(x, )].
We begin with a preliminary result.
Lemma 1. Let > 0 be ﬁxed. Assume either (i) q ∈ L1[a,∞), or (ii) q ′ ∈ L1(a,∞), q ∈ ACloc[a,∞), and
limx→∞ q(x) = 0.
Assume that P ,Q,R ∈ L1(a,∞). Then there exists aa and positive constants K1 , K2 , and K3 such that
x ∈ [a,∞) implies
|y(x)y′(x)|(x, )/K1 , (3.2)
y(x)2(x, )/K2 , (3.3)
(y′(x))2(x, )/K3 . (3.4)
Proof. The proof depends only on the existence and uniqueness of a solution (P,Q,R) to the terminal value problem
(1.6)–(1.7), and for this reason it does not matter whether the assumptions on q are those for Corollary 1 or 2. By virtue
of the terminal conditions (1.7) we may assume P > 0 and R> 0 for sufﬁciently large x. The Cauchy inequality
0(
√
Py ± √Ry′)2
= Py2 + R(y′)2 ± 2√PRyy′,
implies
(x, ) = Py2 + Qyy′ + R(y′)22√PR|yy′| + Qyy′
2
√
PR|yy′| − |Q||yy′|.
Since 2
√
P(∞)R(∞) − |Q(∞)| = 2, for any K1 ∈ (0, 2) we can choose an a1()a so that P > 0, R> 0 and
2
√
PR − |Q|K1 whenever xa1(). Consequently,
(x, )K1 |yy′|
for xa1(). This implies that the quadratic form  is positive deﬁnite for xa1() and that (3.2) holds.
Now assume a2() is chosen sufﬁciently large that for xa2()
P (x)> 0, R(x)> 0, P (x) − |Q(x)|/2√/2, and R(x) − |Q(x)|/21/[2√],
which is possible because of the terminal conditions (1.7). Then for x max{a1(), a2()} we have
(x, ) = |(x, )|
P(x)y2 + R(x)(y′)2 − |Q(x)yy′|
Py2 + R(y′)2 + |Q|[−y2 − (y′)2]/2
= (P − |Q|/2)y2 + (R − |Q|/2)(y′)2
[√/2]y2 + [1/(2√)](y′)2.
It follows that for x max{a1(), a2()} we have [
√
/2]y2 and [1/(2√)](y′)2, which gives (3.3) and (3.4),
with K2 :=
√
/2 and K3 := 1/2
√
. The lemma is proved by taking a := max{a1(), a2()}. 
We can now establish our principal result. This deals with properties of (x, ) and Fx() for large x. In the
applications of Section 5 we will see that it is helpful to consider the terminal value problem (1.6)–(1.7) only for large
x, and to consider situations where P ,Q,R can be deﬁned in terms of q only for x sufﬁciently large. The following
theorem follows from Lemma 1 and gives an error bound for the approximation Fb() − f ().
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Theorem 2. Let > 0 be ﬁxed. Assume either (i) q ∈ L1[a,∞), or (ii) q ′ ∈ L1[a,∞), q ∈ ACloc[a,∞), and
limx→∞q(x)= 0. In addition, let a be sufﬁciently large that the inequalities in (3.2)–(3.4) hold and that the ‘residual
functions’P ,Q,R are deﬁned in [a,∞) and satisfy∫ ∞
a
|P (t, )| dt <∞,
∫ ∞
a
|Q(t, )| dt <∞,
∫ ∞
a
|R(t, )| dt <∞. (3.5)
Then we have the following conclusions:
(1) for xa the quadratic form (x, ) is bounded above uniformly for x ∈ [a,∞) and  ∈ [0, ), where  is the
initial condition parameter in (1.3).
(2) For all  ∈ [0, ) and all x ∈ [a,∞) there exist positive constants B1() and B2() such that
|y(x, )|B1() and |y′(x, )|B2().
(3) (∞, ) := limx→∞ (x, ) exists and can be written
(∞, ) = (a, ) +
∫ ∞
a
[P y2 + Qyy′ + R(y′)2] dt .
(4) With 	(b) := ∫∞
b
[|P (t, )| + |Q(t, )| + |R(t, )|] dt , as b → ∞
|(b, ) − (∞, )| = O(	(b)),
|Fb() − F∞()| = O(	(b)).
Proof. It will be observed that the Gronwall argument presented here requires only that the inequalities (3.2)–(3.4)
hold; for this reason the conclusions hold under both sets of assumptions on q in Corollaries 1 and 2.
Using the differential equations (1.1) and (1.6) a straightforward calculation gives
′(x, ) = P y2 + Qyy′ + R(y′)2. (3.6)
Hence, for any x2 >x1a
(x2, ) − (x1, ) =
∫ x2
x1
[P y2 + Qyy′ + R(y′)2] dt . (3.7)
With x1 = a and x2 = x, and K = minKi, apply (3.2)–(3.4) to obtain
(x, ) = |(x, )| |(a, )| +
∫ x
a
|P y2 + Qyy′ + R(y′)2| dt
 |(a, )| + 1
K
∫ x
a
[|P | + |Q| + |R|]|(t, )| dt .
It follows from Gronwall’s inequality that for all x ∈ [a,∞) we have
(x, )(a, ) exp
(
1
K
∫ x
a
[|P | + |Q| + |R|] dt
)
. (3.8)
To bound (a, ) independently of  ∈ [0, ) we can make use of the continuity of y, y′ in (x, ) ∈ [a, a] × [0, )
to obtain a bound M1() for |y| and M2() for |y′| which are uniform over such x and . It follows that
(a, ) = |(a, )|D1() := |P(a, )|M1()2 + |Q(a, )|M1()M2() + |R(a, )|M2()2. (3.9)
It follows from (3.9) and (3.8) that
(x, ) = |(x, )|D2() := D1() exp
(
1
K
∫ ∞
a
[|P | + |Q| + |R|] dt
)
(3.10)
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for all x ∈ [a,∞). This proves part (1) since D1() and K are independent of . It follows from (3.2), (3.4), and
(3.10) that
|y(x)|√D2()/K and |y′(x)|√D2()/K, (3.11)
for all x ∈ [a,∞). It follows that we can get bounds on |y(x)| and |y′(x)| which are independent of  ∈ [0, ) by
taking B1() := max{M1(),
√
D2()/K} and B2() := max{M2(),
√
D2()/K}. This proves part (2).
For part (3) take x1 = a and x2 =∞ in (3.7). The integral over [a(),∞) exists by (3.5) since y and y′ are bounded
independently of  over [a,∞).
For part (4) take x1 = b and x2 = ∞ in (3.7) and use the boundedness of y, y′, and yy′ on [a,∞) along with (3.5) to
get
|(b, ) − (∞, )| = O(	(b)).
With the deﬁnition of Fb it follows readily that
|Fb() − F∞()| = O(	(b)). 
Corollary 3. Let q,P ,Q, and R satisfy the assumptions of Theorem 2. In addition, assume that for sufﬁciently
large b, Q ∈ C1(b,∞), that Q′ is of one sign over [b,∞), and Q(x) → 0 as x → ∞. Then
|f () − Fb()| = O
(
|Q(b)| +
∫ ∞
b
|P (t, )| + |R(t, )| dt
)
, as b → ∞.
Proof. From integration by parts∫ ∞
b
Qyy′ dt = 0.5Qy2|∞b − 0.5
∫ ∞
b
Q′y2 dt ,
and since y2 is positive and bounded over [a,∞) the second integral can be bounded and integrated under the assumption
that Q′ is of one sign for large b. The limits at ∞ in both the ﬁrst and second terms vanish since Q(x) → 0 as
x → ∞. 
Corollary 4. Under the assumptions of Theorem 2, F∞() = f (), is the spectral density function for (1.1)–(1.2).
Proof.
lim
x→∞ Fx() = limx→∞
1
[Py2 + Qyy′ + R(y′)2] = limx→∞
1
[√y2 + (1/√)(y′)2] . (3.12)
But under assumptions (i) or (ii) of Theorem 2 we have
lim
x→∞
1

[√
y2 + (1/√)(y′)2
] = f (), (3.13)
where f () is the spectral density function for (1.1)–(1.2). For q ∈ L1(a,∞) this is a well-known result of Titchmarsh
[11] and Weyl [12], and for the assumptions (ii) it follows from [1, Lemma 3.2] (also [6]), since the assumptions (ii)
imply q ∈ BV [a,∞) with limx→∞ q(x) = 0. 
4. A recurrent framework
In this section we seek a family of functions Pn(x), Qn(x), and Rn(x) satisfying the differential system (1.6). For
each n the terminal conditions (1.7) are imposed on the solutions. Hence,
P ′n = ( − q(x))Qn, (4.1)
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Q′n = −2Pn + 2( − q(x))Rn + Qn , (4.2)
R′n = −Qn (4.3)
with Qn satisfying (3.5). Here the method of construction of the system (4.1)–(4.3) entails making the assumption that
the Pn and Rn terms in (1.6) are zero.
For computational simplicity we seek a recurrent formulation with
Pn = Pn−1 + Xn, (4.4)
Qn = Qn−1 − Y ′n, (4.5)
Rn = Rn−1 + Yn (4.6)
for Xn and Yn to be determined so that (4.1)–(4.3) and the terminal conditions hold for each n.
First we check Eq. (4.3). From (4.6) we have R′n−1 = R′n − Y ′n; now substitute from (4.3) and then (4.5) to get
R′n−1 = − Qn − Y ′n
= − Qn−1.
This is just (4.3) with n replaced by n − 1. Proceed the same way with P:
P ′n−1 = P ′n − X′n
= ( − q)Qn − X′n
= ( − q)(Qn−1 − Y ′n) − X′n
= ( − q)Qn−1 − [X′n + ( − q)Y ′n].
To retain the form of (4.1) we must have
X′n + ( − q(x))Y ′n = 0. (4.7)
For Q this process gives
Q′n−1 = Q′n + Y ′′n
= − 2Pn + 2( − q)Rn + Qn + Y ′′n
= − 2(Pn−1 + Xn) + 2( − q)(Rn−1 + Yn) + Qn + Y ′′n
= − 2Pn−1 + 2( − q)Rn−1 + [−2Xn + 2( − q)Yn + Qn + Y ′′n ].
Hence, comparing to (4.2) with n replaced by n − 1, we have another requirement:
Qn−1 = −2Xn + 2( − q)Yn + Qn + Y ′′n . (4.8)
There are several ways of simplifying this. One possibility (greedy) is to set
Qn = 0,
which then requires
Qn−1 = −2Xn + 2( − q)Yn + Y ′′n .
A differentiation of the above yields
Q′n−1 = −2X′n + 2( − q)Y ′n − 2q ′Yn + Y ′′′n .
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Recall that X′n = −( − q)Y ′n from (4.7), so Yn must satisfy
4( − q)Y ′n − 2q ′Yn + Y ′′′n = Qn−1.
In general, solving this third order differential equation for Yn seems a formidable task.
Alternatively, to satisfy (4.8) assume
Y ′′n = −Qn , (4.9)
and
Qn−1 = −2Xn + 2( − q)Yn. (4.10)
From a differentiation of (4.10) and a substitution for X′n from (4.7) we have
0.25Q′n−1 = ( − q)Y ′n − 0.5q ′Yn
=√ − q
[√
 − qY ′n −
q ′
2
√
 − q Yn
]
=√ − q[√ − qYn]′.
Equivalently, with
0 := 1/
√
 − q, (4.11)
we can rearrange to get
Yn/0 = 0.25
∫
0
dQn−1
dx
dx + constant. (4.12)
5. Speciﬁc methods: the ﬁrst few iterations
We now derive the formulas for the ﬁrst few n. It will be convenient to introduce the notation
k := ′k−1
= d
k
dxk
1√
 − q(x) , (5.1)
so that ′k = k+1. From the previous section, the steps to follow at each stage are to calculate
(1) Qn−1 from
Qn−1 = Q′n−1 + 2Pn−1 − 2( − q)Rn−1 using (4.2), (5.2)
= − Y ′′n−1 using (4.9), (5.3)
(2) Yn from (4.12)
Yn/0 = 0.25
∫
0
Q′
n−1 dx + constant, (5.4)
(3) Xn from (4.10)
Xn = ( − q)Yn − 0.5Qn−1. (5.5)
The updated P, Q, and R are then given by (4.4)–(4.6).
204 C. Fulton et al. / Journal of Computational and Applied Mathematics 212 (2008) 194–213
Case n = 1: We set
P1 =
√
, Q1 = 0, R1 = 1/
√
 (5.6)
from the characterization of the spectral function due to Weyl [12], Titchmarsh [11], or [1, Eq. (2.6)]. Hence, our
approximation to f (), which we denote by F 1b () is given by
F 1b () =
1

[√
y(b)2 + y′(b)2/√
] . (5.7)
From (5.2)
Q1 = Q′1 + 2P1 − 2( − q)R1
= 2q/√.
For the case n=1 Corollary 1 and Theorem 2 apply if we assume q ∈ L1(a,∞), since this also gives Q ∈ L1(a,∞).
In this case the solution (P1,Q1, R1) exists on the whole interval [a,∞). Theorem 2 implies
|f () − F 1b ()| = O
(∫ ∞
b
|2q/√| dt
)
.
For power potentials (1.5) with > 1 Corollary 3 may be applied which yields
|f () − F 1b ()| = O(1/b). (5.8)
Although the case of 0< 1 is not covered by Theorem 2 (for the case n = 1), we note that this case is nevertheless
covered in [1, Lemma 3.2] since (1.5) satisﬁes the weaker assumptions that q is in C[a,∞) and BV [a,∞) with
limx→∞q(x)= 0. It follows that (5.8) holds for 0< <∞.
Case n = 2: To calculate Y2 use (5.4)
Y2/0 = 0.25
∫
0
2q ′√

dx + constant
= −
[∫
d
√
 − q
]/√
 + constant
= −√ − q/√ + 1.
The integration constant has been chosen so that Y2 → 0 as x → ∞. Hence,
Y2 = −1/
√
 + 1/√ − q.
Finally, from (5.5)
X2 = ( − q)Y2 − 0.5Q1
= −  − q√

+√ − q − q√

= − √ +√ − q.
Consequently,
P2 = P1 + X2 =
√
 + X2 =
√
 − q,
Q2 = Q1 − Y ′2 = −(1/
√
 − q)′ = −0.5q ′/( − q)3/2,
R2 = R1 + Y2 = 1/
√
 − q. (5.9)
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From (5.3)
Q2 = − Y ′′2
= − ′′0
= q
′′
2( − q)1.5 +
3(q ′)2
4( − q)2.5 .
Taking a in Theorem 2 large enough that  − q(x)	> 0 for x ∈ [a,∞), we ﬁnd that sufﬁcient conditions for
(5.9) to satisfy the terminal conditions (1.7) and for the requirement (3.5) to be met are:
lim
x→∞ q(x) = 0, limx→∞ q
′(x) = 0, q ∈ C2[a,∞), q ′′ ∈ L1(a,∞), q ′2 ∈ L1(a,∞). (5.10)
But these assumptions do not imply either q or q ′ in L1(a,∞), so the assumptions of Lemma 1 and Theorem 2 are
not necessarily satisﬁed under (5.10). However, if we assume in addition to (5.10) either
(i) q ∈ L1[a,∞), or (ii) q ′ ∈ L1[a,∞), and q ∈ ACloc[a, a], (5.11)
then Theorem 2 and Corollary 4 are applicable, and we may therefore conclude that
F 2b () =
1
{( − q)1/2y(b)2 − [0.5q ′/( − q)3/2]y(b)y′(b) + y′(b)2/( − q)1/2} (5.12)
converges to the spectral density function for (1.1)–(1.2). It will be observed that this is true without any need to deﬁne
(P2,Q2, R2) or 
Q
2 in the whole interval [a,∞), which is not possible whenever − q < 0 in [a, a]. It is immaterial
whether Q2 and (P2,Q2, R2) are deﬁned in [a, a] because the spectral density function depends only on passing
x → ∞ in (5.12). On the other hand, if we extend the deﬁnition of Q2 more or less artiﬁcially to [a, a] so that
Q2 ∈ L1[a, a], then it follows that the solution (P2,Q2, R2) can be continued back to x = a. Explicit formulas for
this continuation to [a, a], however, would not be available and are also not needed.
For power potentials (1.5) Corollary 3 of Theorem 2 also applies to give
|f () − F 2b ()| = O(1/b+2), (5.13)
for 0< <∞.
Case n=3: This is more complicated than the previous case, though the implementation is straightforward. We have
Y3/0 = 0.25
∫
0[−′′0]′ dx + constant
= − 0.25
∫
0 d′′0 + constant
= − 0.250′′0 + 0.25
∫
′0′′0 dx + constant
= − 0.250′′0 + 0.25
∫
0.5[(′0)2]′ dx + constant
= − 0.250′′0 + 0.125(′0)2.
We may take the ﬁnal integration constant to be zero due to the q ′ and q ′′ factors embedded in ′0 and ′′0. Hence,
Y3 = − 0.2520′′0 + 0.1250(′0)2
= − 0.25202 + 0.125021.
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From (5.5)
X3 = ( − q)Y3 − 0.52
= [−0.25202 + 0.125021]/20 + 0.52
= 0.252 + 0.12521/0.
The updated P, Q, and R are
P3 = P2 + X3 = 1/0 + 0.252 + 0.12521/0,
Q3 = Q2 − Y ′3 = −1 − [−0.25202 + 0.125021]′
= − 1 + 0.25[2012 + 203] − 0.125[31 + 2012]
= − 1 + 0.25012 + 0.25203 − 0.12531,
R3 = R2 + Y3 = 0 − 0.25202 + 0.125021. (5.14)
Finally,
Q3 = − Y ′′3
= 0.25022 − 0.125212 + 0.75013 + 0.25204
= q
′′′′
8( − q)2.5 +
15q ′q ′′′ + 10(q ′′)2
16( − q)3.5 +
245(q ′)2q ′′
64( − q)4.5 +
369(q ′)4
128( − q)5.5 .
To evaluate the above P3, Q3 and R3 (and to study the error factor Q) we need
0 =
1√
 − q ,
1 =
q ′
2( − q)1.5 ,
2 =
q ′′
2( − q)1.5 +
3[q ′]2
4( − q)2.5 ,
3 =
q(3)
2( − q)1.5 +
9q ′q ′′
4( − q)2.5 +
15[q ′]3
8( − q)3.5 ,
4 =
q(4)
2( − q)1.5 +
12q ′q(3) + 9[q ′′]2
4( − q)2.5 +
90[q ′]2q ′′
8( − q)3.5 +
105[q ′]4
16( − q)4.5 .
Taking a in Theorem 2 large enough that  − q(x)	> 0 for x ∈ [a,∞), we ﬁnd that sufﬁcient conditions for
(5.14) to satisfy the terminal conditions (1.7) and for the requirement (3.5) to be met are:
q(x), q ′(x), q ′′(x), q ′′′(x) → 0 as x → 0, q ∈ C4[a,∞), q ′′′′, q ′q ′′′, q ′′2, q ′2q ′′, q ′4 ∈ L1[a,∞).(5.15)
Again, assumptions (5.15) do not imply either q or q ′ in L1(a,∞), so the assumptions of Lemma 1 and Theorem 2
are not necessarily satisﬁed. However, if we assume (5.11) holds in addition to (5.15) then Theorem 2 and Corollary 4
are applicable, and we may conclude that
F 3b () =
1
{P3(b, )y(b)2 + Q3(b, )y(b)y′(b) + R3(b, )y′(b)2}
(5.16)
C. Fulton et al. / Journal of Computational and Applied Mathematics 212 (2008) 194–213 207
b
2 4 6
Fig. 1. Plot of f (10) − F(2)
b
(10) for ﬁrst order Bessel equation.
converges to a spectral density function for (1.1)–(1.2). For power potentials (1.5) Corollary 3 of Theorem 2 also applies
to give
|f () − F 2b ()| = O(1/b+4), (5.17)
for 0< <∞. As before, it is immaterial as to whether Q3 and (P3,Q3, R3) are extended to the interval [a, a].
It may be possible to carry through more steps with the aid of Mathematica or Maple but the formulas become
increasingly complicated and require more derivatives of the potential function. Another reason for stopping at this
point is that while we have convergence of Fnb to f as b → ∞ for each n, we do not expect convergence as n → ∞ for
each b.
It is illuminating to examine the behavior of f ()− Fb() for a ﬁxed  as b increases. The Bessel equation of order

 on [1,∞)
−y′′ + (
2 − 0.25)y/x2 = y (5.18)
with initial conditions y(1) = 0, y′(1) = 1 has the known solution
y(b, ) = 
√
b
2
[J
(s)Y
(sb) − Y
(s)J
(sb)],
where s = √. The singular spectral function is also known:
f () = 2
2[J
(s)2 + Y
(s)2]
. (5.19)
For the ﬁxed value = 10, Fig. 1 displays a plot of f (10) − F ib(10) as a function of b when i = 2. The plots for i = 1
and 3 are qualitatively similar.
In practice we need to choose a sequence of b values for which Fb(10) would converge to the exact answer.
Computationally, deciding on a limiting value is a challenge because of the oscillations. Errors oscillate in sign with
an overall decrease in magnitude as the upper and lower envelopes converge to the limiting value. Fortunately, the
‘wave length’ of the oscillations is quite regular as long as the potentials decay reasonably fast. From asymptotic
developments, conﬁrmed by computation, the local maxima of the error for b large, are spaced apart by /
√
 or twice
the spacing of the zeros of the error. Hence, a reasonable choice for a sequence of b is to have them separated by
k/
√
 (5.20)
for some positive integer k. This choice should put us in the same relative position on the oscillating curve and result
in errors that decrease monotonically to zero as b → ∞. Unfortunately, for slowly decaying potentials the location of
the local maxima is less regular for the range of b we would like to use.
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6. Algorithm details and analysis
As in our previous paper [1] we introduce an approximating differential equation to (1.1) with piecewise constant
coefﬁcients. The chief advantage of introducing the approximating problem is that most of the intermediate calculations
can be done in closed form.
For a given b, we choose a mesh
{a = x1 <x2 < · · ·<xN+1 = b}
for some positive integer N. The choice of N is heuristic, based on the accuracy desired and the nature of the decay in
q at ∞. Solutions of the initial value problem (1.1), (1.3) for y(·, ) will be approximated by those of the initial value
problem
−uˆ′′ + qˆ(x)uˆ = uˆ, (6.1)(
uˆ(a, )
uˆ′(a, )
)
=
(− sin 
cos 
)
, (6.2)
for all  ∈ (0,∞). The function qˆ is a step function approximation to q, corresponding to the given mesh. The standard
choice ([7,8,10] for details) is to use midpoint approximation; i.e., with the nth stepsize denoted by hn, let
qn = q(xn + hn/2), (6.3)
and qˆ(x) = qn on (xn, xn+1), for n = 1, 2, . . . , N . (This was also the basic step function approximation underlying
the algorithms developed in SLEDGE [9,3]). We have also used the Magnus fourth-order approximation MG4 (see
[4,5]), which is based on writing (1.1) as a ﬁrst order system. When the Magnus series is truncated, approximated, and
simpliﬁed, on each [xn, xn+1] we have(
yˆ
zˆ
)′
=
(−an 1
bn an
)(
yˆ
zˆ
)
, (6.4)
where
an = hn[q(+n ) − q(−n )]/(4
√
3), (6.5)
bn = [q(−n ) + q(+n )]/2 − , (6.6)
and ±n =xn+hn/2±hn/(2
√
3) are the twoGauss–Legendre points for fourth orderGauss quadrature on this subinterval.
While this looks complicated, it directly leads to recurrences for yˆ(xn+1) and zˆ(xn+1) analogous to the ones for (6.3).
In particular, from [1] with n deﬁned therein
uˆ(x) = uˆn′n(x − xn) + uˆ′nn(x − xn), (6.7)
where uˆn := uˆ(xn), uˆ′n := uˆ′(xn). Moreover,
uˆ′(x) = −nuˆnn(x − xn) + uˆ′n′n(x − xn). (6.8)
For MG4 it can be shown that
yˆ(xn+1) = yˆn′n(x − xn) + (zˆn − anyˆn)n(x − xn), (6.9)
and
zˆ(xn+1) = −nyˆnn(xn+1 − xn) + (bnyˆn + anzˆn)′n(xn+1 − xn). (6.10)
Henceforth, we let uˆ(·, ) denote the unique solution in C1[a,∞) of (6.1) deﬁned by the initial conditions (6.2).
Closed form solutions can be written on each mesh interval. Further details of the stabilized shooting algorithm that
produces uˆ(b, ) and uˆ′(b, ) can be found in [1] (for the midpoint approximation).
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Table 1
Errors with q(x) = 3/(4x2)
 Method Error at b = 1 + k/√ for k=
1 7 19 51
1.0 b= 4.1416 22.991 60.690 161.22
F 1 4.29 (−3) 1.47 (−4) 2.12 (−5) 3.00 (−6)
F 2 3.08 (−4) 3.54 (−7) 8.52 (−9) 1.73 (−10)
F 3 7.46 (−5) 3.22 (−9) 1.13 (−11) 1.6 (−13)
10.0 b= 1.9935 7.9542 19.876 51.666
F 1 8.77 (−3) 5.60 (−4) 8.99 (−5) 1.33 (−5)
F 2 3.13 (−4) 1.31 (−6) 3.40 (−8) 7.47 (−10)
F 3 3.75 (−5) 1.03 (−8) 4.25 (−11) 6.3 (−13)
100.0 b= 1.3142 3.1991 6.9690 17.022
F 1 6.84 (−3) 1.16 (−3) 2.44 (−4) 4.09 (−5)
F 2 5.87 (−5) 1.69 (−6) 7.52 (−8) 2.12 (−9)
F 3 1.68 (−6) 8.23 (−9) 7.74 (−11) 6.7 (−13)
b= 1.0991 1.6954 2.8876 6.0666
F 1 3.12 (−3) 1.31 (−3) 4.52(−4) 1.02 (−4)
1000.0 F 2 3.86 (−7) 6.84 (−7) 8.14 (−8) 4.18 (−9)
F 3 1.60 (−8) 1.19 (−9) 4.88 (−11) 7.0 (−13)
As three approximations to the spectral density function we deﬁne for i = 1, 2, 3,
Fˆ ib() =
1
[Pi(b, )uˆ(b, )2 + Qi(b, )uˆ(b, )uˆ′(b, ) + Ri(b, )uˆ′(b, )2]
, (6.11)
with Pi , Qi , and Ri as in (5.6), (5.9), and (5.14), respectively. To estimate the error F (i)b () − Fˆ (i)b (), as in [1], we
use Richardson’s h2-extrapolation. In the previous paper its validity was argued for i = 1 with (6.3). An analogous
argument is possible for i = 2 and 3, which we brieﬂy sketch. In [1] we established that
u(b, ) − uˆ(b, ) =
N∑
j=1
h2j
∫ xj+1
xj
g1(t) dt + O(h4),
and
u′(b, ) − uˆ′(b, ) =
N∑
j=1
h2j
∫ xj+1
xj
g2(t) dt + O(h4),
where h = maxn hn. The integrands g1 and g2 are given in [1] and are independent of the mesh except for a factor of
uˆ. This is sufﬁcient to show that h2-extrapolation is applicable with uniform subdivisions of the initial mesh. Since the
mesh-dependent quantities in (6.11) for i = 2, 3 are just uˆ(b) and uˆ′(b), h2-extrapolation works here too.
The algorithmic steps are to pick an N and a mesh, compute uˆ(b, ) and uˆ′(b, ), and substitute into the Fˆ i formula.
Then the mesh is reﬁned by doubling N and uniting the previous mesh with its midpoints. This process is continued
until a sufﬁciently accurate extrapolate is obtained.
To demonstrate the utility of the approach, we tested it on the ﬁrst order Bessel equation, 
 = 1 in (5.18), where
the exact spectral density function (5.19) is known in terms of Bessel functions. The initial conditions are taken as
u(1) = 0, u′(1) = 1. The absolute error f () − F ib() is displayed in Table 1 for the methods of Section 5 and several
choices of .
We have also done some comparisons of the expected and observed efﬁciencies using the two approximations:
midpoint (6.3) and Magnus MG4 (6.4). For simplicity we denote the midpoint approach by MG2 considered as a base
case (cummutator free) Magnus method. With error estimation using two meshes of N and 2N mesh points, to produce
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Table 2
Extrapolation data for q(x) = 3/(4x2)
Level Fˆb 1st Extrapolate
Error Rate Error Rate
F 2, = 1, b = 10, N0 = 40, midpoint approx.
0 −2.7726 (−5)
1 −6.8722 (−6) 2.012 +7.9034 (−8)
2 −1.7144 (−6) 2.003 +4.9159 (−9) 4.007
3 −4.2836 (−7) 2.001 +3.0660 (−10) 4.003
F 3, = 1, b = 100, N0 = 240, midpoint approx.
0 −2.1750 (−5) .
1 −5.4205 (−6) 2.004 +2.2553 (−8)
2 −1.3541 (−6) 2.001 +1.4208 (−9) 3.988
3 −3.3845 (−7) 2.000 +8.9461 (−11) 3.989
F 2, = 1, b = 10, N0 = 40, Magnus approx.
0 −2.0613 (−7)
1 −1.2565 (−8) 4.036 +3.3933 (−10)
2 −7.8007 (−10) 4.010 +5.5996 (−12) 5.921
F 3, = 1, b = 100, N0 = 240, Magnus approx.
0 −6.7459 (−8)
1 −4.1898 (−9) 4.009 +2.8087 (−11)
2 −2.6184 (−10) 4.000 +2.0650 (−14) 7.088
O(h6) approximations with error estimates requires 6N coefﬁcient evaluations with MG4, while MG2 requires meshes
of N, 2N , and 4N points, or 7N function evaluations. Hence, for the same N, MG4 would be expected to be a little
faster. However, there are many other factors to be considered, e.g., choice of N, distribution of meshpoints, and the
error constant on the h6 term. Iserles et al. [4] uses a more sophisticated formula to estimate local truncation error, but
this has additional overhead. Timing comparisons are meaningless until we have implementations that automatically
choose b, the number of meshpoints, and their distribution. Since either approach leads to underlying approximations
that are piecewise circular or hyperbolic trig functions, it is not surprising that qualitatively they behave similarly, i.e.,
they are very effective for problems with highly oscillatory or exponential behavior of the solutions.
We end this section with Table 2 demonstrating that actual errors behave as predicted by the theory as the mesh is
reﬁned. Again we use the ﬁrst order Bessel equation. The column labeled N0 gives the number of mesh intervals for
the level−0 mesh. After some experimentation the initial distribution was chosen to be a graded mesh,
xi = a + (b − a)
(
i − 1
N
)m
,
cubic (m = 3) for MG2 and quadratic (m = 2) for MG4. The rates of convergence are estimated by base-2 logarithms
of the ratio of the errors at two successive levels (when they have the same sign). The convergence rates for the MG2
data are in accord with the theory for both types of approximations. From symmetry considerations the MG4 method
would be expected to have O(h6) convergence for the extrapolated values; this behavior is clear for F 2, less so for
F 3. For this example, MG4 for the same mesh is more accurate than MG2 as expected since it is higher order, but the
O(h4) ﬁrst extrapolate of MG2 is comparable to the O(h4) MG4 approximation for the same number of meshpoints.
7. Numerical examples for potentials with various decay rates
In this section we present several numerical examples for power potentials with a wide range of decay rates, and
end with one example having an oscillatory potential. We begin with a list of the test problems for the power potential
case—Table 3 displays the potentials and initial condition information (D means Dirichlet, N Neumann) for the nine
problems. All have a = 1, so that the problems are regular at x = a. The last ﬁve problems have q ∈ L1(a,∞) so that
Corollary 1 and Theorem 2 apply, and the ﬁrst four problems have q /∈L1(a,∞), but q ′ ∈ L1(a,∞) with q(x) → 0 as
C. Fulton et al. / Journal of Computational and Applied Mathematics 212 (2008) 194–213 211
Table 3
Test problems
Problem q(x) Initial conditions at x = a
1 −1/x0.25 N
2 −1/√x D
3 +1/x0.75 N
4 −1/x D
5 −1/x1.5 N
6 3/(4x2) D
7 1/x3 N
8 −1/x4 D
9 4/x5 D
Table 4
Estimating the asymptotic rate of convergence of F 1b to f
Problem b1 E1 b2 E2 Observed rate Predicted rate
1 50.973 1.7475 (−3) 100.797 1.4800 (−3) 0.24 0.25
2 51.057 6.9731 (−3) 101.432 4.9523 (−3) 0.50 0.50
3 51.011 2.7782 (−4) 101.778 1.6540 (−4) 0.75 0.75
4 50.479 9.9000 (−4) 101.111 4.9438 (−4) 1.00 1
5 51.083 1.3178 (−5) 101.745 4.6887 (−6) 1.50 1.5
6 51.205 1.3911 (−5) 101.872 3.5146 (−6) 2.00 2
7 36.793 1.0526 (−7) 73.551 1.3189 (−8) 3.00 3
8 20.855 2.6398 (−7) 39.731 2.0057 (−8) 4.00 4
9 19.415 6.3826 (−8) 39.284 1.8846 (−9) 5.00 5
Table 5
Estimating the asymptotic rate of convergence of F 2b to f
Problem b1 E1 b2 E2 Observed rate Predicted rate
1 35.866 1.0843 (−8) 70.983 2.3681 (−9) 2.23 2.25
2 33.804 1.3500 (−7) 67.343 2.4409 (−8) 2.48 2.50
3 32.575 1.2234 (−8) 65.450 1.7823 (−9) 2.76 2.75
4 31.131 8.2078 (−8) 62.886 1.0005 (−8) 2.99 3
5 29.728 3.1415 (−9) 59.526 2.7628 (−10) 3.50 3.5
6 28.852 7.8862 (−9) 57.664 4.8781 (−10) 4.02 4
7 10.466 1.2447 (−8) 21.394 3.5026 (−10) 4.99 5
8 10.424 1.9297 (−8) 20.360 3.5051 (−10) 5.99 6
9 10.970 6.8389 (−9) 21.898 5.3638 (−11) 7.01 7
x → ∞, so Corollary 2 andTheorem 2 apply. It follows in both cases that Corollary 4 implies limb→∞ F ib()=f () for
i=2, 3 for all the test problems. For i=1we have the same result, but the caseswith q /∈L1(a,∞) and q ′ ∈ L1(a,∞) do
not arise from application of Theorem 2 and Corollary 4; instead, we observe that these power potentials are continuous
and of bounded variation on [a,∞) with q(x) → 0 as x → ∞ so that [1, Lemma 3.2] applies and the convergence
of F 1b to f follows. In the tables to follow, exact f values are known only for Problem 6. For the remaining problems
all error calculations have used high accuracy approximations in place of the exact answers, i.e., numerical output for
large values of b.
Data on the convergence rates of each F ib to f as b → ∞ are displayed in Tables 4–6. The potentials of the example
problems have varying decay rates as b → ∞. For simplicity a ﬁxed value of  = 10 is used for this illustration.
Generally internal tolerances of 10−12 were used to eliminate mesh effects, i.e., the errors shown are believed to be
dominated by errors in Fb, not Fˆb. When necessary even tighter tolerances were used. Hence, even though all data
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Table 6
Estimating the asymptotic rate of convergence of F 3b to f
Problem b1 E1 b2 E2 Observed rate Predicted rate
1 12.066 1.4223 (−10) 24.694 7.0605 (−12) 4.19 4.25
2 11.690 2.8104 (−9) 23.472 1.2339 (−10) 4.48 4.50
3 11.102 5.2524 (−10) 22.099 1.9116 (−11) 4.81 4.75
4 10.818 4.7774 (−9) 21.706 1.5135 (−10) 4.96 5
5 10.368 4.4706 (−10) 20.294 1.0586 (−11) 5.57 5.5
6 10.471 2.0626 (−9) 20.407 3.3304 (−11) 6.18 6
7 7.982 5.6019 (−10) 14.919 7.2129 (−12) 6.96 7
8 6.947 4.6647 (−9) 13.901 1.8795 (−11) 7.95 8
9 4.513 2.1623 (−7) 9.481 2.9112 (−10) 8.90 9
comes from the MG2 algorithm, MG4 should yield nearly identical results. Two b values were chosen to examine
the convergence rate; for the ﬁrst few potentials (slowly decaying) we chose these to be local maxima (positive) of
the error curve found by experimentation. For all but the slowly decaying potentials we observed that the separation
in these local maxima satisﬁes (5.20). The quantity labeled Ej is the computed error f − Fb for the jth b. The
quantity in the column denoted by observed rate is an estimated rate of convergence in b of Fb to f. It comes from the
formula
log[error(bi)/error(bj )]
log[bj /bi] . (7.1)
If f − Fb is directly proportional to 1/bp, then this formula would produce p exactly. The last column in these three
tables contains the rate constant predicted by the theoretical bounds for power potentials in (5.8), (5.13), and (5.17).
The conﬁrmation of the predicted rates is quite strong, even in those cases where q /∈L1.
Table 5 contains similar data concerning the errors for F 2. The results from Section 3 imply that the error bounds as
b → ∞ should be two orders higher than for F 1 for all test problems. It is clear that F 2 is considerably more accurate
for a given b than F 1. As in the previous table only data for  = 10 is shown.
Table 6 contains the data for F 3, again for  = 10. As was true for F 3, the b values chosen correspond to an
experimentally chosen local max point of the error curve. For F 3 the error bounds as b → ∞ should be four orders
higher than for F 1 for all test problems. The behavior of the errors for F 3 are consistent with the theory, and generally
F 3 is more accurate than F 2 for a given b.
The approximation F 3 clearly allows smaller b values to be chosen than F 2 and F 1 to achieve a given accuracy; this
means faster integrations of the initial value problem and lower computation time. However, it does require formulas
for the ﬁrst three derivatives. Nevertheless, the added algebraic complexity of the F 3 formula does not add signiﬁcantly
to computation time since it needs to be performed only once at the end of each integration.
An oscillatory example: q(x) = sin x/x2. All the approximations Fnb () apply to a wide variety of potentials which
decay to zero at ∞, although the order of magnitude of |Fnb () − f ()| using the error bounds of Theorem 2 does
not necessarily decrease with increasing n. For the oscillatory case, q(x) = sin x/x2, the error plot is more com-
plicated than the one in Fig. 1 for the ﬁrst order Bessel potential. Table 7 shows the errors in F 1b , F
2
b , and F
3
b for
two choices of  and the observed rates of convergence. For this potential the dominant term in Qn is O(1/b2)
for all n values, so we do not expect the errors in F 3b and F
2
b to decay at a faster rate than the error for F
1
b .
However, for the table data with ﬁxed b, the errors are smaller with larger n even if the rate of convergence is the
same.
Finally, we note that if the derivative term is omitted from F 2, i.e., we set Q2 = 0 in (5.9), then it can be shown that
the rate of convergence of the error is O(|q ′|), i.e., for power potentials (1.5) of order O(1/x+1), one power of 1/b
is better than F 1, and one worse than F 2. This could be considered a formula that is intermediate in convergence rate
between F 1 and F 2 but requires no derivative information. Similarly, omitting the q ′′′ terms from F 3 will result in an
approximation whose convergence rate is O(|q ′′′|), i.e., for power potentials of order O(1/x+3), which is intermediate
between that of F 2 and F 3.
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Table 7
Errors for the oscillatory potential
Method b1 E1 b2 E2 Observed rate
= 2
F 1 54.414 3.047 (−5) 108.839 8.030 (−6) 1.92
F 2 54.414 3.914 (−6) 108.839 9.685 (−7) 2.01
F 3 54.414 5.122 (−7) 108.839 1.205 (−7) 2.09
= 10
F 1 51.194 1.515 (−5) 99.376 4.584 (−6) 1.80
F 2 51.194 3.999 (−7) 99.376 1.125 (−7) 1.91
F 3 51.194 1.044 (−8) 99.376 2.750 (−8) 2.01
8. Conclusions
Anew family of approximants to the spectral density function for the Sturm–Liouville problem on the half line [a,∞)
is introduced for the cases when (i) q ∈ L1(a,∞), and (ii) q ∈ ACloc[a,∞), q ′ ∈ L1(a,∞), and limx→∞ q(x) = 0.
The family consists of an inﬁnite sequence of formulas, but only the ﬁrst three are implemented numerically owing
to the algebraic complexity of the successive formulas. Each successive formula, arising from a recurrent algorithm,
requires additional smoothness assumptions on the potential in the formofmore derivatives and stronger decay to zero as
x → ∞. For power potentials, q=1/x, with 0< <∞ each successive formula in the sequence converges, for a ﬁxed
choice of b, more rapidly to the spectral density function, thereby speeding the numerical algorithms used to compute
the approximants. This allows much smaller b values to be used for a given accuracy requirement than was the case for
the two approximants introduced in a previous paper [1]. All the formulas make use of a numerical approximation of a
solution satisfying the regular boundary condition at x = a, which is ﬁxed by initial conditions at x = a. The primary
method utilizes piecewise trigonometric—hyperbolic splines on a step function approximation to qwhich usesmidpoint
approximation on each mesh interval. This is compared with a fourth-order Magnus approximation which makes use of
two Gauss–Legendre points on each mesh interval to generate a different piecewise trigonometric—hyperbolic spline.
The rates of convergence of the numerical approximants, Fˆb to Fb for ﬁxed b, and their extrapolates are shown to be
in accord with theoretical rates expected for each method of generating the piecewise splines.
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