Parametric inference for spatial max-stable processes is difficult since the related likelihoods are unavailable. A composite likelihood approach based on the bivariate distribution of block maxima has been recently proposed in the literature. However modeling block maxima is a wasteful approach provided that other information is available. Moreover an approach based on block, typically annual, maxima is unable to take into account the fact that maxima occur or not simultaneously. If time series of, say, daily data are available, then estimation procedures based on exceedances of a high threshold could mitigate such problems. In this paper we focus on two approaches for composing likelihoods based on pairs of exceedances. The first one comes from the tail approximation for bivariate distribution proposed by Ledford and Tawn (1996) when both pairs of observations exceed the fixed threshold. The second one uses the bivariate extension (Rootzén and Tajvidi, 2006) of the generalized Pareto distribution which allows to model exceedances when at least one of the components is over the threshold. The two approaches are compared through a simulation study according to different degrees of spatial dependency. Results show that both the strength of the spatial dependencies and the threshold choice play a fundamental role in determining which is the best estimating procedure.
Introduction
Extreme value theory for multivariate data is well established and there are a lot of results which can be used to characterize extreme values distributions (see, for instance, Resnick, 1987; Beirlant et al., 2004) .
From a statistical point of view (Coles, 2001) there are mainly two approaches to fitting multivariate models: block maxima and threshold exceedances. Block maxima is the most used approach: assuming a parametric family of distributions, the model parameters are estimated on a block maxima sample. In practice, bivariate distributions of maxima have been frequently considered and there are few papers that deal with higher dimensions (Tawn, 1988 (Tawn, , 1990 Coles and Tawn, 1991, 1994) .
Recently, spatial extreme problems have received an increasing attention in the literature (see, among others, Coles (1993) ; Coles and Tawn (1996) ; Casson and Coles (1999) ; Buishand et al. (2008) ; Bel et al. (2008) ; Padoan et al. (2010) and for recent reviews Bacro and Gaetan (2012) ; Davison et al. (2012) ). In particular max-stable processes (de Haan, 1984 ) take a prominent role in modeling the spatial dependence because they are a natural extension of the multivariate extreme value distributions for dealing with spatial data.
However, in spite of the relative large number of instances (Smith, 1990; Schlather, 2002; Kabluchko et al., 2009) , parametric likelihood inference for such models is not easy because the related likelihood is unavailable or too cumbersome to compute. For this reason a methodology based on partial specification of the full likelihood, the composite likelihood (Lindsay, 1988; Varin et al., 2011) , has gained popularity. For spatial extreme data, the composite likelihood (Smith and Stephenson, 2009; Padoan et al., 2010) is built by taking product of pairwise distributions. Then parameter estimates are obtained by fitting the model to block bivariate maxima vectors.
In this paper we are concerned with estimation procedures based on exceedances of a large threshold. In doing this we expect that the efficiency of the estimates can be improved in all situations where the paucity of data prevents the traditional approach based on the block maxima. For instance, rainfall data are frequently collected every day but for few years. If annual maxima are considered, we have got estimates by using few repetitions. A larger data set can be obtained by dealing with daily exceedances of a large threshold, even if constraints of stationarity can reduce the temporal window to some months per years.
Our aim is not suggesting new models for explaining the spatial behaviour of exceedances (see, for instance, Buishand et al., 2008; Turkman et al., 2010) but proposing and comparing two different approaches for composing likelihoods based on exceedances. The approaches rely on different specifications of the bivariate distribution of the exceedances.
The first one comes from Ledford and Tawn (1996) . These authors have proposed a tail approximation for the bivariate distribution valid when both components exceed a large threshold. Since the approximation is valid for values simultaneously larger than the threshold, a censored version of this approximation is proposed for pairs of data having one or two components below the threshold.
The second approach we have considered is based on a result for multivariate exceedances due to Rootzén and Tajvidi (2006) . This result allows us to model exceedances over a threshold using a multivariate extension of the generalized Pareto distribution when at least one of the components is over the threshold. The result is asymptotic and leads to approximating the conditional distribution given that at least one component is over the threshold.
The paper is organized as follows. Spatial max-stable processes are presented in Section 2. The two bivariate models for the exceedances are described in Section 3 and the estimation procedure we propose is detailed in section 4. Section 5 presents a simulation study where the two threshold exceedances models are compared, according different degrees of spatial extreme dependencies. Finally, some perspectives are discussed in Section 6.
Spatial max-stable processes
When we deal with extreme values, the traditional approach considers the maxima over a number of replications using the results from the extreme value theory. This theory embraces the univariate and the multivariate case (see, for instance, Beirlant et al., 2004 , for a recent account). In the case of spatial data maxima of observations over a fixed period are frequently collected on a finite subset of sites and the aim is to characterize the stochastic behavior on an uncountable set of unsampled sites. For this, multivariate models are unsuitable and their natural extensions are the max-stable processes (de Haan, 1984) . Let {Z(s), s ∈ S} be a stochastic process on an index set S ⊂ R d . We assume that Z k (·), 1 ≤ k ≤ n, are n independent copies of Z(·). The process Z(·) is a (spatial) max-stable process if the multivariate distribution of p ≥ 1 sites Z(s 1 ), . . . , Z(s p ), with s i ∈ S and i = 1, . . . , p, satisfies the so-called max-stability property, i.e. there exist sequences a n (s) > 0, b n (s), n ≥ 1,
(1) From the definition, any finite distribution of a max-stable process is an extreme value distribution. In the sequel we will denote the p dimensional finite distribution of a spatial max-stable process as G s 1 ,...,sp (z 1 , . . . , z p ).
If we suppose that we have n independent copies of a process Y (·) such that Smith (1990); Schlather (2002) ; Kabluchko et al. (2009); Lantuéjoul et al. (2011) . Just for illustration, in the sequel we will concentrate on the Gaussian extreme value process (Smith, 1990) .
Let Π be a Poisson process of intensity x −2 dxds on (0, ∞) × S. Then,
defines a stationary max-stable process, with unit Fréchet marginal distribution, i.e. Pr(Z(s) ≤ z) = exp(−1/z), z > 0, provided that f (·) is a non negative function such that S f (s)ds = 1. Choosing f as the bivariate Gaussian density
where Σ is a covariance matrix, leads to the Gaussian extreme value process. Smith (1990) gives an intuitive physical interpretation of the process (3) in terms of rainfall-storms i.e. x and u are, respectively, the size and the center of a 'storm' that spreads out according the density f . For max-stable processes analytical expressions for multivariate distributions are quite cumbersome and explicit formulas are known mainly for the bivariate case. Smith (1990) derived the bivariate distribution of (3) for two different sites s i and s j , namely
where Φ(·) denotes the standard normal cumulative distribution function and
In the case of a marginal Gumbel distribution, i.e. Pr(Z(s) ≤ z) = exp{− exp(−z)}, the bivariate distribution is given by
More recently Genton et al. (2011) have derived multivariate expression for the Gaussian extreme value process but in practice only the three-variate case is simple to deal with.
This fact has restricted the application of the parametric inference based on the full likelihood and motivated approaches based on the composite likelihood (Lindsay, 1988) . Roughly speaking (see section 4 for more details) the composite likelihood is an estimating function obtained combining marginal or conditional densities.
However, these new advances still require a lot of temporal information, because we need to calculate the maxima over several period for providing enough sample data. This weakness can be overcome if we use all observations that exceed some fixed (high) threshold. For this reason in the next section we will illustrate two different ways for modeling bivariate threshold exceedances and we will exploit these representations for building suitable composite likelihoods.
Models for bivariate threshold exceedances
Univariate extreme values results (Pickands, 1975; Davison and Smith, 1990) justify to model the conditional distribution of the excesses Y (s) − u through the Generalized Pareto (GP) distribution
Here ξ is a real shape parameter and σ u is a positive scale parameter, which depends on the threshold u.
The GP distribution provides an approximation of the tail of the distribution function in the sense that for a large enough value of u, we have
where ζ = 1 − F s (u).
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Now we consider the bivariate random variable Y (s i ), Y (s j ) with the same marginal distributions and F s i ,s j ∈ D(G s i ,s j ). According (5), the integral transformatioñ
has unit Fréchet distribution. The bivariate distribution F s i ,s j (y i , y j ) can be approximated on (u, ∞) 2 (Ledford and Tawn, 1996) as
Formula (7) gives us an approximation of the bivariate distribution in the tail when both components are greater than threshold u.
Another approach (Beirlant et al., 2004; Rootzén and Tajvidi, 2006) considers a bivariate distribution of large values, given that at least one of the components is large. This distribution is a bivariate analogue for the GP distribution.
Provided that Rootzén and Tajvidi (2006) show that for large u
where
Actually the Rootzen-Tajvidi's result applies to a dimension greater than two, and in the sequel we refer to the distribution (8) as the bivariate GP distribution.
4 Inference procedures for spatial high threshold excesses
As mentioned in section 2, likelihood inference for spatial max-stable processes is difficult because we don't known an analytical expression for the multivariate distribution of the majority of the spatial max-stable processes. The composite likelihood (CL) (Lindsay, 1988) is an inference function built by multiplying the likelihood of marginal or conditional events. More 6 precisely, let {f (·, θ), θ ∈ Θ} be a parametric family of joint densities for the observations y 1 , . . . , y n ∈ D ⊆ R n and consider a set of events {A i : A i ⊆ F, i ∈ I ⊆ N}, where F is a σ-algebra on D. The logarithm of the CL is defined as (Lindsay, 1988) :
where w i are non negative weights to be fixed.
For max-stable processes, Padoan et al. (2010) have proposed a CL approach based on the pairwise distributions for estimating the parameters of the distribution of random vectors of block maxima. Their estimation procedure has been implemented in the R package SpatialExtremes (Ribatet, 2011) available on the CRAN repositories. Here we borrow the same idea but we use exceedances instead of block maxima.
We assume that data {y t1 , . . . , y tp }, t = 1, . . . , T , are T independent realizations of the vector {Y (s 1 ), . . . , Y (s p )}, where s 1 , . . . , s p are p sites belonging to S.
Let f s i ,s j (·, ·; θ) be the bivariate density associated to the distribution (7) or (8). The CL estimateθ T is obtained maximizing
where w ij ≥ 0 designate user-specified weights (Padoan et al., 2010) and
. Note that there is a fundamental difference between the estimating functions, when we choose (7) or (8). In using (7) we exploit a tail approximation, moreover the approximation is sound on the region (u, ∞) 2 and does not apply to pairs of observations outside that region. For pairs such that at least one component does not exceed u, we use the censored approach as proposed in Ledford and Tawn (1996) . The likelihood contribution of each pair is
where θ = (σ u , ξ, β) and β is the (possibly) vector of spatial dependence parameters. Instead of maximizing cl(θ) with respect to all parameters, we 7 can estimate θ in two steps. First of all we estimate the marginal parameters ξ et σ u , then their estimates,ξ andσ u , are plugged in (6) for obtaining an estimate for β maximizing cl(ξ,σ u , β).
When we use (8), differently we keep the pairs such that there is at least one exceedance and the number of pairs in (9) is a random variable. Moreover we refer to conditional events. The associated density is given by
In this case the components of the parameter vector θ are the marginal parameter σ u and the dependence parameters β.
Exceedances above u will appear in spatial clusters and in this respect the weights w ij in (9) should handle pairwise dependencies inside and outside of the clusters.
Composite log-likelihood, as linear combination of log-likelihoods, allows to obtain unbiased estimating equations under classical regularity conditions (Heyde, 1997) . So, in principle, it would be possible to come up with an optimal way of combining the individual scores ∇ θ log f s i ,s j (y ti , y tj ; θ) and determining optimal weights w ij (Kuk, 2007) . In the next section , more simply, we look at weights for reducing the computational burden as in Padoan et al. (2010) , like as the cut-off weights, namely w ij = 1 if s i − s j ≤ δ, and 0 otherwise, for a fixed δ > 0. There is some evidence for Gaussian random processes (Davis and Yau, 2011; Bevilacqua et al., 2012 ) that this choice improves not only the computational efficiency but also the statistical efficiency.
Under suitable conditions (see the Appendix in Padoan et al., 2010 ) the maximum composite likelihood estimator for θ can be proved consistent and asymptotically Gaussian, for large T . The asymptotic variance is given by the inverse of the Godambe information matrix
where H T (θ) = E(−∇ 2 cl T (θ)) and J T (θ) = Var(∇cl T (θ)). Standard error evaluation requires consistent estimation of the matrices H T and J T . Assuming strong-stationarity in time, we get
requires some care. When we deal with real data, for instance environmental data, exceedances are seldom independent in time. In such case declustering techniques (Nadarajah, 2001 ) could be used to overcome the dependence in time. An alternative way is employing a subsampling technique (Carlstein, 1986) to estimate J T . The subsampling method consists of estimating J T over M overlapping temporal windows D j ⊂ {1, . . . , T }, j = 1, . . . , M , of size d j by using the expression
where ∇cl D j is the composite likelihood score evaluated over the window D j . An estimate of the asymptotic variance is then given by
T .
Numerical results
In this section we describe a simulation study with the aim of examining and comparing the performances of CL estimates for the parameters of spatial max-stable processes. Three versions of the CL are contrasted: two based on threshold exceedances that use the bivariate distributions (7) and (8), noted LT and RT, respectively, and one based on block maxima data (Padoan et al., 2010) , PRS hereafter. The advantage of threshold methods over the block maxima one is well known even if this advantage deserves to be evaluated (Madsen et al., 1997) . We have considered the Gaussian extreme value process (3) and we have set Σ = 200 150 150 300 as in Padoan et al. (2010) . The spatial process is observed on n 2 points located over a n × n regular grid {k, . . . , n * k} 2 , where n = 5, 7. Here we present only the results for the 49 sites, because evidences are virtually the same with the smallest grid (25 sites). Three lags k for the spatial sites, namely k = 1, 5, 10, are considered in order to take into account different levels of the spatial extremal dependence.
The spatial extremal dependence of the maxima can be characterized using the extremal coefficient function (Smith, 1990; Schlather and Tawn, 2003) , v(·), given by
For any vector h, we have 1 ≤ v(h) ≤ 2 and v(h) = 1 corresponds to the perfect dependence, instead for independent maxima we have v(h) = 2. In the case of the Gaussian extreme value process, the extremal coefficient function is Figure 1 shows the values of this function for the grids over 49 spatial sites and for the different spatial lags. As expected, the spatial extremal dependence decreases as the spatial lag increases. For k = 1, the extremal dependence keeps strong on the whole grid. For k = 10, the dependence appears strong only for neighbouring sites.
In our experiments, for each simulation, we have considered 40 years and for each year we have a sample of 91 independent daily observations. Our aim is to mimic a framework where maxima are taken over a fixed season of the year. Then we have considered 500 simulations for evaluating mean, standard deviation, and root mean square error of the estimates.
Simulations have been carried out using the rmaxstab function of the R package SpatialExtremes (Ribatet, 2011) . This function allows to simulate a finite realization (Z(s 1 ), . . . , Z(s p )) of a Gaussian extreme value process with unit Fréchet marginal distributions. In order to fulfill the condition 0 < G s i ,s j (0, 0) < 1 of Theorem 2.1 in Rootzén and Tajvidi (2006) , we have transformed the data to the Gumbel scale, namely Z * (s i ) = log(Z(s i )), i = 1, . . . , n. The threshold u for all sites has been set equal to the empirical 0.98-quantile, calculated over all data in each Monte Carlo simulation.
As mentioned at the end of Section 4, a careful choice of the weights in (9) could improve the statistical efficiency in addition to the computational one.
In fitting the models, we have considered three sets of weights, according to different values of δ, where δ has been set equal to the a-quantile, q a , of the distances among all pairs of sites and a = 0.25, 0.50, 1.00.
Figures (2), (3) and (4) contrast the variability of the estimates for grids with different spatial lags and different set of weights derived from δ = q 0.25 and δ = q 1.00 . The RT estimates always display the smallest variability but raise some concerns according different degrees of spatial dependence. When we use all the pairs (δ = q 1.00 ) in forming the CL function, the bias of the σ 11 and σ 22 estimates seriously increases in case of weak spatial dependency (spatial lag k = 10). On the other hand LT results point out an efficiency similar to the PRS method and the bias of the estimates keep within the reasonable bounds, regardless of the spatial dependence and the number of the pairs.
In Tables 1, 2 and 3 we measure the efficiency of the estimates in terms of the root mean square errors (RMSEs) under different extremal dependence and different amount of pairs. Bold figures highlight the minimum value of RMSEs. When the extremal dependence is strong (grids with lag k = 1), the RT method clearly outperforms the LT one for whichever value of δ. For moderate spatial dependencies (grids with lags k = 5), there is again an advantage in prefering the RT method with respect to the LT. Results for weak spatial dependencies (grid with lag k = 10) are quite differents and put forwards the role of the number of pairs: for δ = q 0.25 , RT approach gives smallest RMSE than LT and for δ = q 1.00 , the converse happens. For δ = q 0.50 , there is not clear indication of which method behaves better.
However our results, consistent to the literature on weighted composite likelihood (Joe and Lee, 2009; Davis and Yau, 2011; Bevilacqua et al., 2012) , display that including many pairs in the pairwise likelihood can harm the CL estimator, suggesting that we should retain as few pairs as possible.
We have already remarked that the RT estimates always had smaller standard errors than the LT ones. Nevertheless, they also lead to a larger RMSEs when the spatial dependence is weak and we use all the pairs because a large bias is present. This observed bias in the RT estimates seems also depend on the choice of the threshold. As matter of proof, we did the same Monte Carlo experiment setting the threshold u equal to the empirical 0.90, 0.95 and 0.98 quantiles of the data. These values correspond to the usual choice in the real data analysis. Table 4 reports the bias of the parameter estimates according the three values of the threshold. We can see that for lower thresholds, the absolute value of the bias increases for the σ 11 and σ 22 estimates following the RT approach. On the other hand the bias of the LT estimates is always moderate.
Discussion
In this paper, we have compared two threshold exceedances models to estimate the parameters of a particular instance of spatial max-stable processes, namely the Gaussian extreme value process (Smith, 1990; Padoan et al., 2010) of spatial max-stable processes. Each model is based on a particular bivariate extreme value property (Rootzén and Tajvidi, 2006; Ledford and Tawn, 1996) . However our estimation strategy can be easily extended to other spatial max-stable processes (Schlather, 2002; Kabluchko et al., 2009) , provided that the expression of the bivariate distribution is easy to evaluate.
Our simulation experiments point out that both methods are valuable and choosing between the RT and LT approach relies on the degree of the spatial dependence. When the spatial dependence between high values is strong, the RT approach seems preferable. The RT approach for weak spatial dependent data displays a significative bias in the estimation. On the other hand LT approach does not suffer from this problem.
A possible explanation of this evidence is that the bivariate distribution (8) deals with pairs of observations with at least one component exceeding the threshold u. As Rootzén and Tajvidi (2006) have underlined in their paper, the multivariate generalized Pareto is degenerate in the case of independence, so it is not surprising that the weak extremal dependence can spoil the CL estimates. In this regard, our findings are consistent with the results obtained by Rakonczai and Tajvidi (2010) for a bivariate logistic extreme value with weak dependence. Moreover, the distribution (8) is not the true conditional bivariate distribution but only its asymptotic approximation. Again in the case of weak extremal dependence, the convergence may be slow, leading to worry regarding to the usual behaviour of the CL estimates.
Nevertheless our simulations highlight that a clever choice for the weights of the CL could significantly improve the efficiency of the estimates. This is especially true under weak spatial dependency, where the RT approach gives the best RMSE results. Indeed, when we consider all the pairs, pairs of sites which are not spatially dependent could be linked because of an exceedance of one component. In the bivariate CL framework, this should lead to a misleading link in the extremal association and, as a consequence, contribute to an incorrect estimate. This fact entails that there is a effective need of simple practical rules for fixing the weights. However rules based only on the extremal coefficient function appear as not really adapted and more theoretical work seems necessary. A possible solution that we will explore in the future is to choose the weights by minimizing a certain norm of the Godambe information matrix (10) as in Bevilacqua et al. (2012) . Table 3 : Simulation results for a grid of 49 sites with spatial lag k = 10. For each estimation approach (RT, LT, PRS), the mean and the standard errors (in brackets) of the estimates are reported on the first line. RMSE values are given on the second line. Figure 4: Box-plots of the estimates of σ 12 . The true value for σ 12 is indicated by a dotted line. Each row in the panel indicates the results over a grid with lag k = 1, 5, 10, respectively. In the first (resp. second) column of the panel the composite likelihood weights correspond to δ = q 0.25 (resp. δ = q 1.00 ).
