A new semantics is presented for the logic of proofs (LP), [1, 2] , based on the intuition that it is a logic of explicit knowledge. This semantics is used to give new proofs of several basic results concerning LP. In particular, the realization of S4 into LP is established in a way that carefully examines and explicates the role of the + operator. Finally connections are made with the conventional approach, via soundness and completeness results.
Introduction
The Logic of Proofs (LP) bears the same relationship to explicit proofs in formal arithmetic that Gödel-Löb logic (GL) bears to arithmetic provability. Instead of the single modal operator, , of GL, intended to represent arithmetic provability, LP has many modal-like operators, with formulas of the form t:X informally read "t is a proof of X." The operators, like t, are called proof polynomials, and basic machinery is provided for constructing more complex proof polynomials from simpler ones. All this was introduced by Artemov, [1, 2] , who also established the chief facts about LP. Among his results are: LP internalizes its own notion of provability; S4 embeds in LP in a natural way; and there is an arithmetic completeness theorem for LP analogous to that of Solovay for GL. Most fundamentally, LP answers a long standing question about the intended provability semantics for the modal logic S4 and hence for intuitionistic propositional logic.
Given its intended subject matter, it is not surprising that most of the results concerning LP have been established proof theoretically. A semantics for LP was introduced in [9] . Among other things, it has been used to provide decidability results, and in [10] to establish cut elimination. In this paper I present a different, but related, semantics for LP that, I hope, will have a particular intuitive appeal, and be sufficiently flexible to make it applicable to other LP-like logics. One can think of it as appropriate for logics of explicit knowledge, with a proof being one kind of explicit knowledge.
I will give two different versions of a semantics for LP. The exact relationship between them is unexpectedly complicated, and this will be discussed. Then, using this semantic machinery, I will re-establish most of the basic results concerning LP. As to the embedding of S4 into LP, I will examine this in considerable detail and will prove some new results about the role of the + operation of LP. Finally, I will show the equivalence of the semantical characterization with the usual axiomatic and Gentzen calculus formulations. The work presented here had its origins in [5, 6] .
Semantics
In this section I will present two different versions of models for LP. Soundness and completeness will be established for both, but the exact relationship between them is complex, and will be investigated starting in the next section. Interestingly enough, much depends on the role of the proof constants.
While LP was motivated by the structure of proofs in arithmetic, it can be placed in a more general context-it is a logic of explicit knowledge. We might read t:X as "I know X for reason t." If we take this point of view, there are two ways t:X might be false: first, X is something I don't know; second, while I know X, the reason is not t.
The logic of knowing or not knowing is something that has been extensively investigated, starting with [7] . In the now-standard approach, it is not actual knowledge that is modeled, but potential knowledge. For instance, if I know X and I know X ⊃ Y , I may not know Y because I have not thought about it, but I potentially know Y -it is something I am entitled to know. This use of potential knowledge simplifies things considerably. One can work with a Kripke structure, thinking of possible worlds as states of knowledge, and the accessibility relation as a kind of indistinguishability notion. If Γ is the way things are, and ∆ is accessible from Γ, my knowledge is not sufficient for me to recognize that the world is Γ and not ∆. Then, I (potentially) know X at Γ provided X is the case at all worlds I can't distinguish from Γ. This makes potential knowledge into a modal operator, usually symbolized by K.
What is now added to this is a notion of possible justification, or possible evidence. To take an intuitive example: what might serve as possible evidence for the statement, "George Bush is editor of The New York Times?" Clearly the editorial page of any copy of The New York Times would serve, while no page of Mad Magazine would do (although the magazine might very well contain the claim that George Bush does edit the Times). Possible evidence need not be evidence of a fact, nor need it be decisive-it could happen that The New York Times decides to omit its editor's name, or prints the wrong one by mistake. Nonetheless, what the Times prints would count as evidence, and what Mad prints would not.
The two semantics presented in this section are combinations of Kripke-style machinery, and a formalized notion of possible evidence. The Kripke part should be thought of as it was in [7] , potential knowledge. The possible evidence notion is essentially from [9] .
A frame is, as usual, a structure G, R , where G is a non-empty set of states or possible worlds, and R is a binary relation on G, called accessibility.
Next we need a formal version of possible evidence. If t is a proof polynomial and Γ is a state, t can serve as evidence for certain assertions in state Γ and not for other assertions. Consequently we can identify the 'possible evidence' supplied by t at Γ with a set of formulas. Given a frame G, R , a possible evidence function E is a mapping from states and proof polynomials to sets of formulas. We can read X ∈ E(Γ, t) as "X is one of the formulas that t serves as possible evidence for in state Γ." Of course an evidence function must obey conditions that respect the intended meanings of the operations on proof polynomials. Except for monotonicity, the following have their origins in [9] . Definition 3.1 E is an evidence function on G, R if, for all proof polynomials s and t, for all formulas X and Y , and for all Γ, ∆ ∈ G:
1. Application (X ⊃ Y ) ∈ E(Γ, s) and X ∈ E(Γ, t) implies Y ∈ E(Γ, s · t).
Monotonicity ΓR∆ implies E(Γ, t) ⊆ E(∆, t).
3. Proof Checker X ∈ E(Γ, t) implies t:X ∈ E(Γ, !t).
As usual in Kripke semantics, truth of atomic formulas at possible worlds is specified arbitrarilythis is part of the definition of a particular model. Definition 3.2 A structure M = G, R, E, V is a weak LP model provided G, R is a frame with R reflexive and transitive, E is an evidence function on G, R , and V is a mapping from propositional variables to subsets of G. Definition 3.3 Given a weak model M = G, R, E, V , a forcing relation is defined by the following rules. For each Γ ∈ G:
1. M, Γ P for a propositional variable P provided Γ ∈ V(P ).
2. M, Γ ⊥ never holds-written Γ ⊥.
M, Γ (X ⊃ Y ) if and only if
4. M, Γ (t:X) if and only if X ∈ E(Γ, t) and, for every ∆ ∈ G with ΓR∆, M, ∆ X.
We say X is true at world Γ if M, Γ X, and otherwise X is false at Γ. Item 4 above is the key one. It intuitively says that t : X is true at a state provided X is potentially known, and t serves as possible evidence for X at that state.
More restrictions will be placed on models, as the use of the term 'weak' suggests. But first, it is good to stop and see what validities we have at this point, that is, what formulas are true at all worlds of all weak models.
Validity Examples It is easy to see that classical tautologies are true at all worlds. A little more work shows that it is also the case for all formulas of the form t:X ⊃ X. This follows from the reflexivity of the accessibility relation. Likewise truth at all worlds holds for formulas of the form t:X ⊃ !t:t:X, by the following argument. If M, Γ t:X, it must be that X ∈ E(Γ, t), and hence t:X ∈ E(Γ, !t), by the Proof Checker condition. Also, let ∆ and Ω be arbitrary members of G with ΓR∆ and ∆RΩ. By the Monotonicity condition, X ∈ E(∆, t). By transitivity of R, ΓRΩ, and so M, Ω X. Since Ω was arbitrary, it follows that M, ∆ t:X and since ∆ was arbitrary, M, Γ !t:t:X. I'll leave it to you to verify the similar status of s:X ⊃ (s + t):X and t:X ⊃ (s + t):X, and also of t:
Next, there is the matter of proof constants, which turns out to be surprisingly central. In [1, 2] proof constants are intended to represent evidence for elementary truths-those truths we know for reasons we do not further analyze. It is allowed that a proof constant serves as evidence for more than one formula, or for nothing at all. In our context, we simply have a mapping assigning to each proof constant those formulas for which it serves as possible evidence, and those formulas should be universally true.
Definition 3.4 A constant specification is a mapping C from proof constants to sets of formulas (possibly empty). A formula X has a proof constant with respect to C if X ∈ C(c) for some proof constant c. A proof constant c is for a formula X if X ∈ C(c). It is required that any formula having a proof constant with respect to C must be true at every possible world of every weak LP model.
For a trivial example of a constant specification, consider the one that maps every constant to the empty set. For less trivial examples, map constants to sets consisting of any of the formulas shown above to be always true. I note that in [1, 2] constant specifications were treated somewhat differently, essentially being created in the process of providing an axiomatic proof. The differences between the two versions are not fundamental.
Weak models provide an adequate semantics, as will be shown in Section 8. But there is one more condition I want to impose, a condition that makes models more useful and, I believe, more appealing intuitively. The additional condition might be summarized as "whatever is known, is known for a reason." Definition 3.6 A weak LP model M is Fully Explanatory provided that, whenever M, ∆ X for every ∆ ∈ G such that ΓR∆, then for some proof polynomial t we have M, Γ (t:X). If M is a weak LP model, and if the Fully Explanatory condition is also met, then M is a strong LP model.
Finally, some useful terminology. Let C be a constant specification. A set S of formulas is weakly C-LP-satisfiable if there is a weak LP model M that meets C, and a possible world Γ of the model at which all members of S are true, that is, M, Γ X for all X ∈ S. A formula X is valid in a weak LP model M if M, Γ X for every possible world Γ of M. X is weakly C-LP valid if X is valid in every weak LP model that meets C. Similar terminology is used for the strong semantics. A set S is strongly C-LP satisfiable if there is a strong LP model that meets C, and a possible world of the model at which all members of S are true, and so on.
In [9] , Mkrtychev gives a semantics for LP that essentially coincides with one-world weak models. In future work I plan to consider the consequences of adding a operator to LP, based on the semantics above, and when this is done, Mkrtyychev models are no longer applicable. But until then, how might we think about this use of one-world models? Let me speak informally for a moment. Suppose t is not a reason for X. How might this happen. Well, first, X itself might not be something we could know, or second, X might be knowable but t does not account for it. This gives us two possible ways of constructing a countermodel to t:X. We could create a model in which X fails at some alternate world, and so we cannot know it in this one. For this we need the full Kripke machinery to work with. Or we could create a model in which t is not possible evidence for X, and for this we only need to craft an appropriate E function. The weak semantics provides considerable flexibility. For all this flexibility, there is one limitation, however. A strong completeness theorem will be proved, for the semantics of this section. That does not extend to single world models that are fully explanatory. Consider, for example, the following set of formulas: S = {P, ¬(t 1 :P ), ¬(t 2 :P ), . . .}, where P is a propositional variable and t 1 , t 2 , . . . is a list of all proof polynomials. This set is satisfiable in an LP model. Let M = G, R, E, V where G = {Γ, ∆}, R is reflexive and ΓR∆, Γ P , ∆ P , and E(Γ, t) = E(∆, t) is the set of all formulas, for every t. Since M, ∆ P then M, Γ t:P for every t. On the other hand, if N is a single world model, the fully explanatory condition would make it impossible for the set S to be satisfiable at the world of the model N .
Weak Semantics Basics
In this section I prove some fundamental results about the weak semantics, concerning substitutions and compactness. In [1, 2] substitutions are allowed for both proof variables and propositional variables. I will only need the notion for proof variables, and so restrict the definition to them. Definition 4.1 A substitution is a mapping from a finite set of proof polynomial variables to proof polynomials. The substitution that maps each x i to t i , i = 1, . . . , k, is denoted by {x 1 /t 1 , . . . , x k /t k }; it has domain {x 1 , . . . , x k }. σ, with and without subscripts, will generally be used for substitutions. The result of applying the substitution σ to the LP formula Z will be denoted by Zσ. Similarly tσ is the result of applying σ to the proof polynomial t.
3. For a substitution σ, Cσ is the constant specification given by (Cσ)(c) = {Zσ | Z ∈ C(c)}.
Also, for an evidence function E, a mapping (Eσ) is given by (Eσ)(Γ, s) = {Z | Zσ ∈ E(Γ, sσ)}.
Before getting to more fundamental results, here is a simple item that will be of use to us later on. Proposition 4.3 Let C 1 and C 2 be constant specifications, and suppose C 1 ≤ C 2 .
1. If M = , G, R, E, V meets C 2 then it meets C 1 .
2. Any formula that is weakly C 1 -LP valid is also weakly C 2 -LP valid.
Proof For item 1, we have C 1 (c) ⊆ C 2 (c) ⊆ E(Γ, c). For item 2, if X is not weakly C 2 -LP valid, it is false at a world of some weak LP model that meets C 2 . This is also a weak LP model that meets C 1 , and it serves to show X is not C 1 -LP valid. Now we move to results that are more basic. Proof Suppose that Xσ is not weakly Cσ-LP valid; say M = G, R, E, V is a weak LP model that meets Cσ and M, Γ 0 Xσ, for some Γ 0 ∈ G. Create a new structure M = G, R, Eσ, V ; note that the set of possible worlds, the accessibility relation, and the valuation are the same as in M.
Let Γ ∈ G and suppose Z ∈ (Eσ)(Γ, s). Then Zσ ∈ E(Γ, sσ) (by Definition 4.2) so Zσ ∈ E(Γ, sσ + tσ), since E is an evidence function. But sσ + tσ = (s + t)σ so Zσ ∈ E(Γ, (s + t)σ), and it follows that Z ∈ (Eσ)(Γ, s + t). We have verified that (Eσ) satisfies half of the Sum condition of Definition 3.1. The other parts are similar-Eσ is an evidence function.
Suppose Z ∈ C(c). Then Zσ ∈ (Cσ)(c) and, since M is a weak model with respect to Cσ, we have Zσ ∈ E(Γ, c) for every Γ ∈ G. Since constants are unchanged under substitution, this is equivalent to Zσ ∈ E(Γ, cσ), but then Z ∈ (Eσ)(Γ, c). So M meets the constant specification C.
A straightforward induction on degree now shows that, for every LP formula Z and every Γ ∈ G,
From this it follows that X is not weakly C-LP valid, since M , Γ 0 X.
Theorem 4.5 (Compactness)
The weak semantics obeys a compactness condition. More precisely, let C be any constant specification; then a set of formulas is weakly C-LP satisfiable if and only if every finite subset is weakly C-LP satisfiable.
Proof Let C be a constant specification that is fixed for the argument. I'll say an infinite set of formulas is C-finitely satisfiable if every finite subset is weakly C-LP satisfiable. What we must show is that every C-finitely satisfiable set is weakly C-LP satisfiable. Being C-finitely satisfiable is a property of finite character-a set has this property if and only if every finite subset has it. Tukey's Lemma then says every C-finitely satisfiable set can be extended to a maximal such set (indeed, a Lindenbaum-like construction can be used to show this). If S is maximally C-finitely satisfiable, then for any formula X, exactly one of X or ¬X must be in S. Certainly we can't have both, because then {X, ¬X} would be a finite subset of S and it is not satisfied at any world of any weak model. If neither X nor ¬X were a member of S, then by maximality both S ∪ {X} and S ∪ {¬X} would not be C-finitely satisfiable. Then there would be finite subsets S 1 and S 2 of S such that S 1 ∪ {X} and S 2 ∪ {¬X} are not weakly C satisfiable. But S 1 ∪ S 2 is a finite subset of S and so it must be weakly C satisfiable. Any possible world of any weak model that satisfies S 1 ∪ S 2 must make either X or ¬X true, and hence must satisfy one of S 1 ∪ {X} or S 2 ∪ {¬X}, and this is a contradiction. It then follows that every maximally C-finitely satisfiable set must contain all formulas that are weakly C-LP valid, and must be closed under modus ponens.
Let G be the collection of all sets of formulas that are maximally C-finitely satisfiable. For Γ ∈ G, let Γ # = {X | t:X ∈ Γ, for some t}. And set ΓR∆ if Γ # ⊆ ∆. The relation R is reflexive, because t:X ⊃ X is weakly C-LP valid, and members of G are closed under modus ponens. It is also transitive, because t:X ⊃!t:(t:X) is weakly C-LP valid. Thus G, R is an appropriate frame.
For E, simply set E(Γ, t) = {X | t:X ∈ Γ}. The claim is that E satisfies the conditions for being an evidence function, Definition 3.1.
Consider the Proof Checker condition. We saw in the previous section that t:X ⊃ !t:t:X is weakly C-LP valid. It follows that, for Γ ∈ G, this formula is a member of Γ. Now, if X ∈ E(Γ, t), then t:X ∈ Γ. Since Γ is closed under modus ponens, !t:t:X ∈ Γ too, and so t:X ∈ E(Γ, !t: ).
Next, consider the Monotonicity condition. Suppose ΓR∆ and X ∈ E(Γ, t). Then t:X ∈ Γ. By the argument in the previous paragraph, !t:t:X ∈ Γ and so by the definition of R, t:X ∈ ∆, and thus X ∈ E(∆, t).
I'll leave Sum and Application to you. We thus have that E is an evidence function. Finally, define a mapping V by: Γ ∈ V(P ) if P ∈ Γ. We now have a weak
The model M meets the constant specification C, by the following argument. Suppose X ∈ C(c); we must show X ∈ E(Γ, c) for every Γ ∈ G. Let N = G N , R N , E N , V N be any weak LP model that meets C, and let w be any world of it. Of course we have X ∈ E(w, c) since N meets C. But also X must be true in any world accessible from w, since only universally true formulas can have constants. It follows that N , w c:X. That is, c:X itself is weakly C-LP valid. Then c:X must be in every set that is maximally C-finitely satisfiable. Thus, for every Γ ∈ G, X ∈ E(Γ, c).
The main thing remaining is to show a truth lemma: for every X and every Γ ∈ G X ∈ Γ if and only if M, Γ X.
Once (1) is shown, if S is any C-finitely satisfiable set, any maximal extension of it will be a member of G at which all members of S are true, and the proof is finished. Most of the argument for the truth lemma is straightforward. I'll just check one case: suppose we have the formula t:Z, and (1) is known to hold for Z. First, if t:Z ∈ Γ, then Z ∈ E(Γ, t) by definition of E, and Z ∈ ∆ for all ∆ with ΓR∆, by definition of R. By the induction hypothesis, M, ∆ Z for all such ∆, and consequently M, Γ t:Z. The converse is rather dull. Suppose t:Z / ∈ Γ. Then Z / ∈ E(Γ, t), and so M, Γ t:Z.
In the proof above a specific model is constructed, in which the possible worlds are all the sets that are maximal C-finitely satisfiable. One of the consequences of the argument is that these are the same as the maximal weakly C-LP satisfiable sets, so I will drop the 'finitely' terminology. Also, from now on, the weak LP model M constructed above will be called canonical. The canonical model is universal in the sense that a formula X is weakly C-LP valid if and only if it is valid in the canonical weak C-LP model. Usually canonical models are defined using axiomatic provability. Connections with this version will be made once we reach Section 8.
Definition 4.6
The canonical weak C-LP model is the model constructed in the proof of Theorem 4.5.
Conditions and Consequences
We have two versions of an LP semantics, and it would be nice to know relationships between them. It is here that the role of the constant specification comes into its own. One of the basic items Artemov showed about LP is that it internalizes its own notion of proof-a version of the necessitation rule of modal logic. For the weak semantical version, this becomes: if X is weakly C-LP valid, then so is t:X for some proof polynomial t (using Theorem 4.4 t can be taken to be ground, provided we are willing to modify C). But internalization is not generally the case. For instance, if C is the trivial constant specification that maps every formula to the empty set of proof polynomials, then no formula of the form t:X is weakly C-LP valid. This is so because, with the empty constant specification, models in which the evidence function E always maps to the empty set are weak LP models that meet C, and in such models t:X will not be true at any world. Clearly we need stronger conditions on constant specifications.
Definition 5.1 Let C be a constant specification.
1. C entails internalization provided, for every formula X, if X is weakly C-LP valid then so is t:X for some proof polynomial t.
2. C entails equivalence of semantics provided, for every set S of formulas, if S is weakly C-LP satisfiable then S is strongly C-LP satisfiable. (The converse is trivial since strong models are also weak models.)
Now, the main fact concerning these notions. I'll divide the proof up into several separate results, since this will make referring to them easier later on.
Proposition 5.3 If C entails equivalence of semantics then C entails internalization.
Proof Suppose C entails equivalence of semantics. Let X be weakly C-LP valid, but suppose t:X is not weakly C-LP valid, for any proof polynomial t. I'll derive a contradiction.
First, I claim the set {¬t 1 :X, ¬t 2 :X, . . .} is weakly C-LP satisfiable, where {t 1 , t 2 , . . .} is the set of all proof polynomials. The argument is as follows. If the set were not weakly C-LP satisfiable, using the compactness of weak models (Theorem 4.5) there would be a finite subset {¬t i 1 :X, . . . , ¬t i k :X} that is not weakly C-LP satisfiable. It follows that t i 1 :X ∨ . . . ∨ t i k :X is weakly C-LP valid. It was observed in Section 3 that formulas of the form s:X ⊃ (s + t):X, and t:X ⊃ (s + t):X are weakly C-LP valid. It follows, by an easy argument, that (t i 1 + . . . + t i k ):X is weakly C-LP valid, but this contradicts the assumption that t:X is not weakly C-LP valid, for any t.
So the set {¬t 1 :X, ¬t 2 :X, . . .} is weakly C-LP satisfiable, and since C entails equivalence of semantics, it is also strongly C-LP satisfiable. Say in the strong LP model M = G, R, E, V , meeting C, for Γ ∈ G, M, Γ t i :X for each proof polynomial t i . But our assumption is that X itself is weakly C-LP valid, and so for every ∆ ∈ G with ΓR∆ we must have M, ∆ X. Then the Fully Explanatory condition says we must have M, Γ t:X for some proof polynomial t, and this is our contradiction.
Next a result that is of independent interest. Proposition 5.4 Let C be a constant specification that entails internalization, and let S be a maximal weakly C-LP satisfiable set. If u:X / ∈ S for every proof polynomial u, then S # ∪ {¬X} is weakly C-LP satisfiable.
Proof Suppose S # ∪ {¬X} is not weakly C-LP satisfiable. Then, by Theorem 4.5, for some Y 1 , . . . , Y k ∈ S # , the finite set {Y 1 , . . . , Y k , ¬X} is not weakly C-LP satisfiable. It follows that 
Of course this can be repeated, and so in k steps we conclude (t · s 1 · . . . · s k ):X ∈ S (with the multiplication associated to the right). But this contradicts the fact that u:X / ∈ S for each u.
If weak canonical models are strong models, equivalence of semantics is immediate. So, here is the final piece of the proof.
Proposition 5.5 Let C be a constant specification that entails internalization. Then the canonical weak C-LP model is a strong C-LP model.
Proof Let M = G, R, E, V be the canonical weak C-LP model. I'll show it is a strong LP model, that is, I'll show M meets the Fully Explanatory condition. I'll show the condition in its contrapositive form. Suppose Γ ∈ G and, for each proof polynomial u, M, Γ u:X. I'll show there is some ∆ ∈ G with ΓR∆ such that M, ∆ X. Since M, Γ u:X, by (1), u:X / ∈ Γ, for every u. By Proposition 5.4, Γ # ∪ {¬X} is weakly C-LP satisfiable. Extend it to a maximal such set ∆. Then ∆ ∈ G, ΓR∆, and by (1) again, M, ∆ X.
It is time for the final definitions setting up our LP semantics. Definition 5.6 A constant specification is full if it entails internalization, or equivalently it entails equivalence of semantics. If C is full, the canonical weak C-LP model will also be referred to as the canonical strong C-LP model. Theorem 5.7 Let C be a full constant specification. Then 1. A formula X is strongly C-LP valid if and only if it is weakly C-LP valid.
2. A set S of formulas is strongly C-LP satisfiable provided every finite subset is.
Removing Plus
Artemov's axioms for LP will be given officially in Section 8. In fact, his axioms were already shown to be weakly C-LP valid in Section 3. In his axioms, if one replaces every proof polynomial with one gets an S4 validity. A typical example is t:P ⊃ !t:t:P ; under the replacement just mentioned, it turns into P ⊃ P . Each of Artemov's modal axioms converts to a significant S4 axiom, except the ones for +. One of Artemov's axioms for the + operation is t:P ⊃ (s + t):P , which converts to P ⊃ P , which is simply a classical tautology. This should suggest that, somehow, + is in a different category from the other operations on proof polynomials. In this section I begin the investigation of the role of +, by introducing a semantics for LP without the operation. As to notation, I will systematically use LP − for versions of LP in which the + operation plays no special role. Definition 6.1 (Definition 3.2 without plus) A structure M = G, R, E, V is a weak LP − model provided it meets the conditions of Definition 3.2, except that the evidence function E is not required to satisfy the Sum condition of Definition 3.1.
The various formulas whose validity was shown in Section 3 are also valid in weak LP − models, except for the two involving +. So, the definition of constant specification must be relaxed a bit when working with LP − models.
Definition 6.2 (Definition 3.4 without plus) C is a constant specification without plus provided it meets the conditions of Definition 3.4, except that now any formula having a proof constant with respect to C is required to be true at every possible world of every weak LP − model (and not of every weak LP model).
Earlier we showed a compactness property for the weak LP semantics. A similar result is obtainable for the weak LP − semantics. I omit the proof since it is the same as before, except that we no longer show the evidence function obeys the Sum condition. The model constructed in the proof of Theorem 4.5 was called canonical. I will use the same terminology here-the model constructed in the (omitted) proof of Theorem 6.3 is the canonical weak C-LP − model. Its possible worlds are sets of formulas that are maximally C-LP − consistent, there is a truth lemma, and so on.
Next we need an appropriate version of the Fully Explanatory condition, without +.
Definition 6.4 (Definition 3.6 without plus) A weak LP − model is Fully Explanatory without plus provided that, whenever M, ∆ X for every ∆ ∈ G such that ΓR∆, then for some finite set {t 1 , . . . , t n } of proof polynomials M, Γ (t 1 :X ∨ . . . ∨ t n :X). (Disjunction is given its usual definition in terms of implication and falsehood.)
If M is a weak LP − model, and if the Fully Explanatory condition without plus is also met, then M is a strong LP − model.
In Section 5 connections between internalization and equivalence of semantics were shown. Variants of those results continue to hold without +.
Definition 6.5 (Definition 5.1 without plus) Let C be a minimally acceptable constant specification without plus.
1. C entails internalization without plus provided, for every formula X, if X is weakly C-LP − valid then so is t 1 :X ∨ . . . ∨ t n :X for some proof polynomials t 1 , . . . , t n .
2. C entails equivalence of semantics without plus provided, for every set S of formulas, if S is weakly C-LP − satisfiable then S is strongly C-LP − satisfiable. The proof of this has non-trivial differences from that of Theorem 5.2, so I give the various pieces of it here.
Proposition 6.7 (Proposition 5.3 without plus) Let C be a constant specification without plus that entails equivalence of semantics without plus. Then C entails internalization without plus.
Proof Suppose X is weakly C-LP − valid, but t 1 :X ∨ . . . ∨ t n :X is not weakly C-LP − valid, for any proof polynomials t 1 , . . . , t n . I'll derive a contradiction.
Let D 1 , D 2 , . . . be an enumeration of all formulas of the form u 1 :X ∨ . . . ∨ u k :X, for arbitrary proof polynomials u 1 , . . . , u k . I claim the set {¬D 1 , ¬D 2 , . . .} is weakly C-LP − satisfiable. If not, using the compactness of weak models without plus (Proposition 6.1), there would be a finite subset {¬D i 1 , . . . , ¬D i k } that is not weakly C-LP − satisfiable, and so
But this is actually a disjunction of formulas of the form t i :X, and this contradicts our assumption.
So the set {¬D 1 , ¬D 2 , . . .} is weakly C-LP − satisfiable, and since C entails equivalence of semantics without plus, it is also strongly C-LP − satisfiable; say in the strong LP − model M = G, R, E, V meeting C, we have M, Γ D i , for some Γ ∈ G and all i. But X is weakly C-LP − valid, and so for every ∆ ∈ G with ΓR∆ we have M, ∆ X. But the Fully Explanatory without plus condition says we must have M, Γ D i for some i, and this is a contradiction.
Proposition 6.8 (Proposition 5.4 without plus) Let C be a constant specification without plus that entails internalization without plus, and let S be a maximal weakly C-LP − satisfiable set. If (u 1 :X ∨ . . . ∨ u n :X) / ∈ S for all proof polynomials u 1 , . . . , u n , then S # ∪ {¬X} is weakly C-LP − satisfiable.
Proof Suppose S # ∪ {¬X} is not weakly C-LP − satisfiable. Then by compactness, Theorem 6.3, some finite subset is not weakly C-LP − satisfiable. Then for some Y 1 , . . . , Y k ∈ S # , the formula
Since C entails internalization without plus, there are proof polynomials t 1 , . . . , t n such that the disjunction of the formulas
X ∈ S (with association to the right, say). But this contradicts the hypothesis of the Proposition. Proof Let M = G, R, E, V be the canonical weak C-LP − model. I'll show M meets the Fully Explanatory condition without plus and, as might be expected, I'll show the condition in its contrapositive form. Suppose Γ ∈ G and, for all proof polynomials u 1 , . . . , u n , M, Γ u 1 :X ∨ . . . ∨ u n :X. I'll show there is some ∆ ∈ G with ΓR∆ such that M, ∆ X. Since M, Γ u 1 :X ∨ . . . ∨ u n :X, by the version of the truth lemma, (1), for LP − weak canonical models, u 1 :X ∨ . . . ∨ u n :X / ∈ Γ, for every u. By Proposition 6.8, Γ # ∪ {¬X} is weakly C-LP − satisfiable. Extend it to a maximal such set ∆. Then ∆ ∈ G, ΓR∆, and by (1) again, M, ∆ X.
All this leads to the following obvious definition. Definition 6.10 (Definition 5.6 without plus) A constant specification is full without plus if it entails internalization without plus, or equivalently it entails equivalence of semantics without plus. If C is full without plus, the canonical weak C-LP − model will also be called the strong canonical C-LP − model.
Relations with S4
In [1, 2] Artemov showed an important embedding theorem connecting LP and S4, his Realization Theorem. In this section I give a semantic proof of the result, providing a close analysis of the role of constant specifications. As a bonus, this approach provides significant additional information about the role of the + operator. Let ϕ be a monomodal formula, by which I mean it is in the standard language of modal logic, with as the only modal operator and no proof polynomials. Assume ϕ is fixed for the rest of this section and subsections-all results and definitions are relative to it. I will make use of ϕ and its subformulas, but by subformula I really mean subformula occurrence. Strictly speaking, I should be working with a parse tree for ϕ, but I am attempting to keep terminology as simple as possible. So in the following, when you see 'subformula,' understand 'subformula occurrence. ' In what follows, A is any assignment of a proof polynomial variable to each subformula of ϕ of the form X that is in a negative position. It is assumed that A assigns different variables to different subformulas-this plays a role in the proof of Proposition 7.8. Relative to A, two mappings w A and v A are defined. The mapping w A was implicitly used in Artemov's proof of his Realization Theorem. The two mapping definitions differ only in one case-w A is appropriate for LP, while v A is appropriate for LP − .
Definition 7.1 w A and v A both assign a set of LP formulas to each subformula of ϕ, as follows.
1. If P is an atomic subformula of ϕ, w A (P ) = v A (P ) = {P } (this includes the case that P is ⊥).
If
3. If X is a negative subformula of ϕ, w A ( X) = {x:X | A( X) = x and X ∈ w A (X)} v A ( X) = {x:X | A( X) = x and X ∈ v A (X)}.
4. If X is a positive subformula of ϕ, w A ( X) = {t:X | X ∈ w A (X) and t is any proof polynomial} v A ( X) = {t:(X 1 ∨ . . . ∨ X n ) | X 1 , . . . , X n ∈ v A (X) and t is any proof polynomial}. Now, here are the results that will be proved in this section. I assume that the standard notion of validity with respect to Kripke S4 semantics is understood. Theorem 7.2 If there are ϕ 1 , . . . , ϕ n ∈ v A (ϕ) such that ϕ 1 ∨ . . . ∨ ϕ n is weakly C-LP − valid, then ϕ is a validity of S4. Similarly if there is some ϕ ∈ w A (ϕ) that is weakly C-LP valid, then ϕ is a validity of S4. Theorem 7.3 Let C be a full constant specification without plus. If ϕ is a valid formula of S4 then there are ϕ 1 , . . . , ϕ n ∈ v A (ϕ) such that ϕ 1 ∨ . . . ∨ ϕ n is strongly C-LP − valid. Before giving the proof, here is an example. The formula ( P ∨ Q) ⊃ ( P ∨ Q) is valid in S4. In [2, Example 5.6] it is shown that the following is weakly C-LP valid (actually, it is shown to be axiomatically provable, but soundness and completeness results will be shown) (x:P ∨ y:Q) ⊃ (a·!x + b·!y):(x:P ∨ y:Q)
In this, (x:P ⊃ (x:P ∨ x:Q)) ∈ C(a) and (x:P ⊃ (x:P ∨ x:Q)) ∈ C(b). Formula (2) is a member of w A (( P ∨ Q) ⊃ ( P ∨ Q)), where A( P ) = x and A( Q) = y. In a similar way, the following is strongly C-LP − valid.
[(x:P ∨ y:Q) ⊃ (a·!x):(x:P ∨ y:
Formula (3) is a disjunction of two members of v A (( P ∨ Q) ⊃ ( P ∨ Q)).
First Part of Proof
Following [2] , if Y is a formula of LP, then Y • is the monomodal formula that results by replacing each subformula of the form t:Z with Z.
Lemma 7.5 Let X be a subformula of ϕ, and let Y ∈ v A (X). Then Y • ≡ X is a validity of S4.
Proof A straightforward induction on the degree of X. The primary tool needed is the validity of the scheme (A ∨ A) ≡ A.
Lemma 7.6
If X is weakly C-LP − valid, for any constant specification C, then X • is S4 valid.
Proof Suppose X • is not S4 valid. Let M = G, R, V be an S4 model, in the usual Kripke sense, with M, Γ X • for some Γ ∈ G. Define an evidence function E by setting E(∆, t) to be the set of all LP formulas, for every ∆ ∈ G and every proof polynomial t. It is easy to check that N = G, R, E, V is an LP − model that meets every constant specification. And finally, for every formula Z in the language of LP, M, Γ Z • if and only if N , Γ Z, by induction on Z. Thus N provides an LP − counter-model to X. Now the following gives us Theorem 7.2. Actually, I'll only prove half; the other part is similar and somewhat simpler.
Proof By Lemma 7.6, weak C-LP − validity of ϕ 1 ∨ . . . ∨ ϕ n implies S4 validity of (
By Lemma 7.5, this implies S4 validity of ϕ.
Second Part of Proof
For this section, let C be a fixed constant specification that is full without plus. Then the canonical weak C-LP − model is also the canonical strong one, weak C-LP − satisfiability and strong C-LP − satisfiability coincide, and similarly for validity. I will use the 'strong' terminology, though it really does not matter. It will be shown that if ϕ is valid in S4, then ϕ 1 ∨ . . . ∨ ϕ n is strongly C-LP − valid for some ϕ 1 , . . . , ϕ n ∈ v A (ϕ). The proof will actually be of the contrapositive. Let M = G, R, E, V be the strong canonical C-LP − model. Since R is reflexive and transitive, we can also think of it as an S4 model (E plays no role in this). We will need to think of M both ways in this section. In order to keep it clear how M is being used, just for this section I will write M, Γ LP − X when X is in the language of LP − and the rules for are the LP − rules, and I will write M, Γ S4 X when X is in the conventional mono-modal language, and the rules for are those of S4.
If X is a subformula of ϕ I will write ¬v A (X) for {¬X | X ∈ v A (X)}. Note that ¬v A (X) is very different in meaning from v A (¬X). Also, if S is a set of LP − formulas, I will write M,
Since M is canonical, M, Γ LP − S is equivalent to S ⊆ Γ, by the truth lemma.
Proposition 7.7 For the strong canonical C-LP
− model M = G, R, E, V , for each Γ ∈ G:
If ψ is a positive subformula of ϕ and M, Γ LP
− ¬v A (ψ) then M, Γ S4 ψ.
If ψ is a negative subformula of ϕ and M, Γ LP
Proof The proof, of course, is by induction on the complexity of ψ. The atomic case is trivial. I will cover the remaining cases in detail. 
Positive Implication
, so by the induction hypothesis, M, Γ S4 Y , and again M, Γ S4 (X ⊃ Y ).
Positive Necessity Suppose ψ is X, ψ is a positive subformula of ϕ, M, Γ LP − ¬v A ( X), and the result is known for X (which also occurs positively in ϕ).
The key item to show is that Γ # ∪ ¬v A (X) is strongly C-LP − satisfiable. Then we can extend it to a maximal such set ∆, and since M is the strong canonical C-LP − model we will have ∆ ∈ G, ΓR∆ and M, Γ LP − ¬v A (X). By the induction hypothesis, M, ∆ S4 X, hence M, Γ S4 X. So I now concentrate on showing this key item. Suppose Γ # ∪ ¬v A (X) is not strongly C-LP − satisfiable. Then by compactness, for some Y 1 , . . . , Y k ∈ Γ # and X 1 , . . . , X n ∈ v A (X), {Y 1 . . . . .Y k , ¬X 1 , . . . , ¬X n } is not strongly C-LP − satisfiable. It follows that Γ # ∪{¬X 1 , . . . , ¬X n } and so Γ # ∪{¬(X 1 ∨. . .∨X n )} is not strongly C-LP − satisfiable. Then by Proposition 6.8, for some u 1 , . . . , u m , the LP formula
is in Γ (recall, strong and weak C-LP − satisfiability coincide). By the truth lemma, which holds in canonical models, this formula is true at Γ in M. But M, Γ LP − ¬v A ( X) and so, for each u i , M, Γ LP − ¬u i :(X 1 ∨ . . . ∨ X n ), and we have a contradiction. Thus Γ # ∪ ¬v A (X) is strongly C-LP − satisfiable, and the case is done.
Negative Necessity Suppose ψ is X, ψ is a negative subformula of ϕ, M, Γ LP − v A ( X), and the result is known for X (which also occurs negatively in ϕ).
Let X be an arbitrary member of v A (X). Since X is a negative subformula of ϕ, x:X ∈ v A ( X), where x = A( X), and so M, Γ LP − x:X . Now if ∆ is an arbitrary member of G with ΓR∆, we must have M,
, so by the induction hypothesis, M, ∆ S4 X. Since ∆ was arbitrary, M, Γ S4 X.
Now Theorem 7.3 can be shown.
Proof Assume ϕ 1 ∨. . .∨ϕ n is not strongly C-LP − valid for every ϕ 1 , . . . , ϕ n ∈ v A (ϕ). It follows that ¬v A (ϕ) is strongly C-LP − satisfiable. For otherwise, by compactness, there would be ϕ 1 , . . . , ϕ n ∈ v A (ϕ) such that {¬ϕ 1 , . . . , ¬ϕ n } was not strongly C-LP − satisfiable, and then ϕ 1 ∨ . . . ∨ ϕ n would be strongly C-LP − valid, contrary to assumption. Since ¬v A (ϕ) is strongly C-LP − satisfiable, there is some world Γ of the canonical model M such that M, Γ LP − ¬v A (ϕ) and so, by the previous Proposition, M, Γ S4 ϕ, hence ϕ is not S4 valid.
Third Part of Proof
We have Theorem 7.4 to go. For this section C is a full constant specification (+ included). Note that this implies that strong and weak C-LP validity coincide, and similarly for satifiability. Recall the notion of substitution from Definition 4.1. If σ 1 and σ 2 are substitutions whose domains do not overlap, then σ 1 ∪ σ 2 denotes the obvious combined substitution. Also recall that at the beginning of Section 7 I required the assignment A of variables to negative necessity subformulas of ϕ to associate distinct variables to different subformulas. Consequently, if X and Y are subformulas of ϕ with neither a subformula of the other, and X ∈ v A (X) and Y ∈ v A (Y ), and σ X and σ Y are substitutions whose domains are the variables of X and Y respectively, then σ X and σ Y have non-overlapping domains, and hence σ X ∪ σ Y is a well-defined substitution. This plays a role in the proof of the Proposition that follows.
Proposition 7.8 For every ψ that is a subformula of ϕ, and for each ψ 1 , . . . , ψ n ∈ v A (ψ), there is a substitution σ and a formula ψ ∈ w A (ψ) such that:
Proof By induction on the complexity of ψ. If ψ is atomic the result is immediate, since v A (ψ) and w A (ψ) are both {ψ}, so one can take ψ to be ψ, and use the empty substitution. I'll cover the non-atomic cases in detail.
Positive Implication Suppose ψ is (X ⊃ Y ), ψ is a positive subformula of ϕ, and the result is known for X and Y . Note that X occurs negatively in ϕ and Y occurs positively.
. By the induction hypothesis there are substitutions σ X and σ Y , and there are X ∈ w A (X) and
Without loss of generality we can assume the domain of σ X is exactly the set of variables of X 1 ∧ . . . ∧ X n , and similarly for σ Y . Then if we let σ be σ X ∪ σ Y , the following is strongly C-LP valid (using only classical logic):
, which establishes this case.
Negative Implication Suppose ψ is (X ⊃ Y ), ψ is a negative subformula of ϕ, and the result is known for X and Y . Note that X occurs positively in ϕ and Y occurs negatively.
. This time, by the induction hypothesis there are substitutions σ X and σ Y , and there are X ∈ w A (X) and
As in the previous case, we can assume σ X and σ Y have non-overlapping domains. Then again, if we set σ = σ X ∪ σ Y , using classical logic the following is strongly C-LP valid:
Positive Necessity Suppose ψ is X, ψ is a positive subformula of ϕ, and the result is known for X (which also occurs positively in ϕ).
In this case ψ 1 , . . . , ψ n are of the form t 1 :D 1 , . . . , t n :D n , where each t i is some proof polynomial and D i is a disjunction of members of
D is a disjunction of members of v A (X), so by the induction hypothesis there is some substitution σ and some member X ∈ w A (X) such that Dσ ⊃ X is strongly C-LP valid. Consequently for each i, D i σ ⊃ X is strongly C-LP valid and so, since C is full, there is a proof polynomial u i such that
X is also strongly C-LP valid (this uses the fact that (t i :D i )σ = (t i σ): : (D i σ). Let s be the proof polynomial (u 1 · t 1 σ) + . . . + (u n · t n σ). For each i we have the strong C-LP validity of (t i :D i )σ ⊃ s:X , and hence that of (t 1 :
Since s:X ∈ w A ( X), this concludes the positive necessity case.
Negative Necessity Suppose ψ is X, ψ is a negative subformula of ϕ, and the result is known for X (which also occurs negatively in ϕ).
In this case ψ 1 , . . . , ψ n are of the form x:X 1 , . . . , x:X n , where X i ∈ v A (X) and x = A( X). By the induction hypothesis there is some substitution σ and some X ∈ w A (X) such that X ⊃ (X 1 ∧ . . . ∧ X n )σ is strongly C-LP valid. Without loss of generality, we can assume x is not in the domain of σ. Now, for each i = 1, . . . , n, the formula X ⊃ X i σ is strongly C-LP valid, and so there is a proof polynomial t i such that t i :(X ⊃ X i σ) is strongly C-LP valid. Let s be the proof polynomial t 1 + . . . + t n ; then s:(X ⊃ X i σ) is strongly C-LP valid, for each i. It follows that x:X ⊃ (s · x):(X i σ) is strongly C-LP valid, for each i. If we let σ be the substitution σ ∪ {x/(s · x)}, we have the strong C-LP validity of x:X ⊃ (x:X i )σ for each i, and hence of x:X ⊃ (x:X 1 ∧ . . . ∧ x:X n )σ , which establishes the result in this case.
This concludes the proof.
Now Theorem 7.4 follows quickly.
Proof Suppose ϕ is an S4 validity. By Theorem 7.3, there are ϕ 1 , . . . , ϕ n ∈ v A (ϕ) such that ϕ 1 ∨ . . . ∨ ϕ n is strongly C-LP − valid, hence also strongly C-LP valid, and hence weakly C-LP valid, since C is full. By Proposition 7.8 there is a substitution σ and a formula ϕ ∈ w A (ϕ) such that (ϕ 1 ∨ . . . ∨ ϕ n )σ ⊃ ϕ is a strong C-LP validity, hence also a weak C-LP validity. Consequently we have the weak (Cσ)-LP validity of (ϕ 1 ∨ . . . ∨ ϕ n )σ, by the Substitution Theorem 4.4. But then, for D = C ∪ Cσ, we have the weak D-LP validity of both (ϕ 1 ∨ . . . ∨ ϕ n )σ and (ϕ 1 ∨ . . . ∨ ϕ n )σ ⊃ ϕ , by Proposition 4.3. The D-LP validity of ϕ follows.
Axiomatic Soundness and Completeness
The following is a variant of the axiomatic presentation of [1, 2] Axioms are specified by giving axiom schemas, and these are:
For rules of inference there is, of course, modus ponens. There is also a version of the necessitation rule, for axioms only.
R1. Modus Ponens
Y provided X and X ⊃ Y R2. C Axiom Necessitation c:X where X is an axiom A0 -A4 and X ∈ C(c), where C is a constant specification.
The formula X has an LP axiomatic proof using constant specification C if X is provable using the axioms and rules above, where C is the constant specification used in R2.
Not all constant specifications are reasonable, in this context. The following is the restriction that is appropriate here. Definition 8.1 A constant specification C is LP axiomatically appropriate if it is exactly instances of axiom schemes A0 -A4 that have proof constants.
There are many axiomatically appropriate constant specifications, since different axiom scheme instances might or might not share the same proof constant, or one instance might or might not have several proof constants. These differences are not major, but are real nonetheless.
The weak validity of a few of the axioms was shown in Section 3, and weak validity of the others is straightforward. It follows that an axiomatically appropriate constant specifications is also a constant specification, according to Definition 3.4. The instances of axiom schemes constitute a family that is closed under substitution, and hence if C is axiomatically appropriate, Cσ only assigns constants to axiom scheme instances, though it might not provide constants for every instance. Of course Cσ could be extended to take care of missing schemes-one way of doing this is to combine it with the original C. All this is summarized as follows. (Note the significance of this for Theorem 7.4.)
Significant Fact Let C be axiomatically appropriate, then 1. C is a constant specification.
2. For any substitution σ, the constant specification C ∪ (Cσ) is axiomaticaly appropriate. Now the usual methodology for proving axiomatic soundness works fine-show each line of a proof is weakly C-LP valid. I omit the details, but state the result.
Theorem 8.2
If X has an LP axiomatic proof using constant specification C, where C is axiomatically appropriate, then X is weakly C-LP valid.
Completeness proceeds by a canonical model argument, much like that used in Theorem 4.5. Let C be an axiomatically appropriate constant specification, fixed for the following construction. Axiomatic proofs are assumed to use this constant specification C.
Call a set S of LP formulas inconsistent if there is some finite subset {X 1 , . . . , X n } ⊆ S such that (X 1 ∧. . .∧X n ) ⊃ ⊥ is a theorem of LP (with ∧ defined from ⊃ and ⊥ in the usual way). Call S consistent if it is not inconsistent. Consistent sets extend to maximal consistent sets, via a standard Lindenbaum Lemma construction. Let G be the set of all maximally consistent sets of LP formulas. If Γ ∈ G, let Γ # = {X | (t:X) ∈ Γ, for some t}, and set ΓR∆ if Γ # ⊆ ∆. This gives us a frame, G, R . The Reflexivity axiom scheme of LP implies the frame is reflexive, and the Proof Checker axiom scheme implies it is transitive. Define a mapping E by setting E(Γ, t) = {X | t:X ∈ Γ}. Finally, define a mapping V by specifying that for an atomic formula P , Γ ∈ V(P ) if and only if P ∈ Γ. This gives us a structure M = G, R, E, V . The claim is that M is a weak LP model that meets C.
First I'll verify two of the conditions of Definition 3.1 for the evidence function E-other conditions are similar. I'll begin with the Application Condition. Suppose we have X ∈ E(Γ, t) and (X ⊃ Y ) ∈ E(Γ, s). By the definition of E, we must have t:X ∈ Γ and s:(X ⊃ Y ) ∈ Γ. Since s:(X ⊃ Y ) ⊃ (t:X ⊃ (s · t):Y ) is an LP axiom, and Γ is maximally consistent, it follows that (s · t):Y ∈ Γ, and hence Y ∈ E(Γ, s · t).
Next, I'll verify the Monotonicity Condition. Suppose Γ, ∆ ∈ G and ΓR∆. Also assume X ∈ E(Γ, t). By definition of E, we have t:X ∈ Γ. Since t:X ⊃!t:t:X is an LP axiom, we have !t:t:X ∈ Γ, and hence t:X ∈ Γ # . Since ΓR∆ we have Γ # ⊆ ∆, so t:X ∈ ∆, and so X ∈ E(∆, t).
Other conditions are similar. Thus M is a weak LP model that meets C. Now a Truth Lemma can be shown: for each formula X and each Γ ∈ G
Most of the cases are familiar. I'll verify only the modal one. Suppose (4) is known for X, and we are considering the formula t:X. Suppose first that t:X ∈ Γ. Then X ∈ Γ # , so if ∆ is an arbitrary member of G with ΓR∆ we have Γ # ⊆ ∆ and hence X ∈ ∆. By the induction hypothesis, M, ∆ X. Also since t:X ∈ Γ, we have X ∈ E(Γ, t). It follows that M, Γ t:X.
Next, suppose M, Γ t:X. This case is trivial. By the general definition of we must have X ∈ E(Γ, t), and by definition of E for M, we must also have t:X ∈ Γ.
Thus we have the Truth Lemma. Now, as usual, if X does not have an LP axiomatic proof, {X ⊃ ⊥} is consistent. Extend it to a maximal consistent set Γ. Then Γ ∈ G and by (4) M, Γ X. Thus the following has been established.
Theorem 8.3
Let C be an axiomatically appropriate proof specification. If X is weakly C-LP valid then X has an LP axiomatic proof using constant specification C.
Finally, in [2, Lemma 5.4] it is shown that if X has an LP axiomatic proof, using an axiomatically appropriate constant specification C, then so does t:X for some proof polynomial t. This means that, via our soundness and completeness results, an axiomatically appropriate proof specification entails internalization. Then Theorem 5.2 immediately gives us the following. Theorem 8.4 Let C be an axiomatically appropriate proof specification. X has an LP axiomatic proof using C if and only if X is strongly C-LP valid.
Similar soundness and completeness results can be established for the Artemov axioms without A4, the Sum axioms, relative to the LP − semantics. I omit the straightforward details.
Tableau and Sequent Systems
In [2] a Gentzen sequent calculus for LP is given, and cut elimination is shown, proof theoretically. This Gentzen system plays a role in establishing the connection between LP and Peano arithmetic, and cut elimination is needed for this. There is a well-known connection between Gentzen sequent calculi and signed tableau systems-see [11] for details in the classical case. The basic idea is: formulas on the left of a sequent arrow get signed with T , formulas on the right with F , and sequents themselves correspond to stages in the construction of a tableau branch. Thought of this way, tableau proofs and sequent proofs are essentially the same thing, except that one is an upsidedown version of the other. In [10] a signed tableau calculus is given for LP, corresponding to the sequent calculus of [2] , and soundness and completeness is shown relative to the semantics of [9] . As a byproduct, this gives a semantic argument that cut elimination holds for the tableau and the Gentzen system for LP. In this section I give a proof, analogous to that of [10] , of tableau soundness and completeness relative to the semantics of this paper. Differences between the semantics of [9] and the semantics given here make the argument in this context a bit simpler.
The Tableau System
A signed formula is T X or F X, where X is a formula of LP. Intuitively these can be read: X is true, respectively false, in some particular context. A tableau proof of X is a closed tableau for F X-terminology that I will now proceed to explain. A tableau for F X is a tree, with F X at the root, constructed using certain branch extension rules to be given in a moment. Customarily a tableau is written with the root at the top, branching downward. A tableau is closed if each branch is closed, and a branch is closed if it contains an explicit contradiction, T Z and F Z for some formula Z, or T ⊥. What remains is to say what the branch extension rules are. These fall into two categories: those that simply extend branches (often known as α rules) and those that cause branches to split (often known as β rules). The non-branching rules are given in Table 1 . If a signed formula of the form shown above the line occurs on a tableau branch, the formula or formulas below the line may be added to the branch end. This is a non-deterministic rule-one may freely choose which signed formula on a branch to apply a rule to. The branching rules are given in Table 2 . These are also non-deterministic. If a signed formula of the form shown above the line occurs on a tableau branch, the end of the branch may be split in two, with one child labeled with the first of the signed formulas shown below the line, and the other child with the second. In the rule for times, X can be any formula. There is one final piece of machinery that is needed. Let C be a constant specification. I'll say X has an LP tableau proof using C if it has a proof using the machinery above together with the additional rule: a branch closes if it contains F c:Z where Z ∈ C(c).
Soundness
Earlier we defined satisfiability for sets of formulas, and now we extend that to sets of signed formulas. Let C be a constant specification. A set S of signed formulas is weakly C-LP satisfiable if there is a weak LP model M that meets C, and a possible world Γ of it at which all T signed members of S are true and all F signed members are false; that is, M, Γ X for all T X ∈ S and M, Γ X for all F X ∈ S. Now the argument for tableau soundness is along the usual lines. A tableau is weakly C satisfiable if some branch is, and a branch is weakly C satisfiable if the set of signed formulas on it is. The chief thing is to show the following. The proof is straightforward, and I'll omit it.
Proposition 9.1 If T is an LP tableau that is weakly C-LP satisfiable, and a branch extension rule is applied to T to produce the tableau T , then T is weakly C-LP satisfiable.
Next we need to take tableau closure into account. Again I'll leave verification to you. Proposition 9.2 Suppose C is a constant specification. If T is a closed tableau using C, then T is not weakly C-LP satisfiable.
Combining these, soundness follows: if X has an LP tableau proof using C, then X must be weakly C-LP valid. For otherwise {F X} would be weakly C-LP satisfiable, and if it were, by Proposition 9.1 every tableau beginning with F X would be weakly C-LP satisfiable, but such a tableau cannot be closed by Proposition 9.2. Theorem 9.3 If X has a tableau proof using the constant specification C, then X is weakly C-LP valid.
Completeness
Completeness is proved by a variation of the method used in [10] . From now on, we allow a tableau to start with a finite set of signed formulas, instead of with a single one. The order in which these formulas are added to the initial branch does not matter. Let C be a constant specification, fixed for the rest of the section. Call a set S (not necessarily finite) tableau consistent if there is no closed tableau for any finite subset of S, using C. As usual, tableau consistent sets extend to maximal ones.
Suppose S is maximally tableau consistent, and Z ∈ S for some signed formula Z. If Z is one of the signed formulas above the line in a rule in Table 1 , each signed formula below the line in that rule is also in S. As a typical example, if F (s + t) : X ∈ S, then we should also have F s:X ∈ S. Well if not, since S is maximally tableau consistent, S ∪ {F s:X} must not be tableau consistent, and hence there is a closed tableau for a finite subset, say {Z 1 , . . . , Z n , F s:X}. But {Z 1 , . . . , Z n , F (s + t):X} is a finite subset of S itself, and there is a closed tableau for it, since we can make the first move in the tableau construction the addition of F s:X using the tableau rule from Table 1 , and then proceed as we did in the closed tableau for {Z 1 , . . . , Z n , F s:X}. In a similar way, if Z is one of the signed formulas above the line in a rule in Table 2 , and Z ∈ S, then one of the two formulas below the line in that rule is in S.
Construct a weak LP model candidate as follows. Let G be the collection of all maximal tableau consistent sets. For Γ, ∆ ∈ G, let ΓR∆ provided {T t:X | T t:X ∈ Γ} ⊆ ∆ and {F t:X | F t:X ∈ ∆} ⊆ Γ, for all proof polynomials t and formulas X. Let X ∈ E(Γ, t) provided F t:X / ∈ Γ. And let Γ ∈ V(P ) provided T P ∈ Γ, for a propositional letter P . This gives us a structure M = G, R, E, V .
Clearly R is reflexive and transitive. I'll check two cases of the verification that E is an evidence function, beginning with monotonicity. Suppose ΓR∆ and X ∈ E(Γ, t). By the second supposition, F t:X / ∈ Γ. By the first supposition, {F t:X | F t:X ∈ ∆} ⊆ Γ, and it follows that F t:X / ∈ ∆, and so X ∈ E(∆, t). I'll also check one of the Sum conditions. Suppose X / ∈ E(Γ, s + t); I'll show X / ∈ E(Γ, s). But this is easy. It amounts to saying F (s + t):X ∈ Γ implies F s:X ∈ Γ and, as we saw above, this is the case since Γ is maximal. Obviously M meets constant specification C since no set containing F c:X is consistent, where X ∈ C(c). We thus have that M is a weak LP model that meets C.
The main thing now is a version of the Truth Lemma appropriate for tableaus. Unlike earlier versions, it takes the form of two implications instead of an equivalence. For each Γ ∈ G T X ∈ Γ =⇒ M, Γ X (5)
The proof is by induction on the degree of X. As usual, I'll just give the modal case. Assume (5) and (6) are known for Z, and now consider t:Z. Suppose first that T t:Z ∈ Γ. Since Γ is consistent, F t:Z / ∈ Γ and so Z ∈ E(Γ, t). Let ∆ be an arbitrary member of G with ΓR∆. By definition of R, T t:Z ∈ ∆, and using one of the tableau rules from Table 1 , and the maximality of ∆, T Z ∈ ∆. By the induction hypothesis, item (5) gives us M, ∆ Z. Since ∆ was arbitrary, M, Γ t:Z.
Next, suppose that F t:Z ∈ Γ. Then Z / ∈ E(Γ, t), so trivially M, Γ t:Z. With this established, completeness is as usual. If X does not have a tableau proof, {F X} is tableau consistent. A maximal extension of this set will be a member of G at which X is false. We thus have shown the following. Theorem 9.4 If C is a constant specification, any formula that is weakly C-LP valid has a tableau proof using C.
Then of course a full constant specification gives us completeness with respect to LP models, and not just weak ones. This is the case for any axiomatically appropriate constant specification, for example.
I have given a semantics for LP. This semantics has obvious relationships with S4, and in Section 7 the connection was examined at some length. But there are LP-style counterparts of various standard sublogics of S4 as well. These have been considered in [8, 3] , and in [4] which investigates a Gentzen-style formulation, and completeness with respect to variations on the semantics of [9] have been established. Here I briefly consider what things are like in the present context. I will use names like LP(T) and LP(K4) for these sublogics of LP. Using this terminology, LP itself is the same as LP(S4). The basic operation on proof polynomials is · and all logics considered in this section have appropriate semantic conditions for that. In this section a structure M = G, R, E, V is assumed to meet the following conditions: R is a binary relation on the non-empty set G, V maps propositional variables to subsets of G, and E is a function from states and proof polynomials to sets of formulas that meets the Application and Sum conditions from Definition 3.1. Now, various (weak) models are given by the following table.
LP(K)
no other conditions LP(T)
R is reflexive LP(K4) R is transitive and E satisfies Monotonicity and Proof Checker LP(S4) LP(T) conditions and LP(K4) conditions In Section 7 relationships were shown between LP and S4. There are similar connections between LP(L) and L, for L being any of K, T, K4, or of course S4. I omit the details.
The axiom system of Artemov, considered in Section 8, will also be called an LP(S4) system. There are also systems corresponding to the other semantically defined logics above. For LP(K4) simply drop axiom A1, Reflexivity. LP(K) and LP(T) require something a little more complex. Call a constant specification strongly LP appropriate if axioms have proof constants, c:X has a proof constant whenever c is a proof constant for X, and apart from these conditions, no other formulas have proof constants. Replace rule R2, C Axiom Necessitation, by the following recursive version, in which it is assumed that C is a strongly LP appropriate proof assignment. R2 * . C Axiom Necessitation c:X where X ∈ C(c) and either X is an axiom A0 -A4 or X is inferable using R2 * The axiom system for LP(T) drops axiom A3, Proof Checker, and replaces rule R2 with R2 * . The axiom system for LP(K) drops A2 and A3 and replaces R2 with R2 * . These axiomatizations appear in [8] .
Finally, for LP(L) being any of the semantics considered above, let LP − (L) be the similar semantics but in which the evidence function, E, is not assumed to satisfy the Sum condition from Definition 3.1. Dropping axiom A4, Sum, from the axiomatization of LP(L) produces an axiomatization of LP − (L). Tableau versions are equally straightforward. I'll leave all this to the interested reader.
