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GEOMETRIC APPROACH TO HALL ALGEBRA OF
REPRESENTATIONS OF QUIVERS OVER LOCAL RINGS
ZHAOBING FAN
Abstract. By using perverse sheaves on representation spaces of quivers over k[t]/(tn)
and jet schemes over flag varieties, we construct a geometric composition algebra K under
Lusztig’s framework on geometric realizations of the negative part of quantum algebras.
Simple perverse sheaves in K form the canonical basis of K. The relationships among the
algebra K, the composition algebra of locally projective representations of quivers over
k[t]/(tn) and quantum generalized Kac-Moody algebra are provided.
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1. Introduction
The canonical basis theory of quantum algebras is vitally important in Lie theory. This
basis has many remarkable properties such as integrality and positivity of structure con-
stants. The canonical basis of the negative part of quantum algebras can be naturally
obtained via their geometric realizations. The canonical basis is constructed by Lusztig in
[16] for finite types, as well as by Lusztig, Kang and Schiffmann etc. in [17, 18, 10] for other
types via geometric realizations of the negative/positive part of quantum algebras.
In the geometric realization of the negative part of quantum algebras, flag varieties over an
algebraically closed field k are frequently used. In the present paper, we consider jet schemes
over these flag varieties. More precisely, we consider the varieties of filtrations of projective
R-modules, where R = k[t]/(tn). Under Lusztig’s framework, we construct an algebra K,
which is called the geometric composition algebra over R. The algebraic correspondence to
this geometric setting is locally projective representations (see definition in section 4.2) of
quivers over R. The category of locally projective representations of quivers over R is not
an abelian category anymore, but rather an exact category. In literature, Hall algebras over
exact categories are studied in [9, 11] etc. The subalgebra of this Hall algebra generated
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by irreducible locally projective representations is then called the algebraic composition
algebra. There is an algebra homomorphism from the geometric composition algebra to
the algebraic one. Simple perverse sheaves in K form the canonical basis of K. It will be
interesting to describe canonical basis elements analogous to [12] by Li, via our algebraic
setting.
From a geometric point of view, jet schemes over flag varieties themselves are of par-
ticular interest. They are vector bundles over ordinary flag varieties. From an algebraic
point of view, a locally projective representation of quivers over R is a deformation of a
representation of quivers over k. Representations of quivers over rings can be traced back
to [13]. More generally, one could consider representations of quivers over an algebraic va-
riety X, namely, assigning a vector bundle on X to each vertex and a bundle map to each
arrow. The obtained category is still an exact category. This issue will be addressed in a
forthcoming paper. What we considere here is a special case of it.
In the context we are considering, the first technical barrier is that the jet scheme over
flag varieties is not a projective variety. This causes the projection map along the jet scheme
to representation spaces not being a proper map. Hence, the decomposition theorem in [1]
cannot be directly applied here. However, the projection map is still good enough because
we can decompose the projection map into a composition of a proper map and a vector
bundle. One could consider representations of quivers over arbitrary commutative rings,
but the corresponding geometry does not always have this nice property. The second tech-
nical barrier is that Lusztig’s restriction functor is not well-defined in this setting because
submodules and quotient modules of projective R-modules are not necessarily projective.
To tackle this problem, we replace Lusztig’s restriction functor by its free part after show-
ing that it can be decomposed into the sum of the free part and the torsion part. On the
algebraic side, it will be interesting to construct a coalgebra structure and the antipode for
the algebraic composition algebra analogous to [7, 21] by Green and Xiao, respectively.
The category of representations of a quiver over R is a subcategory of representations
of a new quiver, obtained by adding loops on each vertex, over field k. The simplest
example is the quiver Γ with one vertex and no arrows. In this example, the category
of representations of the quiver Γ over R is the category of R-modules. This category is
equivalent to the category of nilpotent representations of the Jordan quiver over k. In
[10], Kang and Schiffmann give a geometric realization of the positive part of quantum
generalized Kac-Moody algebras by using quivers with multiple loops, whose canonical bases
are given by semisimple perverse sheaves. Therefore, one may expect to obtain Kang and
Schiffimann’s result through geometry of representations of quivers over the local ring R. In
fact, there is an algebra homomorphism from the quantum generalized Kac-Moody algebra
with charges are all equal to one to the geometric composition algebra. Moreover, the
canonical basis of the geometric composition algebra are given by simple perverse sheaves.
This paper is organized as follows. In Section 2, we briefly review the theory of perverse
sheaves. In Section 3, we study the geometric property of jet scheme over ordinary flag
varieties and perverse sheaves on the locally projective representation spaces over R. We
construct the geometric composition algebra, whose canonical basis and monomial basis are
provided. In Section 4, we study the Hall algebra over the category of locally projective
representations of quivers over R, and the relationship between the geometric composition
algebra and the algebraic one. In Section 5, the relationship between quantum generalized
2
Kac-Moody algebras and the geometric composition algebra is provided.
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2. Preliminary
For the readers’ convenience, we set up notations regarding geometry and perverse sheaves
in this section. We refer to [1, 5, 18] for more details.
Throughout this paper, k is an algebraic closure of Fq. All algebraic varieties are over k
and have an Fq-structure. Moreover, all algebraic varieties are of finite type and separable.
2.1. Perverse sheaves. Let X be an algebraic variety. Denote by D(X) the bounded
derived category of Ql-constructible sheaves on X. Here l is a fixed prime number which is
invertible in k, and Ql is an algebraic closure of the field Ql of l-adic numbers.
Let M(X) be the full subcategory of D(X) consisting of perverse sheaves on X. The
simple objects of M(X) are given by the Deligne-Goresky-Macpherson intersection coho-
mology complexes corresponding to various smooth irreducible locally closed subvarieties
of X and irreducible local systems on them.
Let D≤w(X) (resp. D≥w(X)) be the full subcategory of D(X) consisting of all mixed
complexes, whose i-th cohomology has weight ≤ w + i (resp. ≥ w + i). A complex K is
called pure of weight w if K ∈ D≤w(X) ∩ D≥w(X).
We denote by 1X the constant sheaf on X, and simply write 1 if there is no confusion in
context.
2.2. Functors. For a complex K ∈ D(X), denote by Hn(K) the n-th cohomology sheaf of
K. For any j ∈ Z, let [j] : D(X) → D(X) be the shift functor which satisfies Hn(K[j]) =
Hn+j(K).
Let f : X → Y be a morphism of algebraic varieties. There are functors f∗ : D(Y ) →
D(X), f∗ : D(X) → D(Y ), f! : D(X) → D(Y ) (direct image with compact support), and
f ! : D(Y )→ D(X).
Denote by DK the Verdier dual of K ∈ D(X) and by pHn : D(X)→M(X) the perverse
cohomology functor for any n ∈ Z.
A complex K ∈ D(X) is called semisimple if pHn(K) is semisimple inM(X) for all n ∈ Z
and K is isomorphic to
⊕
n∈Z
pHn(K)[−n] in D(X).
For any n ∈ Z, denote by M(X)[n] the full subcategory of D(X) whose objects are of
the form K[n] for some K ∈ M(X). Assume that f : X → Y is a locally trivial principal
G-bundle. Let d = dim(G). If K ∈ M(Y )[n+d], then f∗K ∈ MG(X)[n]. Furthermore, the
functor f∗ : M(Y )[n + d] → MG(X)[n] defines an equivalence of categories. The inverse
f♭ :MG(X)[n]→M(Y )[n + d] is given by f♭(K) =
pH−n−d(f∗K)[n+ d].
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2.3. Some Properties.
(a) Simple perverse sheaves are pure and pure complexes are semisimple.
(b) Let f : X → Y be a morphism of varieties with X smooth. If f is a proper map,
then f!(1) is a semisimple complex in D(Y ). More generally, if there is a partition
X = X0∪X1∪· · ·∪Xm of locally closed subvarieties, such that X≤j = X0∪· · ·∪Xj
is closed for j = 0, · · · ,m, and for each j there are morphisms Xj
fj
−→ Zj
f ′j
−→ Yj ,
such that Zj is smooth, fj is a vector bundle, f
′
j is proper and f
′
jfj = f |Xj , then
f!(1) is a semisimple complex in D(Y ).
(c) If the following diagram
X
f
//
r

Y
s

Z
g
// W
is a cartesian square and s is a proper map (resp. g is a smooth map), then
r!f
∗ = g∗s! : D(Y )→ D(Z).
2.4. Characteristic functions of complexes. Let F be a Frobenius morphism of X and
XF be the set of fixed points by F . For any complex F ∈ Db(XF ,Ql), such that F
∗F ≃ F ,
we choose an isomorphism φF for each such F . The characteristic function of F with respect
to φF , denote by χF ,φF can be defined as follows
χF ,φF (x) =
∑
i∈Z
(−1)iTr(φiF ,x : H
i(Fx)→ H
i(Fx)), ∀ x ∈ X
F ,
where Fx is the stalk of F at x.
If f : X → Y is a morphism defined over Fq, and F ∈ D
b(XF ,Ql), then for any y ∈ Y
F ,
χf!F ,φF (y) =
∑
x∈f−1(y)F
χF ,φF (x).
3. Lusztig’s geometric composition algebra K
In this section, we fix R = k[t]/(tn), a loop-free quiver Γ = (I,H, s, t) and an I-graded
projective R-module V =
⊕
i∈I Vi. We note that, in the case of R = k[t]/(t
n), V is a
projective R-module if and only if V is a free R-module. Via the ring homomorphism
k →֒ R, an R-module V can be thought of as a k-vector space. We shall assume that Vi is a
finite dimension vector space for all i ∈ I. For simplicity, we write h′ = s(h) and h′′ = t(h)
for all h ∈ H. We define
(1) EkV =
⊕
h∈H
Homk(Vh′ , Vh′′), E
R
V =
⊕
h∈H
HomR(Vh′ , Vh′′),
(2) GkV =
⊕
i∈I
GLk(Vi), G
R
V =
⊕
i∈I
GLR(Vi),
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where GLk(Vi) (resp. GLR(Vi)) is the set of all k-automorphisms (resp. R-automorphisms)
of Vi. The algebraic group G
R
V (resp. G
k
V ) acts on E
R
V (resp. E
k
V ) by conjugation, i.e.,
gx = x′ and x′h = gh′′xhg
−1
h′ for all h ∈ H.
Given R-modules V1 and V2, Homk(V1, V2) has an R-module structure defined by
(rf)(v) = f(rv)− rf(v),
for all r ∈ R, v ∈ V1 and f ∈ Homk(V1, V2). Then
HomR(V1, V2) = {f ∈ Homk(V1, V2) | rf = fr, ∀r ∈ R} .
Since EkV is an affine k-variety and rf = fr for different r ∈ R are algebraic equations, E
R
V
is a closed k-subvariety of EkV . Similarly, G
R
V is a closed algebraic k-subgroup of G
k
V .
3.1. Flags. Let (i, k) = ((i1, k1), · · · , (im, km)) ∈ (I × N)
m. For such (i, k), we shall write
(i, nk) = ((i1, nk1), · · · , (im, nkm)).
3.1.1. A k-flag of type (i, k) in an I-graded k-vector space V is a sequence
f = (V = V 0 ⊃ V 1 ⊃ · · · ⊃ V m = 0)
of I-graded vector spaces such that V l−1/V l ≃ k⊕kl is concentrated at vertex il for all
l = 1, 2, · · · ,m.
Let FkV,i,k be the k-variety of all k-flags of type (i, k) in V , and F˜
k
V,i,k = {(x, f) ∈ E
k
V ×
FkV,i,k | f is x-stable}, where f is x-stable if xh(V
l
h′) ⊂ V
l
h′′ , for all h ∈ H and l = 1, · · · ,m.
The algebra group GkV acts on F
k
V,i,k by g · f 7→ gf, where
gf = (gV 0 ⊃ gV 1 ⊃ · · · ⊃ gV m = 0) if f = (V = V 0 ⊃ V 1 ⊃ · · · ⊃ V m = 0).
And GkV acts diagonally on F˜
k
V,i,k, i.e., g · (x, f) = (gx, gf).
3.1.2. An R-flag of type (i, k) in an I-graded R-module V is a sequence
f = (V = V 0 ⊃ V 1 ⊃ · · · ⊃ V m = 0)
of I-graded R-modules such that V l−1/V l ≃ k⊕kl as k-vector spaces concentrated at vertex
il for all l = 1, 2, · · · ,m.
Similarly, let FRV,i,k be the k-variety of all R-flags of type (i, k) in V . Note that if V is an
R-module, then a k-subspace W ⊂ V is an R-submodule if and only if (1 + t)W = W . So
FRV,i,k is a closed subvariety of F
k
V,i,k. Let F˜
R
V,i,k = F˜
k
V,i,k ∩ (E
k
V ×F
R
V,i,k).
3.1.3. A free R-flag of type (i, k) in an I-graded free R-module V is a sequence
f = (V = V 0 ⊃ V 1 ⊃ · · · ⊃ V m = 0)
of I-graded free R-modules such that V l−1/V l ≃ R⊕kl is concentrated at vertex il as R-
modules for all l = 1, 2, · · · ,m.
Let FfV,i,k ⊂ F
R
V,i,nk be the subvariety of all free R-flags of type (i, k). Let F˜
f
V,i,k =
F˜RV,i,nk ∩ (E
R
V × F
f
V,i,k) and F
t
V,i,k (resp. F˜
t
V,i,k) be the complement of F
f
V,i,k (resp. F˜
f
V,i,k)
in FRV,i,nk (resp. F˜
R
V,i,nk). The G
R
V -action on these k-varieties induced from its action on
FkV,i,nk (resp. F˜
k
V,i,nk).
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For any free R-module V , we write V0 = V/tV . We define the evaluation map as follows,
e : FfV,i,k → F
k
V0,i,k
f = (V ⊃ V 1 ⊃ · · · ⊃ V m = 0) 7→ e(f) = (V0 ⊃ V
1
0 ⊃ · · · ⊃ V
m
0 = 0).
Lemma 1 ([19]). FfV,i,k is the (n−1)th-jet scheme over F
k
V0,i,k
and dimk F
f
V,i,k = n dimk F
k
V0,i,k
.
Notations and convention: (a) From now on, we shall simply write Ffi,k instead of
FfV,i,k unless we want to specify V . Similarly, this convention is applied to other notations.
(b) For any (i, k) ∈ (I × N)m and each i ∈ I, let Ni(i, k) =
∑
r<r′ krkr′δiirδiir′ ; for each
h ∈ H, let Nh(i, k) =
∑
r′<r kr′krδh′ir′δh′′ir , where δ is the Kronecker delta.
(c) Dimension always refers to k-dimension, so we shall denote it by “dim” instead of
“dimk” and rank always refers to the rank of free R-modules, and we shall therefore denote
it by “Rank”.
Proposition 1. (a) FRi,k is a projective variety.
(b) Ffi,k is an open smooth subvariety of F
R
i,nk and F
t
i,k is a closed subvariety of F
R
i,nk.
(c) The evaluation map e : FfV,i,k → F
k
V0,i,k
is a vector bundle of dimension (n −
1)
∑
i∈I Ni(i, k). Hence the dimension of F
f
i,k is n
∑
i∈I Ni(i, k).
Proof. (a) It is well-known that Fki,k is a projective variety. Since F
R
i,k is a closed subvariety
of Fki,k, it is also a projective variety.
(b) To show that Ffi,k is an open subset of F
R
i,nk, we first consider an easy case that I
only contains one vertex.
Suppose that V is a free R-module of Rank l, which can be thought as an nl-dim k-vector
space. Let Grk(sn, V ) be the set of all sn-dimensional k-subspaces in V and GrR(sn, V ) =
{f ∈ Grk(sn, V ) | (1 + t)f = f}. Let Grf (s, V ) be the set of all free R-submodules with
Rank s in V . Clearly, Grf (s, V ) ⊂ GrR(sn, V ) ⊂ Grk(sn, V ).
Let G˜rR(sn, V ) =
{
(W, bW ) | W ∈ Gr
R(sn, V ) and bW is a k-basis of W}. The first
projection map π : G˜rR(sn, V )→ GrR(sn, V ) is a frame bundle.
In general, for any free R-module W ≃ R⊕r, the R-module structure induces a nilpotent
k-linear map t : W →W with dim(Ker(t)) = r. We define
φ : G˜rR(sn, V )→ Mat(sn),
(W, bW ) 7→M(bW , t),
where Mat(sn) is the set of all sn× sn matrices and M(bW , t) is the matrix of t under the
basis bW . Clearly, φ is a morphism of algebraic varieties.
For any R-submodule W ⊂ V with k-dimension ns, W is a free R-module if and
only if dim(Ker(t|W )) = s, i.e., t|W has maximal rank (n − 1)s. Therefore, Gr
f (s, V ) =
π(φ−1(Mat(sn)rk=s(n−1))), where Mat(sn)rk=s(n−1) is the set of all matrices with rank s(n−
1). Since Mat(sn)rk=s(n−1) is an open subset in Mat(sn)rk≤s(n−1), φ
−1(Mat(sn)rk=s(n−1))
is open in φ−1(Mat(sn)rk≤s(n−1)) = G˜r
R(sn, V ). Moreover, π is a principle GLsn(k)-bundle
and φ−1(Mat(sn)rk=s(n−1)) is GLsn(k)-stable, Gr
f (s, V ) is open in GrR(sn, V ).
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We now back to general cases. By the above argument, Fl = {f = (V
0 ⊂ · · · ⊂ V m) ∈
FRi,nk|V
l is a free R−module} is an open subset of FRi,nk. So F
f
i,k = ∩lFl is an open subset
of FRi,nk. The smoothness follows from Lemma 1 and the notes after Lemma 1.2 in [19].
This proves the first statement. The second statement follows from the first one.
(c) Recall that V0 = V/tV . It is well-known that F
k
V,i,k = G
R
V /P
R (resp. FkV0,i,k =
GkV0/P
k), where PR (resp. P k) is the parabolic subgroup of GRV (resp. G
k
V0
) fixing a given
flag in FkV,i,k (resp. F
k
V0,i,k
).
Since GRV = T⋊G
k
V0
, where T = {Id+ tB|B ∈ EndR(V )}, any element A ∈ G
R
V can be
written as A = h · A0 with A0 ∈ G
k
V0
and h ∈ T. Then the evaluation map e sends h · A0
to A0. Therefore, ∀x ∈ G
k
V0
, we have e−1(x) = T/(T ∩ PR) · x. As a set, T/(T ∩ PR) · x
is in 1-1 correspondence to T/(T ∩ PR), and T/(T ∩ PR) is a direct sum of quasi-lower
triangular matrices with entries in tR for all i ∈ I, which is clearly a k-vector space of
dimension (n− 1)
∑
i∈I Ni(i, k). It is clear that this gives a vector bundle structure. 
Proposition 2. (a) F˜fi,k is a smooth irreducible variety, and the second projection map
p2 : F˜
f
i,k → F
f
i,k is a vector bundle of dimension n
∑
h∈H Nh(i, k). So the k-dimension of
F˜fi,k is d(i, k) := n
∑
i∈I Ni(i, k) + n
∑
h∈H Nh(i, k).
(b) Let πfi,k : F˜
f
i,k → E
R
V be the first projection map. Then (π
f
i,k)!1 is semisimple.
Proof. (a) Let F˜kR =
{
(x, f) ∈ ERV × s(F
k
V0,i,k
) | f is x− stable
}
, where s : FkV0,i,k → F
f
V,i,k
is the zero section of the vector bundle e. By the same argument as that for Lemma 1.6
in [17], the second projection map p′2 : F˜
k
R → F
k
V0,i,k
is a vector bundle. We calculate the
dimension of fibers. For any f = (V ⊃ V 1 ⊃ · · · ⊃ V m = 0) ∈ FkV0,i,k, let Z = (p
′
2)
−1(f).
The first projection identifies Z with the set of all x ∈ ERV such that xh(V
l
h′) ⊂ V
l
h′′ for all
h ∈ H and all l = 0, 1, · · · ,m. This is a linear subspace of ERV because we can choose a basis
for each Vi such that xh are upper triangle matrices for each h ∈ H. Hence its dimension is
equal to
n
∑
l′≤l,h∈H
(Rank(V l
′−1
h′ )− Rank(V
l′
h′))(Rank(V
l′−1
h′′ )− Rank(V
l′
h′′)) = n
∑
h∈H
Nh(i, k).
We now consider the following cartesian square,
(3) F˜fi,k
p2
//
b

Ffi,k
e

F˜kR
p′
2 // FkV0,i,k.
Since p′2 is a vector bundle with rank n
∑
h∈H Nh(i, k), the second projection map p2 is a
vector bundle with rank n
∑
h∈H Nh(i, k). The smoothness and irreducibility follow Propo-
sition 1. This proves the first statement. The second statement follows from the first one.
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(b) Consider cartesian square (3). By Proposition 1, the evaluation map e is a vector
bundle, then b is also a vector bundle. Now consider the following commutative diagram
(4) F˜fi,k
b //
πf
i,k   
❆
❆
❆
❆
❆
❆
❆
F˜kR
p1

ERV
.
Here the first projection map p1 is a proper map. By the property in Section 2.3(b),
(πfi,k)!1 = p1!b!1 is semisimple. Proposition follows. 
Denote L˜fV,i,k = (π
f
i,k)!1 ∈ D(EV ), which is semisimple by Proposition 2. Let
LfV,i,k = L˜
f
V,i,k[d(i, k) + (n− 1)
∑
i∈I Ni(i, k)],
where d(i, k) is defined in Proposition 2(a).
Similarly, let πRi,k : F˜
R
i,k → E
R
V be the first projection map. We define L˜
R
V,i,k = (π
R
i,k)!1.
Let PfV (resp. P
R
V ) be the full subcategory of M(E
R
V ) consisting of direct sums of the
simple perverse sheaves L which are the direct summands of L˜fV,i,k (resp. L˜
R
V,i,k) up to shift
for some (i, k) ∈ (I × N)m. Let QfV (resp. Q
R
V ) be the full subcategory of D(E
R
V ) whose
objects are isomorphic to finite direct sums of L[d] for various simple perverse sheaves L in
PfV (resp. P
R
V ) and various d ∈ Z.
3.2. Restriction functor. By abuse of notations, from now on, we write EV (resp. GV )
instead of ERV (resp. G
R
V ) unless we specify. Let W be an I-graded free R-submodule of
V such that T = V/W is also a free R-module. Let F = {x ∈ EV |x(W ) ⊂ W}. Denote
ET,W = ET × EW and GT,W = GT ×GW . Consider the following diagram
(5) ET,W F
κoo ι // EV ,
where ι is an embedding and κ(x) = (xW , xT ). Here xW = x|W and xT is the induced map
x : V/W → V/W . For any B ∈ D(EV ), we define
Res
V
T,WB = κ!ι
∗B.
We note that, in general, Res
V
T,WB 6∈ Q
f
T,W , even for B ∈ Q
f
V , where Q
f
T,W is defined
similarly as QfV replacing EV by ET,W . In fact, given a free R-flag f = (V
0 ⊃ V 1 ⊃ · · · ⊃
V m = 0), and W ⊂ V, T = V/W being free R-modules, the induced flags
(6) fT := ((V
0 +W )/W ⊃ (V 1 +W )/W ⊃ · · · ⊃ (V m +W )/W = 0)
(7) fW := (V
0 ∩W ⊃ V 1 ∩W · · · ⊃ V m ∩W = 0)
are no longer free R-flags, since V l ∩W and (V l +W )/W are no longer free R-modules in
general.
Lemma 2. Res
V
T,W (B) is semisimple in D
b
GT,W
(ET,W ) for all B ∈ Q
f
V .
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Proof. It is sufficient to prove that κ!ι
∗(B) is semisimple for a simple perverse sheaf B ∈ QfV .
Let ι′ : ET,W →֒ F be the natural embedding map. Then (ι
′)!ι∗ : DGV (EV )→ DGT,W (ET,W )
is the hyperbolic localization functor defined in [3]. By (1) in [3], we have
Res
V
T,W (B) = κ!ι
∗(B) ≃ (ι′)!ι∗(B).
By Theorem 8 in [3], Res
V
T,W preserves purity. Since B is pure, Res
V
T,W (B) is also pure.
Therefore, by the property in Section 2.3(a), Res
V
T,W (B) is semisimple. 
Since the objects in QRV are semisimple complexes, every object A ∈ Q
R
V can be uniquely
written into A = Af ⊕ At such that Af ∈ QfV , A
t ∈ QRV \ Q
f
V and A
f is the maximal
subobject of A which is in QfV . Therefore we can define a projection functor Pf : Q
R
V → Q
f
V
sending A to Af .
Definition 1. R˜es
V
T,W (B) := Pf (Res
V
T,W (B)).
Proposition 3. R˜es
V
T,W (B) ∈ Q
f
T,W if B ∈ Q
f
V .
Proof. This follows directly from the definition of R˜es
V
T,W . 
3.3. Induction functor. Recall that W is a free R-submodule of V such that T = V/W
is also a free R-module. Let P be the stabilizer of W in GV and U be the unipotent radical
of P . Consider the following diagram:
(8) ET,W GV ×
U F
p1
oo
p2
// GV ×
P F
p3
// EV .
Here p1(g, x) = κ(x), p2(g, x) = (g, x), and p3(g, x) = g(ι(x)), where κ and ι are the maps
in Diagram (5). For any A ∈ DGT,W (ET,W ), we define
I˜nd
V
T,WA = p3!p2♭p
∗
1A.
Here p2♭ is well defined since p2 is a principle GT,W -bundle.
Proposition 4. I˜nd
V
T,WA ∈ Q
f
V if A ∈ Q
f
T,W .
Proof. The proof is the same as that for Lemma 9.3.2 in [18]. For later use, we present here.
Since I˜nd
V
T,W is additive, it is enough to prove the proposition for A = L˜
f
T,i′,k′
⊠ L˜f
W,i′′,k′′
,
where (i′, k′) = ((i′1, k
′
1) · · · (i
′
m, k
′
m)) and (i
′′, k′′) = ((i′′1 , k
′′
1 ) · · · (i
′′
l , k
′′
l )). For such (i
′, k′) and
(i′′, k′′), we denote
(9) (i′i′′, k′k′′) = ((i′1, k
′
1) · · · (i
′
m, k
′
m), (i
′′
1 , k
′′
1 ) · · · (i
′′
l , k
′′
l )).
We simple write (i, k) = (i′i′′, k′k′′). Let
F0i,k =
{
(V 0 ⊃ V 1 ⊃ · · · ⊃ V m · · · ⊃ V m+s = 0) ∈ Ffi,k | V
m =W
}
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and F˜0i,k = F˜
f
i,k
⋂
(F ×F0i,k). Now consider the following diagram,
(10) F˜f
T,i′,k′
× F˜f
W,i′′,k′′
πf
T,W

1
GV ×
U F˜0i,k
p˜1
oo
u′

p˜2
//
2
GV ×
P F˜0i,k
i //
u

F˜fi,k
πf
i,k

ET,W GV ×
U F
p1
oo
p2
// GV ×
P F
p3
// EV .
Here the vertical maps are all projection maps and i is an identity map. The squares 1
and 2 are both cartesian squares and p˜2 is a principle GT,W -bundle. It follows that
p∗1(π
f
T,W )!1 = u
′
!p˜
∗
11 = u
′
!p˜
∗
21 = p
∗
2u!1.
So
p3!p2♭p
∗
1A = p3!p2♭p
∗
1(π
f
T,W )!1 = p3!u!1 = (π
f
i,k)!1 ∈ Q
f
V .

Remark 1. From the above proof, we have I˜nd
V
T,W (L˜
f
T,i′,k′
⊠ L˜f
W,i′′,k′′
) = L˜f
V,i′i′′,k′k′′
.
Lemma 3. Let b : Y → X be a fiber bundle with d dimensional connected smooth irreducible
fiber. If B = b∗A for some A ∈ Db(X), then Db!B = (b!DB)[2d].
Proof. Since b!B = b!b
∗A = A[−2d], we have
Db!B = D(A[−2d]) = (DA)[2d],
and
b!DB = b!Db
∗A = b!b
!(DA) = b!b
∗(DA)[2d] = DA.
Lemma follows. 
Denote by d1 (resp. d2) the dimension of the fibers of p1 (resp. p2), where p1 and p2
are the maps defined in Diagram (8). After simple calculations, we have d2 = dimP/U and
d1 = dimGV /U + n
∑
h∈H Rank(Th′)Rank(Wh′′).
Proposition 5. Let A be a direct summand of L˜f
T,i′,k′
⊠ L˜f
W,i′′,k′′
, then
D(I˜nd
V
T,W (A)) = I˜nd
V
T,W (D(A))[2d1 − 2d2 + 2(n− 1)
∑
i∈I
Rank(Ti)Rank(Wi)].
Proof. Since D is additive, it is enough to consider A = L˜f
T,i′,k′
⊠ L˜f
W,i′′,k′′
. From the proof
of Proposition 4, we have
D(I˜nd
V
T,W (A)) = D(p3!p2♭p
∗
1(π
f
T,W )!1) = D((π
f
i,k)!i!p˜2♭p˜
∗
11).
From the proof of Proposition 2, πfi,k = p◦ b such that p is a proper map and b is a vector
bundle with rank (n− 1)
∑
i∈I Ni(i, k). By Lemma 3,
D((πfi,k)!i!p˜2♭p˜
∗
11) = p!b!i!Dp˜2♭p˜
∗
11[2(n − 1)
∑
i∈I
Ni(i, k)]
= (πfi,k)!i!p˜2♭p˜
∗
1(D1)[2d1 − 2d2 + 2(n− 1)
∑
i∈I
Ni(i, k)].
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On the other hand, by a similar reason, we have
I˜nd
V
T,W (DA) = p3!p2♭p
∗
1(D(π
f
T,W )!1)
= p3!p2♭p
∗
1p
′
!b
′
!(D1)[2(n − 1)
∑
i∈I
(Ni(i
′, k′) +Ni(i
′′, k′′))]
= p3!p2♭p
∗
1(π
f
T,W )!(D1)[2(n − 1)
∑
i∈I
(Ni(i
′, k′) +Ni(i
′′, k′′))]
= (πfi,k)!i!p˜2♭p˜
∗
1(D1)[2(n − 1)
∑
i∈I
(Ni(i
′, k′) +Ni(i
′′, k′′))].
Here we use a similar decomposition πfT,W = p
′ ◦b′ as we did for πfi,k such that p
′ is a proper
map and b′ is a vector bundle with rank (n − 1)
∑
i∈I(Ni(i
′, k′) +Ni(i
′′, k′′)).
By the definition of Ni(i, k), it is straightforward to check that
(11) Ni(i
′i′′, k′k′′)−Ni(i
′, k′)−Ni(i
′′, k′′) =
∑
r,r′
k′rk
′′
r′δiirδijr′ = Rank(Ti)Rank(Wi).
Proposition follows. 
Let
(12) IndVT,W A = I˜nd
V
T,WA[d1 − d2 + (n− 1)
∑
i∈I
Rank(Ti)Rank(Wi)],
(13) ResVT,W A = Res
V
T,WA[d1 − d2 − 2dimGV /P + (n− 1)
∑
i∈I
Rank(Ti)Rank(Wi)].
Then we have the following corollary.
Corollary 1. D(IndVT,W (A)) = Ind
V
T,W (D(A)).
Proof. This follows directly from Proposition 5. 
Corollary 2. IndVT,W (L
f
T,i′,k′
⊠ Lf
W,i′′,k′′
) = Lf
V,i′i′′,k′k′′
, where (i′i′′, k′k′′) is defined in (9).
Proof. Corollary follows from (12) and Remark 1. 
3.4. Bilinear form. Recall that, for any G-equivariant semisimple complexes A,B on al-
gebraic variety X, Lusztig defines an integer number dj(X,G;A,B) for any j ∈ Z in [15,
Section 1]. For later use, we list some properties as follows. We refer to [18] for more details.
(a) dj(X,G;A,B) = dj(X,G;B,A).
(b) dj(X,G;A[n], B[m]) = dj+n+m(X,G;A,B) for any m,n ∈ Z.
(c) dj(X,G;A ⊕A
′, B) = dj(X,G;A,B) + dj(X,G;A
′, B).
(d) If A and B are perverse sheaves, then dj(X,G;A,B) = 0 for all j > 0. If, in
addition, A and B are simple and B ≃ DA , then d0(X,G;A,B) is 1 and is zero
otherwise.
Lemma 4 ([8]). Let A ∈ QfT,W and B ∈ Q
f
V . Then for any j ∈ Z,
dj(ET,W , GT,W ;A,Res
V
T,WB) = dj′(EV , GV ; I˜nd
V
T,WA,B),
where j′ = j + 2dimGV /P .
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Proposition 6. Let A ∈ QfT,W and B ∈ Q
f
V . Then for any j ∈ Z,
dj(ET,W , GT,W ;A,Res
V
T,W B) = dj(EV , GV ; Ind
V
T,W A,B).
Proof. This follows directly from definitions (12), (13) and Lemma 4. 
3.5. Fourier-Deligne transform. Let us now consider a new orientation of the given
quiver. Denote the source of the arrow h by ′h and its target by ′′h for the new orientation.
Recall that we denote the source of the arrow h by h′ and its target by h′′ for the old
orientation. Let H1 = {h ∈ H |
′h = h′, ′′h = h′′} and H2 = {h ∈ H |
′h = h′′, ′′h = h′}. For
a given I-graded free R-module V , denote
EV = ⊕h∈H1 HomR(Vh′ , Vh′′)⊕⊕h∈H2 HomR(Vh′ , Vh′′),
′EV = ⊕h∈H1 HomR(Vh′ , Vh′′)⊕⊕h∈H2 HomR(Vh′′ , Vh′),
E˙V = ⊕h∈H1 HomR(Vh′ , Vh′′)⊕⊕h∈H2 HomR(Vh′ , Vh′′)⊕⊕h∈H2 HomR(Vh′′ , Vh′).
Then we have the natural projection maps
(14) EV E˙V
soo t // ′EV .
Consider HomR(Vh′ , Vh′′) as a subset of Homk(Vh′ , Vh′′), then we define a map TV : E˙V →
k by
(15) TV (a, b, c) =
∑
h∈H2
tr(Vh′
b
−→ Vh′′
c
−→ Vh′),
where tr is the trace function of the endomorphism of k-vector spaces. Clearly, TV is a
bilinear map.
Define
Φ : D(EV )→ D(
′EV )
A 7→ t!(s
∗(A)⊗ LTV )[dV ],
where dV = dim(⊕h∈H2 HomR(Vh′ , Vh′′)) = n
∑
h∈H2
Rank(Vh′)Rank(Vh′′) and LTV is a rank
1 local system on E˙V defined in [18, Section 8.1.11].
Similarly, we have the projection maps
(16) ET × EW E˙T × E˙W
soo t // ′ET ×
′EW .
Define T : E˙T × E˙W → k by T := TT + TW , where TT : E˙T → k (resp. TW : E˙W → k) is
defined in (15) replacing V by T (resp. W ). In a similar fashion, one can define
Φ : D(ET ×EW )→ D(
′ET ×
′EW )
A 7→ t!(s
∗(A)⊗ LT )[dT + dW ].
Proposition 7. For any B ∈ QfV , we have
ΦRes
V
T,W (B) = Res
V
T,WΦ(B)[π],
where π = nΣh∈H2(Rank(Th′′)Rank(Wh′)− Rank(Th′)Rank(Wh′′)).
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Proof. The proof is the same as that for Proposition 10.1.2 in [18], except the dimension
argument. By tracking the proof in [18], we have
π = dT + dW − dV − 2m.
Here m is the dimension of the vector bundle q˙ : F˙ → Ψ, where F˙ = {x ∈ E˙V |s(x) ∈
F, t(x) ∈ ′F}, ′F = {x ∈ ′EV | xh(W′h) ⊂W′′h, ∀h ∈ H} and Ψ is the fiber product of maps
κ in (5) and s in (16). For any (x, y, z) ∈ F˙ , q˙(x, y, z) = ((x, y), (xW , yW , zW ), (xT , yT , zT )),
where xW and xT are defined in Section 3.2. A direct calculation shows that
m = n
∑
h∈H2
Rank(Th′)Rank(Wh′′).
Therefore, π = n
∑
h∈H2
(Rank(Th′′)Rank(Wh′)− Rank(Th′)Rank(Wh′′)). 
Lemma 5. Φ(L˜fV,i,k) =
′L˜fV,i,k[M ] for some M .
Proof. The proof is the same as that for Proposition 10.2.2 in [18]. 
Corollary 3. Φ(R˜es
V
T,W (B)) = R˜es
V
T,W (Φ(B))[π].
Proof. From Lemma 5, Φ(QfV ) ⊂
′QfV , where
′QfV is defined similarly as Q
f
V for
′EV . By
the same argument, Φ(′QfV ) ⊂ Q
f
V . Since Φ(Φ(K)) = K (see 10.2.3 in [18]), for any
K ∈ QRV \Q
f
V , if Φ(K) ∈
′QfV , then K = Φ(Φ(K)) ∈ Q
f
V . This is a contradiction. Therefore,
Φ(K) 6∈ ′QfV for any K ∈ Q
R
V \ Q
f
V .
By definition of R˜es
V
T,W , the corollary follows from Proposition 7. 
Corollary 4. (a) Φ(ResVT,W (B)) = Res
V
T,W (Φ(B)).
(b) Φ(IndVT,W (B)) = Ind
V
T,W (Φ(B))
Proof. Part (a) follows from Corollary 3 and the definition of ResVT,W in (13). The proof of
Part (b) is the same as that for Proposition 10.2.6 in [18]. 
3.6. Additive generators. Let v be an indeterminate and A = Z[v, v−1]. Let MV be the
Grothendieck group of the category which consists of all direct sums of LV,i,k for various
(i, k) and their shifts. Define an A-action on MV by
(17) vn · L = L[n].
Then MV is an A-module generated by LV,i,k. Let KV be the Grothendieck group of
category QfV . Then under the action (17), KV is an A-module generated by the simple
perverse sheaves in PfV .
Proposition 8. MV ≃ KV as an A-module, i.e.,
{
LV,i,k | ∀(i, k)
}
are the additive gener-
ators of KV .
The proof of the this proposition is quite involved. To reduce the length of the paper,
we skip the proof. The detailed proof can be found in [4, Section 4.2.6].
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3.7. The algebra (K, Ind). For an I-graded freeR-module V , we denote |V | = (Rank(Vi))i∈I .
It is important to notice that, given two different I-graded free R-modules V and V ′ with
|V | = |V ′|, KV ≃ KV ′ since EV and EV ′ are isomorphism spaces. We shall write K|V |
(resp. Pf|V |) instead of KV (resp. P
f
V ). Moreover, the functors Ind
V
T,W and Res
V
T,W can
be rewritten as Ind
|T |+|W |
|T |,|W | and Res
|T |+|W |
|T |,|W | , respectively. Let K = ⊕ν∈NIKν . We define a
multiplication on K by
Ind : K×K→ K
(A,B) 7→ Indτ+ωτ,ω (A⊗B)
for homogenous elements A,B with A ∈ Kτ and B ∈ Kω.
Theorem 1. (a) (K, Ind) is an N[I]-graded associative A-algebra, which is called the geo-
metric composition algebra.
(b) All simple perverse sheaves in Pfν for various ν ∈ N[I] form an A-basis of K. This
basis is called the canonical basis.
Proof. (a) follows from Proposition 8, Corollary 2 and additivity of Ind. A proof of asso-
ciativity without help of Proposition 8 can be found in [17, Section 3.3]. (b) follows from
the definition of K. 
4. Ringel Hall algebra over exact categories
To give an algebraic construction corresponding to the algebra K, one needs to consider
projective representations of quivers over R. The category of projective representations of
quivers over R is an exact category. Hubery defines a Hall algebra over an exact category in
[9]. It is natural to ask if there exists a coalgebra structure of this algebra. In general, the
coalgebra structure can not be obtained by any twist analogue to that for abelian categories
even when the homological dimension of the category is 1.
4.1. Exact categories. Let A be an additive category which is a full subcategory of an
abelian category B and closed under extension in B. Let E be a class of sequences
0 // M ′
i // M
j
// M ′′ // 0
in A which are exact in the abelian category B. A map f is called an inflation (resp. a
deflation ) if it occurs as the map i (resp. j ) of some members in E . Inflations and deflations
will be denoted by M ′ ֌ M and M ։ M ′′, respectively. The pair M ′ ֌ M ։ M ′′ is
called a conflation. An exact category is the additive category A equipped with a family E
of the short exact sequences of A satisfying certain properties. We refer to [20] for more
details.
4.2. Representations of quivers over commutative rings. A representation (V, x) of
a quiver Γ = (I,H, s, t) over a commutative ring R is an I-graded R-module V together
with a set {xh}h∈H of R-linear transformations xh : Vh′ → Vh′′ .
A homomorphism from one representation (V, x) to another representation (W,y) is a
collection {gi}i∈I of R-linear maps gi : Vi → Wi, such that gh′′xh = yhgh′ for all h ∈ H. If
all gi are R-isomorphisms, (V, x) and (W,y) are said to be isomorphic.
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Let RepR(Γ) be the category of representations of Γ over R, which is an abelian cat-
egory. If V is an I-graded projective R-module, then (V, x) is called a locally projective
representation of Γ over R. All such representations form a full subcategory of RepR(Γ),
denoted by RepfR(Γ). In this case that V is a locally projective representation of Γ over R,
the dimension vector |V | is well-defined.
Lemma 6. RepfR(Γ) is an exact category with homological dimension 1.
Proof. It is easy to see RepfR(Γ) is an additive category. Let E be the set of all possible
short exact sequences in RepfR(Γ). Then Rep
f
R(Γ) with the class E is an exact category. In
this case, an inflation is an injective map, such that the cokernel is an I-graded projective
R-module and a deflation map is a surjective map, such that the kernel is an I-graded
peojective R-module.
Let A = RΓ. To show the homological dimension of RepfR(Γ) is 1, it is enough to show
that sequence
(18) 0 // ⊕ρ∈HAeρ′′ ⊗R eρ′X
f
// ⊕i∈IAei ⊗R eiX
g
// X // 0
is exact for any locally projective left A-module X, where ei is the trivial path for the vertex
i, and g(a⊗x) = ax, f(a⊗x) = aρ⊗x−a⊗ ρx. The proof of exactness is the same as that
for the stand resolution in [2]. 
Here the homological dimension 1 refers to Extn(X,Y ) vanishing for all n ≥ 2 andX,Y ∈
A. We refer to [6, Chapter 6] for the definition of Extn(X,Y ) in an exact category.
4.3. The Hall algebra over an exact category. Let A be a finitary and small exact
category. Denote by WLXY the set of all conflations Y ֌ L ։ X. The group Aut(X) ×
Aut(Y ) acts on WLXY via:
Y
f
//
η

L
g
// X
ε

Y
f
// L
g
// X.
Denote by V LXY the quotient set of W
L
XY by the group Aut(X) × Aut(Y ). Since f is an
inflation and g is a deflation, this action is free. So
FLXY := |V
L
XY | =
|WLXY |
aXaY
,
where aX = |Aut(X)|. The Hall algebra H(A) is defined as the free Z-module on the set
of isomorphism classes of objects. By abuse of a notation, we write X for the isomorphism
classes [X], and use the numbers FLXY as the structure constants of multiplication. Define
X ◦ Y :=
∑
L
FLXY L,
Proposition 9 ([9]). The Hall algebra H(A) of a finitary and small exact category A is an
associative unital algebra.
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We now assume that A = RepfR(Γ). For ν = (ai)i∈I , τ = (bi)i∈I , we define a bilinear
form on N[I] by
(19) 〈ν, τ〉 :=
∑
i∈I
aibi −
∑
h∈H
ah′bh′′ .
For any X,Y ∈ RepfR(Γ), we define a multiplication by
(20) XY := qn〈|X|,|Y |〉X ◦ Y.
Proposition 10. H(RepfR(Γ)) equipped with the multiplication in (20) is an associative
unital algebra.
Proof. Proposition follows the bilinearity of 〈−,−〉. 
4.4. The coalgebra structure. Let ∆ : H(A)→ H(A)⊗H(A) be the map as following,
(21) ∆(E) :=
∑
M,N
〈|M |, |N |〉FEMN
aMaN
aE
M ⊗N,
where M,N run through all conflations M ֌ E ։ N . If one defines the twisted multipli-
cation on H(A)⊗H(A) to be
(22) (A⊗B) · (C ⊗D) := q
n
2
(〈|B|,|C|〉+〈|C|,|B|〉)AC ⊗BD,
then as Green shows, in [7], the map ∆ defined in (21) is an algebra homomorphism with
respect to a twisted multiplication onH(A)⊗H(A) whenA is a hereditary abelian category,
i.e., ∆ gives a coalgebra structure onH(A). Howerver, ∆ is not a homomorphism of algebras
if A is an exact category.
The following counterexample shows that ∆ : H(A) → H(A) ⊗H(A), defined in (21),
cannot be an algebra homomorphism under any twist in the case of A = RepfR(Γ).
Example 1. Let Γ = A2 : 1→ 2, R = k[t]/(t
n) (n > 2), and M = N = [R
t
−→ R].
If ∆ is an algebra homomorphism, we must have
(23) ∆(MN) = ∆(M)∆(N).
On the right hand side of (23), we consider the following diagram
D // //

X // // B

M

N

C // // Y // // A,
where all possible choices for B and D are [0
0
−→ R], [R
t
−→ R], and [0
0
−→ 0]. Thus, all possible
choices for X are [0
0
−→ R2], [0
0
−→ R], [0
0
−→ 0], [R
t
−→ R], [R
[
t
0
]
−−→ R2], and [R2
[
t a
0 t
]
−−−−−→ R2],
where a ∈ R.
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On the left hand side of (23), we consider the following diagram
X

M // // E // //

N
Y
Here E ≃ [R2
[
t a
0 t
]
−−−−−→ R2]. If a ∈ tR, then[
t a
0 t
]
≃
[
t 0
0 t
]
.
If a is invertible in R, then [
t a
0 t
]
≃
[
1 0
0 t2
]
.
Let E1 ≃ [R
2
[
t 0
0 t
]
−−−−−→ R2] and E2 ≃ [R
2
[
1 0
0 t2
]
−−−−−→ R2]. Then, MN = bE1 + cE2 for some
nonzero numbers b and c. It is clear that ∆(E2) has a summand [R
1
−→ R]⊗ [R
t2
−→ R]. This
term, however, never appears on the right hand side of (23). This shows that ∆ cannot be
an algebra homomorphism.
For i ∈ I, let Si be the unique projective representation of Γ with dimSi = (δij)j∈I . The
algebraic composition algebra associated to Γ over R, denoted by C(RΓ), is the subalgebra
of H(RΓ) generated by all Si, for i ∈ I.
4.5. Relation between K and C(RΓ). Let H(RΓ)∗ be the dual Hall algebra of H(RΓ),
i.e., H(RΓ)∗ = ⊕νH(RΓ)
∗
ν . Here H(RΓ)
∗
ν is the set of all C-valued functions on the set of
isomorphism classes of all representations M of Γ over R with dimension vector |M | = ν.
The multiplication on H(RΓ)∗ is defined as follows:
(f1 · f2)(E) =
∑
N⊂E
f1(E/N)f2(N).
Let C(RΓ)∗ be the subalgebra of H(RΓ)∗ generated by δSi ,∀i ∈ I, where δSi is the charac-
teristic function of Si, i.e,
δSi(x) =
{
1 if x = Si
0 others.
By the following formular, C(RΓ)∗ is isomorphic to the algebra C(RΓ).
(δM · δN )(E) = # {L ⊂ E | L ≃ N,E/L ≃M} = F
E
M,N .
We define a map
χ : K→ C(RΓ)∗
A 7→ χA,
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where χA(x) is defined in Section 2.4.
Proposition 11. The map χ is a surjective algebra homomorphism.
Proof. By Theorem 4.1(b) in [14], χ is an algebra homomorphism. We now show that χ is
a surjective map. It is enough to show χLi = δSi for any δSi . In fact,
χLi(x) = χπi!1(x) =
∑
y∈π−1i (x)
χ1(y) = χ1(π
−1
i (x)) = δSi .
Here πi is the obvious projection map. The penultimate equality is true because both
EV and F˜V contain a single point. 
Denote I1 = Ker(χ). Then C(RΓ) ≃ K/I1.
We note that, for the case that n = 1, i.e., R is a field, Lusztig and Ringel show that the
ideal I1 is generated by the quantum Serre relations. However, for the case that n ≥ 2, the
ideal I1 is more complicated. The following example gives some ideas of what I1 is.
Example 2. Fix R = Fq[t]/(t
n), consider quiver A2 : 1 → 2. Then S1 : [R → 0] and
S2 : [0→ R] are all simple objects. By computation, we have
S21 = q
n/2(qn + qn−1)[R2 → 0],
S1S2 = q
−n/2([R
0
−→ R] + [R
1
−→ R] + [R
t
−→ R] + · · · + [R
tn−1
−−−→ R]),
S2S1 = [R
0
−→ R]
S21S2 = q
−n/2(qn + qn−1)([R2
0
−→ R] + [R2
(1,0)
−−−→ R] + [R2
(t,0)
−−→ R] + · · ·+ [R2
(tn−1,0)
−−−−−→ R]),
S1S2S1 = (q
n + qn−1)[R2
0
−→ R] + [R2
(1,0)
−−−→ R] + q[R2
(t,0)
−−→ R] + · · ·+ qn−1[R2
(tn−1,0)
−−−−−→ R],
S2S
2
1 = q
n/2(qn + qn−1)[R2
0
−→ R].
There is no quantum Serre relation at this time.
5. Quantum generalized Kac-Moody algebras
5.1. Let I be a countable index set. A symmetric generalized root datum (see [10]) is a
matrix A = (aij)i,j∈I satisfying the following conditions:
(a) aii ∈ {2, 0,−2,−4, · · · }, and
(b) aij = aji ∈ Z≤0.
Such a matrix is a special case of Borcherds-Cartan matrix. Let Ire = {i ∈ I | aii = 2} and
Iim = I \ Ire. A collection of positive integers m = (mi)i∈I with mi = 1 whenever i ∈ I
re
is called the charge of A.
5.2. The quantum generalized Kac-Moody algebra (see [10]) associated with (A,m) is the
Q(v)-algebra Uv(gA,m) generated by the elements Ki,K
−1
i , Ei,k, and Fi,k for i ∈ I, k =
1, · · · ,mi subject to the following relations:
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi,
KiEjkK
−1
i = v
aijEjk, KiFjkK
−1
i = v
−aijFjk,
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EikFjl − FjlEik = δlkδij
Ki −K
−1
i
v − v−1
,
1−aij∑
n=0
(−1)n
[
1− aij
n
]
E
1−aij−n
ik EjlE
n
ik = 0,∀i ∈ I
re, j ∈ I, i 6= j,
1−aij∑
n=0
(−1)n
[
1− aij
n
]
F
1−aij−n
ik FjlF
n
ik = 0,∀i ∈ I
re, j ∈ I, i 6= j, and
EikEjl − EjlEik = FikFjl − FjlFik = 0, if aij = 0.
Here
[n
k
]
= [n]![n−k]![k]!, [n]! =
∏n
i=1[i], and [n] =
vn−v−n
v−v−1
.
In this paper, we only consider the case in which I = Iim and all mi = 1. Under this
assumption, we shall simply write Ei (resp. Fi) instead of Eik (resp. Fik).
5.3. Relation between K and U−v . Define a bilinear form on K as follows,
(L,M)K =
∑
j
dj(EV , GV ;L,M)v
−j for all semisimple complexes L,M.
Proposition 12. The bilinear form (−,−)K defined above is non-degenerate.
Proof. Firstly, by the properties of dj(E,G;L,M) in Section 3.4, this is a bilinear form.
Secondly, by Theorem 1, all simple perverse sheaves in Pfν for various ν form a Z[v, v−1]-
basis of K. So, for any L ∈ K, L can be written into L =
∑
K CKK for CK ∈ Z[v, v
−1] and
all K are simple perverse sheaves. Now for any L ∈ K, let M be a simple direct summand
of L. By Property (d) of dj(E,G;L.M) in Section 3.4, (L,M)K 6= 0. Hence the bilinear
form is non-degenerate. 
Let U−v be the Z[v, v
−1]-subalgebra of Uv(gA,m) generated by all Fi. U
−
v is an N[I]-
graded algebra by setting degFi = i. It is clear that U
−
v only subjects to the relation
FiFj = FjFi for all i, j ∈ I with aij = 0.
We define a map
f : U−v → K
Fi 7→ Li,1.
It is easy to check that f(FiFj) = f(FjFi) if aij = 0. So this map can be extended to an
algebra homomorphism. In addition, f preserves the grading, where the grading of B ∈ K
is defined as τ when B is in Kτ . Now define a bilinear form (−,−)U on U
−
v as
(A,B)U = (f(A), f(B))K.
Proposition 13. Ker(f) = Rad(−,−)U =: I2, so U
−
v /I2 ≃ K.
Proof. Obviously, Ker(f) ⊂ I2.
Let us pick any x ∈ I2. Then for any y ∈ K, there exists z ∈ U
−
v such that f(z) = y due
to the fact that f is a surjective map. Therefore,
0 = (x, z)U = (f(x), f(z))K = (f(x), y)K.
This implies that f(x) ∈ Rad(−,−)K. Since the bilinear form (−,−)K is non-degenerate,
f(x) = 0, i.e., x ∈ Ker(f). Hence U−v /I2 ≃ K. 
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