Abstract. New numerical methods using the nite element formulation with Cartesian triangulations are presented for two dimensional elliptic interface problems involving discontinuities in the coe cients and singularities in the source terms. The triangulations do not need to t the interfaces. The idea is to construct basis functions which satisfy the interface jump conditions either exactly or approximately. Both non-conforming and conforming nite element spaces are considered. Corresponding interpolation functions are proved to be second order accurate in the maximal norm. Due to the special triangulations, the methods can be used as nite di erence methods. Numerical examples are provided to support the methods and the theoretical analysis. Second order convergence in the maximal norm is observed for the nite element method using the conforming nite element space.
solidi cation problems, the coe cient will typically have a jump across the interface of two materials. In some cases, the jump can be very big, for example, the ratio of the density of the air and water is about 1:1000 in the magnitude. The source term f in (1.1) can have delta function singularities as well, for example f = f c + Z ? Q(X) (x ? X)dX; (1.2) where f c is a bounded piecewise function. Here ? is an immersed interface in the solution domain, see Fig. 1 , ( usually it is a curve in two dimensions and a surface in three dimensions), Q(X) is the source strength on the surface, is the Dirac-delta function which is not a standard mathematical function and is de ned in the sense of distribution. Such a source function is one of the most important features of Peskin's immersed boundary method (IBM) 36, 37] , which has been used for many problems in mathematical biology and computational uid mechanics 5, 9, 10, 12, 39] and others. Solving Poisson equations (1.1) with discontinuous coe cients and/or singular source terms, usually is not only the slowest part of the entire simulation for many applications, but also leads to the loss in accuracy. From equation (1.1) and (1.2), it is easy to obtained the jump conditions u] ? = 0; continuity condition, (1.3) u n ] ? = Q(s); net ux across the interface; (1.4) where the jump is de ned as the di erence of the limiting values from one side of the interface to the other assuming the solution is piecewise smooth on each side. Here u n is the normal derivative of the solution. In this paper, we will use these two known jump conditions (1.3)-(1.4) in developing new nite element spaces.
A related problem is the di usion-reaction equation u t + c ru = r ( ru) + f(x; t); (1.5) in which the interface may be xed or moving with time t. An e cient discretization for (1.1) is essential to the numerical solution of this parabolic type equations.
Solving interface problems e ciently and accurately is still a challenge because of many irregularities associated with them. Many numerical methods have been developed, and below is an incomplete brief review on those closely related to this paper.
1.1. Body tting grid methods based on nite element discretization. It is well known that a second order accurate approximation to the solution of an interface problem can be generated by the Galerkin nite element method with the standard linear basis functions if the triangulation is aligned with the interface (body tting grid). This can be proved strictly in one dimensional space. For higher dimensional problems, the error estimates are usually given in integral norms which are weaker than the maximal norm, see 2, 6, 14, 43] . One advantage of the nite element formulation is that the resulting linear system of equation is symmetric positive de nite for a selfadjoint elliptic operator which ensures the stability of the algorithm. Applications of such methods can be found in 34] and many others.
However, it is di cult and time consuming to generate a body tting grid for an interface problem in which the interface separates the solution domain into pieces with complicated geometries. Such a di culty becomes even severer for moving interface problems because a new grid has to be generated at each time step. Very few publications can be found on using body tting grid to solve moving interface problems with topological changes such as merging and splitting.
Cartesian grid methods based on nite di erence discretization.
Using Cartesian or adaptive Cartesian grids for interface problems has the following merits:
There is almost no cost in the grid generation. This is very signi cant for moving boundary/interface problems. There are many e cient and popular packages/solvers and numerical methods which are written for Cartesian grids. For examples, fast Poisson solvers, e.g.,
shpack, and Navier-Stokes solvers in two and three dimensions on a rectangular square or a box. Clawpack 19] for conservation laws, FFT packages etc. It is relatively easier to incorporate new methods using the existing packages/solvers based on the same grid. Recently, the level set method, rst proposed in 35] , has been successfully used to treat a number of moving interface/boundary problems, especially for problems with topological changes and in three dimensions. The level set function works best with Cartesian grids. It is easier to generate super convergent approximations to important physical quantities such as ux using Cartesian grids. It is true that numerical methods based on Cartesian grids may have some difculties to adjust and may lose accuracy for curved interfaces/boundaries. Due to non-smoothness of the solutions, many standard nite di erence algorithms and analysis do not apply for interface problems. A lot of e orts have been made in this regard for various problems. Below we just review some of methods in the literature which are related to this paper.
The smoothing method for discontinuous coe cients. A simple and naive approach is to smooth out the coe cient, see for example 40] . The level set expression of interfaces makes the smoothing method much easier for two and three dimensional problems. However, solutions are also smeared out by the smoothing method. Another commonly used and sophisticated method is the harmonic averaging technique 3, 38] . While this method is second order accurate for certain one dimensional problems, usually it is not for two and three dimensional problems.
Peskin's immersed boundary method. If there is only a singular source term and the coe cient is continuous, a very simple and rst order method is Peskin's immersed boundary method (IBM) using a discrete delta function 36, 37].
Fast solvers based on boundary integral equations. Based on integral equations, some fast solvers are available for Poisson equations with piecewise constant coe cients and other problems 13, 31, 32, 33] . In these methods, an integral equation is set up at some points on the interface and the boundary for unknown source strength, and the solution then can be found using a fast boundary integral technique. Non-homogeneous source terms can be decomposed as two homogeneous problems.
Immersed interface methods. The original motivation of the immersed interface method (IIM) 20, 23] is to develop a second order nite di erence scheme for very general second order elliptic and parabolic linear PDEs in which an integral equation may not be available, for example, (1.1) with variable coe cient . In this regard, the method is successful and has been applied to problems ranging from one, two and to three dimensional problems 24], elliptic, parabolic 42], hyperbolic 21] and mixed type equations 30], xed and moving interfaces 25], and many applications 15, 22, 28, 29] . However, with variable piecewise coe cients, the resulting linear system of equation from IIM is not symmetric positive de nite. While it is stable for one dimensional problems and certain problems in two dimensions 27], the stability of the algorithm may depend on the choice of one or more additional grid points in addition to the standard nite di erence scheme 11]. In this regard, the method is not very robust. Various attempts, such as the multigrid method by L. Adams 1] and the explicit jump immersed interface method (EJIIM) 41], to mention just a few, have been made to improve the stability and to speed up the method.
It is the purpose of this paper to combine the advantages of simple structure of Cartesian grids and the nite element formulation to develop accurate, stable numerical methods for interface problems. More precisely, we want to develop new methods that are accurate (second order or super-linear convergent in the in nite norm), stable with nice algebraic structure (the resulting linear system of equation is symmetric positive de nite for self-adjoint elliptic equations) even with variable piecewise coefcients. We also hope the methods developed here can be built into other Cartesian grids based methods such as LeVeque's Clawpack and Berger's AMR (adaptive mesh re nement) and other packages.
The weak form of (1.1) with the source term de ned in (1. Qv ds (1.6) for any testing function v in some Sobolev space. The contribution of non-homogeneous jump in the ux can be calculated using a line integral. We assume that the interface is smooth enough such that the solution is piecewise smooth near but exclude the interface. Theoretically, the weak form allows discontinuities in the coe cient in the Sobolev space, and the solution will satisfy the natural jump conditions ( It is worth to point out that although the discussions in this paper are based on Cartesian grids, the methods and the theories can be easily generated to other grids that are not necessarily aligned with the interfaces without substantial di erences.
2. A non-conforming immersed nite element space and the error analysis. In this section, we introduce a nite element space whose basis functions are piecewise linear functions satisfying the homogeneous jump conditions either exactly or approximately. Without loss of generality, we assume that the domain is a rectangle which is separated into two sub-domains + and ? by an interface curve ? such that = + ? , see Fig. 1 . Also, we assume that the coe cient in the boundary value problem formed by (1.1), (1. A Cartesian grid is then used to form a uniform triangular partition T h with step size h on such that each element T 2 T h is a triangle constructed by the two legs and one of the diagonals in a rectangle. The discussion and results of this paper can obviously be extended to other grids that are not necessarily aligned with the interface. We call an element T 2 T h an interface element if the interface curve ? passes through the interior of T, see Fig. 2 for a typical geometric con guration; otherwise we call T a non-interface element. As in the common practice, we approximate the interface in T by a line segment connecting the intersections of the interface and the edges of the triangles, for example, the line segment DE in Fig. 2 whose area is of order O(h 2 ). This indicates that the interface is perturbed in a magnitude of O(h 2 ). From 6] and the discussions later in this section, such perturbation will only a ect the solution, and the interpolation function to an order of O(h 2 ).
As usual, we want to construct local basis functions on each element T of the partition T h . For a non-interface element T 2 T h , we simply use the standard linear shape function on T, and use S h (T ) to denote the linear spaces spanned by the three nodal basis functions on T. Attention is obviously needed only for interface elements, and we will discuss it in the following sub-section.
2.1. The local basis functions on an interface element. Without loss of generality, we consider a reference interface element T whose geometric con guration is given in Fig. 2 in which the curve between points D and E is a part of the interface.
The basis function in a general interface element can then be de ned through the Thus from the theory of linear algebra, there is a unique solution to the linear system (2.13), (2.14) and (2.16).
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We now introduce a local nite element space on each element T of the partition T h as follows:
if T is a non-interface element;
fu(x) j u(x) is de ned by (2.10)-(2.11)g ; if T is an interface element:
It is well known that the dimension of S h (T ) is three if T is a non-interface element. When T is an interface element, S h (T ) contains three basis functions whose value at one of the vertices of T is unity, and zero at the other two vertices. Furthermore, Theorem 2.1 tells us that any function in S h (T ) is a linear combination of these three basis functions. Therefore the dimension of S h (T ) is also three even if T is an interface element.
2.2.
A non-conformal immersed nite element space. To describe thenite element space on the whole domain , we let 0 be the union of all the interface elements. Then we de ne the immersed nite element space S h ( ) as a set of functions such that
It is worth to point out again that this nite element space is formed by piecewise linear functions de ned according to the partition T h and the interface, but the partition does not have to align along with the interface. Part of the interface can be immersed in some elements of T h , and this is the reason we call S h ( ) an immersed nite element (IFE) space. On the other hand, the IFE space is rather similar to the usual linear nite element (FE) space de ned by the partition T h . First, they are exactly the same on every non-interface element. Secondly, they have the same dimension. Fig 3 shows a typical basis function of S h ( ) with an interface cutting through its non-zero support region. Finally, if (x) has no discontinuity, then the IFE space becomes the usual linear nite element space. However, for a discontinuous (x), the IFE space is more sophisticated than the usual FE space since the jump conditions across the interface are satis ed to certain extent. In this case, the IFE space is similar to the usual non-conformal FE space in the way that the basis functions may not be continuous across the edges of elements in T h ; hence the IFE space introduced here is generally a non-conforming FE space. ?n y n x + n y n x ?n y n x + n y n x n 2 x + n 2 y Notice that the maximal norm of the matrix in the expression above is bounded by 2 max , see (2.23 In the proof, we have used the facts that u + I (Q) = u ? I (Q), the continuity condition for u I and u(x), and the rst error estimate of (2.42) of this theorem which has been already proved. The error estimates for the interpolation functions obtained in the last sub-section indicate that the nite element solution in the IFE space has second order approximation capability. Hence we naturally expect the numerical results are also second order accurate in the L 2 norm since the large errors occur near or at the interface which is one-dimensional lower than the solution domain. Therefore, we only present the errors in the maximum norm in Fig. 4 .
The numerical solutions u h used in Fig. 4 are found by the Galerkin nite element method using the non-conforming IFE space S h ( ) with various grid size h. The involved linear algebraic system has a structure similar to that in the Galerkin method with the usual linear nite element space. The jump in the coe cient of these tests is taken as = 1 : 1000 or = 1000 : 1, a quite large ratio. The non-conforming IFE method presented in this section is simple, and easy to implement, and has the same compact support as the standard nite element method. In particular, the partition of the IFE space does not have to be restricted by the geometry of the interface. The basis functions of the IFE space satisfy the jump conditions, which enables us to obtain sharp solutions near the interface. The same idea can be applied to treat three dimensional problems. A further study and applications of this method are under way. 3 . A conforming immersed nite element space. In this section, we develop a conforming IFE space to further improve accuracy of the nite element method using IFE space described in the previous section. In the standard conforming nite element method using the piecewise linear basis functions, second order convergence in the in nite norm is guaranteed for regular problems. While the non-conforming IFE method discussed in previous section performs much better than the standard nite element methods for interface problems, it does not seem to be second order in the in nite norm. We hope the nite element method using a conforming IFE space with second order approximation capability will give second order convergence in the maximal norm as indicated by our numerical example presented later. However, the requirements of the continuity and the jump relations (1.3)-(1.4) turn out to be rather tough to satisfy simultaneously even with high order elements. One of key ideas of our approach is to enlarge the support of some basis functions in the non-conforming nite element space so that the continuity condition can be maintained. Let us examine the IFE space again to see why we need to enlarge the support of some basis functions. The non-conforming basis functions have the same compact support as the standard linear basis function. However, if we want the same compactness and i (x j ) = approximation is only rst order accurate. Therefore, to achieve second order accuracy for the interpolation function, we need either to develop new non-conforming nite element methods, or to extend the support of the basis functions. We will focus on the second approach and still use piecewise linear basis functions. High order elements shall be considered in the future. Intuitively, it is not very di culty to approximate any piecewise twice di erentiable function to second order by piecewise polynomials. The challenge is how to maintain continuity along the edges and the jump conditions along the interface simultaneously. Our idea is to average the values of non-conforming basis functions with the same values at nodal points to keep the continuity. The details are described in the following subsections. 3.1. The local basis functions on an interface element. The basis functions in the non-conforming IFE space introduced in Section 2 can maintain the jump conditions well, but they may have a small jump along the common edge of two adjacent interface elements within their supports. For example, see Fig. 5 (b) , the basis function in the non-conforming IFE centered at point B usually is discontinuous at point D where the interface meets with the common edge AB. Therefore, we would like to nd a way to modify the non-conforming local basis functions in interface elements so that the new local basis functions can be pieced together continuously along the common edge of any two interface elements. In addition, the basis functions should still satisfy the jump conditions up to certain accuracy to get sharp solutions for interface problems.
Following the considerations above, we now describe a procedure to construct basis functions in a typical interface element ABC sketched in Fig. 5 (b) such that they can be used to form a conforming IFE space. We assume that the interface meets edges of this element at D and E. The key idea is to make sure that some of the local basis functions in two adjacent interface elements, such as ABC and AFB, can take the same value at the interface point on their common edge, such as point D.
On the other hand, for a Lagrange type element, the values of a basis function in this element has already have three freedoms at the vertices A, B, and C. Since we need to form the basis functions together those in the adjacent interface elements AFB and ACI to guarantee the continuity, a basis function in a typical interface element ABC should have two more freedoms due to the vertices F and I. fu(x) j u(x) is linear on Tg ; if T is a non-interface element; span f i (x); 1 i 5 j i (x) is de ned by P1-P5g ; otherwise:
As usual, when T is not an interface element, the dimension of S h (T ) is three. However, the dimension of S h (T ) is ve if T is an interface element, two more freedom are added at the interface points on its edges. We would like to point out that if T is an interface element adjacent to the boundary of , then the dimension of S h (T ) becomes four.
3.2. The basis functions for a conforming IFE space. For the i-th vertex in the partition T h , we let i (x) be the continuous piecewise linear function that satis es (3.45) and i j T 2 S h (T ) for any element T 2 T h . Then we let our new IFE space S h ( ) be a set of functions such that S h ( ) = span n i (x) o : (3.46) Consequently, this IFE space S h ( ) is conforming. Also, this conforming IFE space has the same dimension as that of the non-conforming IFE space and that of the standard linear nite element space de ned on the partition T h .
The basis function i of S h ( ) centered at the i-th vertex has a non-zero support on the six surrounding triangles if the interface does not cut through any of these triangles. This leads to a standard ve point stencil 2 . If the coe cient is continuous, i.e. 1, these basis functions become the standard linear basis functions. If the interface cuts through any of the surrounding triangles, then, by the de nition of S h ( ), the support of this basis function is extended to two more triangles along the direction of the interface, see Fig 5 (a) , where the support of the basis function includes the triangles marked by dashed lines. As the result, the corresponding nite di erence scheme will generally have a non-standard nine point stencil. It is worth to point out that the total degree of the freedom of the conforming nite element space is the same as the non-conforming nite element space, and is the same as the standard nite element space using the hat functions.
Error estimates for the immersed conforming nite element spaces.
Given a piecewise smooth function u(x; y) which satis es the jump conditions (1.3)-(1.4) along a smooth interface, we will show that the interpolation function u I (x; y) in the conforming IFE space using the values of u(x; y) at vertices can approximate u(x; y) to second order, and its rst derivatives can approximate those of u(x; y) to rst order in the maximal norm almost everywhere. We assume that the values of the basis functions at intersections, for example, points D and E in Fig 5 (b) , are sim- Case 1: The triangle contains one of the angles from the master triangle. In this case, the angle can be =4, as in 4ADE and 4BCE, or =2, as in 4DBC if the auxiliary line segment is DC instead of EB. We will only consider the case where the angle is =4 and will use a local coordinates to simplify the proof.
Consider a typical geometry in Fig 6, Therefore the lemma is true for this case.
If a sub-triangle contains a right angle =2 from the master interface triangle, the proof is similar and we omit the proof to save some space. Once again we have proved the lemma.
Case 3: The interface cuts one of the right legs and the hypotenuse of a master interface element. A typical picture is shown in Fig. 8 . One of angles, 6 ADE, 6 EDC, and 6 DBC, has to be greater than or equal to =4. Without loss of generality, we assume that = 6 ADE =4 and the auxiliary line segment is DE.
For other cases, the discussion is similar and is not going to be repeated. We perform the perturbation analysis on the sub-triangle EDB. Given where C 4 is a constant,h is the shortest distance between x and the vertices of T which are on the same side of the interface as x, and C 3 C 2 + jjD 2 ujj 1;T : (3.64) Remark. The interpolation errors actually depend on the jump in the coe cient, the spatial step size h, and the geometry. However, we can nd a lower upper bound in which the constants depend only on the coe cient and its jump across the interface, but not h and the geometry. This is typical for interface problems, see 26].
As for the Galerkin nite element solution of the boundary value problem based on the conforming IFE, we can obtain an error estimate in the energy norm given in the following theorem. 
2
Although we have proved that the interpolation function can approximate the solution to second order, and its rst derivatives to rst order in the maximal norm, it is not straight forward to obtain a second order error estimate for the nite element solution in the maximal norm. This is still an on-going project.
3.4. A numerical example. We consider the same example and boundary condition as in Sec. 2.4. We also report the error of interpolation function that is very important for the nite element theory and is useful in deriving the error estimate for the in nite norm. Fig. 9 (a) plots the errors between the exact solution and its interpolation functions in the conforming IFE space S h ( ) with the jump ratio = ? = + = 1 : 1000 and various partition size h. Fig. 9 (b) is the plot of the error in the x partial derivative of the interpolation function. We obtained similar result with other ratios and partial derivatives. Thus, this example con rmed our error analysis for the interpolation function. Note that the magnitude of the interpolation error is about 10 ?4 for the solution and 10 ?2 for the x partial derivate in a typical 160 by 160 grid. which suggest that the IFE nite element solution has a second order convergence rate. 4 . Conclusions. In this paper, we have developed two IFE spaces using structured Cartesian grid for interface problems. Error estimates are obtained for the interpolation functions in both conforming and non-conforming IFE space. The convergence rate of non-conforming IFE solutions may not be second order accurate in the maximal norm, but is better than that of the standard linear nite element solutions.
More important, the method produces sharp solutions near or on the interfaces. In addition, the non-conforming IFE space is very simple, and can be extended to three dimensions easily. By extending the support of some basis functions, we are able to construct the conforming IFE space. Error estimate in energy norm is obtained for the conforming IFE solution. We also believe that, as suggested by numerical examples, the conforming IFE solution is of second order accurate in the maximal norm if the solutions and the interface have certain regularities.
One of important advantages of the methods proposed in this paper is that the ideas can be modi ed for almost arbitrary grids that are not necessarily aligned with interfaces. The methods using the Cartesian grids can be easily used as nite di erence methods. Thus they can be incorporated into other Cartesian grids based methods and packages, for examples, LeVeque's Clawpack and Berger's AMR package, to solve interface problems. 5 . Acknowledgments. In this research, Zhilin Li is supported in part by an NSF grant DMS-96-26703; North Carolina State University FR&PD grant; Tao Lin is supported in part an NSF grant DMS-97-04621. Special thanks to Thomas Hou for his participation and contribition to this project. We are also grateful to R. LeVeque, K. Bube, and T. Chan for useful discussions.
