We have fit the far-ultraviolet (FUV) to sub-millimeter (850 µm) spectral energy distributions (SEDs) of the 61 galaxies from the "Key Insights on Nearby Galaxies: A Far-Infrared Survey with Herschel " (KINGFISH). The fitting has been performed using three models: the Code for Investigating GALaxy Evolution (CIGALE), the GRAphite-SILicate approach (GRASIL), and the Multiwavelength Analysis of Galaxy PHYSical properties (MAGPHYS). We have analyzed the results of the three codes in terms of the SED shapes, and by comparing the derived quantities with simple "recipes" for stellar mass (M star ), star-formation rate (SFR), dust mass (M dust ), and monochromatic luminosities. Although the algorithms rely on different assumptions for starformation history, dust attenuation and dust reprocessing, they all well approximate the observed SEDs and are in generally good agreement for the associated quantities. However, the three codes show very different behavior in the mid-infrared regime: in the 5-10 µm region dominated by PAH emission, and also between 25 and 70 µm where there are no observational constraints for the KINGFISH sample. We find that different algorithms give discordant SFR estimates for galaxies with low specific SFR, and that the standard recipes for calculating FUV absorption overestimate the extinction compared to the SED-fitting results. Results also suggest that assuming a "standard" constant stellar mass-to-light ratio overestimates M star relative to the SED fitting, and we provide new SED-based formulations for estimating M star from WISE W1 (3.4 µm) luminosities and colors. From a principal component analysis of M star , SFR, M dust , and O/H, we reproduce previous scaling relations among M star , SFR, and O/H, and find that M dust can be predicted to within ∼ 0.3 dex using only M star and SFR.
Introduction
As galaxies form and evolve, their spectral energy distributions (SEDs) are characterized by different shapes. Dust grains reprocess stellar radiation to a degree which depends on many factors, but mainly on the galaxy's evolutionary state and its star-formation history (SFH). Stars form in dense, cool giant molecular clouds and complexes (GMCs), and heat the surrounding dust; as the stars age, the dust cools, and the stars emerge from their natal clouds. As evolution proceeds, the dust in the diffuse interstellar medium (ISM) is heated by the more quiescent interstellar radiation field (ISRF) of an older stellar population. Thus dust emission is a fundamental probe of the SFH of a galaxy, and the current phase of its evolution. A direct comparison of luminosity emitted by dust compared to that by stars shows that, overall, roughly half of the stellar light is reprocessed by dust over cosmic time (Hauser & Dwek 2001; Dole et al. 2006; Franceschini et al. 2008) .
Over the last two decades, the increasing availability of data from ultraviolet (UV) to far-infrared (FIR) waveSend offprint requests to: L. K. Hunt lengths has led to the development of several physicallymotivated models for fitting galaxy SEDs. Among these are the Code for Investigating GALaxy Evolution (CIGALE, Noll et al. 2009 ), the "GRAphite-SILicate" approach (GRASIL, Silva et al. 1998) , and the Multi-wavelength Analysis of Galaxy PHYSical Properties (MAGPHYS, da Cunha et al. 2008) . These algorithms rely on somewhat different assumptions for inferring SFH, extinction curves, dust reprocessing, and dust emission, and are all widely used for deriving fundamental quantities such as stellar mass M star , star-formation rate SFR and total IR (TIR) luminosity L TIR from galaxy SEDs (e.g., Iglesias-Páramo et al. 2007; Micha lowski et al. 2008; Burgarella et al. 2011; Giovannoli et al. 2011; Buat et al. 2012; Smith et al. 2012; Berta et al. 2013; Lo Faro et al. 2013; Pereira-Santaella et al. 2015) . While comparisons with simulations show that the codes are generally able to reproduce observed SEDs (e.g., Hayward & Smith 2015) , little systematic comparison has been done of the codes themselves (although see Pappalardo et al. 2016) . In this paper, we perform such a comparison using updated photometry (Dale et al. 2017) from the UV to sub-millimeter (submm) of a sample of Article number, page 1 of 43 arXiv:1809.04088v2 [astro-ph.GA] 13 Nov 2018 galaxies from the Key Insights on Nearby Galaxies: A FIR Survey with Herschel (KINGFISH, Kennicutt et al. 2011) .
The KINGFISH sample of 61 galaxies is ideal for comparing SED fitting algorithms, as there is a wealth of photometric and spectroscopic data over a wide range of wavelengths (see Dale et al. 2017) . KINGFISH galaxies are selected to be nearby ( < ∼ 30 Mpc) and to span the wide range of morphology, stellar mass, dust opacity, and SFR observed in the Local Universe. 57 of the 61 galaxies also are part of the SIRTF Infrared Nearby Galaxy Survey (SINGS, Kennicutt et al. 2003) . Although the KINGFISH sample is somewhat biased toward star-forming galaxies, several host low-luminosity active galactic nuclei (e.g., NGC 3627, NGC 4594, NGC 4569, NGC 4579, NGC 4736, NGC 4826) , and ten galaxies are early types, ellipticals or lenticulars. As we shall see in more detail in the following sections, KINGFISH stellar masses span ∼ 5 orders of magnitude from ∼ 10 6 to 10 11 M , and most are along the "mainsequence" relation of SFR and M star (SFMS, Brinchmann et al. 2004; Salim et al. 2007) .
The rest of the paper is structured as follows: the three SED-modeling codes are described in Sect. 2. In Sect. 3, we analyze differences in the SEDs from the three algorithms and compare the fitted galaxy parameters to independentlyderived quantities. The ramifications of the different assumptions made in the models are discussed in Sect. 4. Sect. 5 presents general scaling relations, together with refined "recipes" for calculating stellar mass, and a principal component analysis (PCA) to ameliorate the effect of mutual correlations among the parameters. We summarize our conclusions in Sect. 6.
The SED-fitting codes
All the codes rely on a given SFH, with stellar emission defined by an Initial Mass Function (IMF) (here Chabrier 2003) , applied to Single-age Stellar Populations (SSPs, here Bruzual & Charlot 2003) . However, the assumed SFHs are code dependent as are the assumptions for calculating dust extinction and dust emission, and the relative ratio of stars to dust.
The codes share the aim of solving the Bayesian parameter inference problem:
seeking to derive the full posterior probability distribution P(θ|D) of galaxy physical parameter vector θ given the data vector D (the observed SED). This posterior is proportional to the product of the prior P(θ) on all model parameters (the probability of a model being drawn before seeing the data), and the likelihood P( D|θ) that the data are compatible with a model generated by the parameters 1 . If the data carry Gaussian uncertainties, the likelihood is proportional to exp(−χ 2 /2) (see e.g., Trotta 2008; Nikutta 2012 ). In the following, we describe each model in some detail, and give a summary of the different assumptions in Table 1 . Conceptual differences and possible ramifications for the various approaches will be discussed in Sect. 4. For all three codes, the uncertainties of the inferred parameters correspond to the 16% and the 84% percentiles (±1σ confidence intervals) of their marginalized posterior Probability Distribution Functions (PDFs).
CIGALE
The CIGALE 2 (Code Investigating GALaxy Evolution; Noll et al. 2009; Ciesla et al. 2016; Boquien et al. 2018) code is built around two central concepts to model galaxies and estimate their physical properties:
1. CIGALE assumes that the energy that is absorbed by the dust from the UV to the near-infrared (NIR) is re-emitted self-consistently in the mid-(MIR) and farinfrared (FIR). 2. The physical properties and the associated uncertainties are estimated in a Bayesian-like way over a systematic grid.
In practice the models are built combining several components: an SFH that can be analytic or arbitrary, singleage stellar populations, templates of ionized gas including lines and continuum (free-free, free-bound, and 2-photon processes), a flexible dust attenuation curve, dust emission templates, synchrotron emission, and finally the effect of the intervening intergalactic medium. Each component is computed by an independent module; different modules are available. For instance, stellar populations can be modeled alternatively with the Bruzual & Charlot (2003) or the Maraston (2005) models. For this run, we have used the following modules and sets of parameters:
-The star-formation history is modeled following a socalled "delayed" parametrization (e.g., Ciesla et al. 2016 ):
SFR(t) ∝ t exp(−t/τ) when t ≤ t trunc r SFR SFR(t = t trunc ) when t > t trunc .
The second case 3 , with r SFR , considers reduced SFR for t > t trunc (e.g., quenching), or an increase of star formation occurring at time t trunc . -The stellar emission is computed adopting the Bruzual & Charlot (2003) SSPs with a metallicity Z = 0.02 and a Chabrier (2003) IMF; -With the stellar spectrum computed, the nebular emission is included based on the production rate of Lyman continuum photons. CIGALE employs templates computed using CLOUDY models, with the same metallicity as the stellar population. We fixed the CIGALE ionisation parameter log U ion = −2, and assumed that 100% of the Lyman continuum photons ionise the gas, that is, the escape fraction is zero and Lyman continuum photons do not contribute directly to dust heating; -To account for the absorption of stellar and nebular radiation by interstellar dust, CIGALE adopts a modified starburst attenuation law (e.g., Calzetti et al. 2000) that considers differential reddening of stellar populations of different ages: the baseline law is multiplied by a power law in wavelength λ δ , with the slope δ ranging from −0.5 and 0.0 with steps of 0.1. The normalisation E(B−V) for stars younger than 10 Myr ranges from 0.01 mag to 0.60 mag. To account for the difference in attenuation for stars of different ages (e.g., Charlot & Fall 2000) , CIGALE includes an attenuation reduction factor for stars older than 10 Myr; here we set it to 0.25, 0.50, or 0.75. Finally, CIGALE adds a variable bump in the attenuation curve at 0.2175 µm with a strength of 0.0 (no bump), 1.5, or 3.0 (Milky-Way-like); -With the total luminosity absorbed by the dust, the energy is re-emitted self-consistently adopting the Draine & Li (2007) and Draine et al. (2014) dust models, assuming that the dust emission is optically thin. CIGALE considers possible variations of the polycyclic aromatic hydrocarbon (PAH) abundance (q PAH =0.47, 2.50, 4.58, or 6.62%), of the minimum radiation field intensity (U min =0. 10, 0.25, 0.50, 1.0, 2.5, 5.0, 10, or 25) , and the fraction of the dust mass γ heated by a power-law distribution of ISRF intensities (U −α ) with log γ ranging from −3.0 to −0.3 in 10 steps. The maximum starlight intensity U max is fixed to 10 7 , and α, the power-law index is fixed to 2.0.
With 11 variables sampled as described, the total grid consists of 80,870,400 model templates. Each model is fitted to the observations by computing the χ 2 on all valid bands; data points with only upper limits were discarded for consistency with the other codes that cannot accommodate them. Data are fitted in f ν (linear) space. Finally, the output parameters are obtained by computing the likelihood of the models, and the likelihood-weighted means and standard deviations to estimate the physical properties and the associated uncertainties.
GRASIL
The GRASIL 4 chemo-spectrophotometric self-consistent models ) rely on a chemical evolution code that follows the SFR, the gas fraction, and the metallicity, comprising the basic ingredients for a stellar population synthesis. The stellar populations are simulated through a grid of integrated spectra of SSPs of different ages and metallicities. The newest version of the code adopted here relies on a Chabrier (2003) IMF, and is based on the Bruzual & Charlot (2003) populations.
The chemical evolution process is modeled through a separate code (CHE EVO, Silva 1999 ) that considers the infall of primordial (metal-free) gas with an exponential folding timescale (τ inf ) in order to simulate the cold-accretion phase of galaxy formation (Ṁ gas ∝ exp(−t/τ inf )). The SFR scheme is a Schmidt/Kennicutt-type law (e.g., Schmidt 1959; Kennicutt 1998) , with SFR = ν × M k gas , where M gas is the available gas mass, and ν the SF efficiency. Thus the model describes a SFH according to the variations of the input parameters τ inf and ν: the current version of the code includes 49 SFHs for the spheroids (see below), and 20 SFHs for the disks. The smaller range for τ inf and ν (see Table 1 ) is sufficient for the disks (e.g., Calura et al. 2009 ).
The effects of dust on SEDs depend on the relative spatial distribution of stars and dust. Hence GRASIL relies on three components: star-forming GMCs, stars that have already emerged from these clouds, and diffuse gas+dust (e.g., cirrus-like). Disk galaxies are described through a double exponential (radial, vertical) , assuming that the dust is distributed radially like the stars, but has a smaller vertical scale height (specifically 0.3 times the stellar vertical scale, see Bianchi 2007) . The vertical stellar scaleheight is taken to be 0.1 of the stellar radial scale length. Spheroidal systems are quantified by King (1962) profiles for both the stars and the dust. For both geometries, GMCs are embedded within these structural components. Once the geometry is given, radiative transfer is performed through the GMCs and the diffuse medium assuming the Laor & Draine (1993) opacities for grain sizes from 0.001 µm to 10 µm, mediated over the grain size distribution given by Silva et al. (1998) . The relative contribution of dust and gas, namely the dust-togas ratio, is taken to be proportional to the metallicity of the given SFH. More details are found in Silva et al. (1998) .
For this work, we have computed with GRASIL ∼ 3×10 Attenuation law as a consequence of geometry, grain opacities from Laor & Draine (1993) (Charlot & Fall 2000) as in Eqn. (4) with µ ∈[0,1], drawn from the probability density function p(µ) = 1 − tanh(8µ − 6); τ V parametrized according to the probability density function p(τ V ) = 1 − tanh(1.5τ V − 6.7). Optical depthτ V is time-dependent as in Eqn.
.
Dust emission
Overall dust luminosity defined by energy-balance considerations with SED shape governed by the dust models of Draine et al. ( , 2014 . With the exception of one (α ≡ 2.0), parameters of these models are left to vary: 0.47, 2.50, 4.58, 6 .62)%; U min = (0.10, 0.25, 0.50, 1.0, 2.5, 5.0, 10, 25) ; logγ = [−3.0,−0.3] in 10 steps. Dust emission is assumed to be optically thin; the DL07 models used in CIGALE have κ abs = 0.38 cm 2 g −1 at 850 µm.
Overall dust luminosity and SED shape governed by geometry, grain opacities from Laor & Draine (1993) mediated over grain size distributions from 0.001 µm to 10 µm, and radiative transfer of the GMC and diffuse dust components. The dust column is assumed to be proportional to the metallicity of the given SFH, and the consistent relation between extinction and emission ensures energy conservation. The same variable parameters for dust extinction govern dust emission through radiative transfer. Dust opacity κ abs = 0.56 cm 2 g −1 at 850 µm (Laor & Draine 1993 ).
Overall dust luminosity defined by energy-balance considerations with SED shape governed by four species of dust emitters in two environments (BC, ambient ISM), with both having PAH+hot+warm grains (ξ
Dust emission is assumed to be optically thin; dust opacity κ abs = 0.77 cm 2 g −1 at 850 µm (Dunne et al. 2000) .
Free parameters 11 with SFH (t gal , τ, r SFR , age trunc ); dust attenuation (δ, normalization E(B−V), differential E(B−V), variable 0.2175 µm bump strength); dust emission (q PAH , U min , γ).
7 for NSS templates with SFH (t gal , τ inf , ν); geometry (R gal ); dust attenuation (R gmc , f mol , t esc ); dust emission (same as for dust attenuation). 8 for NSD templates with the addition of galaxy inclination (viewing angle).
12 with
a The parameter ranges for GRASIL are sampling points only; ultimately the best-fit parameters are interpolated so that essentially the entire range of parameters is covered making the symbol ∈ more appropriate (see text for more details). b Age of the truncation at t = t trunc . c For the NSD library: ν = (0.3, 0.9, 3, 9); τ inf = (0.1, 0.5, 1, 5, 10) Gyr; t gal = (0.5, 1.25, 2, 5, 13) Gyr. R gal = (0.1, 0.3, 1, 3, 10) kpc; R gmc = (6.1, 13.1, 19.3, 28.1) pc; f mol = (0.1, 0.2, 0.5, 0.9); t esc = (0.001, 0.002, 0.005, 0.02, 0.05, 0.1) Gyr. d See Sect. 2.1 for details.
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The histograms of the chains are the marginalized onedimensional posterior distributions. Their analysis can include, e.g., determining the maximum-a-posteriori (MAP) vector θ MAP , computing the mode of the distribution (location of the distribution peak), or the median (mean) ± confidence ranges around it. Here for the SED best fit, we use a model generated by the vector θ MAP of free parameters values that together maximize the likelihood. Derived parameters (stellar mass, M star , dust mass, M dust , SFR, and metallicity) are median values of their posterior PDFs. These posteriors are not modeled directly, but rather computed from the full sample of SEDs produced in the MCMC run. Uncertainties are then inferred by computing the ±1σ confidence ranges around the median values. A V and A FUV are the ratios, at the respective wavelengths, of attenuated to unattenuated light. We run MCMC twice for every galaxy, once with the NSS and NSD model hypercubes. The bestfit model is then chosen between the NSS and NSD libraries according to the lowest rms residual.
MAGPHYS

5 is an analysis tool to fit multiwavelength SEDs of galaxies (da Cunha et al. 2008 ). Based on a Bayesian approach, the median PDFs of a set of physical parameters characterising the stars and dust in a galaxy are derived. The emission of stars is modeled using Bruzual & Charlot (2003) SSP models, assuming a Chabrier (2003) IMF. An analytic prescription of the SFH is coupled with randomly superimposed bursts to approximate realistic SFHs. More specifically, the exponentially declining SFH model is parametrized as SFR(t) ∝ exp(−γt), characterized by an age t gal of the galaxy and star formation time-scale γ −1 . Throughout the galaxy's lifetime, random bursts are set to occur with equal probability at all times, with an amplitude defined by the stellar mass ratios in the burst and the exponentially declining component. The SFR is assumed to be constant throughout the burst with a duration of the bursts ranging between 30 Myr and 300 Myr. The stellar metallicity Z star is varied uniformly between 0.02 and 2 Z . The probability of random bursts is set so that half of the SFH templates in the stellar library have experienced a burst during the last 2 Gyr.
Dust attenuation is modeled using the two-phase model of Charlot & Fall (2000) , which accounts for the increased level of attenuation of young stars (< 10 Myr) that were born in dense molecular clouds. Thus, young stars experience obscuration from dust in their birth clouds and the ambient ISM while stars older than 10 Myr are attenuated only by the ambient ISM. Consequently, the attenuation of starlight is time dependent:
whereτ λ is the "effective" absorption optical depth of the stars at time t , and t 0 is defined to be 10 7 yr. The wavelength dependence of dust attenuation is modeled based on 5 http://www.iap.fr/magphys/ the following relations:
where µ is the fraction of the V-band optical depth contributed by the diffuse ISM (and thus f µ ≡ 1 − µ is the fraction of obscuration in birth clouds, BC).
The total infrared luminosity is a combination of the infrared emission from birth clouds and the ambient ISM:
The dust emission in birth clouds and the ambient ISM is modeled using a combination of dust-emission mechanisms: PAHs and hot+warm dust grains in birth clouds and similar dust species in the ambient ISM, but with an additional cold-dust component. As described in da Cunha et al. (2008) , the hot grains consist of single-temperature modified black bodies (MBBs) with fixed temperatures; the warm and cold dust temperatures are allowed to vary, with cold dust temperatures between 10 K and 30 K (for ambient ISM only) and warm dust temperatures between 30 K and 70 K, using the extended dust libraries from Viaene et al. (2014) . The opacity curves are assumed to be power laws, and different emissivity indices are assigned to the different dust components. All emission is assumed to be optically thin.
The prior for the parameter, f µ , which sets the relative contribution of birth clouds and the ambient ISM, is assumed to be uniformly distributed between 0 and 1. A similar uniform distribution between 0 and 1 is assumed for the fractional contribution of warm dust emission to BC IR luminosity, ξ BC W , in birth clouds. For the ambient ISM, the fractional contribution of cold dust emission to the ISM IR luminosity, ξ for the Milky Way (for more details, see Table 1 and da Cunha et al. 2008) . The dust temperatures for warm and cold dust grains are assumed to be uniformly distributed within their temperature ranges. To summarize, MAGPHYS has 6 free parameters (ξ
to model the infrared SED emission, and 6 free parameters (γ, t gal , A, Z star , µ, and τ V ) to model the stellar emission and dust attenuation.
By varying the star formation history, stellar metallicity and dust attenuation, a library of 50,000 stellar population models are generated. An additional set of 50,000 dust SED templates is generated with a range of dust temperatures and varying relative abundances for the various dust components. To link the stellar radiation that was absorbed by dust to the thermal dust emission, the code assumes a dust energy balance, namely the amount of stellar energy that is absorbed by dust is re-emitted in the infrared (with a 15% margin to allow for model uncertainties arising from geometry effects, etc.).
To derive the best fitting parameters in the model, the observed luminosities are compared to the luminosities of each model j and the goodness of each model fit is characArticle number, page 5 of 43 A&A proofs: manuscript no. kingfish seds v9editor Brown et al. (2014b) would bring the WISE W4 and MIPS 24 µm fluxes into closer agreement.
terized by:
with the observed and model luminosities, L i ν and L i ν, j , and observational uncertainties, σ i in the i th waveband, and a model scaling factor, w j , to minimise χ 2 j for each model j. All models are convolved with the appropriate response curves prior to comparison with the observed fluxes for each filter. Under the assumption of Gaussian uncertainties (see above), the PDF for every parameter is derived by weighting a specific parameter value with the probability exp(-χ 2 j /2) of every model j; the output model parameters correspond to the median of the PDF.
Comparison of SED models
The SED algorithms have been applied to the KINGFISH sample of 61 galaxies which have a wide range of multiwavelength photometric observational constraints. The fits have been performed independently, by different individuals, in order to avoid potential biases in the outcome. In the ideal case, the multiwavelength SED emission of a single galaxy is constrained by 32 photometric data points across the UVto-submm wavelength range. We refer to Dale et al. (2017) for a detailed description of the data reduction and aperture photometry techniques used in each of those bands. Before fitting, the data from Dale et al. (2017) has been corrected for foreground Galactic extinction according to A V measurements by Schlafly & Finkbeiner (2011) and the extinction curve of Draine (2003) .
Not all KINGFISH galaxies have complete observational coverage, and some observations have resulted in nondetections (upper limits are not accounted for in the SED modeling), which results in an inhomogeneous data coverage for the entire sample of KINGFISH galaxies. While this inhomogeneity of photometric data points might bias the quantities derived from the SED modeling (e.g., Ciesla et al. 2014) , the main interest of this paper is to compare the SED model output from the three different codes (which have been constrained by the same set of data). Any inhomogeneity in the photometric constraints for different galaxies will not affect the main goal of this work. Table  2 gives an overview of the filters and central wavelength of the wavebands used to constrain the SED models, and the number of galaxies for which measurements (detections or upper limits) are available (see also Dale et al. 2017) . In all galaxies, the number of data points significantly exceeds the number of free parameters in the models.
Some of the filters also cover the same wavelength range (e.g., SDSS ugriz and BVRI, MIPS and PACS) but show offsets in their absolute photometry. To avoid preferentially biasing any individual source of photometry, we have opted to use all available photometric constraints available for every single galaxy. As long as there is no preferred spectral region in the models, the relative comparison of the SED output quantities should not be strongly affected by inconsistencies of flux measurements at similar wavelengths.
In the remainder of this section, we compare the SED results from the three different codes. First, we assess the capability of the model to reproduce the shape of the data SED (Sect. 3.1); then, we confront fitted results against an independently-derived set of "reference" or recipe quantities (Sect. 3.2).
Comparison of SED shapes
The best-fit 6 SEDs for all three models are overlaid on the observed SED for a representative KINGFISH galaxy (NGC 5457 = M 101) in Fig. 1 , and for the remaining galaxies in Fig. A .1 in Appendix A. We have assessed the quality of the three SED-fitting algorithms using three criteria: reduced χ 2 , χ 2 ν ; the root-mean-square residuals in logarithmic space [i.e., log(flux)], rms; and the weighted root-mean- square residuals rms w . Figure 2 shows the comparison of the rms values; the rms is calculated as the square root of the mean of the sum of squares. All algorithms provide quite good approximations of the observed SED across all wavelengths, typically with rms < ∼ 0.08 dex; such values are typical of the uncertainties in the fluxes themselves (see Dale et al. 2017) . Interestingly, the outliers with large rms for CIGALE and GRASIL are not the same galaxies; CIGALE has more problems with dwarf galaxies (e.g., DDO 053, IC 2574, NGC 5408) while GRASIL struggles with early types (e.g., NGC 584, NGC 1316, NGC 4594).
In the optical and FIR-to-submm wavelength domains, the three SED models show similar SED shapes. Despite the different SFH prescriptions for the three codes, the SED models are all able to reproduce the stellar emission of intermediate-aged and old stars in the KINGFISH galaxies. Also the emission of the colder dust components in the models seems to agree well with a similar slope for the RayleighJeans tail of the SED in all three models. This is not surprising because the average FIR-submm dust emissivity indices of the three models are very close: β = 2.08 (Bianchi 2013) for the Draine & Li (2007, hereafter DL07) dust model used in CIGALE; β = 2.02 (see Sect. 3.3. 3) for the Laor & Draine (1993) dust used in GRASIL; and β = 2 assumed for the cold dust component in MAGPHYS. The KINGFISH galaxies without observational constraints at FIR wavelengths (e.g., DDO 154 and DDO 165) show strong variations in their fitted dust SEDs, indicating that dust energy balance models cannot constrain the dust component in galaxies based only on UV and optical information on the dust extinction.
In the UV and FIR wavelength domains, the three models are also generally in good agreement, although for some galaxies GRASIL overestimates the observed UV emission. However, the predictions of the three models sometimes differ significantly at NIR and MIR wavelengths. Since MAGPHYS applies a fixed PAH emission template for their models (see Table 1 ), the relative changes in PAH abundance are not always reflected in the best-fit model (e.g., NGC 3190). Several galaxies show little or no PAH emission in their Spitzer/IRS spectra (e.g., Ho II, NGC 1266, NGC 1377, NGC 2841, NGC 4594: Roussel et al. 2006; Smith et al. 2007 ), but have significant PAH emission modeled by CIGALE and MAGPHYS. A detailed study of the PAH emission in NGC 1377 has shown that it is suppressed by dust that is optically thick at ∼10 µm (Roussel et al. 2006) . On the other hand, the strong PAH features in some galaxy spectra observed with IRS (e.g., NGC 3190, NGC 3521, NGC 4569: Smith et al. 2007) are not reproduced by GRASIL. PAH emission in galaxies seems to be a source of significant disagreement among the models, and the models in many cases are unable to adequately approximate the detailed shape of the emission features. At MIR wavelengths, there are also some continuum variations among the three different models. Ciesla et al. (2014) have already shown that MIR photometry is required to constrain the emission of warmer dust in SED models. But even with the MIPS 24 µm data point, the shape of the three SED models between 24 µm and 70 µm can be very different. The MAGPHYS models tend to have a bump in their SED shape in between 24 µm and 70 µm for some galaxies (e.g., NGC 3773, NGC 4236), possibly due to the addition of a warm component unconstrained by data. GRASIL shows a more constant SED slope at those wavelengths, while there is typically a small dip in emission in the CIGALE models; this dip can cause difficulties in fitting the mid-and far-IR emission of some galaxies (e.g., NGC 5408).
The changing behavior of the models in the MIR regime is illustrated in Fig. 3 where we show the 40 µm residuals (( f Interpolated − f Model )/ f Model ) calculated by linearly interpolating the observed flux between 24 µm and 70 µm. MAGPHYS tends to overestimate the interpolated 40 µm emission (by median ∼ 13%, but with large spread), while CIGALE underestimates the emission (∼ 71%); GRASIL also underestimates but by less ( < ∼ 11%). Although it is tempting to assume that small differences mean an accurate model, the true shape of the SED in this wavelength region is highly uncertain. Our linear interpolation is only providing a "fiducial" against which to compare the models; here our aim is to compare the different models with a common reference, rather than infer "truth". Wu et al. (2010) show that over a wide range of IR luminosities, ratios of the 70 µm and 24 µm fluxes can vary by a factor of 5, and the variations seem to depend on the flux ratios at shorter wavelengths. Indeed, for MAGPHYS, the flux ratio between MIPS 24 µm (or WISE 22 µm) and the 12 µm WISE band seems to play a role; if high, then the model wants to include more warm dust resulting in a 40 µm "bump". For CIGALE, the power-law index α governing the variation of the ISRF U, is important; increasing α to 2.5 results in an increase in 40 µm flux of 30%, not enough to compensate completely, but bringing the models closer to the observations. Finally, GRASIL seems to do a decent job of reproducing the observations, except in one highly discrepant galaxy; for NGC 4594 (the Sombrero), GRASIL's estimate of the 24 µm flux ( f ν ( 24)) is lower than the observations by a factor of 4. GRASIL underestimates the diffuse dust component that is responsible for the mid-IR emission, possibly as a consequence of the geometry of this galaxy; the best GRASIL fit is for a spheroid, but the dust in the Sombrero is found in a conspicuous dust lane.
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Reference quantities for comparison
To compare the three different SED models, we have devised a set of six quantities representative of a galaxy's general properties that will be used to quantify any model deviations. As fundamental quantities descriptive of galaxies, we have opted to compare stellar mass (M star ), star formation rate (SFR), dust mass (M dust ), total-infrared luminosity (L TIR ), intrinsic (dust-corrected) far-ultraviolet (FUV) luminosity (L FUV ) and FUV attenuation (A FUV ). M star , SFR, and M dust are quantities directly output by CIGALE and MAG-PHYS; for MAGPHYS they are derived as the median values of the PDFs based on Bayesian statistics for the derived model quantities, while for CIGALE, they are the means (see Sect.
2). For GRASIL, the marginalized posteriors of the model parameters SFH and age of the galaxy t gal are output (together with the other fitted parameters, see Table 1 ); M star , SFR, and M dust are not directly fit, but rather obtained from the medians of the PDFs allowed by the PDFs and confidence levels of SFH and t gal . For CIGALE, L TIR , L FUV , and A FUV are computed in the same way as the other quantities, from the likelihood-weighted means. For GRASIL and MAGPHYS, the luminosities and A FUV are derived from a convolution (with the appropriate response curves) and integration of the best-fit (maximum likelihood) model SED. Attenuation is inferred at a given wavelength through the ratio of intrinsic to observed (attenuated) emission.
For an independent measure of these six "fundamental" galaxy quantities, we have computed estimates using recipes based on one or two photometric bands (with the exception of the updated DL07 models for M dust also included in the analysis). The methodology for these derivations is described in detail in Appendix B and summarized in Table  B .1; the resulting values are reported in Table B .2. We emphasize that the quantities calculated by these recipes are almost certainly not the truth, but rather "poor-person" estimates, necessary when multiwavelength coverage is missing. The problem is that truth is unknown and here elusive. It could be reflected by one or more of the SED algorithms that certainly do better than the simple recipes based on a restricted photometric regime; it is almost certainly not reflected by these recipes since the whole idea of fitting SEDs is to improve our understanding of these parameters and their interrelation. The following sections attempt to maintain this philosophy.
SED model derived quantities compared
Here we perform linear regressions on the results from the three SED codes with respect to the derived recipe quantities. In principle, such an analysis will give insight as to the relative performance of the codes, but more importantly will enable an independent assessment of the accuracy of the reference quantities that are in truth simplified recipes that cannot be as accurate as a complete multiwavelength SED fitting. We calculated the regressions using a "robust" estimator (see Li 2006; Fox 2008) , as implemented in the R statistical package 7 . In Figures 4-8, the best-fit correlations are indicated with solid lines. Table 3 gives the results of the correlation analysis for the comparison of the results 7 R is a free software environment for statistical computing and graphics (https://www.r-project.org/). of the SED modeling and the reference recipe values; the normalizations for M star , M dust , L TIR , and L FUV for both axes are non-zero because otherwise the non-unit slopes would exaggerate the deviations for small x values. A discussion of results and disagreements is given in Sect. 4.
Comparison of stellar masses
The comparison of the SED results with the stellar masses determined from two IRAC-based independent methods (see Appendix B.1) is illustrated in Fig. 4 . There is good agreement between the values of M star inferred from SED fitting and M star from both methods based on 3.6 µm luminosities; the rms deviations are between 0.12 and 0.19 dex for the Wen et al. (2013) method with a luminosity-dependent Υ * (mass-to-light ratio, M/L), and between 0.12 to 0.22 dex for constant Υ * . However, both the Wen et al. (2013) luminosity-dependent Υ * and the constant Υ * (McGaugh & Schombert 2014) formulations overestimate M star relative to the SED fitting algorithms: the discrepancy is ∼0.1-0.3 dex for the former, and ∼0.3-0.5 dex for the latter. For constant Υ * , the deviation seems to depend on M star , since the power-law slopes are generally significantly greater than unity. These discrepancies are larger than the rms deviations (see Table 3 ), and may be telling us something about the limitations of the assumption of constant Υ * even at 3.6 µm (e.g., Eskew et al. 2012; Norris et al. 2014) . A new formulation based on our SED-fitting results for converting 3.4−3.6 µm luminosities into stellar masses is discussed in Sect. 5.4.
Comparison of star-formation rates
SED fitting typically gives more than one value of SFR; here we have compared the SED SFR averaged over the last 100 Myr with our two choices of reference hybrid SFRs estimated from FUV+TIR luminosities and Hα+24 µm luminosities (see Appendix B.2). The (robust) regression parameters are reported in Table 3 as before, and the comparisons of SED-inferred SFRs with reference ones are shown in Fig. 5 .
For CIGALE and MAGPHYS, the agreement with SED fitting and independently-derived SFRs is slightly worse than with M star ; mean deviations are ∼0.2 dex, and there are several galaxies for which reference values are much higher than the SED-derived values. On the other hand, GRASIL SFRs are relatively close to the reference values, with the exception of NGC 1404, an early-type galaxy for which the recipe SFR is roughly 10 times lower than the GRASIL prediction; there are no FIR detections for this galaxy so SFR is not as well constrained as with IR data.
Because SFRs are a sensitive function of SFH, it is possible that some of the SED fitting algorithms are unable to identify the most suitable SFH because of degeneracies; similarly good SED fits may be obtained with a variety of different SFHs. Virtually all of the deviant galaxies for CIGALE and MAGPHYS are early types and/or lenticulars with low levels of specific SFR (sSFR = SFR/M star ) where the FUV may be indicating older stellar populations rather than young stars (e.g., Rich et al. 2005) . However, SFR(Hα+L 24 ) also shows a discrepancy relative to the fitting algorithms, although the scatter is slightly larger than (2013) method (see Table 3 ). Similarly, SED-fitting uncertainties are shown as vertical lines only for the Wen et al. (2013) x values, and are usually smaller than the symbol size. The robust correlation relative to the Wen et al. (2013) values is shown as a solid line, and the identity relation by a (gray) dashed one. , and open ones to "low" specific SFR (Log(sSFR/yr −1 ) ≤ −10.6, calculated with SFR(FUV+TIR). The robust correlations are shown as solid lines, and the identity relation by a (gray) dashed one; in each panel, the steeper power-law slope corresponds to the fit to SFR(FUV+TIR) and the shallower one to SFR(Hα+24µm) (see Table 3 for details). The rms deviations for the fit of SED-derived quantities vs. the reference ones [for SFR (FUV+TIR) ] are shown by the σ value in the lower right corner of each panel; similarly, SED-fitting uncertainties are shown as vertical lines only for SFR(FUV+TIR) x values. rms deviations for SFR(Hα+24µm) are 0.25 dex, 0.18 dex, and 0.26 dex for CIGALE, GRASIL, and MAGPHYS, respectively (see Table 3 ). Table 3 ). This discrepancy could also be due to the SFR we chose for comparison, namely the 100 Myr average; because of timescales, this estimate is expected to be more consistent with FUV+TIR than with Hα+L 24 . As noticed by Schiminovich et al. (2007) , it is very difficult to probe star formation at levels below sSFR < ∼ 10 −12 yr −1 , and there are four KINGFISH galaxies with sSFRs at roughly this level (NGC 1404 , NGC 584, NGC 1316 . The problem of tracing SFR in lowsSFR (mainly early-type) galaxies will be discussed further in Sect. 4.2.
Comparison of dust masses
As shown in Fig. 6 , the single-temperature modified blackbody (MBB) dust masses estimated from the updated Herschel photometry using the methods of Bianchi (2013, see Appendix B. 3) are able to reproduce fairly well the SED models. The scatter is quite low with mean rms deviations between 0.06 and 0.15 dex (see Table 3 ), although dominated by early-type NGC 584, which is a problematic galaxy for all the codes (see also Fig. A.1) . However, the MBB offsets are sometimes significant; MBB estimates for M dust are generally higher than MAGPHYS estimates, and more so at high dust masses. Conversely, MBB estimates are below those of GRASIL, and more so at low masses. The MBB estimates (with the DL07 opacities) show the best agreement with the CIGALE models (based on the updated version of the DL07 models, Draine et al. 2014 ). The power-law slope of the comparison is consistent with unity (1.029 ± 0.01), and the mean offset is virtually zero (see Table 3 ), consistent with the rms deviations for CIGALE of ∼0.10 dex.
The rms deviations of the DL07 (Aniano et al. 2018 ) models compared to the SED fitting M dust are higher than for the MBB fits, ranging from 0.12 to 0.17 dex (shown in Fig. 6 ). The offset in the comparison of the DL07 models used here for CIGALE with the DL07 M dust values given by Aniano et al. (2018) is consistent with the renormalization applied by those authors. This renormalization, based on the results by Planck Collaboration et al. (2016) , lowers the DL07 dust mass by a small amount that depends on U min , the minimum ISRF heating the dust. On average, this correction amounts to ∼12% (see Table 3 ). The M dust estimates of the different codes show similar behavior relative to the DL07 values by Aniano et al. (2018) as for the MBB values calculated here: namely CIGALE shows the best agreement, while the DL07 values are low compared to GRASIL and high compared to MAGPHYS. GRASIL σ = 0.05 Draine & Li (2007) Galametz+ (2013) 7 8 9 10 11 MAGPHYS σ = 0.06 Draine & Li (2007) Galametz+ (2013) "Recipe" Log(L TIR / L sun ) Table 3 ). The lines are as in Fig. 4 , and SED-fitting uncertainties are shown as vertical lines only for the DL07 x values (but they are typically smaller than the symbol size). Table 3 ). The lines are as in Fig. 4 . As in Fig. 5 , filled symbols correspond to high specific SFR (Log(sSFR/yr −1 ) > −10.6), and open ones to low specific SFR (Log(sSFR/yr −1 ) ≤ −10.6), as noted in the legend in the upper left corners. This sSFR limit corresponds roughly to the lowest quantile in the KINGFISH galaxies, and also to the inflection in the SFMS by Salim et al. (2007) . Article number, page 12 of 43
We investigated whether discrepancies in M dust between the GRASIL and MAGPHYS SED models and the reference dust estimates could be attributed to differences in the adopted dust opacity. The MAGPHYS models (da Cunha et al. 2008 ) assume a fiducial dust opacity at 850 µm of κ abs = 0.77 cm 2 g −1 (Dunne et al. 2000) , and a spectral index β of 1.5 or 2.0 for the warm and cold component, respectively. At 850 µm, the DL07 models have κ abs = 0.38 cm 2 g −1 , roughly a factor of two lower than the value used by MAGPHYS (and ∼1.5 times lower than the value at 850 µm of the opacities of Laor & Draine 1993) . Thus, the observed underestimate of < ∼ 2 would be consistent with the different assumed dust opacities of MAGPHYS relative to the DL07 values used by Bianchi (2013) . However, the observed significant sub-unity slope (see Table 3 ), and the use of a flatter β according to the temperature of the dust, contribute to the discrepancy which increases with increasing M dust .
GRASIL dust is based on the Laor & Draine (1993) opacity curves, which for the combined grain populations gives κ abs = 6.4 cm 2 g −1 at 250 µm, roughly 60% higher than the value of κ abs = 4.0 cm 2 g −1 used here (see Bianchi 2013) , based on the dust models by DL07. This would imply that the GRASIL M dust values should be underestimated by a factor of ∼1.6 (∼0.2 dex) relative to the MBB values, but, instead, they tend to be overestimated. Another difference between the DL07 models and the Laor & Draine (1993) dust used by GRASIL is the mean emissivity power-law index, β. If the DL07 opacities are fitted with a wavelengthdependent power law between 70 and 700 µm, the power-law index β = 2.08 (Bianchi 2013) ; for the Laor & Draine (1993) grains the fitted index over the same wavelength range is slightly smaller, β = 2.02. Although seemingly a minor difference, because most of the dust mass resides in the cooler dust that emits at longer wavelengths, and because the absolute emissivity at the fiducial wavelength is fixed, shallower β values cause an increase in the submm emission and thus, incrementally, lower estimated dust mass when matching to observed fluxes. Between 100 and 500 µm, this tiny difference in β causes an increase in fitted flux at longer wavelengths, and thus of M dust , of ∼10%; this could partially compensate the differences in adopted dust opacities.
However, the MBB fits (and the DL07 values from Aniano et al. 2018) are lower than the GRASIL dust-mass estimates, contrary to what would be expected from the differences in opacities. It is interesting that the only one of the three SED models that includes realistic geometries of dust and stars generally gives dust masses that are higher than the single-temperature MBB fits. It is possible that the true dust mass needed to shape the SED with the combined effects of dust extinction and emission is larger than what would be inferred from the simple MBB assumption (e.g., Dale & Helou 2002; Galliano et al. 2011; Magdis et al. 2012; Santini et al. 2014 ).
Comparison of luminosities and FUV attenuation
Figure 7 compares L TIR derived from SED fitting with the two photometric formulations described in Appendix B.4: DL07 and Galametz et al. (2013, hereafter G13) . L TIR is the most robust parameter compared with SED fitting, with rms deviations relative to the analytical expressions between 0.03 and 0.06 dex. Nevertheless, both formulations slightly overestimate L TIR relative to the SED models. Taking DL07 which relies only on Spitzer photometry, the discrepancy is ∼0.06-0.09 dex; the agreement is better for the G13 formulation which incorporates Herschel photometry (0.05 dex for CIGALE; 0.04 dex for GRASIL; 0.02 dex for MAG-PHYS). The power-law slopes relative to both estimates of L TIR are unity to within the uncertainties for all the SED models, with the possible exception of MAGPHYS (relative to DL07). Overall, the ultimate agreement with the SEDderived values is within 3-5% for G13 and within ∼ 6 − 9% for DL07.
The intrinsic FUV luminosities L FUV from SED fitting and from the corrected observed luminosity are compared in Fig. 8 . As described in Appendix B.4, we have derived the reference L FUV by correcting observed FUV fluxes for attenuation using A FUV calculated according to Murphy et al. (2011) 8 . Instead of FUV colors (e.g., Boquien et al. 2012) , this correction relies on IRX, log 10 of the ratio of L TIR and L FUV (e.g., Buat et al. 2005) . As in previous figures, the open symbols in Fig. 8 correspond to low sSFR = SFR/M star (Log(sSFR/yr −1 ) ≤ −10.6), roughly the inflection or turnover point in the SFMS by Salim et al. (2007) , and also approximately to the lowest quantile of the KINGFISH sample. L FUV estimated by all the SED algorithms is very close to the photometric estimate using the Murphy et al. (2011) recipe for the extinction correction, with mean deviations between ∼0.08-0.13 dex. Results are unchanged if we incorporate, instead, the recipe by Hao et al. (2011) .
Interestingly, for the problematic early-type galaxy, NGC 584 (the discrepant open triangle in the middle panel of Fig. 8 ), the recipe L FUV is much lower than the GRASIL estimate, while recipe L FUV for galaxies with low sSFR tends to exceed the CIGALE and MAGPHYS values (see also Sect. 3.3.2). As discussed above, these discrepancies are almost certainly due to different approaches in associating a specific SFH with a given SED, and we will elaborate on this further in Sect. 4.
The SED models derive extinction at a given wavelength through the ratio of intrinsic to observed (attenuated) emission, while the reference A FUV is derived through IRX rather than UV colors (see Appendix B.4). Figure 9 shows the comparison of the SED-derived A FUV and A FUV calculated according to Murphy et al. (2011) . In all cases, there is a discrepancy between photometric and SED fitting results, with photometric A FUV exceeding the SED A FUV values with fairly large scatter, ∼0.2 dex. The discrepancy increases with increasing attenuation (see significant subunity slopes in Table 3 ), and can be > ∼ 1 mag at high A FUV . However, at low A FUV (and low L FUV , see above), the disagreements for CIGALE and MAGPHYS are apparently associated with low sSFR (shown by open symbols in Fig. 9 ). This association probably results from two potential problems with the usual (photometric) estimates of A FUV : dust heating from longer-lived low-mass stars may contribute to IR emission and thus spuriously increase IRX causing A FUV to be overestimated (e.g., Boquien et al. 2016) . Conversely, FUV emission from post-Asymptotic Giant Branch (pAGB) stars may contribute to FUV luminosity and cause A FUV to be underestimated. For GRASIL, these factors may also be problematic, but the disagreements are not so clearly associated with galaxies having low sSFR; we will discuss this point further below.
The shallower slope of A FUV relative to the reference values common to all three codes may provide valuable input to the Murphy et al. (2011) or (equivalent) Hao et al. (2011) formulations:
A FUV = 2.5 log 10 (1 + a FUV × 10 IRX )
where a FUV is a scale parameter, related to the fraction of the bolometric luminosity emitted in the FUV, η FUV (L FUV (cor) = η FUV L bol ). The FUV optical depth τ FUV (FUV attenuation in magnitudes A FUV = 1.086 τ FUV ) is defined by:
and the effective opacity of the dust-heating starlightτ:
where L bol is the bolometric luminosity. As shown by Hao et al. (2011) ,
implying that Figure 10 shows the results of this exercise; the rms deviations of the fits given in each panel correspond to all the galaxies, including all values of sSFR. We find that CIGALE (a FUV = 0.59 ± 0.02) and GRASIL (a FUV = 0.52 ± 0.02) prefer higher values of a FUV , while the best fit for MAGPHYS gives a lower value (a FUV = 0.40 ± 0.02). That a FUV is generally larger than the recipe-derived value (0.43 − 0.46) is possibly counter-intuitive, given the sub-unity slope comparing SED-and recipe A FUV seen in Fig. 9 . However, the SED-derived IRX tend to be 0.1-0.2 dex smaller than the photometric values of IRX, and, except for GRASIL, are related with a super-unity power-law index; thus in some sense the effects compensate one another and result in a slightly larger a FUV .
Although the extinction curve assumptions in CIGALE and MAGPHYS differ substantially from the geometry of stars and dust contemplated by GRASIL, the SED shapes of all three algorithms are well approximated by Eqn. (7). Except for GRASIL, the scatter is large for galaxies with low sSFR, but the general agreement is encouraging, both because SEDs generated from diverse complex algorithms are consistent, and also because the simplistic photometric approach is a realistic approximation of galaxy SEDs, at least for the KINGFISH galaxies.
Impact of different model assumptions
In the previous section, we have compared results for fundamental quantities derived from SED fitting to those obtained from simpler methods (recipes). Sometimes the agreement both among the models and with the recipe quantities is excellent (e.g., L TIR ); in other cases, there are slight (M star ) or severe (A FUV ) discrepancies of the recipe parameter relative to all the models. Finally, there are some cases where a particular model is in closer agreement than others relative to the reference parameter. Some of this behavior may arise from the assumptions behind the photometric methods used to derive the reference values, which may or may not be also incorporated in the models (e.g., optically thin dust, FUV light from active star-forming stellar populations, etc.).
It is also true that SED fitting inherently suffers from degeneracies; a similar SED may emerge from radically different SFHs, while small variations of other parameters may cause very different SEDs (e.g., the dust optical depth, see Takagi et al. 2003) . In part, the inclusion of the IR regime helps to break the age-attenuation degeneracy inherent in optical SED fitting (e.g., Lotz et al. 2000; Lo Faro et al. 2013) , distinguishing between dusty star-forming galaxies and evolved stellar populations (e.g., Pozzetti & Mannucci 2000) . Nevertheless, it is important to examine how the different SED-fitting algorithms treat possible degeneracies in order to achieve the best-fit SED.
As pointed out by Micha lowski et al. (2014), the scatter of SED-derived values is probably an inherent limit for the accuracy of SED models because of the necessary simplifications (e.g., galaxy geometry and the form of the dustattenuation wavelength dependence). On the other hand, the quality of SED fitting is strongly affected by the set and quality of data at our disposal. Ultimately, the quantity and quality of the data are the defining factors in the reliability of SED-fitting models. Given the broad wavelength coverage and good quality of the KINGFISH photometry (Dale et al. 2017) , we can assess differences in the results of SED fitting better than previously possible. Below we discuss some of the assumptions intrinsic to each of the SED models, and how these could impact the derived results.
Star-formation history, stellar mass, and SFR
Perhaps the most critical parameter in the SED fitting is the assumed SFH. All SED-fitting algorithms rely on a grid of SFHs, but which differ in their formulation (see Table 1 ). The version of CIGALE used here defines a "delayed" SFH at early times, with a step-like change of the SFR added at more recent times; MAGPHYS adopts an exponentially declining SFR with random bursts of SF activity superimposed uniformly over the lifetime of the galaxy. GRASIL approaches the problem from a different point of view, namely to model the timescale of gas inflow and leave as an additional free parameter the efficiency of the conversion of gas into stars; the age of the galaxy results from the bestfitting SED. These differences in SFH among the models propagate to differences between the photometric recipes and model-derived quantities.
It has been argued that a necessary ingredient for deriving accurate stellar masses at high redshift is a bi-modal SFH, that is one with more than one episode of star formation (Micha lowski et al. 2014 ). On the other hand, Lo Faro et al. (2013) find that most of the IR-luminous galaxies at z ∼ 1 − 2 modeled with GRASIL do not require a two-component SFH. Conroy et al. (2010) analyzed the impact of SFH on the (UV-NIR) SED of simulated galaxies; the simulated galaxies were characterized by basically one star-formation episode each, but at different ages to distinguish passive from star-forming galaxies. CIGALE and MAG-PHYS both have bi-modal SFHs, with one or more recent bursts of star formation superimposed on an older episode; however the GRASIL libraries we use here have only a single episode whose timescale and efficiency are fitted parameters.
Despite the different approaches to SFH, the three codes generally give similar stellar masses and even SFRs. Given that the three codes result in similar M star values, it is likely that the three different recipes for SFH are equally effective for the nearby KINGFISH galaxies. Stellar populations for all codes are modeled with SSPs from Bruzual & Charlot (2003) , and use the Chabrier (2003) IMF. As discussed in Sect. 3.3.1, the best agreement with SED-derived M star and the reference M star values is for the Wen et al. (2013) luminosity-dependent Υ * formulation, rather than a constant Υ * (e.g., McGaugh & Schombert 2014). The latter gives M star that, on average, is 0.3-0.5 dex larger than derived from SED fitting, while the estimates using the luminosity-dependent Υ * (Wen et al. 2013) tend to be ∼0.1-0.3 dex too large.
Part of the discrepancy of the recipe M star may be from the contribution of warm dust to the 3.6 µm continuum ), which we did not correct for here (although we do correct for nebular contamination, see Appendix B.1); nevertheless, globally, the warm-dust component is expected to be rather small, (∼3-10%, Meidt et al. 2012 ) so probably cannot explain the systematic difference.
In addition, our assumption that IRAC 3.6 µm and WISE W1 fluxes are the same may also be incorrect in some cases; however, judging from our own photometry, they cannot be more than a few percent discrepant. Stellar masses derived from SED fitting are almost certainly superior, when there is sufficient data coverage (here also IR). Moreover, the relatively good agreement among the codes suggests that stellar masses can be consistently determined even under the rather different assumptions inherent to each of the models. Different formulations of SFH, SSPs, and extinction (see below) do not greatly affect the determinations of stellar mass, at least when IR data are included.
An important difference in the CIGALE modeling is that SFHs are included with a strong diminution of star formation in the recent past to allow for quenching (see also Ciesla et al. 2016) . Thus it is possible to model passive galaxies now forming few to no stars at all. However, the characterization of a very low level of star formation is particularly difficult. A SFR of 10 −7 M yr −1 will give an SED very similar to that obtained with an SFR of 10
as in either case, older stellar populations will contribute a large fraction of total dust heating. Indeed, for galaxies with sSFR < ∼ 3 × 10 −11 yr −1 [Log(sSFR/ yr −1 ) = −10.6], both CIGALE and MAGPHYS show differences in the estimates of SFR, L FUV , and A FUV compared to empirical recipes and to GRASIL. The differences in inferred SFR are evident even when the recipe SFR tracer relies on Hα+24µm, rather than FUV+TIR.
SFR estimates revisited to account for older stars
As discussed above, the codes incorporate different approaches to the parametrization of the SFH: CIGALE and MAGPHYS have a bi-modal SFH, while GRASIL relies on a single SF episode. As shown in mentioned above, CIGALE and to some extent also MAGPHYS underestimate SFR relative to the recipe for galaxies with low sSFR ( < ∼ 3 × 10 −11 yr −1 ). This could be consistent with the idea that the smoother SFH of GRASIL (because of the one-component SFH) is closer to the constant SFR assumption of the recipe value. Indeed, Boquien et al. (2014) found evidence that the usual assumption of a constant SFH over 100 Myr can cause discrepancies of ∼25% on average compared to the true SFR.
On the other hand, SFRs in galaxies with low sSFRs are notoriously difficult to measure (e.g., Schiminovich et al. 2007; Temi et al. 2009a,b; Davis et al. 2014) . Such galaxies are typically early types (ETGs), and the KINGFISH sample is no exception, even though there is not an exact one-to-one correspondence between Hubble type and sSFR. The UV upturn caused by extreme Horizontal Giant Branch stars can be an important component of UV flux in ETGs (e.g., Kaviraj et al. 2007) . Also FUV and Hα may be produced by photoionization from old stars, in particular pAGBs (e.g., Binette et al. 1994 ). As pointed out by Sarzi et al. (2010) , the ionizing continuum of pAGBs is not comparable to that of a single O-star, but their large numbers in ETGs make them the probable source of ionizing photons in this population.
The TIR component of the FUV+TIR SFR recipe is also potentially problematic because of a contribution from the low-mass evolved stellar population. This effect was noticed more than three decades ago with IRAS data, in which there was strong evidence for an increasing "cirrus" contamination in earlier Hubble types (Helou 1986; Sauvage & Thuan 1992) . The problem with TIR estimates of SFR because of dust heating by older stars is now well established (e.g., Walterbos & Schwering 1987; Pérez-González et al. 2006; Kennicutt et al. 2009; Bendo et al. 2010 Bendo et al. , 2012 Leroy et al. 2012; Boquien et al. 2014; Hayward et al. 2014; De Looze et al. 2014; Herrera-Camus et al. 2015; Viaene et al. 2017) . 24 µm luminosities, L 24 , can also be affected by older stellar populations, but in this case the contamination is from AGB circumnuclear dust shells (e.g., Bressan et al. 1998 Bressan et al. , 2002 Verley et al. 2009 ).
Thus we are left with the difficulty for low sSFR galaxies of how to calculate SFRs that better reflect the truth in order to compare with SED results. Despite possible problems with Hα, Temi et al. (2009a,b) and Davis et al. (2014) advocate for ETGs the use of SFRs from Hα+24 µm luminosities after the stellar contribution to the 24 µm emission is subtracted; here we adopt this method and re-compute the SFRs for the KINGFISH sample. Following Temi et al. (2009b) , we first calculated the L 24 , L 160 , and K s -band luminosities 9 , L Ks , from the data in Dale et al. (2017) . The ratios are shown in the upper panel of Fig. 11 , where the quiescent stellar component of 24 µm emission (normalized to K band, see Davis et al. 2014 ) is plotted as a horizontal dashed line. It is clear that galaxies with low sSFR (the KINGFISH × symbols, and virtually all the galaxies from Temi et al. 2009b ) have L 24 /L Ks ratios close to the quiescent stellar value. Fig. 11 (lower panel) also illustrates the trend between L 24 and L Ks , emphasizing the clustering of the ETGs in Temi et al. (2009b) around the regression line.
To correct the 24 µm luminosities, we first need to subtract the quiescent component. This approach was first pro-posed by Temi et al. (2009b) who used the galaxies shown in Fig. 11 to calibrate the 24 µm emission from "passive" stars; Davis et al. (2014) applied the method to a different sample observed with the 22 µm WISE band (W4), and we use their calibration:
with L 22 (≈L 24 ) in units of erg s −1 and L Ks in L . The smaller constant (30.1) found by Temi et al. (2009b) is consistent with Eqn. (11) given that their values of L Ks are in the mean 0.29 (± 0.08) dex larger than ours (and those in Davis et al. 2014) ; we have evaluated this offset using the 9 KINGFISH galaxies in common with Temi et al. (2009b) . Since the Davis et al. (2014) analysis relied on W4, rather than on MIPS 24, we have also checked that this does not introduce an additional discrepancy; we find a difference between the KINGFISH 24 µm and 22 µm Log(fluxes) of −0.03 ± 0.06 dex, and thus assume equality. Once we have subtracted this quiescent stellar emission from the observed L 24 (L 24 µm,cor = L 24 µm,obs − L 24 µm,passive ) we recalculate the SFRs using the same approach as in Appendix B.2 for 24 µm+Hα, but now with the corrected L 24 µm,cor .
This comparison is shown in Fig. 12 which is the same as Fig. 5 but with the 24 µm luminosities now corrected for stellar emission according to Eqn. (11). The comparison is not significantly changed, and in fact is slightly worse; the rms deviation for the original SFR (uncorrected for stellar emission) inferred from Hα+24 µm is 0.25 dex, 0.19 dex, and 0.26 dex, for CIGALE, GRASIL, and MAGPHYS, respectively (see Table 3 ). For a few galaxies, CIGALE in particular seems to find lower SFRs than what would be expected with the new estimates 10 . For NGC 1404, the new photometric SFR (and previous 24 µm+Hα estimate, see Table B .2) is almost certainly incorrect. The Hα measurement (see also Skibba et al. 2011 ) comes from the "radial strip" flux by Moustakas et al. (2010) , because there are no nuclear or circumnuclear fluxes, and the resulting Hα luminosity is >5 times brighter than 0.02 L 24 µm,cor that is the other term in the SFR calibration (see Appendix B.2). This seems unrealistic in such an ETG, so we do not consider this galaxy discrepant. The three remaining problematic galaxies are NGC 1316, NGC 4569, and NGC 4594, for which the new recipe SFR and the SED SFR by CIGALE differ by almost an order of magnitude. Both NGC 1316 (Fornax A) and NGC 4569 host an AGN, but the nuclear Hα flux is ∼8% and 24%, respectively, of the circumnuclear emission (Moustakas et al. 2010) , so the AGN is not dominating the Hα budget. The ratio of L 24 µm,passive /L 24 µm,obs for NGC 1316 and NGC 4594 is ∼30%, so not a huge correction; it is even smaller (∼4%) in NGC 4569
11 . In all these galaxies the contribution from Hα is 2-3 times lower than from 24 µm, so the reason for the discrepancy is not clear. However, it is likely that these early-type galaxies are in a "quenching" phase of their SFH, as discussed further in Sect. 5.1. 10 The most extreme deviant using SFR(FUV+TIR), NGC 584, as in Fig. 5 has no Hα measurement, so we do not consider it further. 11 NGC 4569 is not really an ETG, but rather an Hi-deficient Virgo cluster galaxy suffering from gas removal by ram-pressure stripping ).
Extinction, dust emission, and geometry
Both CIGALE and MAGPHYS require an energy balance (see Table 1 ), namely that the fraction of stellar radiation absorbed by dust is re-emitted in the IR. In both cases (see Table 1 for details), the form of the interstellar attenuation curve used in the CIGALE and MAGPHYS models is unrelated to the dust emissivity, but rather relies on a twocomponent dust model (e.g., Calzetti et al. 2000; Charlot & Fall 2000) to account for the differential reddening between stellar populations of different ages. MAGPHYS uses a timedependent attenuation law, while CIGALE lets vary some parameters of the shape of the attenuation curve, but neither account for radiation transfer. For CIGALE, dust emission is defined by the Draine & Li (2007) models, while for MAG-PHYS, dust is divided into two components, birth clouds and the ambient ISM, and emission within these components is modeled as a combination of PAH templates and MBBs at different temperatures; the dust power-law emissivities are different for the various components, but with the same normalization at long wavelengths.
GRASIL, on the other hand, considers three components of stars and dust: stars embedded within GMCs, stars having already emerged from their birth clouds, and diffuse gas (+ cirrus-like dust). Previous incarnations of GRASIL included dust emission from circumstellar dust shells around AGBs as in Bressan et al. (1998 Bressan et al. ( , 2002 , but here we use the Bruzual & Charlot (2003) stellar populations that are devoid of circumstellar dust. The geometry of each of these components is specified in the model, and radiative transfer is performed separately for each of the components assuming the Laor & Draine (1993) dust opacities/emissivities. Thus, for GRASIL, the effect of dust extinction is related, by definition, to dust emission because of the self-consistent definition of dust properties in the Laor & Draine (1993) dust opacity curve. GRASIL systematically gives higher M dust relative to the other codes, and also to DL07 and MBB dust estimates. Because GRASIL also includes the cool dust that shines at longer wavelengths, necessary to produce the dust extinction, this component may add mass relative to the warmer luminosity-weighted dust emission that dominates the SED.
While one or another approach may be more valid for starbursts or high-z galaxy populations, the KINGFISH galaxies studied here are equally well fit by all three models. Thus, the assumption of optically thin dust, which obviates the need for radiative transfer, does not seem to be a problem for this sample in terms of estimating M dust . This is because in these galaxies the bulk of the dust emits at longer wavelengths where the dust is optically thin, and because the long-wavelength dust emissivities adopted here are similar (see Sect. 3.3.3) . Moreover, the three rather different attenuation curves also do not seem to introduce significant discrepancies in the SED shapes, possibly because any variations are compensated for by differences in A FUV . Even though the assumptions made for dust attenuation and emission in each of the codes are quite different, in the end they lead to similar results, at least for the KINGFISH sample.
The difference of A FUV predicted by the Murphy et al. (2011 ) or Hao et al. (2011 formulations and those of the SED models may also depend on the implicit assumptions.
Article number, page 17 of 43 CIGALE, and MAGPHYS rely on attenuation curves whose fitted parameters account for geometry and extinction, while GRASIL takes into account the geometry of the dust and performs the radiative transfer. However, for all three models the estimated A FUV tends to be smaller than that given following Hao et al. (2011) . This is not surprising for two reasons: the first is the geometry of the attenuating dust relative to the emission sources, and the second is the homogeneity of the medium. For a given dust column (∝ τ dust ), a screen geometry would be expected to give larger attenuation relative to a mixed or more complex distribution of dust , so this could be one part of the explanation. Another part lies in the probable clumpiness of the dust distribution (e.g., Natta & Panagia 1984; Witt & Gordon 1996; Gordon et al. 2000) . If the dust is not uniformly distributed within the absorbing region, then the optical depth inferred from SED modeling would be smaller than that derived by assuming a homogeneous medium as done by Hao et al. (2011) . The homogeneous constant-density medium corresponds to the highest efficiency for dust attenuation given a specified dust mass (Witt & Gordon 1996) . This effect is clearly seen in the three-dimensional radiative transfer models of M 51 by De Looze et al. (2014); the larger the fraction of dust mass in dense clumps, the lower the inferred A FUV . Since GRASIL takes the dust distribution explicitly into account through geometry, this would explain the discrepancy in A FUV relative to Murphy et al. (2011 ) or Hao et al. (2011 . CIGALE and MAGPHYS also consider complex attenuation curves (see Sect. 2), and so implicitly also account for different dust distributions rather than homogeneous ones.
Metallicity
The CIGALE models used in this work adopt solarmetallicity SSPs, while MAGPHYS considers a range in metallicity for the SSPs (see Table 1 ). GRASIL instead models the metallicity evolution and gas content through CHE EVO, and relates the dust mass necessary for the SED's best-fit shape to the hydrogen gas mass. Consequently, metallicity is varied also (albeit indirectly) in the GRASIL models, through its relation to the dust-to-gas mass ratio, assumed to vary linearly with metallicity 12 . Despite these significant differences in treatment of metallicity, there seem to be no salient differences in the quality of the SED shape relative to the observed SED. It is also true that the KINGFISH sample does not probe metallicities below ∼20% Z , so it could be that lower metallicities are required to significantly reshape the SED. We are pursuing possible reasons for this in a future paper.
Scaling relations in the Local Universe
In what follows, we examine the derived quantities given by SED fitting in the context of several well-established scaling relations. Such scaling relations constrain the observed parameter space of galaxy populations, and may give important insight into the assumptions behind the SED models.
The star-formation "main sequence"
It is well known that M star and SFR are related both in local galaxies and at high redshift through the "star formation main sequence" (e.g., Brinchmann et al. 2004; Salim et al. 2007; Noeske et al. 2007; Karim et al. 2011; Elbaz et al. 2011) . We have investigated whether the KINGFISH SED results show a similar trend in Fig. 13 where Log(SFR) is plotted against Log(M star ). The dashed (gray) line shows the SFMS relation derived by Hunt et al. (2016) for galaxies in the Local Universe (including KINGFISH galaxies but with Also shown in Fig. 13 is the GALEX SDSS WISE Legacy Catalog (GSWLC) deep sample from Salim et al. (2016) ; the plotted points have been limited to the "Main Galaxy Sample" (MGS), and in redshift to 0.015 ≤ z ≤ 0.06, and there is no K-correction applied to the data. For the GSWLC sample, the SFRs are derived by SED fitting using a different version of the CIGALE code than we use here, in particular, a SFH comprising two-component declining exponentials. Moreover, we have adopted the infrared refinement of Salim et al. (2018) that takes into account the WISE 22 µm photometry to constrain SFR; there are no longer-wavelength constraints on the SED fitting. Here, and in subsequent figures, the GSWLC gray scales correspond to galaxy number densities within the sample, with outer contours delimiting 99.99%.
Most of the galaxies having disagreements between SED-derived SFRs and the recipe values are ETGs, and thus possibly in a quenching (or already quiescent) phase of their SFH. This is seen clearly in Fig. 13 with the superposition of the KINGFISH galaxies on the GSWLC locus below the main sequence having low SFRs at high M star ; galaxies (virtually all early-type) falling into this category are plotted with open symbols (because of their low sSFR) and labeled in Fig. 13 . ); the top panel shows SDSS u − r, and the bottom NUV−r. In both panels, the KINGFISH galaxies are superimposed on the GSWLC sample, taking only those galaxies with 0.015 ≤ z ≤ 0.06. As in previous figures, filled symbols correspond to high specific SFR (Log(sSFR/yr −1 ) > −10.6), and open ones to low specific SFR (Log(sSFR/yr −1 ) ≤ −10.6). In the top panel, the (green) dashed lines correspond to the separation of the "green valley" from the upper (red) and lower (blue) loci of SDSS galaxies as given by Schawinski et al. (2014) . In the bottom, we have included the NUV−r color range for the "green valley" transition proposed by Salim (2014) , together with the limit for ETG SF activity of NUV−r = 5.5 given by Kaviraj et al. (2007) . The green shaded area marks the (uncertain) boundary between star-forming and quiescent ETGs.
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We test further the idea that these galaxies are transitioning into a more quiescent SFH phase in the upper panel of Fig. 14 where we have plotted SDSS u − r colors against M star . Again the KINGFISH galaxies are superimposed on the GSWLC (Salim et al. 2016 (Salim et al. , 2018 where, as before, the redshift range is limited to 0.015 ≤ z ≤ 0.06, and only MGS galaxies are considered. The (green) dashed lines, taken from Schawinski et al. (2014) , delimit the transition green valley regime from the "red sequence" to the "blue cloud". Virtually all the galaxies in which SED-derived SFRs differ from the recipe values are upper "green-valley" or "redsequence" galaxies, at the massive end of the transition from bluer, star-forming ones.
However, it is well established that optical colors are less sensitive to low levels of SFR than the UV (e.g., Wyder et al. 2007; Schawinski et al. 2007; Kaviraj et al. 2007; Salim 2014) . NUV−r is particularly suited for examining weak SF because NUV traces young stars and r is a proxy for stellar mass. The lower panel of Fig. 14 thus plots observed NUV−r against sSFRs as estimated by the SED-fitting codes. As in previous figures, the KINGFISH galaxies are superimposed on the GSWLC sample, again limited to MGS galaxies and a redshift range of 0.015 ≤ z ≤ 0.06. The NUV−r color correlates well with sSFR, proving to be an effective diagnostic of the transition from star-forming galaxy populations to more passive ones (e.g., Salim 2014). ETGs with an NUV−r color < ∼ 5.5 are very likely to have experienced recent star formation, even when considering the contamination by UV upturn ), while galaxies with colors redder than this have very little molecular gas (Saintonge et al. 2011) and are almost certainly non-star-forming quiescent systems ). The SFRs from CIGALE and MAGPHYS are consistent with the GSWLC, and the observed NUV−r colors seem to indicate that the galaxies with particularly low sSFR (as determined by SED fitting), are in a quiescent phase of their SFH. On the other hand, GRASIL finds sSFRs that are higher for these galaxies but not inconsistently with what could be expected given their NUV−r colors.
As discussed above (Sect. 3.3.2, Sect. 4.2), galaxies with very low sSFR are difficult to model because of the potential similarity/degeneracies in SEDs in this parameter range. Such difficulties are also seen in the comparisons with reference quantities shown in Figs. 5, 8, and 12 where parameter estimations show discrepancies with SFR and L FUV relative to some of the models. The essence of the problem is the SFH, and how we can ascertain observationally whether or not galaxies are already in the quenching phase.
Dust mass, star-formation rate, and stellar mass
Using MAGPHYS, da Cunha et al. (2010) found that M dust and SFR are also tightly correlated in a large sample of SDSS galaxies with IR photometry from IRAS. We have explored this scaling relation in the KINGFISH galaxies using quantities derived from our SED fitting. This correlation is seen not only with MAGPHYS, but also with CIGALE and GRASIL as shown in Fig. 15 where the M dust -SFR correlation is illustrated (only the 58 galaxies with sufficient IR photometry are plotted); the da Cunha et al. (2010) relation is given by a (gray) dashed line and the best-fit robust KINGFISH correlations (for each algorithm separately) by solid ones. (2010) for SDSS galaxies. The gray area illustrates the ± 1σ range around the mean slope: here σ corresponds to the mean rms of the three individual fits, and the mean slope to the mean of the three individual slopes. As in previous figures, filled symbols correspond to high specific SFR (Log(sSFR/yr −1 ) > −10.6), and open ones to low specific SFR (Log(sSFR/yr −1 ) ≤ −10.6).
M dust and SFR are fairly well correlated in the KINGFISH galaxies with a scatter of ∼0.4-0.5 dex.
Over four orders of magnitude in M dust and SFR, the scatter is smaller than that found for the KINGFISH SFMS, and is probably suggesting something fundamental about the relation of dust mass, gas mass, and SFR as discussed by da Cunha et al. (2010) . Again, galaxies with low sSFR are problematic, emerging as galaxies whose SFRs are too low for the inferred dust content; low levels of SFR are difficult to constrain observationally since evolved stars are expected to dominate the dust heating.
In their metal census in star-forming galaxies at z ∼ 0, Peeples et al. (2014) find a correlation between M dust and M star using a dataset similar to the KINGFISH sample studied here. We reassess this correlation based on our SEDfitting results in Fig. 16 , where M dust is plotted against M star in logarithmic space. The different SED algorithms give similar slopes (∼ 0.8 − 0.9), although GRASIL is slightly shallower (∼ 0.7). These regressions are consistent with that found by Peeples et al. (2014) : Log M dust = 0.86 Log M star −1.31. With the expression for gas-mass fraction as a function of M star by Peeples et al. (2014) , this expression gives gas-to-dust ratios of between ∼80 and 200 for a galaxy with M star ∼ 10 10.5 M . Because of the relatively strong correlations of both M dust and M star with SFR (see Figs. 13, 15) , we might expect the relative dust content, as measured by dust-to-stellar mass ratios, to depend on SFR. Dust content is also thought to depend on metallicity (as measured by its emission-line proxy O/H), and on IRX, the logarithm of the ratio between L TIR and (observed) L FUV ; thus M dust /M star could also correlate with these quantities. These trends are shown in Fig. 17 where we have plotted the different SED-fitting algorithms with different symbols as before. Here we have taken the metallicities from Aniano et al. (2018) where the original determinations by Moustakas et al. (2010) (see also Kennicutt et al. 2011) have been converted to the nitrogen calibration of Pettini & Pagel (2004, hereafter PP04N2) according to the prescriptions of Kewley & Ellison (2008) . For more details, see Aniano et al. (2018) .
Overall, there appears to be little dependence of M dust /M star on either SFR or O/H in these galaxies. However, there is a weak trend of M dust /M star with IRX, with rms deviations of ∼0.4 dex. The individual slopes of GRASIL and MAGPHYS are consistent, but the CIGALE slope is shallower (∼ −0.27 for GRASIL, MAGPHYS and −0.12 for CIGALE) (see right panel of Fig. 17) ; the mean relation (averaged over the three SED algorithms) is Log(M dust /M star ) = −2.5 − 0.25 IRX. If only the high sSFR points are included in the fit, the slope is shallower (−0.18) and the scatter is smaller (0.18-0.26 dex). Thus, the SED fitting of the KINGFISH galaxies implies that the dust-to-stellar mass ratio decreases with IRX, but not very steeply and with large scatter; for more than three orders of magnitude of change in IRX, the M dust /M star ratio decreases by only a factor of ∼10 (not considering the low sSFR objects).
Infrared-to-ultraviolet luminosity ratio, IRX
Attenuation of UV light is also expected to depend on relative dust content, and IRX is one way to quantify this attenuation (e.g., Kong et al. 2004; Cortese et al. 2006; Boquien et al. 2009; Hao et al. 2011; Boquien et al. 2016; Viaene et al. 2016) . However, IRX is somewhat dependent on the age of the dust-heating populations, so may vary with other parameters besides dust content. In Fig. 18 , we compare IRX from the SED fitting of KINGFISH galaxies with the PP04N2 O/H calibration as in Fig. 17 , and SED-derived M star and SFR. The left panel of Fig. 18 shows the correlation of IRX with M star (Pearson correlation coefficient ρ = 0.6-0.7). Although the formal dispersion is high ∼0.6 dex, it is mostly due to the three outliers with IRX>2: NGC 1266, an S0 galaxy with a molecular outflow (Pellegrini et al. 2013); NGC 1482, an S0 galaxy with a dusty wind (McCormick et al. 2013) ; and NGC 2146, a luminous IR galaxy with L TIR = 1.3 × 10 11 L and a powerful outflow in atomic, ionized, and molecular gas (Kreckel et al. 2014) .
That IRX, a measure of dust attenuation, is roughly correlated with M star is probably not surprising given the relation between visual extinction A V and M star found by Garn & Best (2010) . A similar relation between UV attenuation and M star is evident over a wide range of redshifts (e.g., Pannella et al. 2009; Whitaker et al. 2014; Pannella et al. 2015; Bouwens et al. 2016) . The "consensus relation" found by Bouwens et al. (2016) for galaxies at z ∼ 2 − 3 is also shown as a (green) shaded region in the left panel of Fig. 18 ; with unit slope, it is steeper than the trends given by our SED-fitting algorithms, and could indicate selection effects at high redshift given that the KINGFISH sample probes more than two orders of magnitude lower in M star . It could also point to different geometries for high-z galaxies compared to local ones. We find a mean regression of IRX = −3.4 + 0.41 Log(M star ). Over the mass ranges probed by the Bouwens et al. (2016) study, there is no strong evidence for evolution, at least to z ∼ 3, consistently with the conclusions of Whitaker et al. (2014) who noted little evolution at low stellar masses < ∼ 3 × 10 10 M .
The middle panel of Fig. 18 illustrates the trend of IRX with SFR; the correlation is weaker than with M star (ρ = 0.4-0.6), although excluding the low sSFR galaxies [with Log(sSFR/yr −1 ) ≤ −10.6] would improve the tightness of the trend. The steepest power-law index is given by the GRASIL fits (0.49), and the shallowest by CIGALE (0.31); the mean regression (averaged over the three fitting algorithms) is IRX = 0.78 + 0.39 Log(SFR) that is reflecting the increase of dust content with SFR (e.g., Fig. 15) .
Because of the tendency of dust content to increase with metallicity, many previous studies have examined the trend of IRX and metallicity in nearby galaxies (e.g., Heckman et al. 1998; Cortese et al. 2006; Johnson et al. 2007; Boquien et al. 2009 ). The correlation of IRX and metallicity shown in the right panel of Fig. 18 is thus not a new result although here we confirm it with the KINGFISH sample, albeit with large spread at Solar metallicity. The regressions found by Cortese et al. (2006, slope ∼1.4 ) for normal star-forming galaxies and by Heckman et al. (1998, slope ∼1 .2) for starbursts are shown as solid (green) lines, enclosing the green-shaded region. We find similar trends with power-law indices ranging from ∼1.2 (GRASIL) to 1.4
Article number, page 21 of 43 The left panel includes the "consensus" relation for galaxies at redshifts z ∼ 2 − 3 found by Bouwens et al. (2016) , and shown as a green shaded region. As in Fig. 17 , the right panel shows the PP04N2 calibration for 12+log(O/H) as described in the text. Also shown in the right panel is the correlation between IRX and O/H found for normal star-forming galaxies by Cortese et al. (2006) and for starbursts by Heckman et al. (1998) ; the region enclosed between these two relations is green-shaded, and is slightly steeper than the mean relation. As in previous figures, open symbols correspond to galaxies with low sSFR [Log(sSFR/yr −1 ) ≤ −10.6], and filled symbols to high sSFR [Log(sSFR/yr −1 ) > −10.6]. The three KINGFISH galaxies with IRX > 2 are NGC 1266 (IRX = 3.3), NGC 1482 (IRX = 2.8), and NGC 2146 (IRX = 2.6); the first two are early type S0's and NGC 2146 is a luminous IR galaxy.
(CIGALE) and 1.5 (MAGPHYS). Given the different metallicity calibrations and the previous lack of Herschel data that would be expected to lower the IR contribution, the agreement is fairly good between our determination and previous ones. Here the scatter is high, ∼0.5-0.6 dex (ρ = 0.4 − 0.5), but again mostly due to the three outliers at high IRX. The mean regression averaged over the three SED algorithms is: IRX = 0.28 + 1.4 (12+log(O/H)-8.0) In conclusion, for the Article number, page 22 of 43 KINGFISH galaxies IRX is at least approximately related to M star , SFR, and O/H, as might be expected given that dust attenuation should grow with the increase of each of these quantities.
Inferring stellar masses from IRAC and WISE W1 luminosities
The SED-derived M star values can be used to derive massto-light ratios and thus a new recipe for stellar masses and M/L ratios in the mid-infrared, from Υ [3.6] , based on IRAC 3.6 µm luminosities, or equivalently Υ W1 based on WISE W1. The super-linear power-law index for the trend of SED-M star vs. M star derived with a constant Υ * ratio indicates that the Υ * ratio increases with increasing L 3.6 , similar to the trend found by Wen et al. (2013) with L W1 . As we argued in Appendix B.1, IRAC 3.6 µm and WISE W1 photometry is virtually indistinguishable, and here we analyze only L W1 in order to compare with the GSWLC (Salim et al. 2016 (Salim et al. , 2018 
(12) Figure 19 shows the mass-to-light ratio inferred from M star from the SED algorithms divided by the W1 luminosity L W1 , together with the best-fit regressions given in Eqn.
(12). As seen in Fig. 19 , these expressions reproduce the SED-derived M star values with rms deviations of 0.11 dex, 0.16 dex, and 0.21 dex for CIGALE, GRASIL, and MAGPHYS, respectively; moreover, the slopes (+1) are identical to those given in Table 3 for L 3.6 , reinforcing the notion that IRAC 3.6 µm and WISE 3.4 µm photometry is indistinguishable. The power-law slopes are significantly larger than zero implying that to within the scatter, the M/L ratio at 3.4 µm depends on luminosity as also found by Wen et al. (2013) . To calculate M star with the Wen et al. (2013) formulation (see Appendix B.1), we adopted their variation with Hubble type which assumes slopes between 1.03 and 1.04; however, values from the SED-fitting codes are better fit with larger slopes [see Table 3 and Eqn. (12)]. A comparably large slope connecting M star and L W1 was obtained by Wen et al. (2013) for the sample as a whole (1.12), with active galaxy nuclei (AGN) having a steeper trend (1.13) than either composite (star-forming and AGN hybrids with 1.08) or late Hubble types (1.03).
Several previous studies have found that a constant value of Υ [3.6] ∼ 0.5−0.7 fits SSP-derived stellar masses quite well (e.g., Oh et al. 2008; Eskew et al. 2012; Meidt et al. 13 We have taken L (W1) to be 1.68×10 32 erg s −1 (see also Cook et al. 2014) , assuming that the W1 Solar (Vega) magnitude is 3.24 (Norris et al. 2014; Jarrett et al. 2013) , and that the W1 zero-point calibration is 309.5 Jy (Jarrett et al. 2013) . 2012; McGaugh & Schombert 2014; Meidt et al. 2014; Norris et al. 2014; McGaugh & Schombert 2015; Querejeta et al. 2015) . For L W1 = 10 11 L (W1) (see Fig. 19 ), we would infer (with CIGALE) Υ W1 = 0.3, roughly 2 times smaller. From dynamical considerations of the vertical force perpendicular to the disk in 30 galaxies, Martinsson et al. (2013) 
, consistent with what we have derived from SED fitting. Just et al. (2015) analyzed a new sample of stars in the Milky Way and obtained a local volumetric mass-to-light ratio Υ
[K] = 0.31 ± 0.02, the same as found by Martinsson et al. (2013) . Ponomareva et al. (2018) compared Υ [3.6] from various methods, and found that SED fitting and dynamical arguments tend to give lower Υ [3.6] than values derived from correlations with NIR color (e.g., Eskew et al. 2012; Meidt et al. 2014; Querejeta et al. 2015) . Moreover, Fig. 19 shows a steepening luminosity dependence of Υ W1 beginning around L W1 ∼ 3 × 10 10 L ; thus the higher M/L ratios could also be a function of more massive samples under consideration. In any case, because the reason for these discrepancies is not yet understood, the stellar mass scale is evidently pervaded by a systematic uncertainty of roughly a factor of two (e.g., McGaugh & Schombert 2014) .
Unlike global assessments of galaxy mass, to ensure that region-by-region cumulative stellar masses agree with globally measured values, resolved studies of stellar mass surface density require an approach that is linear with luminosity. Here we attempt to furnish color-dependent recipes that can be used within galaxies, rather than only between Article number, page 23 of 43 galaxies. Our approach is similar to that of Eskew et al. (2012); Meidt et al. (2014); Querejeta et al. (2015) , but here we incorporate the vast range of photometric bands available for the KINGFISH sample. The idea is to compensate the non-linear slope of the M star -luminosity trend by exploiting the color-magnitude effect; colors typically change with luminosity (reflecting trends with age and metallicity), thus implying a change in M/L. We have investigated several single colors (ranging from FUV/NUV to W1-W3), and have also assessed the improvement offered by introducing two colors rather than only one. Judging from Zibetti et al. (2009) , one of the best colors for reducing scatter in M/L ratios should be SDSS g − i; for the KINGFISH sample, the g − i color does a good job of reducing the scatter in the Υ W1 ratio (0.066 dex w.r.t. 0.11 dex for CIGALE M star ), but this includes a residual non-linear slope with L W1 luminosity. Imposing linearity for Υ W1 gives an increased rms scatter for Υ W1 vs. g − i of 0.075 dex (CIGALE) . Other single colors we tested (in the AB system) under the necessity of imposing linearity with L W1 luminosity include FUV-NUV, NUV-(W1, W3), NUV−r, NUV−J, r − J, i − H, r−(W1,W3), J − H, J−(W1, W2, W3), and W1−W3. Fig. 20 shows Υ W1 plotted against the single colors that most reduced the rms scatter for the KINGFISH sample; the best color is J−W3 (with rms σ of 0.05 dex for CIGALE, left panel), followed closely by W1−W3 (rms σ = 0.06 dex for CIGALE, middle). Meidt et al. (2014) and Querejeta et al. (2015) have used W1−W2 to refine M/L ratios in the midinfrared (Υ [3.6] , Υ W1 ), and we have compared this color with our best-fit results in the right panel of Fig. 20 . Compared to the W3 colors (J−W3, W1−W3), W1−W2 gives a slightly worse fit to SED-derived Υ W1 (rms σ ∼0.08 dex for CIGALE). Part of the reason for this could be simply the smaller dynamic range of the W1−W2 color: ∼0.4 AB mag relative to ∼5 AB mag for J−W3 and ∼4 AB mag for W1−W3. In other samples, the ranges in these colors tend to be even smaller, given that KINGFISH encompasses low mass, blue, dwarf galaxies, often excluded by sensitivity considerations. After experimenting with some additional colors (e.g., NUV−W1, NUV−J), with two colors the improvement in the scatter of Υ W1 was marginal; we were unable to reduce the scatter below ∼0.05 dex in any case. M/L ratios derived from CIGALE M star are generally less noisy with color (and luminosity) than those from either GRASIL or MAGPHYS; the reasons for this are not completely clear. Summarizing, our best recipes for resolved studies of stellar masses within galaxies are given by (see Fig. 20 ):
(with rms deviations of 0.05 dex, 0.17 dex, and 0.16 dex for CIGALE, GRASIL, and MAGPHYS, respectively), and
(with rms deviations of 0.06 dex, 0.17 dex, and 0.14 dex for CIGALE, GRASIL, and MAGPHYS, respectively). Although the KINGFISH sample is much smaller in number than the SDSS collection adopted by Wen et al. (2013) , it spans a large range of Hubble types and more than four orders of magnitude in M star . The detailed SED fitting done here may be a better representation of stellar mass, implying a steeper variation of M/L ratio with L W1 (or L 3.6 ) than previously determined. This is borne out by the comparison with the large GSWLC sample (Salim et al. 2016) , suggesting that sample selection is important because of the color dependence of the M/L ratio. Nevertheless, the comparison with the GSWLC also suggests that simple power-law recipes relating Υ W1 (or Υ [3.6] ) to AB colors are insufficient to completely capture the behavior shown by the GSWLC: M/L is apparently constant until a threshold where M/L decreases with increasing color. Especially for extreme starbursts, it is important to subtract non-stellar emission (e.g., ionized gas continuum, hot dust) from the flux as we have described in Appendix B.1 (see also, e.g., Querejeta et al. 2015) . It is also essential to avoid application of the non-linear relations in Eqn. (12) to resolved measurements of stellar mass surface density.
Principal component analysis
Because of the mutual correlations of M star , M dust , and SFR, it is likely that one or more of them is just a secondary consequence of a fundamental, intrinsic, relation. In this case, these three variables could define a planar relation, based on just two parameters, and it is important to know which of these three is the most fundamental in defining the correlations. To accomplish this, a PCA is an ideal tool. A PCA essentially diagonalizes the three-dimensional covariance matrix, thus defining the "optimum projection" of the parameter space which minimizes the covariance. The orientation is defined by the eigenvectors, which by definition are mutually orthogonal. For a truly planar representation, we would expect most of the variation to be contained in the first two eigenvectors; for the third, perpendicular, eigenvector, the variance should be minimal.
We have performed a PCA on Log(M star ), Log(M dust ), and Log(SFR) for each SED -fitting algorithm, and one for the independently-determined recipe quantities. For the independently-determined quantities, we have adopted the M star values derived with the Wen et al. (2013) formulation, M dust DL07 values from Aniano et al. (2018) , and SFRs calculated with FUV+L TIR . Results of the PCA of these variables show that they truly define a plane: 92% of the variance is contained in the first eigenvector (E1), ∼5% in the second (E2), and only ∼3% in the third (E3)
14 . Figure  21 illustrates the eigenvectors, and the different projections of the plane: E1 (PC1) has roughly equal contributions from all three parameters, and E2 (PC2) has virtually no dependence on M dust . Interestingly, the galaxies with low sSFRs are the most discrepant from the main trends, independently of the fitting algorithm.
The eigenvector containing the least variance, E3 (PC3), is dominated by M dust . Thus, by inverting the expression for E3, it is possible to calculate M dust from SFR and M star , to an accuracy that corresponds to the scatter of the PCA estimation. The PCA inference of M dust from M star and SFR is shown in Fig. 22 , where we have compared M dust that would be derived from the PCA (as a function of M star and SFR) against the true (observed) values of M dust using the values independently determined and from SED fitting. Results show that with knowledge of only M star and SFR for galaxies like those in the KINGFISH sample, mainly main sequence galaxies, we can estimate M dust to within a factor of 2 (σ ∼0.26 dex) through the equation:
log(M dust ) = 1.13 log(SFR) + 0.14 log(M * ) + 5.77 ,
where M dust and M star are in units of M , and SFR in M yr −1 . Eqn. (15) is the equation resulting from the independent-parameter PCA with M dust from DL07 models (Aniano et al. 2018) , while the PCA from MBB M dust values is somewhat different (σ ∼0.31 dex):
Those for the SED-fitting algorithms are close to these:
GRASIL (σ = 0.32 dex): log(M dust ) = 1.16 log(SFR) + 0.072 log(M * ) + 6.76 (18)
The seemingly innocuous differences in the behavior of the three SED-fitting codes emerge strikingly in the PCA. In Table 1 ). Independently of the SED code, we might expect that M dust depends on metallicity (or its common proxy, oxygen abundance O/H), so we have also performed a PCA on a set of four quantities, M star , M dust , and SFR as before, but now including 12+log(O/H). As in the previous section, we have taken the values of 12+log(O/H) from Aniano et al. (2018) converted to the nitrogen calibration of Pettini & Pagel (2004) according to Kewley & Ellison (2008) . In this case, the least variation is contained in the eigenvector dominated by O/H, similar to other PCA analyses including M star , SFR, and O/H of galaxies (e.g., Hunt et al. 2012; Bothwell et al. 2016; Hunt et al. 2016) . Thus, 12+log(O/H) can be expressed as a linear combination of terms depending on M star , M dust , and SFR to the accuracy (mean dispersion) of the PCA, in this case 0.14 dex.
However, this mean dispersion is similar to that obtained by a 3-component PCA without M dust , namely with M star , SFR, and 12+log(O/H). For a sample of ∼1000 galaxies up to z ∼ 3.7 using the PP04N2 O/H calibration, Hunt et al. (2016) find a mean dispersion of ∼0.16 dex of such a PCA. Performing a similar 3-component PCA analysis on the ∼60 KINGFISH galaxies alone gives a mean dispersion of 0.15 dex, not significantly larger than with the 4-component PCA including M dust . This is telling us that the addition of the M dust parameter does not help to reduce the scatter of the PCA. The correlations of M dust with M star and SFR make M dust superfluous in describing the scalArticle number, page 25 of 43 ing relations with metallicity. In fact, we have inverted the 4-component PCA to derive M dust , even though the M dustdominated eigenvector does not contain the least variation; the result is an expression for M dust which has the same dispersion as that without 12+log(O/H) (∼0.3 dex). Thus, for the KINGFISH sample, it seems that M star and SFR are sufficient to determine M dust to within a factor of two. Moreover, M dust is not needed to determine 12+log(O/H) to an accuracy of ∼0.14-0.15 dex; M star and SFR alone are also sufficient to describe metallicity. Ultimately, at least for the KINGFISH galaxies, the relative importance of current star formation (SFR) and past star formation (M star ) essentially drive the observed dust content and metallicity.
Summary and conclusions
We have fit the observed SEDs (Dale et al. 2017 ) of the 61 galaxies from KINGFISH with three well-known models: CIGALE (Noll et al. 2009 ), GRASIL MAGPHYS (da Cunha et al. 2008) . Although these codes differ in their approach to defining SFHs and dust attenuation, they all provide excellent approximations to the shape of the observed SEDs with rms deviations ranging from (0.05-0.08 dex); these values are comparable to the typical uncertainties in the fluxes (Dale et al. 2017) . Nevertheless, the three algorithms show significantly different behavior in the mid-infrared: in the 25-70 µm range where there are no observational constraints, but also between 5 µm and 10 µm where the SED is constrained by observations and dominated by PAH emission. We summarize below the comparison of the associated SED derived quantities with recipederived values of M star , SFR, M dust , and monochromatic luminosities.
-Stellar masses estimated with simple methods are fairly consistent with the SED-fitting results to within < ∼ 0.2 dex (see Fig. 4 ). Nevertheless, the assumption of the "standard" (e.g., McGaugh & Schombert 2014) constant 3.6 µm M/L ratio results in super-linear powerlaw slopes relative to SED-inferred values, and overestimates M star by ∼0.3-0.5 dex. -Although there is generally good agreement between SED-derived SFRs and those estimated either from FUV+TIR or from Hα+24 µm luminosities, in galaxies with low sSFRs ( < ∼ 3 × 10 −11 yr), recipe SFRs are larger than those from CIGALE and to some extent MAGPHYS. SFRs in galaxies without IR constraints can create some difficulties for GRASIL (see Fig. 5 ) -The most salient difference among the three fitting codes is in the determination of M dust ; GRASIL tends to give
Article number, page 26 of 43 dust masses that are larger than either CIGALE or MAG-PHYS (or the recipe values) by a factor of ∼0.3 dex (see Fig. 6 ). Because it is the only code that performs radiative transfer in realistic geometries, this may be telling us that the usual methods of deriving M dust are underestimating dust mass even in "normal" galaxies like the KINGFISH sample. -Infrared luminosity L TIR is the most robust recipe estimate, consistent with all the SED-inferred values to within 0.02-0.09 dex (see Fig. 7 ). FUV luminosity L FUV derived from photometry and corrected using IRX (e.g., Hao et al. 2011; Murphy et al. 2011 ) is within 0.08 − 0.13 dex of the L FUV from the SED (Fig. 8) , although the recipe estimate of FUV extinction A FUV is too high compared with all three SED codes (see Fig. 9 ). This is almost certainly due to a clumpy dust distribution that, for a given IRX value, would reduce the effective attenuation, relative to the uniform dust screens implicitly assumed by the IRX recipes.
We have explored scaling relations based on the derived quantities from SED fitting, and confirm previously established relations including the SFMS, the correlation between M dust and SFR (e.g., da Cunha et al. 2010), between M dust and M star (e.g., Peeples et al. 2014) , and various scalings of IRX including M star , SFR, and O/H (see Fig. 18 ). Galaxies with low sSFRs tend to be either on the red sequence as quenched systems or in a pre-quenching phase of their SFHs, as reflected by their UV-optical colors and discrepancies between recipe and model SFRs. As seen in Fig. 14 , these disagreements occur primarily in galaxies with red NUV−r > ∼ 5, where the correlation between NUV−r and sSFR begins to degrade and flatten.
We have established a new expression for M star depending on L W1 and colors that is accurate to 0.06-0.17 dex [see Eqns. (12, 13, 14) ]. In addition, to further investigate possible dependencies among the fundamental quantities, we have computed a PCA of the KINGFISH sample using M star , SFR, O/H, and M dust . The result is that both O/H and M dust can be expressed to within good accuracy using only M star and SFR. The PCA of M star , SFR, and M dust is to our knowledge a new result, and enables estimating dust mass to within a factor of 2 using only M star and SFR [see Eqns. (15, 16) ].
Overall, our results suggest that there are two main challenges to global SED fitting of galaxies. The first is the problem of assessing dust mass and the dust properties that shape attenuation curves. Dust luminosity drives the infrared shape of the SED, but absorption and attenuation are governed by dust mass and also strongly affected by geometry and dust inhomogeneities. The absorbing (and scattering) dust is not necessarily the same dust as the dust that dominates the emission of the long-wavelength SED. A galaxy's inclination is also crucial because the lines of sight in the outer regions include cooler dust that may not be detectable at low inclination. Inferring dust properties from SED fitting requires a large spectral range in photometry, but even then, accurate dust masses are difficult to obtain; this is mainly because of the temperature mixing along the line of sight (e.g., Hunt et al. 2015a ), but also because of the lack of consensus about dust opacities (see Sect. 3.3.3) .
A second challenge is the inherent degeneracy of using SED fitting to derive fundamental properties of galaxies such as SFRs and SFHs. We have shown that galaxies with low sSFRs are problematic, and the lack of diagnostic power of the SED gets translated into problems with L FUV and attenuation as measured by A FUV (see e.g., Figs. 5, 8, 9) . Evidence shows that most of the problematic galaxies with low sSFRs are in a quenching or pre-quenching phase (see e.g., Figs. 13, 14) . Thus an important, possibly the most crucial, aspect of SED fitting is the approach to SFHs, and consequent degeneracies in connecting a specific SFH with a specific form of the SED. There is an ambiguity of heating sources for dust (young vs. old stars), and in the MIR spectral regime, there are mixed contributions of ionized gas, stellar photospheres, and hot dust, both stochastically-and bulk-heated. These aspects of the emerging SED are dependent on the evolutionary phase of the galaxy as determined by its SFH. The different approach of GRASIL may be an advantage particularly in the case of low sSFRs, because the shape of the SED is not directly connected with the fitted parameters (see Table 1 ).
Although CIGALE, GRASIL, and MAGPHYS are rather different in their approaches to fitting SEDs, they are all extremely successful in reproducing the observed SED shapes. Throughout the paper, we have emphasized that the three codes give generally similar estimates of the fundamental quantities M star , SFR, M dust , dust optical depth, and monochromatic luminosities. The implication is that in some sense the problem is overdetermined, that is the number of parameters necessary to construct a SED model exceeds the number of unknown quantities defining its shape. Thus, either the SED fitting is not altogether sensitive to the specific underlying physics or there are "hidden" dependencies among the fundamental quantities. Indeed, these emerge as scaling relations that are observed broadly among all galaxy types.
Given the amount of already available new FUV, IR, and mm data, together with observations of atomic and molecular gas (e.g., Salim et al. 2016; De Vis et al. 2017; Orellana et al. 2017) , it is paramount to establish the systematics of different SED models. The models tested here are expected to remain at the state-of-the-art for many years to come, given their current success in fitting panchromatic galaxy SEDs. Their further application to larger datasets containing galaxies with more extreme properties has been, and will continue to be, an important tool for understanding galaxy evolution both in the nearby and distant universe. Dale et al. (2017) overlaid with the best-fitting SED models inferred from the SED fitting tools MAGPHYS (red curve), CIGALE (dark-orange curve) and GRASIL (blue curve). The dashed curves represent the (unattenuated) intrinsic model emission for each SED fitting method (using the same color coding). The bottom part of each panel shows the residuals for each of these models compared to the observed fluxes in each waveband. Gray arrows points show the upper limits when available. Article number, page 33 of 43 Bianchi (2013) , but using the updated Herschel fluxes (see Dale et al. 2017 ) and the revised Herschel filter transmission curves; as in Bianchi (2013) , the dust opacities are taken from the DL07 models. These new M dust values are, on average, 0.83 times those found by Bianchi (2013) , with most of the change due to the updated flux values. Three KINGFISH galaxies are missing the requisite IR detections to infer M dust : DDO 154, DDO 165, and NGC 1404. For completeness, we also include in the comparison the updated M dust values taken from Aniano et al. (2018, their Table 10) . These values are derived using the DL07 models presented by Aniano et al. (2012) , but have been renormalized taking into account the post-Planck results (Planck Collaboration et al. 2016 ).
Appendix B.4: Reference luminosities and attenuation
We have calculated L TIR as suggested by DL07 based on Spitzer photometry and by Galametz et al. (2013, G13) by combining Spitzer and Herschel. DL07 gives an analytical expression for L TIR based on luminosities at IRAC 8 µm, and the MIPS bands at 24, 70, and 160 µm. The expression is calibrated on their models and describes the modeled L TIR to within ∼ 10%. From G13, we took the formulation (from their Table 3) for L TIR based on the linear combination with the lowest RMS error, normalized to the mean values of global flux density. To optimize the choice of indicator, we also considered the one based on the largest number of detections for the KINGFISH galaxies (somewhat fewer galaxies were detected with SPIRE). With these constraints, the best G13 recipe, also calibrated on the DL07 models, is based on MIPS 24 µm, and two PACS bands, 70 and 100 µm (see Table B .1).
The FUV luminosity, L FUV = ν FUV FUV (λ = 0.15 µm), is calculated from the observed FUV fluxes corrected for extinction, according to Murphy et al. (2011) , based on IRX, the logarithm (base 10) of the ratio of L TIR to observed FUV luminosity, L FUV 15 . The constant 0.43 relating L TIR to L FUV of Murphy et al. (2011) is close to the value of 0.46 found by Hao et al. (2011) , and the two estimates give similar results. IRX is a relatively robust indicator of dust attenuation because it is based on energy balance arguments, and is almost independent of dust properties and dust geometry relative to heating sources (e.g., Buat et al. 2005; Hao et al. 2011 ). The FUV attenuation, A FUV (λ = 0.15 µm) is taken accordingly from Murphy et al. (2011) , again using L TIR from the G13 formulation (see Table B .1). 
