Abstract. We consider the nonlinear interaction of internal waves and surface waves in a threedimensional fluid composed of two distinct layers. Using Hamiltonian perturbation theory, we show that long internal waves are modeled by the KPII equation and generate a resonant interaction with modulated surface waves at resonant wavenumbers. The surface wave envelope is described by a linear Schrödinger equation in two space dimensions with a potential given by the internal wave. We review the two-dimensional case where an analysis of the model equations, in analogy with radiative absorption in the semi-classical limit, provides an explanation of characteristic features observed on the sea surface due to the presence of an internal wave. In the three-dimensional case, for an internal wave in the form of an oblique line soliton, it is possible to relax the resonance condition to one admitting families of carrier frequencies. We also discuss open problems related to more general KP internal waves.
Introduction
Internal waves are commonly generated in oceans that are stratified due to temperature or salinity variation. Observations have shown that internal waves may give rise to characteristic features on the sea surface, in the form of narrow strips of rough water referred to as 'rip' regions, and the 'mill-pond' effect of an almost completely calm sea after the internal wave passage, as reported by Osborne and Burch [17] .
In recent work restricted to the two-dimensional setting [8, 9] , we proposed an explanation of these observations. Our theory provided asymptotic equations that model the resonant interaction of internal and surface waves in a physically relevant scaling regime, namely long internal waves interacting with modulated quasi-monochromatic surface waves. We analyzed and interpreted observations with analogy to quantum mechanics, noting that the regime of interest corresponds to the semi-classical limit of the Schrödinger equation for which the potential is an internal soliton of depression. Using these model equations, we were able to quantify the narrowness of the rip, its location with respect to the center of an internal solitary wave, and we related the mill-pond effect to the reflection and transmission coefficients for the solution of the semi-classical Schrödinger equation.
In the present paper, we extend the derivation of the coupled model to the threedimensional case. The starting point of our analysis is the Euler equations for threedimensional two-layer potential flows. In Section 2, these equations are expressed in the form of a Hamiltonian system where the Hamiltonian is naturally the total energy, and the four canonical variables are the interface and surface elevations as well as two quantities related to the traces of the velocity potentials. For this purpose, a threedimensional formulation of the Dirichlet-Neumann operator for the two-layer system is also presented. In Section 3, we revisit the linear analysis near the state at rest and give a normal mode decomposition that identifies the interacting modes. In Section 4, we propose a choice of the scaling regime adapted to the physical situation and, through a sequence of canonical transformations, we derive an asymptotic coupled system describing the evolution of the internal and surface waves. In Section 5, we first review the two-dimensional analysis, and then extend it to the three-dimensional setting. We find that the internal mode is modeled by a solution of the Kadomtsev-Petviashvili (KP) II equation, with a relatively large horizontal aspect ratio, or equivalently a slower dependence in the transverse direction. The surface mode enters in a modulational regime for resonant wavenumbers. For internal mode solutions which are asymptotic to line solitons, there is a possible relaxation of the resonance condition to one admitting families of wavenumbers. This large choice of solutions to the KP equation leads to many open problems mostly concerning the Schrödinger equation with an external potential given by a KP solution. Some of these problems are discussed in Section 6, and details of calculations are provided in the Appendices.
Mathematical formulation
Our starting point is the Euler equations of motion for an incompressible, irrotational fluid composed of two immiscible layers of different densities.
Governing equations.
The three-dimensional fluid domain is the region consisting of points (x,y) such that x = (x 1 ,x 2 ) ∈ R 2 , −h < y < h 1 + η 1 (x,t), and it is divided into two regions S(t;η) = {(x,y) : x ∈ R 2 ,−h < y < η(x,t)} and S 1 (t;η,η 1 ) = {(x,y) : x ∈ R 2 ,η(x,t) < y < h 1 + η 1 (x,t)} by the interface {y = η(x,t)}. The two regions are occupied by two immiscible fluids, with ρ the density of the lower fluid and ρ 1 the density of the upper fluid. The system is in a stable configuration, so that ρ > ρ 1 . The mean depth of the lower fluid is denoted by h, while that of the upper fluid is denoted by h 1 . In such a configuration, the fluid motion is assumed to be potential flow, namely in Eulerian coordinates the velocity is given by a potential in each fluid region, u(x,y,t) = ∇ϕ(x,y,t) in S(t;η) and u 1 (x,y,t) = ∇ϕ 1 (x,y,t) in S 1 (t;η,η 1 ), where the two potential functions satisfy Δϕ = 0, in S(t;η), (2.1)
The boundary condition on the fixed uniform bottom {y = −h} of the lower fluid is
enforcing that there is no fluid flux across the bottom boundary. The effects of variable bathymetry can be readily accommodated in the present formulation (see Appendix A and references [5, 14, 6 ]) but will not be considered here.
On the interface {y = η(x,t)}, it is natural to impose three boundary conditions, two kinematic conditions which are essentially geometrical, and a physical condition of force balance. The kinematic conditions assume that there is no cavitation in the interface between the fluids, and therefore the function η(x,t) whose graph defines the interface satisfies simultaneously 3) where N is the unit upward normal to the interface for the lower domain, and
In our notation, ∇ x is the gradient with respect to the horizontal coordinates x and ∇ = (∇ x ,∂ y ) .
The third boundary condition imposed on the interface is the Bernoulli condition, which states that 5) with g being the acceleration due to gravity. Finally, on the top free surface {y = h 1 + η 1 (x,t)}, the velocity potential ϕ 1 and the function η 1 satisfy a kinematic boundary condition 6) where N 1 is the unit upward normal to the top surface, together with a Bernoulli condition
The problem then is to describe the simultaneous evolution of the top surface {(x,h 1 + η 1 (x,t))} and the interface {(x,η(x,t))}. The interpretation of the water wave problem as a dynamical system has been adopted in other situations, for example in the study of the spatial behavior of traveling waves in one-and two-layer fluids [12] . [2] and Craig et al. [4] , the aforementioned governing equations can be expressed as a Hamiltonian system in the canonical form 8) whose conjugate variables are the boundary functions η and η 1 , together with the dependent functions ξ and ξ 1 constructed from the traces of the velocity potentials on the interface and surface,
Hamiltonian formulation. Following Benjamin and Bridges
The Hamiltonian H is the sum of the kinetic energy 9) and potential energy
The dependence on η and η 1 can be made more explicit by introducing the DirichletNeumann operator (DNO) defined by 11) and
12) for the lower and upper domains, respectively [11, 4] . The DNO for the upper domain is a matrix operator because both Dirichlet data ϕ 1 (x,η(x,t),t) and ϕ 1 (x,h 1 + η 1 (x,t),t) contribute to the exterior unit normal derivative of ϕ 1 on each boundary.
In terms of the conjugate variables, the Hamiltonian takes the form
where B = ρG 11 + ρ 1 G. Given its analyticity properties, the DNO can be expressed as a convergent Taylor series in (η,η 1 ), and each term in this series can be determined recursively. This series expansion plays a central role in the present perturbation calculations, and details are given in Appendix A for the recursion formulas in the three-dimensional case.
Linear analysis
We begin our analysis by examining the linearized equations about the fluid at rest. This amounts to truncating the Taylor expansion of the Hamiltonian at its quadratic terms,
which yields the equations of motion
and
where D = −i∇ x . The corresponding dispersion relation for ω 2 is determined by the quadratic equation
The two solutions ω ± (k) of (3.2) are associated with two different modes of wave motion, namely surface and interfacial displacements. These represent the temporal frequencies of the two modes in the normal mode decomposition of the Hamiltonian system for each wavenumber k ∈ R 2 , and are given by
3)
The branch ω + is associated with surface wave motion, while the branch ω − is associated with interfacial wave motion [18] .
Coupled KP-modulational regime
Our goal is to derive a simplified two-layer model for internal waves interacting with surface waves in a physically relevant three-dimensional scaling regime.
Normal mode decomposition.
As suggested by the linear analysis, we first perform a normal mode decomposition in order to diagonalize the quadratic part of the Hamiltonian. This is effected by applying the canonical transformations
where
The operators A(D), B(D) and C(D)
are the coefficients appearing in the expression (3.1) of H (2) and are defined by
As a result, the quadratic part of the Hamiltonian takes the simpler form
coincide with the two roots (ω ± ) 2 of the dispersion relation (3.2). Through these changes of variables, the equations of motion (2.8) are transformed to
In addition to the Hamiltonian H, the momentum (or impulse) vector
is also a conserved quantity of the coupled system. Since internal and surface waves propagate with their respective speeds, it is convenient to express the equations in a moving reference frame. In the present Hamiltonian setting, this is accommodated by subtracting a scalar multiple of I from H, i.e. H → H − c · I, where c = (c 1 ,c 2 ) ∈ R 2 is the velocity of the moving frame. It is natural to choose c to be the linear phase velocity of the internal wave in a long-wave regime. Furthermore, we will adjust the parameters (namely the carrier wavenumbers of the surface wave) to ensure a nontrivial resonant coupling between the internal and surface waves.
Long-wave scaling and modulational Ansatz.
We now introduce the asymptotic scaling regime of interest. We assume that the 'internal' modes are smallamplitude long waves according to the Boussinesq scalings
where ε 2 = (h/λ) 2 = a/h 1 (with a and λ being the typical internal wave amplitude and wavelength respectively), and the 'surface' modes are quasi-monochromatic waves obeying the modulational Ansatz
where ε 1 = |k 0 |a 1 1, with a 1 and k 0 = (k 01 ,k 02 ) ∈ R 2 being the typical surface wave amplitude and carrier wavenumber respectively. The overbar denotes complex conjugation, and P 0 is the projection that associates to μ 1 and ξ 1 their zero-frequency components. Therefore, v 1 represents the complex envelope of the surface modes, and μ 1 and ξ 1 the associated mean fields [7] . The next step is to substitute these scalings and this Ansatz into the Hamiltonian principally through their effect on the Dirichlet-Neumann operators. We use the analyticity properties of these operators together with their expansions in terms of η and η 1 (see Appendix A). Hence, expanding the Hamiltonian in powers of the small parameters ε and ε 1 , we find
Equation (4.6) can be reduced by choosing c such that 
In the two-dimensional case [8, 9] , the surface carrier wavenumber k 0 is selected such that the group velocity of the surface waves coincides with the phase velocity of the internal waves, namely ω 1 (k 0 ) = c (where we have used the notation k 0 = k 01 , c = c 1 and the prime for differentiation with respect to the argument of ω 1 ). A numerical evaluation of this resonance condition showed that there is always a solution k 0 , and thus a surface mode traveling at the same linear speed as the internal mode [16, 17] .
The smaller h 1 /h, or the smaller (1− ρ 1 /ρ), the larger k 0 (hence the shorter the surface carrier wavelength). Furthermore, k 0 varies monotonically as a function of h 1 /h and ρ 1 /ρ.
In the three-dimensional case, the process of selecting the surface carrier wavenumber is somewhat more subtle. For traveling internal waves whose profile tends to one or several line solitons at infinity, there may be an extra free parameter in the choice of k 0 . This will be elaborated on in Section 5.2.
The Hamiltonian can be further reduced by subtracting a multiple of the conserved wave action
which is related to the fact that the surface modes are phase invariant. Imposing the scaling condition ε 1 = ε 2+γ (with 0 < γ ≤ 1/2), which is to say that the surface modes are of substantially smaller amplitude than the internal modes, and retaining terms of up to order O(ε 5 ), this leads to
where u = (u 1 ,u 2 ) = (∂ X1 ζ,∂ X2 ζ) plays the role of an internal shear velocity. The expressions of the interaction coefficients κ, κ 1 , and κ 2 are given in Appendix B.
In view of deriving a KP equation for the internal modes, we rescale u 2 = εu 2 to focus our attention on waves that travel primarily in the x 1 -direction. The Hamiltonian (4.9) then becomes
up to O(ε 5 ), after dropping the primes. The transformation (μ,ζ,μ 1 ,ζ 1 ) → ( μ,u 1 ,u 2 ,v 1 ,v 1 ) , together with the spatial scaling (x 1 ,x 2 ) → (X 1 ,X 2 ) = ε(x 1 ,x 2 ), also leads to a change in the symplectic structure of the Hamiltonian system. The equations of motion associated with (4.10) are given by
where I is the identity operator on the class of functions v 1 . More specifically, the internal modes satisfy the Boussinesq equations
11)
12)
while the surface modes obey the linear Schrödinger equation
Because u = ∇ X ζ, equations (4.12) and (4.13) are equivalent, given compatible initial data.
A KP equation for the interface.
To further accommodate the KP scaling regime for the internal modes, we now assume that the interfacial variables ( μ,u 1 ,u 2 ) are functions of t, X 1 , and X 2 = εX 2 (which is to say that the internal waves vary more slowly in the x 2 -direction than in the x 1 -direction), while keeping the surface variables (v 1 ,v 1 ) as functions of X 2 . In this situation, retaining terms of up to O(ε 3 ) in (4.11)-(4.12) yields 16) after dropping the primes again. Finally, a preferred direction of propagation is selected by adopting the characteristic variables
where r is the interfacial component that is principally right-moving along the X 1 -axis, while s is principally left-moving. By combining (4.15) and (4.16), and noting that
we obtain
after using the fact that ∂ 17) where τ = ε 3 t.
A linear Schrödinger equation for the top surface.
At this stage, the modulation equation for the surface modes readily follows from (4.14) by substituting r. This yields
, where
The first-order contribution to (4.18) is a transport term, which is closely related to the resonance condition to be discussed in the next section.
Analysis of the model equations
5.1. Two-dimensional case. In this setting, the asymptotic equations for the internal and surface modes reduce to
where the two time scales are given by τ = ε 3 t and τ 1 = ε 2 t. In [9] , we discussed a mechanism through which an internal soliton generates a surface signature, following a phenomenon related to radiative absorption for the linear Schrödinger equation in the semi-classical limit.
System (5.1)-(5.2) is expressed in a moving reference frame such that the resonance condition ω 1 (k 0 ) = c is satisfied. This relation has a physical meaning and is a selection process for k 0 , as mentioned in Section 4.2. The Schrödinger potential is given by the internal mode which is modeled by solutions of the KdV Equation (5.1). The simplest and most relevant solution is a single soliton. The relative sign of the coefficients in (5.1) is such that an internal soliton of depression gives rise to a trapping potential for the semi-classical Schrödinger Equation (5.2) which has localized bound states near the minimum of this potential. The surface signature of an internal soliton, i.e. the rip, is interpreted as the manifestation of ambient surface wave energy being trapped into these bound states. Furthermore, the transmission coefficient for the solution of the semi-classical Schrödinger equation is vanishingly small over a range of small sideband wavenumbers. The fact that very little of the surface sea state is transmitted through the region of a passing internal soliton, as a result of this wave reflection and trapping, is an explanation for the mill-pond effect [9] . In related work, the effects of a slowly varying random bottom on the long-time stability of Schrödinger bound states were recently addressed by Abou Salem [1] .
Three-dimensional case.
In realistic situations, internal waves may well be described in a KP scaling regime, with a large horizontal aspect ratio, meaning that the wave profiles are relatively localized in the direction of propagation and very long laterally. However, there is no reason for the ambient surface wave pattern to be scaled similarly as one may expect more complex configurations. We first observe from the sign of the coefficients in (4.17) that this corresponds to the KPII equation. Considering a KPII traveling wave solution which is essentially localized to represent the internal mode, there is a well-defined resonance condition for the Schrödinger carrier wavenumber k 0 , namely
similar to the two-dimensional case. This condition states that the group velocity of the surface waves equals the phase velocity of the internal waves. In general, the so-obtained wavenumber k 0 is unique. In certain cases however, it is appropriate to relax the resonance condition to one that admits families of carrier frequencies. The simplest situation corresponds to an oblique line soliton, for which only the component of the surface group velocity ∇ k ω 1 (k 0 ) normal to the internal wavefront is relevant. Indeed, taking as a solution of (4.17) a KPII line soliton of the form
, and defining the new orthogonal coordinates
our resonance condition then takes the form
which eliminates the transport term in X 1 from (4.18). In general, this condition defines a one-parameter family of resonant wavenumbers k 0 . Making an additional change of reference frame X 2 → X 2 = X 2 − ε pt where
and rescaling time as τ 1 = ε 2 t, the Schrödinger equation (4.18) becomes
after dropping the double primes. The dispersion coefficients in (5.4) are given by
together with a further change of variables
leads to a linear Schrödinger equation with an autonomous potential r depending only on Y 1 ,
A final transformation
after dropping the primes. Using that ω 1 depends only on |k|, we have that
Our numerical calculations have shown that at least for a large interval of values of |k 0 |, ω 1 (|k 0 |) > 0 and ω 1 (|k 0 |) < 0. This implies that the character of the second order operator in (5.6) is hyperbolic. Equation (5.6) is amenable to separation of variables w = e iλ1Z+λ2Y2 P (Y 1 ) with P being the solution of the eigenvalue problem
and δ = b 11 /(2 κ 1 ), which is essentially the same spatial problem as in [9] . For the twodimensional problem, a detailed parametric study in the relevant situation where ρ 1 /ρ is close to 1 and h 1 /h is bounded revealed that δ is a very small positive number and r is a soliton of depression, thus leading to the conclusions reported in Section 5.1 above.
Open problems and perspectives
The present work extends our modeling of resonant coupling between internal and surface waves from the two-dimensional setting to the three-dimensional one. In the former case, the internal wave is modeled by a KdV equation and the complex envelope of the surface waves satisfies a Schrödinger equation with an external potential given by the internal wave profile. In the latter case of three dimensions, the model system is similar but the internal wave is now a solution of the KPII equation. This threedimensional setting opens an avenue for new questions and perspectives.
Let us first return to the resonance condition. In two dimensions, the relation ω 1 (k 0 ) = c defines a unique resonant wavenumber k 0 that depends only on the physical parameters of the problem, namely the density and depth ratios of the two fluids (i.e. ρ 1 /ρ and h 1 /h). As a consequence, the coefficients in the linear Schrödinger equation are expressed in terms of the same physical parameters. In [9] , we found that the regime of the Schrödinger equation can be seen as semi-classical for a range of physically relevant parameters, thus providing a mathematical framework in which to analyze solutions. Spectral analysis for a potential given by a single KdV soliton of depression allowed us to interpret the physical observations reported in [17] . A natural extension of this work would be to consider more general KdV solutions such as N -soliton solutions. In this case, the problem cannot be reduced to a Schrödinger equation with a time-independent potential by a simple change of variables, and thus spectral analysis with a potential slowly varying in time is called for. Because of the difference in time scales between internal and surface wave evolutions, this would require an adiabatic analysis.
A first observation from the present study is that the three-dimensional case may lead to richer and more complex dynamics. Indeed, we find in the simple case where the internal wave is a KPII line soliton that one can choose resonant wavenumbers among a one-parameter family. These wavenumbers depend on the choice of the line soliton, or more precisely on the direction of its velocity. A first natural question is to solve numerically the resonance condition (5.3) in order to understand how the solution family depends on the choice of the line soliton. For each possible resonant wavenumber, it would be of interest to examine the sign of the coefficients in (5.6) and (5.7), and conduct a spectral analysis for the related Schrödinger operator. In particular, one can ask whether the problem is amenable to a semi-classical analysis for physically relevant parameters as in two dimensions.
Furthermore, line solitons are simple particular solutions of the KPII equation. Studies using integrable systems methods have derived large classes of exact traveling wave solutions to this equation [15, 3] , in particular multi-soliton solutions that are asymptotic to n − line solitons as Y 2 tends to −∞ and n + line solitons as Y 2 tends to +∞. These are situations that would give rise to families of resonant carrier wavenumbers, with solutions exhibiting nontrivial spatial configurations and complex interactions. In three dimensions, spectral analysis of the linear Schrödinger equation with this type of potential and a hyperbolic signature is an interesting development in its own right, and may give new insight into the effects of internal waves on surface waves. The first-order terms read G
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