





ELECTRON TRANSFER IN METAL-ORGANIC FRAMEWORKS:  
CONDUCTIVITY, CATALYSIS, AND GAS ADSORPTION 































Presented to the Department of Chemistry and Biochemistry 
and the Division of Graduate Studies of the University of Oregon 
in partial fulfillment of the requirements 
for the degree of 






DISSERTATION APPROVAL PAGE 
 
Student: Jenna L. Mancuso 
 
Title: Electron Transfer in Metal-Organic Frameworks: Conductivity, Catalysis, and Gas 
Adsorption from the Perspective of Density Functional Theory 
 
This dissertation has been accepted and approved in partial fulfillment of the 
requirements for the Doctor of Philosophy degree in the Department of Chemistry and 
Biochemistry by: 
 
Carl K. Brozek Chairperson 
Christopher H. Hendon Advisor 
Michael M. Haley Core Member 




Andrew Karduna Interim Vice Provost for Graduate Studies  
 
Original approval signatures are on file with the University of Oregon Division of 
Graduate Studies.  
 

























Jenna L. Mancuso 
 
Doctor of Philosophy 
 




Title: Electron Transfer in Metal-Organic Frameworks: Conductivity, Catalysis, and Gas 
Adsorption from the Perspective of Density Functional Theory 
 
 
Metal-organic frameworks (MOFs) have a rich chemistry characterized by a 
diverse assortment of organic and inorganic components supplemented by post-synthetic 
modification procedures. The application of a given framework can be dependent on the 
linker or node chemistry, the pore space, or the combined properties of each. Using 
experimental data as a starting point or for benchmarking purposes, density functional 
theory (DFT) calculations are invoked to understand the physical and electronic origins of 
functional MOF behaviors such as electronic conductivity, catalytic activity, and gas 
uptake. The size and geometry of inorganic nodes are found to be the dominant factor in 
determining to what extent charge is localized within individual linkers or nodes, as does 
the distance between them and their orientation. Large aromatic linkers that are stacked 
due to the layering of 2D sheets or their connectivity to 1D nodal chains can produce 
conductive pathways. Ion exchange is also explored both in terms of post-synthetic metal-
cation metathesis to acquire thermally and photocatalytically active sites and inorganic 
anion exchange to tune gas sorption behaviors. This thesis provides insight into the 
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Chapter I will serve as an introduction to the fields of metal-organic framework 
(MOF) chemistry and density functional theory (DFT), followed by a literature review 
regarding the application of DFT to MOFs. These sections are excerpted from a previously 
published article, Chemical Reviews 2020, 120, 8641-9715, and set the technical and 
historical context for each study presented in subsequent chapters, including the different 
computational approaches applied throughout as a function of structure, composition, and 
property of interest.  
 
1.1 Introduction to Metal-Organic Frameworks 
Since their conception,1 metal–organic frameworks (MOFs) have attracted 
practitioners from organic, inorganic, and materials disciplines,2–4 each with a shared 
interest in physical properties afforded by mixing multitopic organic linkers and metal ions 
or clusters (secondary building units, SBUs, or nodes).5,6 The combination of SBUs with 
the multitude of linkers has enabled a seemingly infinite landscape of materials with 
modular properties,7 all featuring one commonality: crystallographically ordered void 
spaces.8,9 Porosity in conjunction with functional MOF components catalyzed interest in 
 2 
these materials and atomically precise pores enable a series of heterogeneous gas storage10–
12 and separation technologies13,14 as well as access to extremely high loadings of 
catalytically active centers.15–18 In more recent embodiments, exotic electronic structures 
have been discovered,19–21 providing a foundation for applications in high surface area 
electrodes in electrochemical devices22–27. Clearly, their diverse composition and structure 
enable a wealth of possible applications. 
Many of these applications depend on the accessibility of the pores; pore topology 
is largely determined by the shape, size, and composition of the linkers.28,29 Of course, the 
node composition and topology also play a determining role in the structure,6 but there are 
far fewer synthetic handles available to modify and create novel inorganic clusters. Thus, 
the prediction of MOF properties is well-suited to computation,30 as we can rapidly 
construct a large family of MOFs using only the geometry of the SBUs and a nearly endless 
selection of linkers.31 Indeed, one of the most elegant aspects of MOF chemistry is the 
ability to transmetallate32–36 and geometrically substitute one linker for another of similar 
geometry37–39 enabling a broad gamut of structurally related materials.36 Such 
isoreticularity is a cornerstone of the field40–42 and has been a key focus for several years 
with notable successes (e.g., efficient absorption of water,43–45 and as site isolated 
catalysts46–48). 
Focusing on the organic and inorganic components separately, there is a rich history 
of both molecular and solid-state chemistries from which to draw insight. The design 
principles that underpin these fields can also be applied to MOFs, enabling subtle electronic 
control of the bulk MOF properties; chemists can use pre- and post-synthetic design of 
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organic linkers to augment the properties of the bulk material.49 The power afforded by 
constructing materials from molecules should not be undersold; it is easier to modulate a 
molecular property than it is to post-synthetically modulate a material property. To 
illustrate this power, both the linker and the inorganic node have been used as hosts for 
molecular catalysts.50,51 The paradigm of appending known, active, catalysts to MOFs, via 
either linker functionalization52,53 or node modifications,54–58 often only serves the purpose 
of supporting an otherwise homogeneous catalyst.59 The fact one is able to append a 
catalyst to the surface of a solid without grossly diminishing its function highlights a key 
design principle60: the electronic structure of most MOFs does not impact the local 
electronic structure of the catalytically active site. In other words, from this limited 
perspective, most MOFs are not greater than the sum of their parts, they are merely an array 
of ordered molecules. 
However, there are certain instances where the assembly and composition of a MOF 
clearly does augment the electronic properties of its constituents; they are more 
complicated than an array of molecules. For example, the ionization potential of benzene 
dicarboxylic acid is 9.9 eV,61 yet when it is used to construct Zn-MOF-5,12 Ti-MIL-125 
(Materials Institute Lavoisier),62 and UiO-66 (Universitetet I Oslo),63 three examples of 
frameworks whose frontier orbitals are centered on benzene dicarboxylate (BDC) ligand, 
BDC exhibits ionization potentials of 7.3, 7.7, and 7.0 eV, respectively.64 Given the 
energetics of the linkers are hence susceptible to augmentation depending on the 
electrophilicity of the metal ions/clusters, the assembly of the MOF itself can have an 
impact on the electronics of the system, even if the states themselves are largely localized. 
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This enables opportunities for MOFs in optical65,66 and photocatalytic67–69 applications, 
where the MOF structure and composition play a determining role in the chemistry of the 
localized states. 
Thus, by making the assumption that all MOFs feature highly localized electronic 
states, we limit our ability to provide insight into some of their properties, particularly for 
materials with high levels of covalency at the metal–ligand interface70 and for MOFs that 
feature extended inorganic connectivity (e.g., MOF-7471). Consider the family of champion 
electrically conductive 2D MOFs constructed from square planar metals and oxidized 
planar hexatopic linkers. The most studied scaffold, Ni3(hexaiminotriphenylene)2 
(Ni3(HITP)2),72,73 only assembles in the presence of chemical oxidants. Analyses of the 
electronic structure have revealed that the emergent properties of the framework are 
difficult to rationalize from molecular design principles alone, as the linkers should feature 
unpaired electrons, but the MOF itself shows no EPR signal.73–75 Indeed, it is more 
appropriate to consider these sorts of MOFs from a solid-state perspective, where the 
orbitals delocalize to form bands76,77 and the symmetry of the crystal becomes important 
for correct descriptions of electron energetics. 
Regardless of the electronic character embodied by a given system, the immense 
chemical space spanned by MOFs and their limitless application is impossible to explore 
solely through experiment. In order to achieve timely discovery and development of 
functional materials for technologies related to renewable energy, catalysis, low-energy 
chemical separations, and more, theoretical approaches can be used to guide synthetic 
efforts. Collaboration between theory and experiment can reduce the chemical waste, 
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human effort, and inception period for life- and planet-saving technologies, accelerating 
material development and technological advancements. One theoretical approach to garner 
insight into the chemical origins of observable MOF behaviors is density functional theory 
(DFT). The following sections will first detail the development of DFT, followed by an 
explanation of the molecular and solid-state modeling approaches that can be applied to 
study MOFs, and their situational appropriateness.  
 
1.2 Introduction to DFT 
Given knowledge of the electronic wavefunction for a chemical system, we can 
compute any electrochemical or physicochemical property of interest. Unfortunately, our 
best tool to compute a wavefunction is an unsolvable equation. DFT is just one of several 
electronic structure theories designed to approximate the wavefunction of a molecule or 
material, using an iterative protocol that will be described below. The founding principles 
for the development of these quantum mechanical models also serve as the foundation for 
our modern understanding of chemical bonding. Quantum mechanical simulations 
therefore provide us subatomic insights that overlap with our conceptualization of chemical 
systems and allow us to more rapidly advance in all areas of chemistry. The following 
subsections will serve to build an understanding of the founding assumptions and 
approximations that facilitate computational chemistry based in the DFT construct. This 
will establish the basis for computational methods sections throughout the following 
chapters, and the context in which chemical conclusions are established.   
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1.2.1 The Rise of Quantum Mechanics 
Math is our intellectual connection to the physical world. From the conception of 
the nucleus, chemical physicists have been attempting to quantify measurable properties to 
test their theories. Starting from the Bohr model of a quantum atom78, the age of quantum 
mechanics was quickly ushered in. Einstein discovered the wave-particle duality of light79, 
and De Broglie extended this concept to matter-waves like electrons80. From this, the 
mathematical foundation of modern electronic structure theory was established with Erwin 
Schrödinger’s equation for the time-evolution of a matter wave in a many body system.81 
Considering electrons and nuclei as negative and positive point charges we can express the 
time-dependent, relativistic many body Schrödinger equation as: 
	
"#Ψ + &#Ψ = −)ℏ +,
+-
 Eq. 1 
 
where "# is the many-body kinetic energy operator and &#  is the many-body potential energy 
operator, whose summation we can define as an overall Hamiltonian operator, ./. In this 
expression, the many-body wavefunction Ψ contains the probability amplitude of every 
possible configuration of electrons and nuclei available to the system. However, the energy 
operator, ./ = −)ℏ +
+-
, where ℏ is the Dirac constant, can be replaced with the energy 
eigenvalue, E, and we can modify the above expression to describe the ground state of a 
static, interacting many-body system.82 The resultant time-independent, non-relativistic 
Schrödinger equation takes the form: 
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./Ψ = EΨ Eq. 2 
 
By this definition, the wavefunction of system is an eigenfunction of the 
Hamiltonian operator with energy as the corresponding eigenvalue. At this point, the 
Hamiltonian contains multiple kinetic and potential energy terms corresponding to 
electrons, e, nuclei, n, and the interactions between them such that: 
 
./ = "#1 + "#2 + &#11 + &#21 + &#22 Eq. 3 
 
where "#1 and "#2 are the kinetic energy terms for electrons and nuclei, while &#11 , &#21  and 
&#22 are the potential energy terms embodying electron-electron, electron-nucleus, and 
nucleus-nucleus interactions, respectively. Using classical definitions for each of these 
terms, Schrödinger was able to arrive at an exact solution for orbitals in a hydrogen atom. 
In particular, he was able to simulate the hydrogen emission spectra associated with the 
Bohr model for electronic orbital transitions by computing the relative energy of the 
quantized electronic states;83 an emission corresponds to a quantum of energy that defines 
the difference in energy between two discrete orbitals. The agreement between 
Schrödinger’s solution and the experimental hydrogen emission spectrum validated these 
theories of quantum mechanics.84  
Using spherical polar coordinates, there are three important quantum numbers for 
the definition of a wavefunction, namely 1) the principal quantum number, n, which has a 
positive natural number value and indicates the quantized energy level of an orbital and the 
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relative distance from the nucleus, 2) the Azimuthal quantum number, l,  which describes 
the shape of the region in space occupied by an electron and can be any integer from 0 to 
n-1, and 3) the magnetic quantum number, ml, which defines the orientation of the region 
of space occupied by an electron with respect to a magnetic field, and can be an integer 
value from -l to l.85 For a given set of principal quantum numbers, there are a fixed number 
of subshells which each contain a fixed number of orbitals. For example, if n = 2, l = 0 or 
1, and in the l = 0 subshell, ml = 0 while in the l = 1 subshell ml can be -1, 0, or 1 meaning 
there are 4 possible orbitals to occupy in this shell, namely 1 s (l = 0) and 3 p (l = 1).  
These quantum numbers are sufficient to describe the hydrogen atom, containing 
one nucleus and one electron. However, in the case of more than one electron, we must 
introduce an additional quantum number, ms, corresponding to the magnetic moment of an 
electron within these orbitals. So, while the 1s orbital of a hydrogen atom contains a single 
electron, in a hydride this orbital contains to two of opposing spin. This points to an 
important law of quantum mechanics known as the Pauli exclusion principle: two or more 
identical fermions (particles with a half-integer spin) cannot occupy the same quantum 
state at the same time.86 In the static, time-independent many body Schrödinger equation, 
this means we must ensure no two single particle wave functions are identical; in other 
words, the total wave function must be antisymmetric. The resulting complexity and 
dimensionality of analytical solutions to the Schrödinger equation are computational 
intractable, and some approximations need to be made in order to build to a usable 
theoretical construct to analyze molecules, and larger.  
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1.2.2 Founding Approximations of Density Functional Theory 
The first approximation we make is the so-called Born-Oppenheimer 
approximation (BOA), which decouples the motion of electrons and nuclei.87 Within this 
approximation, we assume that the positively charged nuclei are so much more massive 
than the negatively charge electrons, and therefore the timescale of their motion is so much 
larger, that we can separate the overall Ψ into a nuclear and electronic component. This 
assumption is valid at the limit of infinite atomic mass, however, there is some deviation 
between theory and experiment for very precise spectroscopic measurement of 
molecules.88 The magnitude of this discrepancy is determined by the electron-nuclear 
coupling operator, which is inversely proportional the nuclear mass. Even so, calculations 
performed within the BOA recover helpful and reliable results.  
Using the BOA87, we can modify the Hamiltonian to construct an electronic 
wavefunction, Ψ1, for a set of fixed nuclear coordinates, rn, that neglects the "#2 term as it 
goes to zero, and takes &#22 to be an effectively constant background potential in which the 
electron cloud resides. Thus, we are left with a Hamiltonian describing the kinetic and 
potential energy of electrons: 
 
./1 = "#1 + &#11 + &#21 Eq. 4 
 
By invoking classical definitions for each of these terms we obtain a Schrödinger equation 
that is dependent on the position, r, of e electrons with the form: 
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2 G	Ψ1(r) Eq. 5 
 
At this point, we require one further approximation because the electron-electron 
interaction term still cannot be solved. The next approximation is termed the Hartree-Fock 
(HF) approximation, and describes the motion of an electron in an n-electron system as a 
single electron moving within the field produced by the stationary nuclei and n−1 electrons 
of the system.89 Within the HF approximation, electron motions can be considered as 
uncorrelated and the electronic wavefunction can be approximated by the product of one-
electron wavefunctions.   
 
ΨH = I9I: …I2 Eq. 6 
 
This original approximation put forth by Hartree did not account for electron spin and 
therefore, solutions for two or more electrons would violate the Pauli exclusion principle. 
Fock90 and Slater91 later recognized and solved this problem by using a Slater determinant 
whose functional form is built from one-electron spin orbitals/wavefunctions I(K) where 






I9(K9) I:(K9) … I2(K9)
I9(K:) I:(K:) … I2(K:)
⋮ ⋮ ⋱ ⋮
I9(K2) I:(K2) … I2(K2)
N Eq. 7 
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By taking linear combinations of one-electron spin wavefunctions, antisymmetry is 
satisfied. As a result, the exchange energy of electrons is thought to be exact.  
To solve for Ψ(K2) one more founding principle must be introduced: the 
variational principle states that the expectation value of the model Hamiltonian is an 
upper-bound to the exact ground state energy. Essentially, the Slater determinant that 
describes the ground state wavefunctions for a system will return the lowest possible 
eigenvalue; you will never find a solution to the overall electronic wavefunction that yields 
an energy eigenvalue lower than the true ground state energy. Therefore, we can iteratively 
solve for the HF wavefunction by minimizing the eigenvalues, or expectation values, of 
the Hamiltonian with respect to the single-electron spin wavefunctions.  
This optimization procedure is called a self-consistent field (SCF) approach 
because in order to compute new orbitals, we need to compute the operator, which is 
determined by that same set of orbitals.89 Basically, we need to know the solution to the 
equation to solve the equation. In addition to the solution being dependent on the initial 
guess and basis set, the energy expression, or model Hamiltonian, for the HF method 
includes a Coulombic expression accounting for the interaction of each electron within its 
spin orbital with the average charge distribution of all the other electrons. In other words, 
the new wavefunction for each electron is computed as a response to the average electronic 
field produced by all the other electrons. Using the SCF approach, a set of atomic 
coordinates is used, an initial guess is formed for the one electron wavefunctions in order 
to solve the Schrödinger equation and compute Ψ9, which gives a new set of more accurate 
orbitals with which Ψ: is computed. This procedure repeats until the difference between 
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ΨQ and ΨQR9 is sufficiently low. The arbitrary threshold set for the value of this difference 
is called the convergence criteria.  
One shortcoming of the HF approximation is that while electron exchange is 
computed exactly, the only correlation effect considered is Coulombic repulsion from 
electrons existing in a field of negative charge. As a result, the electron-electron repulsion 
term computed within the HF construct is overestimated. Indeed, one definition of the 
electron correlation energy is: 
 
Ecorrelated = Ereal – EHF Eq. 8 
 
or, the difference between the real energy of a system, Ereal, and the HF energy of that 
system, EHF. There are several so-called post-HF methods that use a combination of 
wavefunctions to describe the ground state of a correlated system, through perturbation 
theory92, configuration interaction93 and coupled cluster94, and other composite methods95. 
However, density functional theory (DFT) is the only approach to obtain an improved 




1.2.3 Density Functional Theory and Exchange Correlation Functionals 
 A valuable development in electronic structure theory came when Hohenberg and 
Kohn showed that the ground state wavefunction for a gas of interacting electrons in an 
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external potential can be recovered with knowledge of only the electron density.96 This led 
to the Kohn-Sham Formalism wherein the energy of a system is computed as a function of 
electron density, S. Taking our Hamiltonian expression under the BOA in terms of electron 
density we see: 
 
3H[S] = 	"#1[SH] + &#11[SH] + &#21[SH] Eq. 9 
 
The nuclear-electron term is treated as an external potential, Vext, using a classical 
electrostatic potential: 
 
&#21[SH] = ∫&1Q-(5)SH(r)W5 Eq. 10 
 
However, the kinetic and potential energy terms associated with electrons and their 
interactions are poorly defined. In practice, this is overcome by expanding both terms and 
separating their components into separate functionals including known and unknown 
terms. The expanded energy expression takes the form: 
 










Here, "#1+1^[SH] is the unknown deviation of the reference system’s kinetic energy from the 
real kinetic energy of the electron system,	"#1?1XY[SH], and &#11
\][	SH] is the unknown 
quantum mechanical expression that accounts for the deviation of electron behavior from 
a classical Coulombic potential. In principle, Kohn-Sham (KS) DFT is exact for both 
electron exchange and correlation, however, these two trailing terms have no know 
functional form. The various DFT functionals employed in literature correspond to 
different methods of approximating the exchange and correlation functional: 
 
3Q_ = &#11
\] +	"#1+1^ Eq. 12 
 
Perdew coined the term ‘Jacob’s ladder’ with respect to the approximations of increasing 
complexity for this term, where each level is another rung closer to the heaven of chemical 
accuracy, Figure 1. 97 
The first rung on Jacob’s ladder of density-functionals is the local density 
approximation (LDA), the simplest approximation for 3Q_  put forth by Hohenberg and 
Kohn.96 LDA depends only on the electron density at each coordinate and assumes that 
electron density is evenly distributed through space. The 3Q_  term for LDA takes on the 
general equation: 
 
3Q_`ab = ∫ S(r)cQ_[S(r)]W5 Eq. 13 
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where  cQ_ is a functional describing exchange and correlation in a homogeneous electron 
gas. Spin-polarized systems can also be computed by considering two spin-densities, and 
this is often called the local-spin-density approximation (LSDA).98 While LDA (LSDA) 
approaches can offer fast and reliable results in conventional metallic solids with loosely 
bound and highly delocalized electrons, it is not suitable for electronically anisotropic 
systems such as MOFs or most molecules.99   
 
 
Figure 1. Jacob’s Ladder as presented by Perdew et. al. showing steps with increasing 
levels of theory working towards the goal of chemical accuracy. Reproduced with 
permission from ref 100  Copyright 2009 American Chemical Society. 
 
 16 
 The second rung of Jacob’s ladder is density-functional approximations based on 
the generalized gradient approximation (GGA). GGA functionals depend on the electron 
density at each coordinate and the local density gradient: 
 
3Q_ddb = ∫ S(r)cQ_[S(r), ∇S(r)]W5 Eq. 14 
 
the density gradient expansion is not necessarily straight forward, and numerous cQ_ 
functionals have been proposed. The Perdew-Burke-Ernzerhof (PBE) functional101 and 
PBEsol102 are two common variants, that latter of which is used extensively throughout 
this thesis. PBEsol is a corrected form of PBE that accounts for the changing exchange 
energy over a wide range of density gradients, which aids in the description of densely 
packed and porous solids.102 
The next step from GGA functionals are meta-GGA functionals, which include the 
electron density, the local density gradient (or first derivative), and the second derivative 
of the electron density in their expression for 3Q_ . These functionals can be viewed as 
depending on the kinetic energy density of the spin orbitals as well. M06-L103 is a meta-
GGA functional that has been found to perform will for non-covalent interactions, and is 
used in Chapter 3 of this thesis.104 Another approach to increasing the accuracy from GGA 
functionals is to incorporate a component of HF, or exact, exchange. These hybrid 
functionals compose the next rung of Jacob’s ladder. PBE0, for example, is a hybrid 
functional that takes the local density gradient consideration from PBE and mixes in 25% 









3Qfgh + 3_fgh Eq. 15 
 
The form of this expression can be generalized for hybrid HF and GGA or LSDA 
functionals by replacing ¼ with a mixing parameter, m, and ¾ with 1 − m to incorporate 
HF exchange on a sliding scale. Beyond simple mixing, the HF exchange component can 
be controlled by parameters associated with short-range mixing, long-range mixing, and 
range separation. One example of a range separated hybrid functional used frequently in 
MOF literature and this thesis is HSE06. HSE06105, uses an error function (erf) to screen 
the Coulomb potential associated with HF exchange. Using the erf and its complement 
(erfc), the exchange and correlation functionals can be decomposed into long-range (LR) 
and short-range (SR) components.106 Doing so, another adjustable parameter, o, can be 




jk,st(o) + (1 − m)3Q
fgh,st(o) + 3Q
fgh,`t(o) + 3_fgh(o) Eq. 16 
 
For HSE06 m = 0.25 and o = 0.20. In general, when o = 0, the long-range terms are negated 
and effects become purely short-ranged (HSE06 is identical to the PBE0 functional in 
Equation 14). As o → ∞, long range interactions begin to dominate. Section 1.3, on the 
application of DFT to MOFs, will discuss functional choice more thoroughly. However, 
there is one final theoretical consideration that is important to introduce.  
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1.2.4 Basis Sets 
In practice, the SCF procedure developed by Hartree and Fock to ‘relax’ or 
equilibrate the geometric and electronic structure of a chemical system within the DFT 
construct begins with an input of atomic coordinates, typically obtained through some sort 
of crystallographic refinement. A ‘basis set’ of functions is then initialized that describe 
the electron density associated with those coordinates. To describe the overall electronic 
structure of chemical systems, we build molecular orbitals using linear combinations of 
these basis functions (plane-waves or atomic orbitals) as approximate solutions to the 
Schrödinger equation. 
To perform molecular modeling of a discrete chemical system, basis functions 
describing each electron orbiting each nucleus are initialized. There will be at least one 
function per valence electron per atom as well as one or more functions describing the 
‘core’ electrons that do not participate in bonding. The resolution of a given basis set 
increases with the number of basis functions. Different basis sets have different types and 
numbers of functions per electron. For example, in the family of Pople basis sets, 6-31G 
uses one contracted Gaussian type orbital (GTO) to describe the core electrons that is built 
from 6 primitive GTOs, while each valence electron is described by two separate functions, 
where one is another contracted GTO built from 3 primitive GTOs.107 This basis set is 
called a double-w because there are two orbital functions used per electron. The triple-w 
basis set 6-311G takes the same form, but with an additional function per valence electron.  
In circumstances were the atomic orbital may be more diffuse or asymmetric than these 
GTOs can accurately describe, one can also add diffuse108 or polarization109 functions. 
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Diffuse functions, which are shallow Gaussian basis functions that better describe the tail 
in atomic orbital functions, may be necessary to describe longer-range bonding interactions 
such as hydrogen bonds and ligand fields as well as anions. Polarization functions are 
auxiliary functions with an additional node that supplement an atomic basis set and aid in 
the definition of hybridized orbitals, such as sp3, or when there is asymmetric bonding. For 
example, while a minimal basis set for hydrogen would have one function describing the 
spherical 1s orbital, a p-polarization function can be added that helps describe the non-
spherical bonding orbitals associated with an H-S bond. A chosen basis set must be ‘large’ 
enough, that is, have enough constituent functions to accurately represent the overall 
wavefunction. The more complex a bonding environment is, the more basis functions will 
likely be needed to describe the behavior. 
In solid-state models that invoke periodic boundary conditions (PBCs), plane-wave 
basis sets are often used to describe the propagation of electronic bands. The use of these 
basis sets, including a discussion on reciprocal space and k-points, will be described further 
in section 1.3.1.1. For comparison with the above discussion regarding atom-centered basis 
sets, the precision of a plane-wave basis set is determined by the kinetic energy cut-off, 
where higher frequency cut-off values give higher resolution electronic descriptions. A 
typical cut-off value for MOFs is 400-600 eV.110 The other consideration for basis-set 
accuracy is the classification and treatment of ‘core’ electrons. Within a plane-wave basis, 
core electrons—such as 1s, 2s, and 2p in phosphorus—that are tightly bound to the nucleus 
can only be described by high frequency waves, which are the computationally most 
expensive to compute, yet we garner the least electronic insight from their contribution to 
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our electronic structure solution. Therefore, to balance computational cost and accuracy, 
core electrons are typically approximated by a single effective core potential, or 
pseudopotential, that interacts with the surrounding particles.111,112 These core-
pseudopotentials are considered softer if they have lower cut-off energies, which are less 
computationally demanding, but with a trade-off for accuracy.113  
Regardless of the basis set form, the variational principle is invoked to optimize the 
initial basis functions towards a minimized energy eigenvalue. (Remember: the orbitals 
with the lowest energy are the best approximation of the true system, and the orbitals with 
the lowest energy have the closest energy to the true system.) The SCF procedure begins 
with the initial system specifications, including atomic positions, the charge on those 
atoms, and the associated basis functions. Using this information, an initial density matrix 
will be generated, the Schrödinger equation will be solved to obtain new coefficients for 
the basis functions, and a new density matrix will be formed. If this new density matrix 
approximating the wavefunction is sufficiently similar to the previous density matrix by 
satisfying the stipulated convergence criteria, the iterative procedure is finished. If not, the 
new density matrix is used to solve the Schrödinger equation again and new orbital 
coefficients are obtained, repeatedly until the convergence criteria is met.  
 
 
1.3 Application of DFT to MOFs 
 
It is the molecule/material duality of MOFs that places them in the “nanoscale” gap, 
somewhere between molecule and material, Figure 2. Beyond a few simple design 
principles (e.g., presence of extended inorganic connectivity, stacking of conjugated 
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linkers, magnetism, etc.114–116, which clearly depend on extended solid-state interactions, 
it is difficult to assess where the electronic structure and physical properties of new 
frameworks will lay on a spectrum between molecule and solid. This duality poses 
challenges for modeling MOFs, where computational chemists must decide to whether they 




Figure 2. Metal–organic frameworks are uniquely positioned between the molecule, Å 
scale, and material, mm scale, and consequently behave as both molecules and extended 
solids. Reproduced with permission from ref. 110. Copyright 2020 American Chemical 
Society. 
 
Within the theoretical framework, the primary difference between solid-state and 
molecular software packages is the application of periodic boundary 
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conditions.117 Practitioners are thus presented with a modeling paradox: should the material 
be treated as a bulk solid, in principle obtaining the correct electronic structure but with 
reduced capabilities to compute things like reaction transition states?118 Or should one save 
computational time and model a truncated fraction using molecular software packages, 
enabling a broader array of computational tools and higher level of theory but perhaps 
sacrificing a proper description of the electronic structure?119 
Of course, the ideal model would be one that treats the MOF as a periodic solid, 
but can readily apply high levels of theory (typically limited to molecular software 
packages) to important components in the material.120 Ultimately, the purpose of a model 
is to help explain and predict experimental realities using the smallest possible 
computational system. Hence, it is not surprising that both molecular and solid-state 
modeling approaches have been fruitful in the MOF field, as the scaffolds may very well 
act more like one than the other.  
 
1.3.1 Solid-State Modeling for MOFs 
While it is certainly convenient to approximate extended MOF structures as finite 
molecules using the procedures discussed above, it is their crystallinity and ordered 
porosity that has stimulated many of the developments in the MOF field. Indeed, with the 
exception of rare amorphous variants,121–125 MOFs are ordered solids. Thus, conventional 
solid-state modeling techniques can be applied where MOF crystals possess symmetry 
operations that enable the description of the extended material using a repeating unit. This 
section is intended to provide a background and some general calculation considerations 
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when modeling periodic MOF properties (section 1.3.2.1), including their electronic band 
gaps (1.3.2.2), and DOS plot interpretation (1.3.2.3).  
 
1.3.1.1 Periodic Models and k-Points 
Viewing MOFs as an extended array of molecules, each component (i.e., the linker 
and the prenucleated node) contains a family of molecular orbitals. Upon self-assembly of 
the MOF these electrons mix to form new molecular orbitals that expand over larger and 
larger regions of space. In principle, one could model a complete MOF crystallite (i.e., 
a very large chemical system as a molecule) and obtain the exact electron energetics and 
spatial distributions for all possible molecular orbitals in the material. Owing to symmetry, 
however, several of the molecular orbitals in the crystallite will be very similar in energy 
and centered on the same atoms. These geometric degeneracies enable a reduction in 
computational cost by modeling the associated electrons as interacting periodically in 
bands, Figure 3. 
Electronic bands can be thought of as delocalized molecular orbitals whose energy 
depends on the extent of electronic interaction in crystallographic directions within the 
crystal. Indeed, Bloch’s Theorem purports that for a nondefective material, the periodicity 
of the lattice describes the periodicity of the overall wave function.126 Information on both 
the structural and electronic properties of a bulk sample can therefore be gleaned from a 
single unit cell (although the approach does not provide information about the surface 
chemistry at the grain boundaries of a crystallite). One way of thinking about the 
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construction of bands in solids is to first create molecular orbitals for all atoms contained 
within the computational cell, then, using harmonics, the electronic interactions with 
neighboring cells are computed.127 By doing so, both the electronic properties of the 
discrete unit cell are recovered, as well as the influence of longer ranged (de)localization 




Figure 3: As size of a chemical system increases toward an infinite solid, the number of 
molecular orbitals becomes very large. For high symmetry materials, the crystallite can be 
described using a smaller, repeating unit, whose projection through reciprocal space 
generates electronic bands. Reproduced with permission from ref. 110. Copyright 2020 
American Chemical Society. 
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While it is convenient to visualize bands as large delocalized molecular orbitals in 
real space, they are often computed in reciprocal space (i.e. k-space) using Bloch’s theorem 
paired with a basis set constructed from interfering planewaves to determine the 
combinations and populations of electronics bands. k-space vectors can be loosely thought 
to sample long-range interactions in the crystallographic directions defined by the k-vector. 
From experimental convention, a crystallographic unit cell (or conventional cell) contains 
the smallest chemical representation of a system that exhibits the same overall symmetry 
as the pristine lattice. Calculations using this geometry, composition, and associated lattice 
parameters will certainly be suitable for direct calculation of electronic properties, 
however, some space groups offer symmetry related primitive cells that contain a smaller 
repeating crystalline unit of lower symmetry.129 Typically, calculations are run on the 
primitive cell unless the unit cell is required to capture magnetic ordering or structural 
deformations that cannot be described using the smallest repeating unit, some examples of 
which are shown in Figure 4. 
Every ordered MOF crystallizes into one of 230 unique space groups,130 each 
containing a series of high symmetry k-points.131 The lowest crystal symmetry, P1, 
features no internal symmetry operations, all atoms in the cell are unique and must be 
explicitly computed, and hence there is only one high symmetry k-point in the first 
Brillouin zone, Γ. Chemically, the Γ-point is the equivalent of projecting the molecular 
orbitals contained within the unit cell in three dimensions: the electronics of the material 
are governed by the interactions captured explicitly within the computational cell rather 
than their interactions with neighboring cells. MOFs typically crystallize in high symmetry 
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space groups, and often feature more than one symmetrically unique k-point that will 
contribute to the total energy of the system, and hence should be sampled during the SCF. 
 
 
Figure 4. Although the smallest computational cell can save resources, an improper model 
may be recovered if a chemical interaction permeates beyond a single geometric cell. For 
example, (a) structural distortions are sometimes captured in temperature independent DFT 
(the ground state may feature titling of nodes);132 and (b) magnetic ordering can be 
challenging if the unit cell contains an odd number of coupling metals (for example, the 
unit cell of Co2Cl2bis(1H-1,2,3-triazolo[4,5-b],[4,5-i])dibenzo[1,4]dioxin), (BTDD), 
contains 3 Co(II), which do prefer to order antiferromagnetically133). Reproduced with 
permission from ref. 110. Copyright 2020 American Chemical Society. 
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Within crystals that feature anisotropic bonding (for example, graphene, 2D MOFs, 
etc.) certain crystallographic directions contribute more significantly to the bonding and 
stabilization of the system than others. In the 2D examples, the in-plane and out-of-plane 
interactions will contribute differently and sometimes seemingly unpredictably to the total 
energy of the system. It is hence good practice to sample as many k-points as possible to 
ensure a more tightly converged total electronic energy. 
The selection of k-points depends on the crystal symmetry, and these k-points 
traverse the first Brillouin zone.134 In practice, the contribution of each sampled k-point is 
taken as a weighted average (determined by symmetry) to recover the total system energy. 
The position of sampled k-points through the first Brillouin zone is computed with one of 
two philosophically dissimilar approaches: a Γ-centered Monkhorst–Pack, or a non-Γ-
centered Monkhorst–Pack k-grid. The main difference is that the former forces sampling 
of the Γ, while the latter does not guarantee that any high symmetry points are 
sampled.135  Crystal symmetry thus helps inform two key computational considerations: (i) 
the feasibility of using a computational primitive cell, and (ii) the k-path to explicitly 
examine how electron energies changed in the extended solid. Almost all of these 
considerations are enabled in freely available software, and high symmetry points of the 
first Brillouin zone can be found in online databases like the Bilbao Crystallographic 
Server.131  
In principle, one would compute the total energy of a system by integrating over the 
entire first Brillouin zone or approximating the integration with the summation of a very 
large number of k-points. In practice, the total energy is asymptotically related to the 
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number of k-points and a convergence test is required to elucidate when a sufficiently dense 
grid has been invoked. We can distill the key considerations for k-grid generation and their 
impact on the material properties down to the following: 
• In Bloch’s theorem, planewave cutoff (i.e., the basis set) and the k-points are 
independent. Yet both affect the total energy of the system. Hence, to obtain 
converged results, it is good practice to benchmark the k-grid and basis set 
separately. 
• Generally, sampling additional k-points provides better descriptions of long-range 
orbital interactions within a crystal system. Increasing k-grid density does not 
always reduce the total energy of the system that depends on the nature of the 
bonding and antibonding orbitals.136 It is therefore difficult to predict the impact on 
total energy without first running the calculation. 
• Empirically, a k-grid with a density of 25×(lattice parameter)−1 provides an 
estimate of the k-point density required for a reasonable sampling of electronic 
interactions within the crystal.129 Computational feasibility of the resultant grids 
relies on large lattice parameters, which typically infer large numbers of explicitly 
defined chemical interactions within the unit cell, the extent of electronic 
interactions rapidly diminishes in real space, hence why large crystals often show 
little dependence on increased k-point density. There is a trade-off between 
modeling large systems with many explicit electrons, versus small systems with 
many explicit k-points. Moreover, while a reduction to the primitive cell vastly 
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reduces the Slater determinant’s size, it comes at the penalty of requiring several 
additional k-points (which contribute significantly to the computational time). 
• In MOF chemistry, it is common to perform geometric optimizations with a 
sufficient k-grid at a lower level of theory, then refine the electronic structure with 
a single-point energy calculation at a higher level of theory; the size of the k-grid 
in either case is determined by MOF symmetry and resource availability. 
• Importantly, there is no formal relationship between lattice parameter and k-point 
density; rather, large unit cells often contain sufficient descriptions of strong 
interactions, and hence long-range sampling does not overly alter the energetics of 
the system. Regardless of whether this is true for all MOFs, this procedure produces 
a highly reproducible systematic error in the total energy of the system that is 
acceptable in many cases. 
• Most MOFs crystallize in high symmetry space groups, and it is good practice to 
include all high symmetry k-points in the computation of the total energy of the 
system, and ideally during the optimization routine. 
Regardless of how many k-points are selected for the optimization routine, the material 
must be geometrically equilibrated (and the SCF must be converged) to ensure that the 
energetics are computed without spurious numerical fluctuation. A schematic of the 
general computational approach for solid-state materials is shown in Figure 5. Assuming 
that a structure has been optimized, the following sections discuss the computable 
properties and utility of using a solid-state model for MOF systems. 
 30 
 
Figure 5: General computational approach used to obtain electronic structure properties 
from solid-state structures. (a) Beginning with an experimentally obtained crystal structure, 
partial occupancies must be resolved. Then, where applicable, protons must be added to 
charge balance the cell, in effect establishing the oxidation state of the metals. Extrinsic 
solvent may be removed to simulate the activated MOF. Symmetry can then be enforced 
and a computational primitive cell may be available. (b) The structure can then be 
equilibrated, and higher-level electronic structure properties can be obtained by sampling 
the first Brillouin zone, including electronic band structures and corresponding DOS. 
Reproduced with permission from ref. 110. Copyright 2020 American Chemical Society. 
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1.3.1.2. Recovering Optical Properties 
The ionic lattices of most MOFs feature a discrete electronic band gap, while some 
can be described as metallic (classified as having nonzero DOS at the Fermi level).137 
Within the subgroup of materials that feature electronic band gaps, their conductive 
properties depend on numerous other properties (e.g., the material’s defect chemistry, the 
mobility of the charges, the electronic band gap, etc.). Because standard solid-state 
computations omit temperature, and without an exhaustive defect analysis, we are unable 
to assign the position of the Fermi level. In light of this, MOFs are largely insulating 
materials, but we note that they are interchangeably referred to as semiconductors in the 
literature.138–141  
The fundamental energy gap, Eg, is defined by the lowest energy occupied-to-
unoccupied transition in a system (independent of whether it is symmetry allowed);142 its 
magnitude is the difference in energy between the VBM and CBM. Because of a derivative 
discontinuity and other localization errors associated with the exchange potential in 
semiconducting systems, GGA functionals systematically underestimate MOF band 
gaps.143–145 Empirically, this systematic underestimation can be improved by incorporating 
a component of exact HF exchange into the Hamiltonian.146,147 However, the computational 
expense associated with hybrid functionals148 prompts the recovery of semiconducting 
properties from single-point calculations at this level of theory on a structure obtained using 
GGA.  
MOFs with bands that exhibit different energies as a function of k-space (i.e., band 
dispersion) may exhibit an indirect band gap, schematically presented in Figure 6 where 
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the VBM and CBM occur at different points in reciprocal space. In such cases, Γ-point 
sampling is insufficient to capture the dominant electronic influences. The lowest energy 
transition in an indirect band gap material requires the coupling of photon 
absorption/emission to a phonon mode in order to conserve energy and momentum because 
the wave vector at the top of the valence band does not match the wave vector at the bottom 
of the conduction band.149 Indirect band gaps thus diminish the intensity but extend the 
lifetime of formed excitons by preventing recombination; indirect band gaps are desirable 
in photoactive solids for the enhancement of quantum efficiency.150 Although there are 
almost no reported indirect-band MOFs,151,152 the changing band gap energy in reciprocal 
space is a phenomenon ripe for exploration. 
 
Figure 6. Illustration of the band gap in a semiconductor as a function of reciprocal space 
when the CBM and VBM are at the same point in reciprocal space (direct band gap) and 
when they are at different points in reciprocal space (indirect minimum absorption energy). 
Reproduced with permission from ref. 110. Copyright 2020 American Chemical Society. 
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Certainly, most MOFs feature wide band gaps and highly localized electronic 
structures that give rise to flat bands with well-defined orbital contributions to the frontier 
states and direct gaps. The localization of electrons makes MOFs intriguing for 
photocatalytic applications,69,153–157 as it affords one route toward accessing dense 
populations of high energy electrons localized on transiently reduced 
motifs,158,159 discussed later in this chapter. Moreover, electronic structure may be tuned to 
desirable bulk properties, facilitated by the inherent modularity of MOFs. 
Although the nature of band edges is material/composition dependent, the 
electronic band gap of a MOF can be modified by metathesis and functionalization of the 
linker and/or inorganic node. There are four possible frontier orbital orientations in MOFs, 
wherein the band edges are defined by (i) ligand-to-ligand, (ii) ligand-to-metal, (iii) metal-
to-ligand, or (iv) metal-to-metal excitations, ultimately dictated by the material 
composition. Countless examples of DFT screenings are reported for band gap modulation 
via metal160–165 and linker exchange67,166–174 across the gamut of MOFs. MOF-5, for 
example, has been subject to numerous theoretical studies systematically exchanging 
components of the inorganic node163,165,175–177 or the linker.178–181 In one study, the authors 
made isovalent substitutions for both the inorganic oxo, as well as the transition metals, 
and from PBE (which systematically underestimates the band gap), these modifications 
shifted bulk MOF-5 (Eg = 3.6 eV) into the visible region, Figure 7.182 
In a complementary study, both GGA and hybrid functionals showed tetrahedral 
Co(II) transmetalation in MOF-5 resulted in band gap reduction, and an eventual transition 
from semiconducting to metallic with two cobalt per node.165 Experimental efforts revealed 
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that up to ∼3 Co(II) per cluster could be incorporated in the presence of solvent, forming 
blue crystallites with octahedral Co(II).176,183,184 Together, this indicates that in models 
assuming isogeometric substitution of tetrahedral Co(II), the resulting metallicity is likely 
an indication of material instability, Co(II) prefers to be octahedral in MOF-5. 
 
 
Figure 7. Evolution of the calculated PBE band gap (top) for X4Y-MOF-5, where X is the 
substituted metal (X = Zn, Cd, Be, Mg, Ca, Sr, Ba) and Y is the substituted anion at the 
center of the metal node depicted in yellow (Y = O, S, Se, Te), Adapted with permission 
from ref 182. Copyright 2014 American Chemical Society. 
 
Still, transmetalation is a fruitful route to control the nature of band edges in an 
otherwise wide gap MOF. Several practitioners have examined the substitution of 
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transition metals in place of Zr(IV) in UiO-66,185–187 however, it is inconclusive whether 
incorporation proceeds via transmetalation or node grafting.188 The application of DFT has 
shown that certain metal ions seemingly reduce the band gap from the addition of states 
below or above the native conduction or valence band. For example, both Ce-189,190 and Ti-
substituted191 UiO-66 install empty f- and d-orbitals, respectively, at the conduction band 
edge, reducing the requisite excitation wavelength. The installation of empty metal states 
at the conduction band edge of MOFs with ligand-centered excitations will be discussed 
further in Chapter 3 as a strategy for engendering linker-to-metal charge transfer for 
application in photocatalysis. 
 
 
Figure 8.  Fermi-aligned band edges of MIL-125 derivatives reveal the addition of states 
from organic functionalization raise EF closer to the conduction band edge providing facile 
band gap modulation. Data obtained from ref 167. Copyright 2018 AIP Publishing. 
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A more popular strategy, particularly in the realm of photocatalysis, is organic 
linker functionalization. For example, one study showed that the band gap of MIL-125, a 
MOF with an organic valence band and inorganic conduction band,62,67 depends the 
electron donating or withdrawing ability of functional groups on the BDC 
linkers, Figure 8.167 In most cases, the linkers can be installed presynthetically, however, 
linker exchange and postsynthetic functionalization38,41,192,193 have proven effective to 
access structures that are otherwise in phase competition or would simply not self-
assemble.194 
Beyond electronic modulation of the band gap via linker and node 
functionalization, structural perturbation is also a route to alter the electronics of 
deformable MOFs; the physical structure is another variable parameter in MOFs that may 
exhibit flexibility or polymorphism. Perhaps the best example is conveyed through the 
breathing behavior of “wine rack” MOFs.195–197 The open- and closed-pore structures of 
several monometallic forms of MIL-53 was computed using the HSE06 functional with 
Grimme’s D3 dispersion correction.198 The degree to which energy levels (e.g., valence 
band, conduction band, and band gaps) were perturbed by the strain was quantified with 
the deformation potential,199 and the band gap was shown to depend on both the metal 
composition198 and framework density Figure 9.199 This pressure-induced band gap 
control was further demonstrated with the breathable MIL-47 framework, Figure 9.198  
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Figure 9. (a) MIL-53 is a prototypical example of th dynamic, ionic construction of MOFs 
instilling the framework with flexural freedom that alters its macroscopic properties, in this 
case, band gap energy. (b) the scatter plot shows through calculated band gaps of the 
narrow pore and large pore forms of several MIL-53 (with M(III) metal cations) and MIL-
47 (with M(IV) metal cations) inorganic derivatives that the band gap of more condensed 
systems (i.e., the narrow pore form) is lower. Adapted with permission from ref 198. 
Copyright 2015 American Chemical Society. 
 
Because most MOFs feature large discrete band gaps, a tremendous amount of 
effort has been invested in understanding the electronic structure of a family of 2D MOFs 
that feature a narrow or zero electronic gap.19,200–211 Many of these materials arrange to 
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form hexagonal pores and feature characteristic “Kagome” electronic bands arising from 
3-fold degeneracy at certain k-points (usually denoted as the K point in hexagonal crystal 
systems, although strictly speaking the direction of the K vector does depend on the space 
group).212,213 As shown in Figure 10, the Kagome bands occur in the conduction band at 
the K point as seen by the “Dirac cone”. If appropriately modeled using SOC,214 the bands 
themselves do not cross in k-space (the physics underpinning this effect are concisely 
presented in previously published work).215,216 While this gap is often very small (10s of 
meV), the nondegeneracy of these states permits unusual physics.217 
 
 
Figure 10: Electronic band structure of monolayer Ni3(HITP)2 (c) exhibits (a) closed-gap 
Dirac cones when spin–orbit coupling is ignored. These Dirac cones open upon spin–orbit 
coupling inclusion, (b), as seen by the enlarged view. Adapted with permission from ref 212. 
Copyright 2014 American Physical Society. 
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Many of these exotic electronic properties are found in the most well-studied 2D 
MOF, Ni3(HITP)2.218–221 For example, while both Ni3(HITP)2 and the Cu(II) analogue are 
predicted to be bulk metals due to delocalized π-electrons in the out-of-plane 
direction,19 Ni3(HITP)2 features a narrow in-plane gap, and a Dirac cone in the conduction 
band, Figure 10.73,219 This means the monolayer is only semiconductive, while the bulk 
solid is conductive. The out-of-plane stacking orientations have posed problems for 
modelers, because the anisotropic bonding leads to shallow potential energy surfaces, 
which provokes long computations and dissimilar electronic properties depending on 
stacking orientation, Figure 11.222 Interestingly, the hexa-substituted benzene analogue 
features in-plane metallicity.218 
While bulk models of Ni3(HITP)2 are metallic, a band gap is observed in monolayer 
models. The band gap observed in the monolayer models of Ni3(HITP)2 (Figure 10) can 
also be recovered by artificially elongating the intersheet distance. A band gap emerges at 
approximately 5 Å,220 and the open metal-sites of square planar Ni(II) are exposed. Foster 
and colleagues proposed a retrofitting procedure to create a 3D connected version of the 
catecholate-based MOF based on this exposure.220,223–225 The influence of metal identity 
on band gap has of course been assessed (Cu(II), Ni(II), Pt(II), Pd(II), as well as less 
common Ta(II), Rh(II), and Ir(II));226 these studies reveal that the metal plays a role in 
balancing strong electron correlation effects and SOC, while linker redox state seemed to 
be one avenue to modulate the Fermi level.227–230 
Interesting electronic phenomena are also observed in quantum mechanical 
simulations of isostructural frameworks where the linker motifs bond through sulfur atoms 
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rather than nitrogen. Fe3(HTTP)2 (HTTP = hexathioltriphenylene), for example, transitions 
from a bulk metal to having a discrete gap at low temperatures (130 K).201 PBE-D3 
calculations found an intersheet offset of ∼1.25 Å to be the most stable stacking 
conformation by <100 meV per Fe(II) ion, indicating a shallow potential energy surface. 
201 In that study, the material was predicted to be a metal in some sheet orientations, while 
in others, both the magnetism and geometric structure gave rise to the emergence of a band 
gap. Indeed, shallow PESs will continue to pose problems for computational chemists; the 
best effort with this family of 2D materials has been to use the experimental c-parameter 
and equilibrate within that restriction. Importantly, the slipped orientation perturbs the 
structure out of a hexagonal space group P6/mmm to orthorhombic Cmcm. 
 
 
Figure 11. Both eclipsed and slipped stacking modes of Ni3(HITP)2. The out-of-plane 
stacking impacts both the π-delocalization of the aromatic systems in the van der Waals 
direction, as well the crystal symmetry. Reproduced with permission from ref. 110. 
Copyright 2020 American Chemical Society. 
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In sum, MOF band gap energies can be effectively modified by altering the 
components on which frontier bands are localized, or adding new states within the existing 
band gap of a parent MOF through metathesis procedures. Both of these procedures enable 
predictive power in targeting material properties through systematic DFT studies. 
Although the band gap energy and frontier band identity play a role in determining the 
utility of a MOF in both light absorption and electrical applications, the lifetime of the 
charge carriers depends not only on the gap (or lack thereof) but rather on the charge. The 
following sections will discuss how the electronic band structure and DOS of a material 
can be used to predict electronic behaviors, among them charge mobility. 
 
1.3.1.3 Analyzing Density of States Plots 
DOS plots are critical to assessing electronic band parentage, providing information 
about the type of charge transport that may exist, be it ligand-to-ligand, metal-to-ligand, 
ligand-to-metal, or metal-to-metal fundamental gap. Hence, together with the electronic 
band structure and analysis of band dispersion, the DOS paints a comprehensive picture of 
the MOF’s anticipated function.  
The integral of the DOS indicates how many electrons occupy that energy level, 
and its parentage informs which atoms/orbitals are contributing to that energy level. Often, 
DOS plots are partitioned into atomic specific contributions (atom-projected DOS, pDOS) 
or orbital specific contributions (orbital-projected DOS), providing tremendous amount of 
insight into the nature of the bands in a material, as well as a lens through which the effects 
of linker functionalization, compositional substitutions, and interstitial influences may be 
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assessed.166,167,231,232 The DOS is computed for all sampled k-points, enabling practitioners 
to examine the DOS at a single k-point, or the sum of them. The former can be helpful 
when MOF bands cross one another in k-space and has been used fruitfully in MOF 




Figure 12. Spin-separated DOS (a) of the Mn3(HTB)2 Kagome lattice illustrated as the 
purple shading of the 2D planar Mn3(HTB)2 supercell (b) show the unique half-metallic 
property of being a metal in one spin-channel but a semiconductor in the other. Adapted 
with permission from ref 234. Copyright 2014 American Physical Society. 
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In spin polarized materials, the DOS representation may be further partitioned by 
spin; the spin-refined DOS plot of a Mn3(HTB)2 (HTB = hexathiobenzene) monolayer 
reveals that the material is a “half-metal” with a band gap of 1.54 eV in one spin channel 
with metallic bands in the other, Figure 12.234 Similar behavior was identified for Mn(II)-
PBP (PBP = 5,5′-bis(4-pyridyl)(2,2′-bipirimidine)).235 This knowledge is valuable because 
the spin bias afforded by the high degree of spin-splitting is advantageous for spintronic 
devices that require precise control over electron dipole orientation.236 
DOS plots have also been helpful in determining the directionality of charge 
transport in conductive MOFs, as will be seen in Chapter 2 of this thesis. Charge hopping 
is likely the mechanism of electron transport in most MOFs, commonly promoted 
accessing mixed valency through either partial redox of the metal/linker or via 
photoexcitation.237–240 Of the relatively conductive MOFs, those with the largest electrical 
conductivities typically contain an accessible iron redox couple.241,242 One of the most 
conductive 3D MOFs, Fe(tri)2 (tri = 1,2,3-triazolate), undergoes facile oxidation to yield 
an electrical conductivity enhancement from 10–9 to 10–1 S/cm.243,244 From a hybrid GGA 
calculation, the pristine divalent material is predicted to have a band gap of 4.4 eV; partial 
oxidation of the framework creates midgap Fe(III) d-states seen in the DOS although (the 
density of these states is proportional to the extent of oxidation), decreasing the band gap 
to 1.5 eV, Figure 13.241 The same design principle was used in a variety of other Fe 
containing MOFs, including Fe2(BDT)3,233 (NBu4)2FeIII(dhbq–2/-3)3 (dhbq = 2,5-
dioxidobenzoquinone/1,2-dioxido-4,5-semiquinone),238 and Fe2(DSBDC) (DSBDC = 2,5-
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disulfidobenzene-1,4-dicarboxylate).245 In all cases, the authors attribute the increase in 
electrical conductivity to a loosely bound β-spin electron of Fe(II), which acts as the source 




Figure 13. (a) The density of states for the Fe2+-containing MOF, Fe(1,2,3-
triazolate)2 features the emergence of midgap Fe3+d-bands. (b) The spin-density of the high 
spin Fe3+ defect is fully delocalized over all Fe atoms in the system. Image reproduced with 
permission from ref 241. Copyright 2017 Royal Society of Chemistry. 
 
There are also fleeting reports of Fe(III) reduction as a route to installing electron 
charge carriers (i.e., n-type doping). In a landmark publication, Fe2(BDP)3 (BDP = 1,4-
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benzenedipyrazolate)247 was reduced, enabling Fe(II) charge delocalization that mimics 
classic d5/6 bimetallic molecular complexes.248 Fractional reduction of Fe2(BDP)3 with 
potassium naphthalenide to yield KxFe2(BDP)3 (0 ≤ x ≤ 2) accessed nearly a 10 000-fold 
conductivity enhancement experimentally.247 Here, the authors performed their 
calculations on an approximate solid-state system, with the linkers being truncated to their 
inner-sphere pyrazolates, likely to reduce computational cost (Figure 14). Chemical 
reduction of the framework was modeled with periodic boundary conditions by adding a 
single electron to a six-iron super cell ([Fe(pz)3]6), in the absence of a potassium 




Figure 14. Directionality of charge motion in Fe2(BDP)3 was exploited in order to generate 
the electronic band structure and projected density of states for Fe2(BDP)3 upon 
elimination of the extended structure in two-dimensions to generate the 2-pyrazolate-
bridged Fe(III) so that the 1D interactions that drive electron transport could be examined. 
Data obtained from ref 247. Reproduced with permission from ref. 110. Copyright 2020 
American Chemical Society. 
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Figure 15. Electronic band structure and correlating density of states for M2(TTFTB) 
where M = Zn or Cd shown as gray polyhedral, >300 meV band dispersion of a 6-fold 
degenerate valence band is observed. Reproduced with permission from ref. 110. Copyright 
2020 American Chemical Society. 
 
Similar computational procedures have been applied to probe the oxidation of 
organic linkages. The family of M2TTFTB (TTFTB = tetrathiafulvalene tetrabenzoate) 
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MOFs249 have a valence band that is highly delocalized along the π-stacked TTFTB 
chain, Figure 15.250 The directionality of charge transport was exploited such that only the 
out-of-plane lattice vector was sampled to assess band dispersion. Upon oxidation, the hole 
was free to hop along the extended π-stacked pathway. MOFs that feature the same linker 
but do not crystallize with extended π-overlap, feature much lower electrical 
conductivity.251 
Obviously, DOS plots are instructive beyond the paradigm of visualizing possible 
charge transport pathways. A subtler invocation of pDOS plots was applied to a Ni/Co 
bimetallic ultrathin MOF nanosheet to indicate electronic coupling between 
metals.252 Charge transfer between the metals was deduced visually by comparing the 
pDOS plots for monometallic Co- and Ni-MOFs and the mixed Co/Ni-MOF. The authors 
report that electronic coupling across metal centers results in an increase and decrease in 
the density of unoccupied eg states for Ni and Co, respectively, due to a balance between 
electron–electron repulsion and π-donating abilities, Figure 16. 
In sum, the electronic DOS provides a detailed view of the atomistic contributions 
to energy levels, which can be quite complex for large chemical systems. Information 
gleaned from these analyses gives modelers the ability to predict the locality and direction 
of electron transfer, which are important in catalytic applications. The DOS also helps 
classify a material as a metal or semiconductor/insulator based on the absence or presence 
of density at the Fermi level.  
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Figure 16. Fermi-aligned DOS of monometallic MOF nanosheets built with (a) Ni and (b) 
Co revealed the resultant alteration of d-state density associated with bimetallic species (c). 
Ni(II) species experience electron repulsion from inorganic oxo ligands, while Co(II) 
species experience π-donation from the inorganic oxo ligands. These individual effects 
behave cooperatively in the bimetallic species; the donation of electron density from 
oxygen to Co(II) diminishes electronic repulsion from Ni(II). Data obtained from ref 252. 
Reproduced with permission from ref. 110. Copyright 2020 American Chemical Society. 
 
 
1.3.2 Molecular Modeling Approaches for MOFs 
In situations where the bonding between node and linker is highly ionic and their 
arrangements are not dense, a portion of the framework may be extracted to reduce system 
size. Given the exponential scaling of computational expense with the number of electrons 
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in a system, this strategy can be invoked to save time and energy, or to facilitate the use of 
higher levels of theory.  So-called “cluster modeling” is only valid when the property of 
interest pertains to a distinct active site, such as in the case of catalysis or small molecule 
adsorption, where MOF truncation will not impact the overall function and simply 
systematically eliminate bulk stabilization effects. The following subsections will outline 
the considerations for cluster extraction and geometric equilibration. Further, they will 
provide literature examples to evidence the functional utility of these procedures and 
demonstrate the diverse approaches to cluster definition afforded by the incredible 
variation in MOF composition and topology.  
 
1.3.2.1 Cluster Extraction 
Cluster models may be extracted from either experimental or computationally 
equilibrated structures.253 Equilibrating the latter structures in their periodic forms prior to 
cluster extraction significantly improves electronic convergence of the cluster:160 this is 
particularly important for MOFs that contain strained metal geometries.254–256 In both 
cases, it is then common practice to simulate the pseudorigidity of the MOF by fixing the 
coordinates of terminal atoms/groups of atoms. However, the process of cluster extraction 
unquestionably results in the loss of some information, either electronic or steric. The 
challenge, more broadly, is in the construction of a model that contains the dominant 
geometric and electronic properties of the system, and modelers are prepared to make some 
(major) approximations in order to do so. The value of benchmarking cluster models by 
comparison to extended solids and experimental geometries cannot be understated.257 
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One of the early challenges in cluster extraction is the emergence of negative 
vibrational modes that correspond to the molecular cluster wanting to relax into a geometry 
dissimilar to the solid-state. These models often then feature low frequency negative 
vibrational modes associated with the structure not being in a local minimum. The 
imaginary frequency may persist after geometric relaxation and can impact the calculation 
of thermodynamic properties, such as Gibbs free energy and formation enthalpies.258 The 
same vibrations may also be found in protocols where a low level of theory is used to obtain 
an equilibrated structure, followed by applying a higher level of theory to obtain electronic 
properties.259–262 Yet each of these are common practices in the modeling community, and 
while this propagates a small error, it should be systematic if the procedure is applied 
consistently throughout.263,264 
One method to eliminate negative frequencies simply and artificially replaces their 
magnitude with a value that reduces the effect of unphysical modes on the equations of 
state built using the quasiharmonic approximation.265 In other words, if we assign these 
modes to vibrations associated with the formation of the pseudolattice, then we can 
arbitrarily adjust their contribution. While this is a somewhat crude correction scheme, the 
energetic implications of large-scale structural distortions are expected to be of much 
greater magnitude. Persistent negative frequencies associated with modes artificially 
impacted by model parameters, such as boundary treatment, are often ignored.266,267 In 
practice, however, these modes can potentially be eliminated by subsequent optimizations 
or refining convergence criteria. 
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Beyond the geometric constraints placed on a cluster model, the other major 
challenge arises due to bond cleavage from the bulk. Regardless of the size or composition 
of the cluster model, extraction of an isolated region from an infinite solid will require 
installation of extrinsic passivating groups, rigidly altering the electronic structure, and 
sometimes the symmetry of the chemical system.268 A significant amount of attention is 
paid to this stage of model development; improper passivation can inadvertently augment 
the charge of the cluster, the oxidation states of metals and ligands or, in the worst case 
scenario, cause calculations to oscillate and never converge (wasting both time and 
resources).269 
Generally, MOF cluster models are formed by cleaving the material at a remote 
metal–linker interface (often the weakest bond in the material) and simply passivating the 
valence through addition of hydrogen (formally H• prior to the self-consistent field 
routine, Figure 4d).270 Alternative passivation options include the use of fluorine to 
emulate the electron withdrawing nature of the Lewis acidic metal cluster271 or more 
elaborate orbital capping methods.272,273 The only real mandate is that if a σ bond is cleaved 
in the extraction process, then a σ bond must be made in the passivation process. The same 
is true for other bond types, however cleaving through conjugated networks is generally a 
bad idea (e.g., it would be ill-advised to approximate an aromatic ring as cis-1,3-




Figure 17. Various clusters used in computations of catalytic and photophysical 
transformations in MOFs. (a) HKUST-1 has been modeled using a single node passivated 
with protonated benzene tricarboxylic acid motifs, as well as formates. Furthermore, 
internode interactions have been captured by truncating to include two nodes. (b) UiO-66 
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is widely thought to be an ideal support for catalytically active metals by atomic layer 
deposition onto the nodes surface. There, the electronic structure of the ZrO motifs is 
relatively unperturbed by formate vs benzoate passivation, and models instead vary based 
on the extent in which they include the pseudopore created by the benzoate pocket. (c) 
Some models conjecture that the operative physics and chemistry of the MOF can be 
described entirely by a free ligand. The simplest cluster extraction is one that yields a free, 
protonated linker and its appendages. (d) Instances where the electronic structure of the 
linker is dependent on the chemistry of the nodes truncate to a full linker bound to all 
inorganic components. (e) Some studies include both complete nodes and linkers, in order 
to capture photophysical transformations that involve both the metal and ligand. 
Reproduced with permission from ref. 110. Copyright 2020 American Chemical Society. 
 
In practice, there is no real universal approach to extracting clusters from MOFs; 
practitioners will cleave whatever they think best captures the chemistry of the system. 
However, we can broadly summarize the mentalities arriving at the representative clusters 
shown in Figure 17: 
 
• Approach 1 (intact nodes, the most commonly invoked), includes an explicit node 
(i.e., the inorganic component in the MOF), and the associated inner-sphere donor 
atoms from the anions. This approach is widely used because it enables a reasonable 
description of the operative chemistry at the node, enabling computations of node-
supported catalysis274,275 and gas sorption properties at open metal sites276,277 
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among others discussed below. In these models, the linkers must be neutrally 
terminated to some discrete approximate of the MOF linker (e.g., BDC 
approximated as formate, Figure 17a). There is some degree of creativity involved 
in this process because BDC, for example, can be approximated as a formate, a 
benzoate, or a protonated BDC (Figure 17a,b). To determine an appropriate degree 
of truncation a common practice is to begin with the smallest system (e.g., formate 
for BDC) and build outward toward inclusion of the full linker and beyond until the 
resultant analysis stops changing. The success of a given ligand truncation scheme 
depends on the purpose of the model (e.g., including aromatic motifs of linkers may 
be useful to simulate the pore environment). A mixed approach to linker truncation 
is commonly used for inorganic clusters with bulky ligands (such as the catalytic 
pocket model shown in Figure 17b) because the aromatics around the active site 
may play an allosteric role while remote ligands likely do not contribute to catalytic 
function, nor do they significantly alter the chemistry of the node. 
• Approach 2 (intact linkers), a cluster of a MOF is created such that the complete 
linker is intact, and the node is accounted for in some creative way. In the simplest 
example, a linker can be extracted and passivated with protons, Figure 17c. Here, 
the Lewis acidity of the node is obviously poorly accounted for, but its effect may 
not be overly important (e.g., for studies relating to the geometry of a linker-
supported catalytic metal). Full SBUs may be appended to linker termini where 
their influence controls the properties of interest (e.g., conformational restriction 
during optical transitions,278 Figure 17e). Other exotic examples may include 
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complete linkers passivated by approximate nodes (e.g., nodes that are 
geometrically related to the MOF but contain more simple metals such as switching 




Figure 18: Cluster model of UiO-66 wherein one of the BDC linkers is passivated with a 
formate or the aqua/hydroxyl pair.280 Reproduced with permission from ref. 110. Copyright 
2020 American Chemical Society. 
 
Most models follow approach 1, and feature complete nodes passivated by some 
representative anions. As an illustrative example, the performance of UiO-66 and UiO-66-
NH2 for the cross-aldol condensation of propanal with benzaldehyde has been assessed 
using both cluster and periodic models.281 The cluster model was composed of one Lewis 
acidic [Zr6(µ3-O)4(µ3-OH)4]12+ node, with pendant linkers modeled as formates on the 
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remote portion of the node, and benzoates on the active half (Figure 18). The idea of a 
mixed ligand model can be thought of as a method to locally simulate a pseudopore 
environment (i.e., approximating local steric interactions around the site of interest). In a 
related study, protonation of the active hydrate sites (Figure 18) was found to play a critical 
role in the reaction pathway of Fischer esterification due to the dual Brønsted 
acidity/basicity of water molecules coupled with the Lewis acid catalytic function of 
defective Zr(IV) centers.282 
Naturally, the full linker must be present to study systems where the linker plays an 
operative role in the chemistry of the MOF (approach 2). In fact, there are both thermal 
and photocatalytic examples where a cluster model may be a single linker, Figure 17c, 
although inclusion of a complete linker and node are most common, particularly in 
photoapplications.278,283,284 These “linker models” are familiar in inert MOF scaffolds that 
can support catalytically active linkers. For example, biphenyl dicarboxylate (bipydc) 
linkers hosting catalytically active species that were incorporated in UiO-67 derivatives 
can be modeled as the free acid with catalytically interesting metals bound through the N-
donor, Figure 17c. The simulated platinum XANES data of the cluster model matches that 
of the same catalytic linker incorporating into the MOF indicating that electronic behavior 
of the linker-metal interaction was not overly affected by framework incorporation.285–287 
Cluster models can also be used to study photophysical properties if the photoactive 
motifs are intact. In other words, the frontier states of a MOF may be individually assessed 
using isolated cluster models, provided there is no charge transfer between the components, 
i.e., when the valence and conduction band edges of the solid are centered on either the  
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linker, or separately, the node. However, many MOFs feature ligand-to-metal excitations, 
and models may even erroneously predict such excitations due to the truncation procedure. 
For example, a cluster model featuring a single Zr-oxo node suspended by hydrogen-
passivated porphyrin linkers was generated to explore the nature of frontier orbitals 
responsible for photocatalytic oxidative amine couplings, Figure 17e.288 From that model, 
the lowest unoccupied orbital is dominated by contributions from the Zr-oxo moiety, yet 
the experimental UV–vis response correlated with linker energetics suggests excited 
linkers may transfer charge to the inorganic node. 
A linker-only model (approach 2) was also used to simulate modified UiO-67 
hosting borane frustrated Lewis pairs (FLPs), Figure 17c.289,290 Approximation of the 
MOF chemistry as a single proton-passivated linker was valid in this case because only the 
FLP centers were responsible for heterolytic dissociation of H2 in the hydrogenation of 
CO2 to methanol via formic acid.289However, the model apparently omitted critical 
interactions of reagents with the inorganic node; periodic calculations performed to assess 
the success of the cluster model identified strong interactions between H2 and the node. As 
a result, the mechanistic analysis was performed with the climbing-image nudged elastic 
band (CI-NEB) method with the bulk structure modeled using periodic boundary 
conditions; however, inclusion of the node in the model may have been important.290 
Beyond these examples, there have been more extreme cluster extractions designed 
to include the effects of pore encapsulation. The pore is thought to provide additional 
physical influence on properties such as site adsorptivity,291 enantioselectivity,292 and size 
selectivity293,294 as functions of the pore volume, aperture, and composition. In such cases, 
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a complete description of the pore aperture and/or cage created within may be necessary to 
explain intrapore reactivity. Such was the case for a borylation catalyst incorporated as the 
linker of a UiO-67-analogue.295 The heterogenized system exhibited >99% 
chemoselectivity toward a monoborylated product, far exceeding the selectivity of its 
homogeneous counterpart.294 Gibb’s free energy profiles were first recovered from the 
isolated linker model (Figure 19d), but it took the implementation of a large UiO-67-
analogue cluster model, containing both the tetrahedral and octahedral pores of the 
MOF, Figure 19a–c, to deduce that selectivity of their catalytic reaction resulted from pore 
confinement restricting access to the diborylated product rather than local sterics or 
electronic interactions.295 
Clearly, the size of a cluster model, i.e., the portion of the framework included in 
the model, will be different between MOFs of different chemical composition, but it can 
also vary when attempting to recover different information regarding the same scaffold. 
For instance, the Cu-dimer paddlewheel node found in Cu3BTC2 was approximated to 
cupric formate to study small molecule binding at its open metal site, Figure 4a, and similar 
binding energies of small gases were recovered using the cluster model, the periodic model, 
and experiment.296 However, the same node required inclusion of complete BTC linkers 
(passivated with hydrogen) to account for their steric role while modeling a carbonyl-ene 
reaction.297 In a different instance, the Knoevenagal reaction of malononitrile and 
benzaldehyde to 2-benzylidenemalonitrile was modeled at the Cu(II) site.298 The authors 
noted the possibility of reagents binding to more than one node, thus two formate-
passivated Cu-paddlewheels were included and linked together using a 1,3-benzene 
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dicarboxylate model of BTC, Figure 17a. This cluster was validated by implementing 
periodic interpolation schemes between intermediates identified through cluster modeling. 
The cluster model predicted that deprotonation of malononitrile creates a Brønsted acid 
from one organic linker, and the adjacent Cu(II) Lewis acid facilitates subsequent reaction 
steps both electronically and through geometric prearrangement. The periodic model, 
however, showed that adjacent Cu(II) sites from a third Cu paddlewheel, not included in 
the cluster model, provided additional stabilization that reduced the highest activation 
barrier by ∼5 kcal/mol. One might conclude, then, that the cluster model should have 
included three SBUs for accurate electronic properties, although the mechanism itself was 
qualitatively constant. 
Determining the appropriate extent of linker truncation for a model requires some 
chemical intuition, but the choice is aided by synthetic design. Modelers have learned a lot 
about their selection of both cluster models and defect passivating agents by simply 
examining the modulators used in experiment. Modulators are monotopic ligands with 
local geometry similar to the linker that primarily aid in prenucleation and organization of 
the inorganic clusters during MOF synthesis. The resulting crystals may host monotopic 
modulators that became trapped at the site of missing linkers. Formic acid is a common 
modulator added to metal-carboxylate mixtures to facilitate crystal growth. Hence, it 
should not be surprising that one of the most common truncation schemes is the 
simplification of aromatic carboxylate ligands to pendant formates.299 The exclusion of 
phenyl motifs in BDC linkers might raise eyebrows, however formates are routinely found 
bound to Zr nodes in experiment due to the inherent defective nature of real materials. 
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Figure 19. (a) Top and (b) side view of a modified UiO-67 scaffold. The model contained 
a complete description of both pores, enabling assessment of energetic barriers for product 
diffusion throughout, which seemingly enhanced selectivity for monoborylated products 
during catalytic methane borylation; the energetics of reaction pathways were compared 
with the pore cluster model (c) and linker cluster model (d) and similar reaction coordinated 
diagrams were recovered. Image adapted from data presented in ref 294. Reproduced with 
permission from ref. 110. Copyright 2020 American Chemical Society. 
 
However, as illustrated by the pairing BDC, tetrakis(p-benzoate)pyrene (TBAPy), 
and BTC with the same Zr6-oxo node to yield three dissimilar MOFs with increasing node 
connectivity, metal sites that are not coordinatively saturated can be passivated by hydroxy- 
or aqua-ligands depending on the charge compensating requirements, Figure 20. Linker 
vacancies are capable of hosting transition metal catalysts.300–302 These have been widely 
studied in the UiO-66 and NU-1000 frameworks, which have periodic “defect sites”,303–
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306 while metal appendage to UiO-66 mandates the use of a linker-vacancy model 




Figure 20: Connectivity of MOFs built from inorganic clusters can be varied by changing 
the directionality associated with the linker; ditopic BDC ligands create a 12-connected 
SBU, tetratopic TBAPy ligands form 8-connected SBUs, and triptoic BTC ligands for a 6-
connected SBU. Reproduced with permission from ref. 110. Copyright 2020 American 
Chemical Society. 
 
Even without appended metals, the nucleophilic node-bound hydrates/hydroxides 
are thought to be active sites for the hydrolysis of nerve agents. A tremendous amount of 
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effort has been invested in the topic, and we will highlight a notable example: linker-vacant 
UiO-66 and MOF-808 models compared for the decomposition of Sarin (Figure 21).309 
The energetic pathway obtained from DFT was similar for both systems, yet the relative 
rates of detoxification experimentally are MOF-808 < UiO-66.261,291 It was suggested that 
the mixed aqua and hydroxy coordination sphere in MOF-808 has the greatest capacity for 
thermal rearrangements to stabilize reaction species through hydrogen bonding.309  The 
effect of linker truncation was assessed by comparing these results to a half formate–half 
benzoate capped model and the largest difference in energy along the reaction pathway was 
∼1 kcal/mol, bolstering speculations that the openness of catalytic sites on these nodes 
reduces the significance of linker identity in small molecule transformations, Figure 21. 
Even if the electronic properties of the cluster remain intact in the extraction 
procedure, the excluded chemistry may have had an unforeseen operative role in a catalytic 
cycle. To model reaction conditions, the explicit inclusion of small molecules such as 
solvent or water may become important.310 In one case, four explicit water molecules were 
included in a mixed ligand formate/benzoate cluster model of UiO-66-NH2 (in addition to 
an implicit solvation model) to study the hydrolysis of phosphonate ester bonds in chemical 
warfare agents catalyzed by UiO-66-NH2.311 An experimental investigation of zirconia 
cluster based MOFs showed the presence of amines either in the MOF (UiO-66-NH2) or 
the agent VX (O-ethyl S-diisopropylaminoethyl methylphosphonothiolate) significantly 
enhances the rate of hydrolytic decomposition.312 Multiple water molecules were included 
to assess whether the amino groups were behaving as Brønsted bases to catalyze hydrolysis 
or passively tuning the hydrogen bonding network to increase the nucleophilicity of water 
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molecules around Zr(IV).311,313 The trans-benzoate linkers across the active site were 
aminated, as adopted from the comparative study of UiO-66 and UiO-66-NH2 for aldol 
condensation.281 The transition state barrier for water addition was higher when the 
activated water molecule was coordinated to the aniline unit rather than the hydroxyl 
ligands of the node, suggesting the amino group does not electronically participate in the 
reaction, and is instead active in orienting the nucleophilic water molecules. 
 
 
Figure 21. Comparison of free energy profiles for decomposition of Sarin on Zr-oxo nodes 
in defective UiO-66 and MOF-808 using periodic models and either benzoate or formate-
capped cluster models. Subtle differences in predicted reactivity are noted depending on 
the capping agent used in the cluster model. Image produced from data presented in ref 309. 
Reproduced with permission from ref. 110. Copyright 2020 American Chemical Society. 
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Indeed, the extent of hydration (e.g., number of linker defects in UiO-66 or 
coordinated water molecules) can play a determining role in the catalysis.281,314 Water 
exhibits a dual role in the hydrolytic reactions with nerve agents, where it functions as a 
gate-keeper for adsorption by blocking the Lewis acid sites on Zr-oxo nodes, in addition to 
acting as a nucleophile.281,282 The necessary and endergonic displacement of water to 
initiate nerve agent hydrolysis makes its explicit presence an important consideration in 
these models.261 Explicit consideration of CO2 was further shown to hinder nerve agent 
degradation by preferentially binding to Lewis acidic sites.315 Further, in the presence of 
CO2, H2O, and dimethyl methylphosphonate (DMMP), carbonate formation is preferred to 
DMMP decomposition. Although CO2 prevents the hydrolytic degradation of DMMP on 
Zr(IV) sites, it was found to facilitate the desorption of its degradation products to 
regenerate the catalyst. Thus, cluster models concerned with enhancing reactivity or 
selectivity may benefit from explicit inclusion of small molecules that may be 
advantageous. 
In summary, the process of cleaving and extracting clusters for catalytic modeling 
is somewhat of a case-by-case process. Depending on the active component, the cluster 
model may focus on a complete node or linker and additional subunits (e.g., additional 
nodes or linker components) are included if they play an electronic or steric role. To verify 
the results from cluster models, values can be compared to calculations performed on the 
bulk or experimental parameters; transition states and intermediates found from cluster 
modeling can be confirmed through interpolative procedures described in Chapter 3. The 
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following sections detail the modeling protocols practitioners employ once they have a 
cluster model at hand. 
 
1.3.2.2 Geometry Constraints for Cluster Models 
While the primary challenge of cluster model extraction is related to the chemistry 
of the truncation (i.e., how to cut the solid appropriately and passivate the dangling bonds), 
there are further considerations that must be addressed in order to obtain reliable 
computational data. The most important of these is how to appropriately geometrically 
equilibrate the cluster once it has been extracted; omission of the repeating framework 
provides additional degrees of freedom that may permit the molecular cluster to access 
conformations unattainable in the constraints of the lattice. To mediate this, geometric 
constraints are applied to certain atoms or functional groups to mimic the rigidity of a 
crystalline MOF.  
The main objective of a geometric equilibration is to minimize forces on atoms and 
obtain a stable local minimum energy structure.259 However, as previously alluded to, 
occasionally systems are so large that certain atoms must be frozen/fixed in their 
experimental positions in order to simplify the model; the same protocol is mandated in 
cluster extraction. Common atomic freezing procedures described herein for subsequent 
optimizations include freezing the passivating motifs, terminal nodes/linkers, or the para-
carbons in BDC-containing MOF-clusters, as this still allows the ring face to rotate without 
expanding the pseudolattice. 
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As an example, the frozen para-carbons in a metal-appended NU-1000 derivative 
were sufficient to maintain the ligand orientation while studying hydrolysis of the 
phosphonate ester bond present in nerve agents.261 The authors employed acetate-capped 
cluster models to assess the reaction profile for VX and 3,3-dimethyl-2-butanyl 
methylphosphonofluoridate, assuming the openness of the catalytic site would prevent 
significant contributions between the reagent and the surrounding linkers. No constraints 
outside of frozen para-carbons were applied to this cluster yet the directionality of the 
framework appeared to be maintained, pointing to the geometric rigidity of the Zr-oxo 
nodes. In a different study, benzoate linkers were employed to study the degradation of 
methylparaxon on the NU-1000 node.316,317 The hydrogen atoms para to the carboxylate 
were again kept fixed, and reasonable quantitative agreement was found between theory 
and experiment. In sum, freezing a para-positioned atom does allow for ring rotation, while 
preventing distortion of the pseudolattice. 
Maihom, Limtrakul, and colleagues examined CO oxidation of N2O on HKUST-1 
analogues (M3BTC2, M = Cr, Fe, Co, Ni, Cu, and Zn).318 The model included four BTC 
linkers bound to one cupric paddlewheel, and the terminal carboxylic acid protons were 
kept fixed. In this case, the ligands were unlikely to deform throughout the reaction. 
However, this example serves as particularly pedagogical: one can imagine a circumstance 
where a reaction pathway involves major distortions to the active metal site that may be 
stabilized by improperly allowing the ligands to unbind throughout or artificially 




Figure 22. Isolation of the target clusters from a mixed-linker UiO-67 derivative bearing 
aminated and catalyst-loaded linkers; linker arrangement was maintained without 
directionality imposed by inorganic components by constraining carboxylate oxygens.319 
Reproduced with permission from ref. 110. Copyright 2020 American Chemical Society. 
 
Finally, in perhaps the most extreme application of atom constraints, a study by 
Ryu, Kim, Choi, Kang, and colleagues featured a linker-bound catalyst, ReI(CO)3(2,2′-
bipyridine-5,5′-dicarboxylate), which performed CO2 reduction. The photocatalytic 
response of the MOF was observed to increase with the concentration of aminated-bpy 
linkers,319 and EXAFS revealed bonding interactions between the amine-functionalized 
linkers and catalytic linkers that indicated ligand cooperativity. A creative cluster model 
featuring the catalyst linker complexed with an amine-based linker in close proximity was 
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taken from the experimentally refined crystallographic structure to explore the energetic 
reaction profile, Figure 22. To model framework rigidity, the carboxylates were 
constrained throughout the study. Indeed, this is an excellent example of a model: the 
operative chemistry was captured in their “cluster”, even though its construction is 
somewhat esoteric. 
In sum, there are numerous combinations of optimization and truncation protocols 
one could follow, and it is not immediately clear which yields the most reliable results. 
Indeed, the best solution depends on the chemistry of each framework, and the purpose of 
the model; it is thus difficult to be prescriptive, and once again benchmarking schemes 
comparing relative cluster model sizes, ab initio, or experimental data is strongly 
encouraged. Still, the breadth of modeling capabilities available to molecular models is 
worth the structural simplifications because the electronic insights gleaned from extensive 
and high-level studies build design principles that guide MOF developments in every field 
in which they are applied. 
 
1.4 Bridge 
 Clearly, the methodologies applied to MOFs are as diverse as their chemistry. In 
Chapter 2, which pertains to electronic conductivity (the most material-like behavior of 
MOFs), all studies invoke periodic boundary conditions to capture the long-range bonding 
order that facilitates charge transport throughout the scaffolds. Each of the MOFs 
investigated have dense arrangements of aromatic linkers joined through y-orbital overlap 
that give rise to dispersive electronic bands along the k-vector associated with that 
 69 
crystallographic direction. However, in the case of 2D graphene analogs, this is 
supplemented by in-plane conjugation between the metals and linkers such that even 
monolayers must be described within solid-state modeling paradigms. The metallic nature 
of these species enables the recovery of electronic band structures using the GGA 
functional, PBEsol; however, the accurate assessment of charge-hopping regimes in 
gapped materials requires the use of a hybrid functional such as HSEsol06. 
In the case of catalytically active MOFs (discussed in Chapter 3) the scaffolds of 
interest have large pore volumes to facilitate mass transport and strongly ionic interfaces 
that give rise to localized electronic bonding. The photocatalytic studies described at the 
beginning of Chapter 3 also necessitate an accurate recovery of the electronic band gap. 
This means periodic boundary conditions must be used to account for the effects of 
increasing dimensionality, and the hybrid functional HSEsol06 is used so the difference in 
energy between occupied and unoccupied states is not underestimated. Conveniently, the 
associated redox reactions for photoactive scaffolds can be viewed through a 
thermodynamic lens such that clunky transition state algorithms can be foregone. However, 
the study pertaining to thermal catalysis in Ni(II)-MFU-4l presented later in the chapter 
adopts cluster modeling procedures to facilitate comprehensive transition state analyses 
and consideration of multiple competing pathways. For the cluster models, a meta-GGA 
functional (M06-L) is invoked, but periodic models using the GGA functional PBEsol are 
instituted as a benchmark to ensure the energetic of ordering of intermediate geometries is 
only systematically perturbed by model truncation.  
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The MFU-4l scaffold is also studied in Chapter 4; the coordinatively unsaturated 
Zn(II) metal site undergoes post-synthetic cation metathesis to achieve high catalytic 
activity, but inorganic ligand exchange to achieve gas adsorption behavior that mimics an 
enzymatic active site. Similar cluster models are invoked for both studies due to the 
localized nature of the properties in question, which occur at pore-isolated active sites on 
nodes that are electronically insulated from one another. Subsequent studies in Chapter 4 
describe post-synthetic inorganic ligand exchange that function as structural motifs in a 1D 
nodal chain. These studies adopt periodic boundary conditions because altering the primary 
coordination sphere of the metal atoms corresponds to long-range structural perturbations 
that can only be captured by accounting for the extended structure. Further, an accurate 
description of the pore is necessary when considering pore-filling dynamics.  
Despite their disparate structure, bonding, and function, each MOF probed 
throughout this thesis is a piece of a larger puzzle. The real questions being posed, and 
answered, herein being: when are MOFs greater than the sum of their parts, and how do 
we intuitively combine organic and inorganic building blocks to achieve electronic 
structures that facilitate a desired function. In each investigation reported hereafter, 
computational models are built and used to obtain key insights into the electronic structure 
of the MOFs in question. In turn, the model parameters and resultant findings inform future 
computational modeling endeavors and the construction of design principles that will help 








MATERIALS WITH DISPERSIVE ELECTRONIC BANDS 
 
Chapter II of my dissertation pertains to the most conventional treatment of MOFs 
as solids. Charge transport pathways are explored using traditional condensed matter 
physics concepts including the construction of electronic band structures and atom- or 
orbital-projected DOS plots. These graphical representations of electronic structure help to 
understand the chemistry of conduction pathways and which components give rise to 
conductive bands near the Fermi level of metallic MOFs (Section 2.2), or valence and 
conduction bands of semiconducting MOFs (Section 3.3). This chapter begins with an 
introduction to the solid-state modeling procedures invoked for the investigations in the 
subsequent subsections that is excerpted from my first author published literature review, 
Chemical Reviews, 2020, 120, 8641-9715. Section 2.2 also contains previously published 
work, Nature Materials 2021, 20, 222-228, which was co-authored by experimental 
collaborators Jin-Hu Dou, Maxx Q. Arguilla, Yi Luo, Jian Li, Weizhe Zhang, Lei Sun, 
Luming Yang, Tianyang Chen, Lucas R. Parent, Grigorii Skorupskii, Nicole J. Libretto, 
Chenyue Sun, Min Chieh Yang, Phat Vinh Dip, Edward J. Brignole, Jeffrey T. Miller, Jing 
Kong, Junliang Sun, and Mircea Dincă, and my PI Christopher H. Hendon. There we 
explore structure-property relationships for charge transport in 2D MOF graphene analogs 
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using single crystal data in combination with theoretical crystal structure analysis. Section 
2.3 also contains previously published work, Chemical Science 2019, 11, 1342-1346, co-
authored by experimental collaborators Hanna C. Wentz, Grigorii Skorupskii, Ana B. 
Bonfim, Evan H. Oriel, Graham T. Sazamad, and Michael G. Campbell as well as my PI 
Christopher H.  Hendon. There we see how MOF crystallinity can be used to develop 
charge transport pathways through the alignment of redox active organic motifs. 
Experimental details and discussion from the articles detailed in Section 2.2 and 2.3 can be 
found with the supporting information in Appendix A and B respectively.  
 
2.1 Fundamentals of Charge Transport in Molecular Solids 
The ionic metal-organic interface that results in localized bonding throughout bulk 
MOFs and benefits the aforementioned applications of as adsorption, catalysis, and charge 
storage, can be tuned through the spatial and energetic overlap of metal and linker orbitals. 
Towards this end, a compelling family of MOFs is the 2D graphene analogs composed of 
square planar divalent metal centers and hexasubstituted, tritopic organic linkers that yield 
y-d conjugation in the plane of connectivity and y-y interactions between the layers. These 
band-type transport materials have been tuned through heteroatom and metal variations to 
provide porous electrode materials with conductivities rivaling conventional materials but 
with superior tunability. The studies detailed below will explore the structure-property 
relationships associated with enhanced conductivity in these materials and alternative 
strategies to induce charge transport in formerly insulating materials based on component 
pre-organization and redox active components.  
 73 
2.1.1 Recovering Electronic Band Structures 
Electronic band structures (EBSs) are a plot of electronic energy as a function of k-
space (i.e., electron momentum). The shape of the bands provides tremendous amounts of 
information about material properties, including the potential to transport charges, overall 
material stability and, to the trained eye, even the composition. Given that MOFs are self-
assembled from discrete molecules, it is somewhat unsurprising most feature localized (i.e., 
flat) electronic bands that facilitate the use of cluster models. However, through 
development with a complement of experiment and theory, there are increasing examples 
of MOFs featuring curved (i.e., dispersive) bands and interesting MOF applications that 
rely on the description of bulk electronic structure. Thus, this section will discuss the 
calculation and implications of MOF electronic band structures. 
The electronic band structure is simply constructed by sampling the energy of 
electrons at various k-points. The difference in energy between the bottom and top of the 
band at two dissimilar k-points is referred to as the bandwidth, or band dispersion, and is 
essentially a measure of the “curviness” of the bands. Higher band dispersion means more 
mobile charge carriers and also indicates something about the extent of orbital overlap and 
long-range interactions in that crystallographic vector. Because these plots ultimately 
depict electron momentum, the second derivative of a band near a high symmetry k-point 
(sometimes called special points) yields the effective mass of a charge carrier in that band. 
Perhaps it is somewhat intuitive that a highly symmetric crystal would feature a 
large degree of electronic degeneracy within the unit cell; it is less intuitive to imagine how 
crystal symmetry affects the bulk electronic properties, i.e., those that extend beyond a 
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single computational cell. As mentioned in the previous section, the material should be 
properly equilibrated using all of the high symmetry k-points in addition to a dense grid 
between them. Practically, however, this is often impossible, but also unnecessary; 
generally flat-banded materials (like MOFs) can be described with Γ-only sampling 
because the insulating interface between the metal and ligand is sufficiently accounted for 
by explicit orbital interactions within the computational unit cell.21,320,321 It is, however, 
typically good practice to sample all labeled high symmetry k-points for the given space 
group,135,322,323 as presented in the Bilbao Crystallographic Server,131 ensuring that the 
total energy has included all important long-range interactions.324  
Although the chemical connectivity in MOFs is usually highly symmetric, MOFs 
themselves have highly anisotropic electron density through the crystallographic unit cell: 
there are pores! Thus, it is expected that the electronic band structures should contain some 
interesting information, albeit subtle, arising from the periodic absences of electron 
density. Indeed, one paradigm in the conductive MOF literature is whether the charge 
carriers are more delocalized through-space or through-bonds.325,326 The band structure 
sheds light on this. Consider two similar scaffolds made from π-stacked triphenylene-based 
linkers: in the case of Ln(hexahydroxytriphenylene), the inorganic nodes form continuous 
ionic bonds throughout the material,327 whereas in Ni3(HITP)2 the sheets are nonbonded. 
In both cases, the greatest band curvature is found to be centered on the linker, but 
associated with the out-of-plane direction. In other words, the conductivity mode is 
“through space”. 325,326 The delineation of “through-bond” or “through space” should not 
be confused with that between band or hopping conduction, which are separate 
 75 
mechanisms that can be distinguished by the presence of an activation energy associated 
with the conduction. 325,326,328,329 
Electronic band structure calculations primarily serve to graphically identify 
crystallographic directions in which electrons are highly delocalized and strongly 
interacting. Such plots contain a significant amount of information when paired with the 
crystal structure and a map of the high symmetry k-points for the MOFs parent space group. 
The analysis can be further complimented by quantitative analysis of the electronic band 
dispersion (a concept we have already introduced), and most importantly, the density of 
states. 
2.2 Crystallization and Structure-Property Relationships for 2D MOFs  
Imparting conductivity to MOFs, previously considered as insulating materials, 
provides new opportunities for materials research and facilitates applications that harness 
both porosity and electronic delocalization in extended crystalline lattices.330–335 The 
unusual combination of porosity and excellent conductivity in MOFs with 2D π-
conjugation has led to the development of a variety of potential applications, ranging from 
batteries336–338, supercapacitors and fuel cells339–341 to electrocatalysts342 and 
chemiresistive sensors343. To develop 2D π-conjugated MOFs with chemically addressable 
electrical properties and/or redox activities, it is important to grow large single 
crystals344,345, which facilitate single-crystal electrical device fabrication and atomic-
resolution structural characterization by diffraction techniques—both of which are critical 
for understanding how physical properties relate to structure. Nonetheless, to date, 2D 
MOFs with well-resolved crystal structures remain scarce330; most, if not all, of these 
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MOFs can only be obtained as nanocrystalline powders that also exhibit heavily disordered 
interlayer stacking326,332,346,347. Typically, the structures of 2D π-conjugated MOFs cannot 
be determined rigorously; instead, they are simply implied by matching experimental 
powder X-ray diffraction (PXRD) patterns with those simulated from hypothesized 
models331,348. This status quo does not provide any information on the stacking sequence 
of the 2D layers or on the content of the pores. The lack of studies on single-crystal 
structures has significantly impaired the determination of structure−property relationships 
that drive the materials discovery process and are critical for the continued development of 
this class of porous conductors. 
 
2.2.1 Ligand Design Strategy for Single-Crystal Growth 
Controlling crystal growth in 2D conductive MOFs is difficult because in-plane 
growth (that is, growth in the ab plane) requires continuous formation and breakage of 
strong metal–ligand bonds, whereas growth normal to the covalent sheets (that is, in 
the c direction) is governed by much weaker π-stacking interactions. Because the latter are 
much more reversible, they usually dominate growth but are too weak to enforce long-
range translational symmetry, causing severe stacking disorder. Consequently, these 
materials exhibit long needle- or thread-like morphology, with severely stunted in-plane 
growth such that the ab dimensions of typical MOF crystallites rarely exceed several 
hundred nanometres. Crystal growth in these systems is further complicated by the 
unusually complex chemistry. Indeed, MOFs in this class are often the result of reactions 
involving four components: the protonated organic ligand, a metal-ion source, a base that 
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deprotonates the ligand in situ, and an oxidant that oxidizes the ligand in situ. Traditional 
strategies for controlling crystal growth in such systems involve systematically changing 
the reactant concentration or order of addition, or controlling the reaction temperature and 
time. Nevertheless, these approaches do not fundamentally alter the anisotropic growth 
directions of a given crystallite and have yielded only marginal improvements in the crystal 
dimensions.349 
Instead of relying on these traditional methods for controlling crystal growth, we 
sought to fundamentally rebalance the in-plane and out-of-plane growth of conductive 2D 
MOFs by altering the ligand electronic structure (Figure 23a). The molecular and 
electronic structure of the ligand core influences both the in-plane crystal growth, by 
modifying the nature of the metal–ligand bond, and the π-stacking between the 2D sheets. 
For this particular class of 2D conductive MOFs, we hypothesize that a large, electron-
deficient ligand core with reduced electron density at the metal-binding site will increase 
the acidity of the metal-binding functional group, resulting in a more pronounced 
reversibility of the metal–ligand bond and higher in-plane crystallinity. These design 
principles are exemplified by the ligand 2,3,7,8,12,13-
hexahydroxytetraazanaphthotetraphene (HHTT) (Figure 23a; see Appendix A for 
synthesis). The choice of this ligand is inspired by concepts in organic electronics, whereby 
enlarging the π-conjugation and embedding heteroatoms into the backbone result in 
stronger non-covalent interactions between adjacent molecules.350–353 Here, the 
tetraazanaphthotetraphene core features a larger π-conjugated plane than the triphenylene 
core (such as in 2,3,6,7,10,11-hexahydroxytriphenylene, HHTP) in archetypical 2D MOF 
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ligands, which should favor stronger inter-ligand interactions and more ordered π-stacking, 
as demonstrated in closely related organic π-based systems.  
To assess the relative electronic structures of HHTT and HHTP we invoked 
molecular models of the acid form of both linkers. The geometry optimizations for the 
ground and charged states were performed using DFT as implemented in Gaussian09 at 
the B3LYP/6-31G** level. The electrostatic potential (ESP) maps of the molecules were 
calculated with an isovalue of 0.0004 from the total electron density obtained at the same 
level of theory. As can be seen in Figure 23a, the three peripheral pyridinic nitrogen atoms 
in HHTT significantly decrease its electron density and consequently lower the energy of 
the lowest unoccupied molecular orbital (LUMO) relative to that of HHTP. This should 
increase the acidity of the catechol groups in HHTT relative to HHTP and is similar to why 
more acidic carboxylates yield more crystalline MOFs than less acidic triazoles and 
pyrazoles354; the former should promote higher crystallinity in the ab plane.  
Our hypothesis is further substantiated by calculations that specifically compare the 
pKa1 values of HHTP and HHTT.  Following previously a previous published 
procedure355,356, we computed the pKa for catechol, HHTT, and HHTP using the hybrid 
functional B3LYP with the larger basis set 6-311+G**. The neutral and deprotonated 
models were optimized in both the gas phase and aqueous phase using the conductor-like 
polarizable continuum (CPCM) solvation model with the dielectric of water. Gibbs free 
energy was then computed using Equations 17-19, the terms in which correspond to the 
arrows in Scheme 1. The concentration of water is defined as 1 mol/L, hence, log[H2O] is 
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zero. To benchmark our methodology, we compared our computational pKa of catechol 
(9.33) to the experimental value (9.45) and find the error to be less than 1.3%. 
 




− log	[.:Å] Eq. 18 
ÉÑX(éè55êéëêW) = 	ÉÑX(émíéìímëêW) − 4.54 Eq. 19 
 
 
Scheme 1. Thermodynamic cycle corresponding to Equation 1 for the calculation of pKa 
values using DFT.  
 
Using the above methodology to compute theoretical pKa values for HHTT and 
HHTP we predict that the latter (pKa1 = 6.06) is one order of magnitude more acidic than 
the former (pKa1 = 7.39). Therefore, the HHTT core should promote a higher degree of both 
in-plane and out-of-plane crystallinity (Figure 23b). Further modulation of the interlayer 
interactions should be possible by employing different metal ions that prefer either square-
planar or octahedral coordination. The latter prefer axially coordinated solvent molecules 
whose hydrogen bonding interactions compete with π-stacking and facilitate additional  
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dynamic crystallization to limit crystal defects357. We optimized and investigated the three 
core parameters, namely precursor concentration, solvent identity, and reaction 
temperature, to exploit the advantages of the HHTT ligand in terms of improving the size 
and degree of crystallinity of the resulting 2D MOF (App. A Table A1). 
 
 
Figure 23. Design strategy and synthetic conditions for the growth of single crystals 
of 2D MOFs. (a) Chemical structures of HHTP and HHTT with electrostatic potential 
(ESP) maps and computed pKa1 values. Computed energy values (referenced to vacuum) 
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of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 
orbital (LUMO) of HHTT and HHTP highlight the more electron deficient character of the 
former. (b) Schematic illustration of the conductive 2D MOF stacking lattice. (c) 
Molecular design strategy for creating porous and dense 2D MOFs. Axially coordinating 
water molecules in M6HHTT3 are omitted for clarity. (d) Scanning electron microscopy 
(SEM) micrographs of Cu3HHTT2 and Co6HHTT3 that can be isolated on-demand with 
either rod- or plate-like (inset) morphology by varying the synthetic conditions 
(see Methods in Appendix A). 
 
Reactions of HHTT with a variety of divalent metal ions in mixtures of N,N-
dimethylformamide (DMF) and water produce a family of 2D π-conjugated MOFs, 
MmHHTTn (m = 3, n = 2 for Cu2+ and Ni2+; m = 6, n = 3 for Co2+, Mg2+, Ni2+; see 
Figure 23c). Single crystals exhibiting rod- or plate-like morphology and ranging in size 
from 5 µm to 200 µm can be grown for all five materials, with the structural type correlated 
with the preferred geometry around the metal ion (Figure 23d, See App. A, Table A1, Fig. 
A9). The high quality and relatively large size of the crystals facilitated atomic-resolution 
structural analysis by single-crystal X-ray diffraction (SXRD), continuous rotation electron 
diffraction (cRED) and high-resolution transmission electron microscopy (HRTEM), 





2.2.2 Structural Details of M3HHTT2 Crystals 
Metals that prefer square-planar coordination yield 2D honeycomb sheets with the 
formula M3HHTT2 (M = Cu2+ or Ni2+), which feature eclipsed packing and vacant pores. 
Structures refined through cRED experiments provided an excellent starting point for 
geometric equilibration with DFT. Experimentally, it was determined that these sheets 
stack in perfectly eclipsed AA fashion. To corroborate this result and benchmark our model 
parameters, full geometric and electronic equilibration of periodic Cu3HHTT2 models with 
AA and AB stacking in both ferromagnetic (FM) and antiferromagnetic (AFM) ordering 
of the metals between the sheets was performed. These calculations were performed in the 
Vienna ab-initio Software Package (VASP) using a projector –augmented plane-wave 
basis with a 500 eV plane-wave cut-off. All structures were initialized using the atomic 
coordinates obtained for the primitive cell using cRED and geometrically equilibrated with 
the GGA functional PBEsol using electronic convergence criteria of 1x10-6 eV and a k-
grid of 2x2x4. The results found that AA stacking with AFM coupling between the sheets 
to be lowest in energy, consistent with experiment (Appendix A).  
Although the exact stacking sequences in other 2D conductive MOFs are unknown, 
perfectly eclipsed AA stacking is considered rare. Here, it likely results from the 
enhanced π-stacking interactions between HHTT cores in neighboring sheets. A more 
convincing indication of the strong π-stacking in Cu3HHTT2 is the unusually small 
interlayer distance of 3.19 ± 0.02 Å. This interlayer distance is shorter than that in any other 
2D MOF and is even shorter than the stacking distance of graphene sheets in natural 
graphite.327 Due to the success of our linker design, a cofacial stacking arrangement and 
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high degree of crystallinity give rise to a Brunauer–Emmett–Teller (BET) apparent surface 
area of of 1,360 ± 20 m² g−1, as determined through N2 adsorption isotherms, which is 
considerably higher than those reported for other 2D conductive MOFs, and is in line with 
the slightly larger pore size of this material.326  
 
 
Figure 24. (a) A portion of the Cu3HHTT2 crystal structure along the c direction. (b) 
Views parallel to the ab plane. Hydrogen atoms are omitted for clarity. 
 
2.2.3 Guest Molecule Inclusion in Crystals of M6HHTT3 
Metal ions that do not easily accommodate a square-planar geometry, instead 
preferring octahedral coordination, form similar SBUs with two equatorially oriented 
catechol groups, but also feature axially coordinated water molecules and give materials 
with the formula [M3(HHTT)2(H2O)6·M3(HHTT)(H2O)12]330 (M6HHTT3, M = Co2+, 
Mg2+ and Ni2+) (Figure 25a). Despite coordination to only one catechol group, the cobalt 
centers in the guest molecules share a similar [CoO6] SBU. As a representative example, 
single crystal x-ray diffraction of Co6HHTT3 crystals and the corresponding computational 
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structural optimizations reveal that the axial water molecules disrupt the π-stacking 
observed in Cu3HHTT2, increase the interlayer spacing to 3.2–3.3 Å (Figure 25b) and 
cause slippage of the 2D honeycomb M3HHTT2 sheets into a staggered ABC packing motif 
(Figure 25c). The staggered packing eliminates the 1D pores, and the remaining open 
space is occupied by well-defined Co3(HHTT)(H2O)12 clusters centered in the hexagonal 
pockets defined by the 2D sheets (Figure 25a,c–f). These molecular clusters have no direct 
bonding with the extended framework sheets (Figure 25a) but engage in extensive 
hydrogen bonding interactions with neighboring MOF layers (Figure 25c).  
The ability for Ni2+ to form both square-planar and octahedral complexes with 
medium-weak oxygen donor ligands allows for synthetic control of the crystal growth 
product using a DMF:H2O solvent continuum. DMF is more effective in disrupting the 
strong π-stacking between the sheets than water.358 Indeed, the reaction between Ni2+ and 
HHTT in the presence of DMF (App. A Table A1) yields large crystals of Ni3HHTT2 that 
are identical to Cu3HHTT2 and retain the close interlayer spacing of 3.19 Å. In the absence 
of DMF, Ni2+ and HHTT form [Ni3(HHTT)2(H2O)6·Ni3(HHTT)(H2O)12] (Ni6HHTT3), a 
dense network that is essentially identical to Co6HHTT3 with only small variations 
stemming from the difference in interlayer interactions owing to hydrogen bonding and the 
solvent content. Having access to both crystal structures with Ni2+ allows use to establish 
structure-property relationships with metal identity as a controlled variable. The behavior 
of Ni2+ in this system establishes the identity of the metal ion as an important variable in 
defining the stacking sequence in 2D conductive MOFs in addition to the molecular and 
electronic structure of the ligand. 
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Figure 25. (a) Portion of the Co6HHTT3 crystal structure viewed along the c direction. The 
long O–O distances suggest that no hydrogen bonds are formed between the molecular 
clusters and the Co3HHTT2 sheets. (b) View along the ab plane showing an (ABC)n triple 
sheet stacking motif. (c) Spatial relationships between molecular and extended Co-HHTT 
units. The sheets and molecular units are indicated in green and yellow, respectively. The 
interlayer hydrogen bonds are represented by orange and blue dashed lines. (d–f) Structural 
representations of single, double and triple layers of Co6HHTT3. The insets 
in d, e and f show views normal to the two closest A layers, one AB layer set, and an ABC 




2.2.4 Anisotropic Electrical Transport in 2D MOF Single Crystals 
The large single crystals of MOFs made from HHTT provide a unique opportunity 
for understanding anisotropic charge transport in this class of materials. Four-probe devices 
were fabricated by electron-beam lithography from large hexagonal plates or hexagonal 
rods of different materials to probe in-plane and out-of-plane electrical transport, 
respectively (Figure 26a,b, App. A Figs. A58–A65). The room temperature conductivity 
values, summarized in Figure 26c, reveal several surprising trends that are qualitatively 
explained well by the structural data; DFT calculations, exploring the band structure as 
well as the charge and spin distribution for each MmHHTTn MOF, provide deeper insights 
into the qualitative trends observed for conductivity data. The calculations assumed that all 
metals are in the formal oxidation state +2, as confirmed by investigations of their 
absorption edge positions via X-ray absorption near-edge spectroscopy (XANES) and X-
ray photoelectron spectroscopy (XPS) (App. A Figs. A38–A43 and A67–A69), with the 
charge on Co and Cu further supported by electron paramagnetic resonance (EPR) 
measurements (App. A Fig. A66a,b). Based on charge neutrality, the HHTT ligands within 
the extended sheets were assumed to be triply oxidized (that is, HHTT3−), a formal charge 
assignment that is further supported by the presence of an organic radical in EPR (App. A 
Fig. A66). Conversely, the HHTT ligands of M3(HHTT)(H2O)12 clusters centered in the 
hexagonal pockets were assumed to be fully reduced (that is, HHTT6−), supported by the 
elemental analysis data.330 EBS diagrams and corresponding DOS plots reveal a positive 
correlation between the proximity of occupied metal-based d-states near the Fermi level 
and the in-plane conductivity (Figures 27 and 28).  
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Figure 26: Electrical transport data for 2D MmHHTTn MOFs. (a) In-plane van der 
Pauw I–V curves measured from electron-beam devices made from hexagonal single-
crystal plates. (b) Out-of-plane four-probe I–V curves measured from electron-beam 
devices made from single-crystal rods. In both a and b, the linearity of the I–V plots 
confirms ohmic behaviour, with the slope variation depending on the crystal orientation 
and MOF identity. The insets show representative AFM images and the thicknesses of the 
in-plane and out-of-plane Cu3HHTT2 devices. (c) Single-crystal conductivity data (in-
plane and out-of-plane), out-of-plane band dispersion and π-stacking distance of 2D 
MmHHTTn MOFs (average and standard deviation obtained from 10 devices). The gradient 
to the right of the graph separates the three dense HHTT-based analogues. 
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Figure 27. Electronic band structure and DOS of Cu3HHTT2 and Ni3HHTT2. Both 
systems exhibit metallic electronic band structures, evidenced by the non-zero density of 
states at the Fermi level. The Cu variant converged to a ferromagnetic ground state. In both 
cases the materials are metallic in both the in plane, and out of plane k-vectors. We can 
reconcile the experimentally lower out of plane conductivity with dislocation defects (i.e. 
the 2D sheets slipping, reducing out of plane orbital overlap).  
 
The first relationship we observe between conductivity and structure is that the in-
plane conductivity of the porous, eclipsed phase M3HHTT2 (M = Cu2+ or Ni2+) is 
expectedly higher than its out-of-plane conductivity, whereas the dense staggered phase 
Co6HHTT3 shows higher out-of-plane conductivity. Notably, the in-plane conductivity of 
~100 S m−1 observed for Cu3HHTT2 compares favourably with the highest conductivity 
reported for any MOF. Figure 26c.359 Given the narrower band dispersion associated with 
conductive states in the M6HHTT3 systems compared with the M3HHTT2 species (Figures 
27, 28), we surmise that the molecular clusters residing within the pores of the former 
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contribute towards transport normal to the 2D sheets and potentially also impede transport 
within the sheet (Figure 26c).  
 
 
Figure 28. Electronic band structure and DOS of Co6HHTT3, Mg6HHTT3 and 
Ni6HHTT3. All three systems are metallic, although they feature low density of states at 
the Fermi level. In addition, the band dispersion is heavily reduced compared to the porous 
analogues, suggesting that charge carriers are more localized in these structures. Here the 
Co system converges to an antiferromagnetic electronic orientation, while the Ni material 
orders ferromagnetically.  
 
The second trend me observe is that the eclipsed phases are more conductive than 
the staggered phases in either crystallographic direction. This is most evident in the two 
phases made from Ni2+ (Ni3HHTT2 is approximately 10 times more conductive than 
Ni6HHTT3) and is clearly correlated with the much closer stacking distance in the former. 
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More generally, the out-of-plane conductivity for all MOFs is inversely related to the 
interlayer π–π distances, with the exception of Mg6HHTT3, where the metal-
based d orbital is absent. Finally, within the more conductive eclipsed group M3HHTT2, 
the Cu analogue is more conductive than the Ni analogue in both directions. Conversely, 
within the dense staggered phase M6HHTT3 (M = Mg2+, Co2+ and Ni2+), the out-of-plane 
conductivities are nearly identical for all three materials. 
The eclipsed phase M3HHTT2 (M = Cu2+, Ni2+) has widely dispersed bands 
consisting of orbitals from both metal ions and ligands at the Fermi level in both in-plane 
and out-of-plane directions, whereas the dense phase M6HHTT3 (M = Co2+, Mg2+, Ni2+) 
has relatively narrow bands at the Fermi level. This significant difference indicates that the 
high conductivity observed in the porous phase is a result of effective orbital mixing. In 
the in-plane direction, the energy matching between the orbitals of square-planar Cu2+ or 
Ni2+ ions and those of the radical-state ligands leads to in-plane π-conjugation; in the out-
of-plane direction, the strong interlayer π‒π interaction and the lack of steric hindrance 
from axial ligands give rise to a dense packing motif. Both of these factors result in well-
mixed orbitals, which translate to dispersed bands and efficient charge transport. By 
contrast, in the dense staggered phase, the guest monomer interpenetration and the 
coordinating axial solvent interfere with the in-plane π-conjugation and interlayer packing, 
respectively, giving rise to ineffective orbital mixing, narrow bands and consequently 




Figure 29. Electronic band structures corresponding to the contiguous monolayer of 
Mg2HHTT3 with and without coordinated water molecules (i.e. square planar and 
octahedral coordination spheres for dry and wet monolayer respectively) show how axial 
aqua ligands impede intralayer conjugation and reduce conductivity.  
 
The contrast between the band diagrams of the two structure types also rationalizes 
their different trends for anisotropic transport and the important influence of metal ions on 
conductivity. In the eclipsed phase M3HHTT2, the in-plane charge transport is highly 
efficient owing to effective π-conjugation, resulting in higher in-plane conductivity than 
out-of-plane conductivity. The metal ions participate in charge transport and contribute 
charge carriers, thus significantly affecting conductivity and resulting in higher 
conductivity in Cu3HHTT2 with d9-Cu2+ ions than that in Ni3HHTT2 with d8-Ni2+ ions. On 
the other hand, in the dense phase, interlayer charge hopping is dominant owing to the 
absence of in-plane π-conjugation, which gives rise to the opposite anisotropy. The 
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electronic band structures for a contiguous monolayer of Mg2HHTT3 with and without 
axial aqua ligands shown in Figure 29 demonstrate the reduction in band dispersion in the 
case of a wet layer due to disruption of the in-plane π-bonding. Indeed, charge transport in 
the dense staggered phase is mainly ligand based. Since there is little contribution from 
metal ions, the out-of-plane conductivities among the three analogues in this phase are 
nearly identical. Overall, the theoretical data helps support experimental observations that 
reveal the decisive influence of the extent of π-conjugation and the packing motif on 
electrical conduction in 2D π-conjugated MOFs, highlighting a design principle for future 
development of this class of materials. 
 
2.2.5 Conclusions 
We presented atomically precise structural data for an important class of conductive 
MOFs and established clear correlations between structure and transport properties in these 
materials. Molecular modeling of HHTT and HHTP was invoked to confirm hypotheses 
regarding the electronic property modulation afforded through heteroatom inclusion, 
designed to balance crystallization dynamics. The single crystal growth enabled by these 
linker modifications afforded high resolution structural refinement and direction-
dependent conductivity measurements and therefore direct comparison between theoretical 
values obtained from pristine unit cells and experiment. Single-crystal devices reveal 
anisotropic conductivity trends that can only be explained with the aid of high-resolution 
structural data and quantum mechanical insight from electronic band structures and DOS 
plots. The metal-dependent crystal structures, and in particular the ability to recover both 
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morphologies with Ni(II), granted a unique opportunity to understand the impact of 
coordinated donor molecules, monomer intercalation, and layer ordering on band transport 
in conjugated MOFs. The structure–conductivity relationships elaborated herein provide a 
blueprint for a well-guided approach towards the design and development of porous, 
conductive 2D MOFs. 
 
 
2.3 Switchable Conductivity from Redox Doping of ZnNDI 
Electrically conductive porous metal–organic frameworks (MOFs) have emerged 
as a fascinating class of materials with potential impact in a wide variety of applications, 
enabled by the development of chemical design strategies that overcome the longstanding 
problem of inherent insulating behavior in porous crystalline solids.326,360,361 For example, 
the development of layered 2D MOFs with extended π–d conjugation has led to record-
setting conductivity values while maintaining permanent porosity in some 
cases.330,331,362,363 Engendering conductivity in 3D MOFs has been significantly more 
challenging, but recent work has shown that open-shell metal centers and/or organic 
ligands can be used to increase charge carrier density, coupled with either through-bond or 
through-space charge transport pathways.326,364 Guest@MOF strategies have also been 
developed to impart conductivity on otherwise insulating framework materials, by 
insertion of electroactive guest molecules or polymers into the MOF pores.334,365–367 
One strategy, with the potential to be quite general, is to make use of redox-active 
components in the MOF.368 Redox manipulation of a stable, insulating MOF can be used 
to increase electrical conductivity while maintaining structural integrity, and both chemical 
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and electrochemical doping approaches can be envisioned. Examples of this strategy to 
date have been dominated by redox-active metal centers in the secondary building units 
(SBUs), and iron-based SBUs have shown particular promise.369 For example, partial 
reduction of the Fe(III) centers to Fe(II) in the material Fe2(BDP)3 (BDP = 1,4-
benzenedipyrazolate) results in electrical conductivity increases up to four orders of 
magnitude.335 Similarly, partial aerobic oxidation of Fe(II) centers in Fe2(BDT)3 (BDT = 
1,4-benzeneditetrazolate) leads to tunable conductivity values that span five orders of 
magnitude.370 Analogous approaches that make use of ligand-based redox activity in 3D 
MOFs are less developed, and have focused primarily on materials with non-innocent 
semiquinone or dithiolene-type linkages.327,371,372 Furthermore, there have been no 
examples of reversible redox processes that can be used to reversibly modulate 
conductivity in a 3D MOF, for either metal- or ligand-based approaches. 
In this work, we show that n-doping of the redox-active naphthalene diimide (NDI) 
organic ligands in the microporous pyrazolate MOF ZnNDI (Figure 30a) can produce a 
greater than one-million-fold enhancement in conductivity. The ligand-based reduction can 
be performed reversibly without altering the structure of the framework, and the extent of 
ligand reduction can be used to tune the material's conductivity over several orders of 
magnitude. To the best of our knowledge, this represents the first example of appreciable 
electrical conductivity in a 3D MOF as a result of reductive ligand doping. Furthermore, 
while redox switching has been used to control conductivity in 1D and 2D coordination 
polymers,373,374 this is the first demonstration of reversible switching between two different 
stable redox states with dramatically different conductivity values for a 3D MOF. 
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Figure 30. (a) Structure of the microporous MOF ZnNDI; (b) PXRD data demonstrating 
that the MOF structure remains intact after ligand reduction; (c) the ordered stacks of NDI 
ligands undergo reversible reduction to their radical anion form, creating a through-space 
charge transport pathway via NDI hopping that results in increased electrical conductivity. 
 
Redox activity of NDI-based ligands in MOFs has previously been used for 
applications such as electrochromic devices.375–377 The NDI subunits of the ligands 
typically exhibit well-behaved electrochemistry, displaying reversible reduction processes 
to their NDI˙− radical anion and NDI2− dianion states. In this work, we make use of the 
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known fluoride-induced reduction of NDIs as a mild chemical doping strategy that can 
reversibly transform the neutral ligands in ZnNDI to their radical anion form;378,379 while 
the specific mechanism of NDI reduction in the presence of fluoride is still a matter of 
debate in the literature, recent work suggests a complex solvent-mediated 
pathway.380,381 The ordered stacks of NDI˙− ligands generated in this manner form a charge 
transport pathway that dramatically increases the framework's conductivity (Figure 30c). 
Supramolecular organization has been shown to both promote and stabilize the formation 
of NDI radical anions,382 and the rigid ordering provided by the crystalline MOF provides 
advantages compared to solution-phase approaches toward conductive stacks of NDI 
radicals.383 
2.3.1 Results and Discussion 
As synthesized ZnNDI (procedure reported in Appendix B) is a white powder, consistent 
with an electronically insulating material. Indeed, the conductivity value of the neutral material 
is below the limit of detection for our instrumentation (≤10−14 S cm−1). UV-vis 
measurements collected from thin films of as-synthesized ZnNDI grown on the surface of 
glass slides (Figure 31) display absorption maxima at 360 and 380 nm, assigned to π → 
π* transitions in the neutral NDI ligands.  However, chemical reduction of these neutral 
ligands carried out by soaking ZnNDI in DMF solutions of tetra-n-butylammonium 





Figure 31. UV-vis data of a ZnNDI thin film before and after soaking in a TBAF solution 
(60 mM in DMF, 14 hours), showing conversion of the neutral NDI ligands to their radical 
anion form; the inset shows optical images of the films. 
 
Upon placing ZnNDI films into a TBAF solution the color gradually darkens, 
accompanied by a decrease in intensity for the neutral NDI features and the appearance of 
new features throughout the visible region (λmax = 471, 607, 701, 784 nm, Figure 31). 
These features are characteristic of NDI˙− radical anions,384 and correspond well to 
spectroelectrochemical data for the reduction of ZnNDI.375 The spectral features from 
reduced linkers persist after film removal from the TBAF solution under inert atmosphere, 
stable for up to 1 month. However, the spectrum of neutral ZnNDI is recovered upon 
exposure of the sample to air or brief soaking in non-deoxygenated DMF. Similar to the 
thin films, bulk powder samples of ZnNDI exhibited a color change from tan/yellow to 
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black after reduction. It is clear from these data that linker reduction corresponds not only 
to an increase in conduction band occupancy, but a reduction in the electronic band gap.  
Quantitative EPR measurements were used to determine the extent of linker 
reduction in ZnNDI samples. Different degrees of ligand reduction were achieved by 
soaking with varying amounts of fluoride, and no structural changes or degradation were 
observed by PXRD or SEM at 20%, 50%, or even 90% reduction. Room temperature 
conductivity values recovered with 2-probe measurements on pressed-pellet samples 
showed that conductivity increased as the extent of linker reduction increased. At 90% 
linker reduction, an average conductivity value of 2 × 10−7 S cm−1 was achieved, compared 
with average values of 1 × 10−9 and 3 × 10−10 S cm−1 for 20% and 50% reduction, 
respectively. While the maximum conductivity observed for ZnNDI-A does not approach 
record values for conductive MOFs, it is commensurate with other 3D MOFs featuring 
electroactive ligands and redox-inert metal centers. The most direct point of comparison is 
the well-studied family of porous tetrathiafulvalene (TTF)-based MOFs, which display 
average pressed-pellet conductivity values ranging from 10−9 to 10−6 S cm−1.385–389 
Pivotally, the stable reduction of NDI linkers in this MOF can be used to tune the 
conductivity of the material and enhance the conductivity by up to 106 S cm−1. 
DFT calculations were used to understand the origin of the electrical conductivity 
increase upon ligand reduction. Both the neutral and reduced species were optimized with 
PBEsol.101 as implemented in VASP,390–392 using the PAW plane wave method393 and a 
500 eV planewave cutoff basis set. A Γ-centered 1x1x1 k-grid was converged to ionic and 
electronic criteria of 0.005 eV and 1×10–6 eV, respectively. The HSEsol06394 
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(PBEsol+25% HF) level of theory was used to recover more accurate band-gap energies 
using the same convergence criteria. Band structures were constructed using the structure 
from our optimization, sampling at explicit k-points along the high symmetry path. 
Electron energies were aligned to the vacuum using a previously reported method.395 
Reduction was modeled by addition of electrons to the system. These data were used to 




Figure 32. Calculated electronic band structure and density of states for ZnNDI. In its 
neutral form, ZnNDI has a 2.2 eV band gap, which red-shifts to 1.6 eV upon population of 
the conduction band by ligand reduction. 
 
The electronic band structure and projected density of states for the optimized 
ZnNDI structure are shown in Figure 32. The conduction band is defined by the NDI 
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ligand orbitals, as clearly shown by the charge density associated with this electronic state 
(Figure 33a). Curvature of the conduction band indicates electron mobility in that direction 
upon population via reductive doping (shown in the figure inset; Z corresponds to an out-
of-plane 0, 0, 1/2 vector). Explicit calculation of ZnNDI with a single electron added to the 
system indicates spin delocalization over the NDI ligands (Figure 33b). Overall, these 
calculations support that electron conduction occurs via NDI hopping in the reduced 
ZnNDI materials. The distance from between carbon nuclei in adjacent linkers is ~7.3 Å 
and defined by the coordination sphere of the inorganic node. NDI reduction results in the 
emergence of super-gap excitations (Figure 32, red), indicating a shift to a narrow gap 
material as the conduction band is populated; this is consistent with our experimental 
observation of new red-shifted bands in the UV-vis data. Decreasing the distance between 
linkers would undoubtedly enhance conductivity values associated with ligand reduction.  
 
 
Figure 33. Visual plots of (a) the charge density associated with the conduction band of 
neutral, as synthesized ZnNDI, and (b) the associated spin density from its occupation in 
reduced ZnNDI.  
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2.3.2 Conclusion 
We have reported the first example of electrical conductivity enhancement in a 
porous 3D MOF via ligand n-doping. Utilizing MOF crystallinity to generate conduction 
pathways and incorporating reducible components represents a clear design principle for 
engendering typically insulating frameworks with charge transport capability. We find that 
the extent of ligand reduction in the redox-active MOF ZnNDI can be rationally varied, 
resulting in electrical conductivity values that span over six orders of magnitude, but 
neither stoichiometric one electron reduction of the linkers nor the NDI dianion state are 
accessible. This work also represents the first demonstration of a 3D MOF that can be 
reversibly switched between two different stable redox states with dramatically different 
conductivities. Even so, the broad range of accessible conductivities is quite low (1 × 10−14 
to 6 × 10−7) and dependent on the fabrication of a given sample. The theoretical electronic 
band structure of this material exhibits negligible dispersion of the electronic bands, 
consistent with hopping transport and these low conductivity values. The utility of this 
framework for reductive sensing rests not only on a fast, measureable and reversible 
response, but also on cyclability and reproducibility. Future work will aim to improve 
switching times and maximum conductivity values as well as framework stability. 
 
2.4 Bridge 
In this chapter, periodic boundary conditions were invoked to sample discrete 
vectors between high symmetry points in the Brillouin zone of MOFs with long-range 
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bonding order. The electronic band dispersion resolved from pristine unit cells along 
vectors in momentum space that correlate with real-space crystallographic directions 
directly correlated with direction-dependent single-crystal conductivity measurements 
along those same vectors. We observe an acute sensitivity of through-band charge transport 
pathways within conjugated layers and along y-stacked organics to solvent coordination 
and ion intercalation; solvent coordination impacts both interlayer spacing and in-plane 
conjugation. Conductivity along both in and out-of-plane crystallographic vectors in the 
eclipsed, porous arrangements adopted by Ni(II) and Cu(II) showed greater conductivity 
with the spin-unpaired d9 Cu(II) relative to the spin-paired d8 Ni(II). However, Cu(II)-
based bands appear flat while Ni(II)-based bands demonstrate dispersion out of plane 
suggesting there is conduction through the overlapping d8 orbitals in the c-direction, but 
not d9. The organic linkers and their interaction across the single metal atom nodes play 
the dominant role in defining overall conductivity. Unpaired d-electrons from ions such as 
Co(II) and Cu(II) likely facilitate communication between in-plane linkers. Hydrogen 
bonding between layers reduces the metal dependency on conductivity by shifting the 
dominant charge transport regime to charge-hopping. However, Co6HHTT3 demonstrates 
the most effective in-plane conductivity (c.f. Mg(II) and Fe(II)) 
In the final section, we present a 3D MOF whose inter-linker spacing is 
predetermined by the node. Through-band transport is not observed, as demonstrated by 
negligible dispersion in the electronic bands. However, redox activity of the linkers enables 
electronic n-type doping to obtain switchable conductivity in the scaffold—a notable first 
for MOFs—albeit with the accompaniment of scaffold degradation and poor cyclability. 
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Clearly, high conductivity in MOFs can be enhanced by obtaining the densest association 
of redox active components. The dynamic metal-organic interface likely precludes the use 
of these scaffolds for applications where there are significant, repeated changes to internal 
charge and current in the presence of other coordinating molecules, e.g. water. Still, the 
defined arrangement of internal components is helpful to attain desirable charge transfer 
properties and define charge transport pathways. In the next chapter, I will demonstrate 
how separation of charge across the metal-linker interface, rather than communication, 
benefits charge storage, photoactivite, and catalytic applications. The same DFT model 
parameters necessary to describe charge-hopping in semiconducting MOFs with poorly 

















MATERIALS WITH FLAT ELECTRONIC BANDS FOR CATALYSIS 
 
Chapter III of my dissertation builds from the methodologies invoked in Section 
2.3 of the previous chapter where a hybrid functional is used to recover accurate electronic 
band gap energies. This chapter contains two main sections pertaining to 1) photocatalysis, 
where the activation barrier is taken to be the fundamental band gap as described in Section 
3.1.1, and 2) thermal catalysis, where saddle-point searching algorithms are used to 
established kinetic activation barriers as described in Section 3.2.1. The introductions for 
both sections contain excerpted portions from my first author literature review (Chemical 
Reviews, 2020, 120, 8641-9715.) to contextualize my own contributions to the field. 
Section 3.1 begins with a review of the computational approaches relevant to 
photocatalysis viewed through a thermodynamic lens, leading up to two computational 
investigations of Ti(IV)-containing MOFs that solid-state theory. The first, in section 3.1.3, 
explores the general utility of Ti(IV) atoms for accessing photoactivity in MOFs, both 
natively through direct synthesis, and post-synthetically through transmetalation. This is a 
previously published study (Advanced Theory & Simulation 2019, 1900126.) co-authored 
by my PI, Christopher H. Hendon. A subsequent investigation of proton-coupled electron 
transfer in one natively Ti(IV)-containing MOF is found in Section 3.1.4 which pertains to 
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hydrogenation catalysis. This work inspired, and was supplemented by, experimental work 
performed by Kevin Fabrizio from the group of Carl K. Brozek who are co-authors on the 
manuscript under review at Chemical Science at the time of writing. Experimental details 
from this work can be found along with the Supplementary information in Appendix C.  
Section 3.2 explores thermal catalysis, where the localized nature of MOF 
electronic structure is exploited to afford high densities of non-interacting active sites. 
Since only the relative energy change of local bonding rearrangements is of interest, cluster 
modeling methods are used. This section begins with an explanation of transition state 
finding methodologies, leading into a mechanistic investigation of selective ethylene 
dimerization in Ni(II)-substituted MFU-4l (Section 3.2.2), which is submitted to the 
Journal of Physical Chemistry C at the time of writing. This work is co-authored by Laura 
Gagliardi and Carlo Alberto Gaggioli who identified the minimum energy crossing point 
between the singlet and triplet spin-surfaces following dimerization.   
 
3.1 Photocatalysis 
The localization of charge (i.e., flat bands) of most scaffolds and the ability to tune 
the size and parentage of the electronic band gap396 makes MOFs interesting candidates for 
photoredox catalysis. Photoexcitation provides one route to accessing transient, exotic 
redox states,156,397,398 and can further be used to promote an electron from the MOF to pore 
interstitials (e.g., absorbed polyoxometalates399 or nanoparticles400). 
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Figure 34. Photoexcitation of a valence electron to the conduction band minimum enables 
redox catalysis. Upon light absorption and excitation, electrons that populate the 
conduction band travel to the lower energy vacant states of an acceptor, while holes formed 
in the valence band exchange with electrons from higher energy occupied states of a donor. 
Reproduced with permission from ref. 110. Copyright 2020 American Chemical Society. 
 
Photocatalysis is predicated on the photocatalyst forming high energy, transient 
holes, and/or electrons, a process which is governed by (i) the photopromotion (e.g., band 
gap), (ii) relative alignment of vacant and occupied states in the catalyst and reactants (e.g., 
electron affinity and ionization potential/workfunction), and (iii) exciton 
lifetime.47 Furthermore, there are four possible excitations in MOF materials, and they 
depend on the composition of the material: (i) ligand-to-ligand, (ii) ligand-to-metal, (iii) 
metal-to-ligand, and (iv) metal-to-metal excitations. In all cases, photoexcitation yields a 
hole in the valence band and an electron in the conduction band, which are then primed to 
do work, Figure 34.401 The following subsections will discuss the utility of DFT in 
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quantifying activation barriers, and identifying the modes and direction of charge transfer 
in photoactive MOFs. Then, the application of these methodologies will be discussed for 
the development of design principles associated with long exciton lifetimes and stable 
photo-doped structures utile for either charge storage or selective hydrogenation. 
 
3.1.1 Quantifying Activation Barriers 
Experimentally, the energy of activation is quantified as the optical gap of a 
material, defined by the lowest energy dipole-allowed transition.142 The fundamental gap, 
which is the difference in energy between the highest occupied and lowest unoccupied 
states in the material, is either close or identical in energy to the optical band gap. 
142 Therefore, in theory, the fundamental electronic band gap is adopted as an 
approximation of the excitation wavelength.402  
The computation of band gaps for solid systems is discussed in Chapter 1 (section 
1.3.2.2), however, an accurate description of both the band gap and the valence band 
ionization potential are paramount for the prediction of photocatalytically relevant 
properties (i.e., hybrid functionals are necessary).147 Again, the contribution of electron 
exchange is of particular importance when studying electronic transitions in metal 
ions.145 Yet, the computational expense associated with hybrid functionals148 prompts the 
recovery of optical and redox properties of MOFs from a single point hybrid functional 
calculation on a structure obtained using GGA theory. This technique is prominent in MOF 
literature and was applied to study the impact of metalation on the photocatalytic properties 
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of a porphyrinic MOF for water splitting and CO2 reduction;161 geometry optimizations 
were performed using PBEsol, followed by HSE06 to recover electronic properties. In all 
cases, the porphyrin alone was a chromophore; only the addition of Fe introduced new low-
laying states. These midgap orbitals were used to justify the improved catalytic ability of 
the Fe porphyrin compared to other metals. 
Static DFT recovers ground-state electron densities and may provide a poor 
description of the unoccupied orbitals populated upon photoexcitation. Methods like TD-
DFT permit calculation of excited state electron configurations, i.e., the energy of a system 
is recovered when electrons are not placed in the lowest possible orbitals/higher-level 
Kohn–Sham orbitals are occupied.403 The optical gap can be found by identifying the first 
excited state; a simple task in molecular modeling packages, but rarely attempted in the 
solid-state.404 When invoking periodic boundary conditions, the fundamental gap is thus 
taken as an approximate activation energy, however, the optical gap is narrower than the 
fundamental gap because of the exciton binding energy. This disparity between experiment 
and theoretical approximations can be observed in computations of HKUST-1. The 
electronic band gap is ∼3.5 eV using HSE06, but the material is strongly blue 
colored.405,406 Conveniently, the localized electronic states in highly ionic MOFs again 
grants the opportunity to sensibly model local electronic structure with high levels of theory 
like TD-DFT by reducing the computational system to a cluster model.21 Linker-to-linker 
transitions specifically offer increased control over band edge positions via molecular 
chemistry and functionalization.407,408 In one study, amino- and nitro-functionalized UiO-
66 showed band gap reduction using HSE03.235 The same study also examined 
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hydroxylated and dehydroxylated metal centers of UiO-66, revealing that hydroxylation 
increased the band gap of the bulk material, likely owing to the increased ionicity at the 
node/linker interface. 
Indeed, the implementation of TD-DFT for MOF cluster structures has generally 
been successful in the case of linker-centered excitations. TD-DFT was also effectively 
applied to a series of UiO-66 derivatives when studying the origin of band gap 
perturbations as a result of varying linker identity.169 Calculations were performed on 
cluster models of the hydrogen-passivated linkers, and HOMO–LUMO energies showed 
excellent agreement with values obtained from periodic calculations. Experimental 
adjustments to the optical response were found to be the result of additional linker states 
corresponding to the added functional groups. 
The impact of framework rigidification and the chemical environment on the 
optoelectronic properties of light adsorbing molecules upon MOF inclusion is of interest 
to dampen unproductive photodecay.409 TD-DFT simulations of 4′,4′′,4′′′,4′′′′-(ethene-
1,1,2,2-tetrayl)tetrakis(([1,1′-biphenyl]-4-carboxylic acid)), a luminescent linker 
incorporated into MOF-5, were performed in the free and lattice-constrained cluster 
geometries.410 Consistent with experimental results on the bulk MOF, TD-DFT showed the 
HOMO–LUMO gap was blue-shifted by ∼400 meV upon MOF inclusion due to a resultant 
conformational change and differences in terminal Lewis acidity; these data were in 
qualitative agreement with experiment. 
While linker-to-linker transitions are more prevalent in MOFs than metal-to-ligand, 
ligand-to-metal, and metal-to-metal, the latter three transitions offer additional routes 
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toward band gap modulation beyond organic functionalization. Band gap modulation of 
MOFs featuring metal-to-metal transitions can typically be accessed by substitution of 
transition metals into and onto nodes in otherwise wide gap scaffolds.411,412 These materials 
then show standard crystal field splitting patterns related to their local ligand environment. 
Perhaps more interesting are linker-to-metal and metal-to-linker transitions; the electron 
and hole become spatially separated within MOFs featuring these transitions, giving rise 
to prolonged exciton lifetime.413 
Perhaps the most exciting photophysical avenue in MOF chemistry is the control 
of ligand-to-metal excitations, as they are analogous to redox noninnocent 
molecules414 while boasting potentially very large populations of photoaccessed reduced, 
site-isolated metals. Indeed, MOFs are able to stabilize excited-state radicals (e.g., with 
metals or linkers that yield a reasonable reduced product upon photoexcitation). The 
propensity of MOFs for electron storage was demonstrated in a series of landmark studies 
where the authors showed that MIL-125 could support photoaccessed Ti(III) in the 
presence of a sacrificial reductant.415,416 The general approach invokes stabilization of the 
excited state by a cation (i.e., either proton or sodium) coupled electron transfer into the 
valence band hole of the photoexcited MOF. The generality of this approach is yet to be 
determined. 
In sum, the activation energy recovered from static DFT is most often reported as 
the fundamental band gap. Recovering experimental semiconductor band gaps in the solid-
state empirically requires the inclusion of exact exchange in the Hamiltonian, however, 
molecular cluster models can be employed when frontier bands are localized on isolated 
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components and are minimally perturbed by MOF incorporation. To obtain more accurate 
descriptions of the orbital interactions involved in excitation processes, post-DFT methods 
can be applied. However, the higher resolution quantum mechanical insights may mandate 
geometric or active space restrictions that diminish their ability to provide a realistic MOF 
model. 
 
3.1.2 Predicting Charge Transfer Phenomena 
Because most MOFs have flat bands, an exhaustive electronic band structure 
calculation is often a waste of computational resources. Instead, photocatalytic MOF 
chemistry can be explained using conventional DOS plots, which illustrate the orbitals 
contributing to each band.417 In a photocatalytic reaction, from the ground state, absorption 
of a photon may promote an electron into the conduction band: the excited electron and 
hole are in kinetic competition between exciton recombination and the desired electron 
transfer.418 The exciton binding energy, which drives recombination, is the attractive 
Coulombic force that must be overcome to separate a hole and electron419 and thus 
decreases exponentially as a function of distance.420 Photocatalyst design for systems with 
flat bands benefits from localization of the excited electron on a separate component from 
its ground state.421 
Many MOFs have wide band gaps stemming from valence and conduction bands 
centered on the organic linker, which are commonly conjugated systems dominated by π–
π* transitions (e.g., MOF-5 and ZrIV-UiO-66).302,422–425 Wide gap materials, particularly, 
can host chromophores that sit mid gap relative to the bulk material. For example, a 
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chromophore similar to the green fluorescent protein was appended to the biphenyl linker 
of a zinc-based MOF to inhibit low energy vibrational modes that deplete its signaling 
response.426 Similarly, UiO-67 has been employed as an immobilization platform for a 
rhodium-based photocatalyst through postsynthetic linker 
exchange.427 [Cp*Rh(bpydc)3]Cl2 (bpydc = 2,2′-bipyridine-5,5′-dicarboxylic acid) 
performs the photoreduction of CO2 to formate. DOS of the hybrid material revealed that 
the frontier states were defined by the new d–d transitions of rhodium, indicating the 
framework played a passive support role. 
MOFs composed of late transition metals or metals with high quantum numbers 
will typically feature ligand-to-ligand transitions because the organic components have 
lower ionization potentials and higher electron affinities than the Lewis acidic 
metals.428 Early experimental work presumed that the zinc-oxo clusters in MOF-5 operate 
as ZnO quantum dots via a ligand-to-metal charge transfer.429,430 There, the GGA 
functional PBE, known for overstabilizing strongly bonded states, places the zinc orbitals 
closer to the conduction band edge. However, this was later debunked using a higher level 
of theory (HSEsol06)431 paired with experiment: MOF-5 features primarily ligand centered 
excitations, Figure 35.432 Higher energy conduction bands may also be populated via a 
multiphoton absorption process, although the prediction of the explicit energetics will 




Figure 35. Valence and conduction band extrema projected at the Γ-point. The linkers are 
shown in isolation for clarity. Data obtained from ref 64. Reproduced with permission from 
ref. 110. Copyright 2020 American Chemical Society. 
 
Unlike d10 MOFs, those constructed with Ti(IV) have reported photoaccessible 
Ti(III) states as evidenced by EPR and transient absorption spectroscopies, in addition to 
theory.421,434–437 Nodes built from the other d0 ions (Zr(IV) and Hf(IV)) do not exhibit 
metal-based states near band edges, although Ce(IV)-UiO-66, which has empty f-orbitals, 
exhibits a conduction band dominated by metal orbitals.438 Powerfully, ligand-centered 
valence bands can be modulated by changing the organic motif with negligible perturbation 
to the conduction band if it is metal-based.439 A renowned example of band gap modulation 
through organic linker functionalization is reduction of the MIL-125 band gap from the 
UV to visible light region through amino-functionalization,440 and the same principles have 
been applied to other MOFs.441–444 DOS plots show that electron donation from the amino 
group formed shallow midgap states at the valence band. Subsequent analysis with DFT 
established that the band gap could be further tuned by adjusting linker functional groups 
and the concentration of functionalized linkers.445 Experimentally, it was observed that 
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MIL-125-NH2 indeed exhibited an optical gap in the visible range and, interestingly, the 
minimum band gap was reach at >50% linker substitution.446 This observation leaves us 
wondering whether their observation was catalysis enabled by surface sites, or rather that 
the material became limited in quantum efficiency. Either way, this example highlights the 
symbiosis of theory and experiment by showing that visualization of the DOS is an 
indispensable tool for analyzing the band edges of photoactive system.  
Section 3.1.3 will demonstrate that analyzing DOS plots in this way is especially 
beneficial for the fruitful modulation of exciton separating MOF species that can be 
selectively tuned from both band edges. Powerfully, in addition to modulating the energy 
of the valence band through linker substitution, the chemical identity and energy of the 
conduction band can be modified through metal substitution without affecting organic 
valence bands. Section 3.1.4 will then explore the utility of localized bonding in 
photoactive materials composed such that optical excitation results in metal-to-linker 
charge transfer, i.e. exciton separation.  
 
 
3.1.3 Ti(IV)-Inclusion as a Route to Photoactivity in MOFs 
Photocatalysts offer a unique advantage over conventional thermal catalysts as they 
harness a ubiquitous source of energy, light, to perform chemical transformations. 
Photocatalytic materials absorb photons equal to, or greater than, their band gap energy to 
produce high-energy electrons and low-energy holes.447 These charges may then perform 
oxidative and reductive chemistry enabling applications in water purification,448 renewable 
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fuel generation,449–451 and CO2 conversion.452–454 The prospect of solar-to chemical energy 
conversion for both catalytic and energy applications makes development of new scaffolds 
that absorb visible light to promote novel single and multielectron redox processes a key 
synthetic target.455 In general, the desired attributes for a photocatalyst are i) a narrow band 
gap enabling the absorption of photons in the visible range; ii) valence and conduction band 
edges aligned with reactant potentials for efficient electron transfer upon excitation; iii) 
long exciton lifetimes to reduce competition between recombination and the desired 
catalytic transformation; and iv) an ability to modulate reactivity and selectivity by altering 
the structure and composition. Transition metal oxides possess some of these desirable 
attributes.456 Their elemental diversity and various accessible oxidation states provide a 
medley of transition metal oxides to select for a given catalytic function.457,458 
TiO2 is the champion photocatalyst because of its high efficiency and stability, low 
cost and toxicity, and earth abundancy.459 When irradiated, TiIII is formed through charge 
transfer from oxygen to titanium.460,461 This separation of electron–hole pairs enables redox 
processes such as photodegradation of organic dyes461,462 and renewable fuel production.449 
The large electronic band gap (3.0 eV),463 however, limits the usable wavelengths from the 
solar spectrum. Efforts to close the electronic band gap through compositional and 
morphological alterations have been successful.464,465 However, manipulation of rigid 
inorganic lattices can be synthetically difficult and leads to adverse effects such as material 
instabilities or high recombination rates near defects.466 TiO2 could thus be improved upon 
by designing a material with similar, but more readily tunable, electronic properties.  
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Figure 36. Band edge diagrams and theoretical density of states for TiO2, MIL-125, and 
MIL-125-NH2 show the familiar MOF confinement effects (wider band gap with reduced 
dimensionality of the metal-oxide cluster compared to bulk). Amino-functionalization is 
presented to demonstrate that because MOFs feature organic valence bands, additional 
BDC functionality affects their energetics. 
 
MOFs are a class of compositionally diverse, high surface area, crystalline 
materials. Some embodiments contain metal-oxide clusters (i.e., nodes) 
crystallographically orders and separated by anionic organic linkers. MIL-125,62 for 
example, is constructed from [Ti8O8(OH)4]12+ inorganic building blocks interconnected by 
benzene dicarboxylate (BDC) linkers. Like TiO2, the conduction band edge is dominated 
by titanium d-states; photoexcitation yields a transient TiIII (Figure 36).421 Unlike TiO2, 
the valence band edge of MIL-125 is localized on an organic source of titanium-bound 
oxygen, BDC. Further, inherent MOF porosity facilitates valuable trapping of the low-
 117 
valent titanium species through bulk reduction of the framework by small molecules in the 
pore. Addition of up to eight electrons per node can be achieved in the presence of charge 
stabilizing counterions.415,416  
While both TiO2 and MIL-125 have native band gaps in the UV, the valence band 
of MIL-125 can be tailored through organic substitution. Amino functionalization of the 
BDC linker brings the optical gap into the visible range (a reduction in band gap by 
approximately 1.5 eV), intensifying the harvestable solar wavelengths—a phenomenon 
reminiscent of nitrogen doping in anatase TiO2.440,446,467 Varying the electron donating 
ability of organic functional groups enables higher fidelity band gap tunability.445 
Independent of the functional group, the conduction band edge remains unaltered, and the 
lowest energy exciton is spatially separated. In other words, the optical gap is attributed to 
a linker-to-metal charge transfer (LMCT). Separated TiIII species and valence band holes 
are then poised to perform reduction (e.g., Cr(VI)-to-Cr(III)468) or oxidation (e.g., amines-
to-imines469), respectively. The reactivity of MIL-125 thus parallels TiO2, but has the 
advantages of inherent porosity (enabling higher active site accessibility) and electronic 
customizability (allowing band gap tunability and energy level matching). 
 Other TiIV-containing MOFs (e.g., NTU-9,437 COK-69,470 PCN-415471) 
demonstrate photoactivity similar to MIL-125—it is the metal ion, TiIV, that makes these 
frameworks unique. MOFs composed of BDC and other d0 group 4 metals (i.e., ZrIV or 
HfIV) do not feature the same reactivity because the unoccupied Zr and Hf orbitals lay 
closer to the vacuum level—their conduction bands are localized on their organic 
motifs.188,472,473 Thus, there remains value in the development of new scaffolds consisting 
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of TiIV. This may be achieved in two ways; i) construct new scaffolds featuring TiIV through 
direct syntheses,471 or ii) coalesce the favorable properties of an existing framework, such 
as pore size or water stability, with TiIV character through transmetallation. In both cases, 
the question remains whether TiIV will define the conduction band independent of MOF 
structure or composition.  
Despite the relative maturity of metal-exchange procedures, there are surprisingly 
few examples of TiIV-substituted MOFs.474 TiIII, however, undergoes more facile exchange 
(e.g., ZnII-MOF5475 has been successfully transmetallated with TiIII, but there are no reports 
of TiIV-MOF-5 to date)412 and, once incorporated, can be oxidized by a single electron to 
the desired form.476 It should be noted that titanium can be incorporated into seemingly 
non-exchangeable MOFs (e.g., UiO-66 and other ceramics) by appendage through atomic 
layer deposition and wet impregnation, but the inner-shell TiIV ligands then depend on the 
synthetic conditions.188,477 In principle these TiIV could also be photoactive, but position of 
the unoccupied titanium orbitals demonstrate a mild dependence on the non-MOF ligands. 
In any case, transmetallation or direct synthetic approaches to incorporating TiIV may be a 
worthwhile endeavor for the development of novel photocatalysts.  
Developing design principles such as targeting scaffolds with organic valence and 
Ti-conduction band character can narrow the vast chemical space of potential photoactive 
MOFs. Density functional theory is useful for this, as photocatalytic function is derived 
from the material band gap and exciton localities—both are properties readily obtained 
from theory.478 Thus, this study seeks to demonstrate that metal-exchanged systems 
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containing TiIV are interesting synthetic targets because organic valence bands and Ti-
centered conduction bands subsist independent of MOF structure of composition.  
 
3.1.3.1 Results ad Discussion 
To begin, the effect of ligand identity and MOF structure on the energetics of TiIV 
must be decoupled. A series of BDC-containing MOFs, MOF-5, MIL-125, PCN-415, ZrIV- 
and HfIV-UiO-66472,473 were selected as candidates to compare the native Ti(IV) containing 
scaffolds (i.e. MIL-125, PCN-415) with transmetallated variants (e.g. Ti-MOF-5).476,479 
Other non-BDC based frameworks, MOF-74 and MFU-4l, were then selected as scaffolds 
to isolate the importance of ligand field strength on the transmetallated Ti orbitals. These 
transmetallated frameworks are presented in contrast to other native Ti-containing 
scaffolds; COK-69, NTU-9.  
All structures were optimized with PBEsol101 as implemented in VASP390,391,480 
using the PAW plane wave method393 and a 500 eV planewave cutoff basis set. A Γ 
centered 2 × 2 × 2 k-grid was converged to ionic and electronic criteria of 0.005 eV and 1 
× 10−6 eV, respectively. The HSEsol06394 (PBEsol+25% HF) level of theory was used to 
recover more accurate band-gap energies using the same convergence criteria, and a Γ-only 
sampling of the first Brillouin zone. Parent scaffolds were fully optimized and referenced 
to the vacuum potential by subtracting the background potential applied to the unit cell as 
located within the center of the largest pore.110 This value was obtained using the open-
source code MacroDensity395  by sampling the potential at the origin of unit cell – a 
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plateaued potential was identified at this location by performing a scan of the potential 
change across the diagonal of the unit cell.   
For metal-substituted derivatives, one metal per unit cell was exchanged, and the 
unit cell shape and volume were constrained to the parent framework parameters over the 
course of the optimization. Titanium was kept in the 4+ oxidation state by including 
chlorides in its coordination sphere, saturating the octahedral environment with water in 
the case of MFU-4l. For MOF-74, two electrons were removed from the unit cell and the 
vacant coordination site was again passivated with water. Metal substitution resulted in a 
dipole across the unit cell, preventing accurate vacuum level alignment. Thus, the lowest 
native metal orbital in the conduction band of each substituted material was aligned to that 
of the parent material. This strategy assumes that native metal orbitals of the remote 
unsubstituted node will be negligibly perturbed by metal-exchange due to the insulating 
nature of metal–oxygen bonds. 
From the HSEsol06 level of theory394 (using the procedure detailed above), band 
edge diagrams and corresponding DOS plots were obtained for each of the native TiIV-
MOFs (Figure 37). Analogous to TiO2, the DOS of each native titanium-containing MOF 
features a conduction band minimum (CBM) centered on titanium. The workfunction and 
parentage of the valence band maximum (VBM) for all species are additionally localized 
on the linker. The BDC valence of PCN-415 lays somewhere between that of MIL-125 and 
ZrIV/HfIV-UiO-66, attributed to the fact that PCN-415 has a hybrid node consisting of both 
TiIV and ZrIV. Thus, the valence band energy is somewhat determined by the relative Lewis 
acidity of the node. In comparison, the conduction bands of both ZrIV and HfIV BDC 
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derivatives lack photoaccessible metal-based states despite their d0 configuration (Figure 
37), indicating that a ligand-to-ligand transition is favored for hafnium- and zirconium-
bound MOFs. This produces neither spatial separation nor stable excited organic radicals, 
and consequently low photocatalytic activity.  
 
 
Figure 37.  Ti orbitals define the conduction band in Ti-based MOFs. Other non-Ti MOFs 
(e.g., ZrIV and HfIV-UiO-66, MOF-5, MOF-74, and MFU-4l) feature higher energy, 
organic-centered conduction bands that are less ideal for photocatalysis. In all cases, the 
valence bands are composed of linker-centered orbitals. 
 
The real utility of TiIV would be realized if the conduction band of any 
transmetallated MOF was persistently centered on Ti, independent of the ligand scaffold 
surrounding it. Fortunately, there is a wealth of experimental and theoretical literature that 
demonstrate the emergence of conduction band states centered on titanium in these 
scenarios. The resultant LMCT is predicted by DOS plots434,436,439 and electronic band 
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diagrams435,481 from DFT performed by other groups and evidenced experimentally by a 
range of spectroscopic methods.476,482–486 Thus, transmetallation of MOFs with an organic 
VBM presents an opportunity to instill the beneficial photocatalytic property of long-lived, 
spatially separated excitons, formed with a tunable wavelength, in virtually any scaffold. 
However, remembering the distinct lack of literature on TiIV-transmetallated frameworks, 
a careful selection of transmetallated frameworks can be used to paint a comprehensive 
picture of the persistence of Ti-orbitals in otherwise Ti-free materials by computing the 
electron energetics of MOFs whose ligands impose vastly different field strengths.  
MOF-5, Zn-MOF-74, and MFU-4l feature native ligand-to-ligand transitions 
because ZnII is d10, placing the next unoccupied metal-centered orbital far above the CBM 
(+1.6 eV greater than the electron affinity of bulk MOF-5, +1.5 eV for bulk Zn-MOF-74, 
and +1.8 eV for bulk MFU-4l). However, each framework is known to maintain structural 
integrity through post-synthetic metal exchange,476,487,488 and BDC and triazole lay on 
either end of the ligand field spectrum. The propensity for TiIV to form octahedral 
coordination environments mandated that TiIV-substituted MOF-74, MFU-4l, and MOF-5 
require additional ions and neutral ligands. Our selection is presented in Figure 38; in sum, 
Cl− and H2O were added to achieve charge neutrality and octahedral coordination.  
The persistence of TiIV states defining the CBM in transmetallated frameworks 
without perturbing the valence band (Figure 38) is particularly remarkable as the Ti-
orbitals again lay mid-gap relative to the organic orbitals, independent of ligand field 
strength. More importantly, despite the differences in ligand field strength, the Ti-orbitals 
in MIL-125, PCN-415, COK-69, TiIVMOF-5, TiIV-MOF-74, NTU-9, and TiIV-MFU-4l all 
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have similar electron affinities (≈4 eV), fluctuating due to variation in ligand field 
strength,489 suggesting that one could target similar photocatalytic transformations by 
simply installing TiIV in essentially any metal-cluster based MOF without dramatically 
changing its reductive ability.  
 
 
Figure 38. TiIV-substituted nodes of the post-synthetically exchangeable MOFs. a) MOF-
5, b) MOF-74, and c) MFU-4l are passivated with adventitious Cl− and H2O. d) Their 
electron energy diagrams and density of states reveal that titanium-based states define the 
conduction band extrema in all frameworks, supporting the hypothesis that its 




Figure 39. (a) MOF systems with long-lived excitons (i.e., LMCT), such as MIL-125, 
facilitate photodoping and catalytic reduction via TiIV. (b) Scaffolds with highly localized 
excitations, such as UiO-66, recombine faster than catalytic redox can occur. 
 
The incorporation of titanium can thus be viewed as a comprehensive design route 
to metal-based frontier conduction bands; the modular nature of valence band energetics 
should not be overlooked. It is their reducing power that determines the ability to 
“photodope” the framework (i.e., store electrons in the conduction band via excitation and 
subsequent reduction of the framework-bound hole with an extrinsic reductant). 
Considering the general scheme of MOF photoactivity shown in Figure 39, excitation 
followed by framework reduction results in the storage of electrons in the conduction band 
only if the rate of reduction is faster than that of exciton recombination. These rates are 
determined partially by spatial separation of the electron and hole (a property related to the 
structure of the MOF itself), and the energetics of the hole in the valence band (a property 
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frameworks where the valence and conduction band edges are centered on organics.421 
Thus, while the linker appears to play a relatively benign role in determining the conduction 
band energetics of Ti-based MOFs, the valence band does play an operative role in the 
photocatalytic activity of a given MOF, particularly when looking beyond single electron 
photocatalytic processes.  
 
3.1.3.2 Conclusions 
In sum, the results presented in this section demonstrate that metal-exchanged 
MOFs exhibit similar properties to those that are natively constructed from titanium. 
Independent of ligand field (where carboxylates and triazoles represent extremes in ligand 
field strength), titanium orbitals sit mid-gap, relative to the organic orbitals. As a result, 
metal-exchange becomes a very important strategy to accessing photocatalytic frameworks 
otherwise unattainable through direct approaches. Furthermore, the utility of TiIV in MOF-
based photocatalysts lays the foundation for other studies of equally rare high-valent metal 
compositions (e.g., FeIII, VV, etc.) Other metal-oxide clusters, including zirconium and 
hafnium-based nodes, feature linker-centered frontier states when interconnected by 
organic components. Titanium can hence be viewed as a unique element to target MOF 
photoactivity due to its predictable energetic positioning. Experimentalists are encouraged 
to continue in pursuit of TiIV-containing frameworks (either through direct routes or 
transmetallation) as it is both the ligand and metal that contribute to the framework’s ability 
to perform photocatalysis/multielectron energy storage. Continuing investigation of these 
modular scaffolds will reveal fundamental principles for general photocatalyst design. 
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3.1.4 Thermodynamic PCET Doping Limit in MIL-125 
By coupling to the motion of protons, electrons can enter reactivity patterns, 
charge storage, and electron transport pathways that would be difficult to achieve 
otherwise, through a mechanism known as proton-coupled electron transfer 
(PCET).490 In net, the reaction can be thought of as a hydrogen atom transfer, and is 
consequently invoked in various chemical processes found in enzymes491,492, 
chloroplasts493,494, hydrogen fuel cells490,495, and reductive catalysts496–498. However, 
achieving selective PCET depends on knowledge of the relative redox potentials of 
the reagents. With the appropriate frontier energy level alignments, PCET can be 
either thermally or photochemically promoted in both molecular and solid-state 
manifolds,499–503 but mismatched energetics creates pitfalls ranging from sluggish 
kinetics to undesirable H2 formation or back-hydrogenation  to reform reactants.504 
There is hence a desire to leverage the PCET manifold to, for example, suppress the 
hydrogen evolution reaction (HER) by stabilizing the e–-H+ pair (H*) below that of 
the NHE (-4.4 eV relative to vacuum505).  
In conventional solid-state scaffolds, the ill-defined nature of surface-active 
sites hinders catalyst design for selective PCET reactivity. For instance, the surface 
of TiO2 — a semiconductor known to perform HER449 — features a broader array 
of active sites, beyond the idealized (101)-Anatase surface presented in Figure 
40,490,506,507 limiting efforts to identify and tune specific localities for selective 
reactivity other than H2 formation. Conversely, molecular catalysts offer well-
defined single-atom active sites with wide synthetic tunability, but suffer from poor 
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recyclability508. Combining the best of both approaches, metal-organic frameworks 
(MOFs) combine the benefits of heterogeneous catalysis and synthetic 
modularity.509–512 Previous studies in MOF catalysis have primarily focused on 
thermally driven reactions at either the linker or node using intrinsic513–515 and 
extrinsic516–518 catalytically active metals. Conversely, MOF photoredox 
chemistry401,468,519 typically focuses on electron transfer between the inorganic and 
organic MOF components520, shuttling electrons to interstitial molecular 
catalysts521–523 or guests524–527.  
 
 
Figure 40. TiO2-based materials can be reduced via PCET, with a corresponding 
TiIV/III reduction, and O-H formation. Depicted are Lewis basic µ2-oxo sites on TiO2 
(shown is the (101)-Anatase surface). In a MOF analogue, octameric Ti8(µ2-O)8(µ2-
OH)4 clusters offer four isolated pairs of bridging O per node(highlighted in yellow). 
These sites are thought to host extrinsic cations (e.g., H+, Na+, etc.), affecting the 
reduction potential of vicinal TiIV centers. 
 
However, one burgoening area of MOF research has been the exploration of 
the chemistry afforded by the compositional similarity between inorganic clusters in 
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MOFs, and their conventional dense-phase semiconducting counterparts, Figure 
40.528 In particular, a central theme of our research is the study of chemical 
opportunities enabled by the Lewis basic inorganic ligands in the inorganic clusters. 
Such anions are prevelent in Ti-MOFs, and it is these scaffolds that have been shown 
to stabilize H*, while also enabling the specific design of a well-defined, PCET 
active site.529–533 
In the seminal report, UV irradiation in the presence of alcohols caused MIL-
125 to turn from colorless to black.62 The color was shown to persist indefinitely, 
returning to colorless upon exposure to air. The authors attributed the apparent 
bandgap reduction to the formation of TiIII centers stabilized by protons liberated 
from the oxidation of alcohol by the photogenerated holes, i.e., PCET from the 
solvent to the framework, Scheme 2. EPR later validated the presence of TiIII centers 
and,421 paired with electronic structure calculations, rationalized their formation by 
identifying the conduction band minimum (CBM) origin as Ti d-states in the pristine 
MOF — a general property extending to all reported TiIV-containing MOFs.513 
 
Scheme 2. As posited by Dan-Hardi et al., MIL-215 forms TiIII-OH motifs upon 





The reversible colorless-to-black transformation, spectroscopic evidence of 
TiIII, and aldehyde formation observed in irradiated MIL-12562 demonstrates that the 
MOF is undergoing photochemical electronic doping, i.e., photodoping. Kinetically, 
this process requires that rate of exciton recombination be slower than hole 
quenching, wherein a sacrificial reductant (alcohol) diffused to the photogenerated 
hole. Although subsequent reports have detected small quantities of H2 evolved from 
this process534,535, these data suggest that a significant portion of the TiIII-OH+ pairs 
generated through photodoping remain indefinitely stable,62,415,416 suppressing H2 
formation. This is further supported by the requirement for MIL-125 and other Ti-
containing MOFs to use a co-catalyst to promote H2 formation.471,525  
The maximum charge capacity, i.e., relative stability of TiIII centers, of MIL-
125 shows a strong cation dependence. Recent studies by the Mayer group 
demonstrated that Na+-based chemical reductants enable stoichiometric reduction of 
all eight Ti centers per node,416 while the PCET-based photodoping strategy only 
two H* per Ti octamer.415 Since Na+ is undoubtedly less stabilizing than H+ (which 
forms a covalent bond with bridging oxos), we hypothesize that H2 formation sets 
the thermodynamic limit to PCET-based charge storage in MIL-125: in the low-
charging regime, the energies of electron-proton pairs are more stable relative to 
HER, but exceed the redox potential of HER in the high-charging regime. Further, 
stoichiometric reduction of the Ti centers can only be achieved with Na+ because 
the Na+/Na redox couple lays far more negative (closer to the vacuum level) than 
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the new conduction band of the all-TiIII-MOF. Consequently, we surmise that the 
charge storage capacity of MOF nodes depends on both the redox potentials of the 
metal ions and the node nuclearity or, more specifically, the presence of inorganic 
anions to accept protons. 
Here, we sought to understand the limits to PCET-based charge storage in 
MIL-125. To do so, we have combined electronic structure calculations and 
experiments to identify the microscopic origin of 1) the stability of TiIII-OH+ pairs 
towards H2 evolution in the low-charging regime, and 2) the thermodynamic limit 
to the number of TiIII-OH+ that can accumulate. We find the inorganic oxo units in 
the MIL-125 clusters accept the protons liberated after PCET photodoping, thereby 
stabilizing the e–/H+ pairs against H2 formation by spatially separating them as TiIII-
OH+ units. From this study, we offer a more general design principle for forming 
MOFs with the potential to act as transfer hydrogenation catalysts, but not 
dehydrogenation catalysts: the incorporation of Brønsted-basic inorganic inner 
sphere ligands paired with redox-active metals may achieve controllable PCET 
reactions in MOFs.  In other words, we offer a general observation of accessing non-
equilibrium reactivity in MOFs featuring metal oxide clusters.  
3.1.4.1 Results and Discussion 
While the CBM of a semiconductor provides an estimate for the reduction 
potential of that material (i.e., the electron affinity),536,537 it alone is insufficient to 
assess the thermodynamic tendency to host additional electrons because the ground 
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state structure does not account for local reorganization (for example, distortions 
due to ion pairing, or reduction in bond order) upon conduction band population. 
Computational chemistry is well-suited to study both instantaneous reduction of the 
MOF, as well as the emergent structural deviations. Using plane-wave DFT we are 
able to compute the ground state electronic structure for MIL-125 and subsequent 
PCET products. Using a vacuum level alignment395, the conduction band minimum 
of MIL-125 sits at -3.7 eV, closer to the vacuum level than H2 formation from H+ (-
4.4 eV, Figure 41a). We note that functionalization of the linkers does not 
dramatically affect the CBM position, as it is composed of inorganic metal-oxo 
orbitals. Together, one might anticipate that electrons that occupy the conduction 
band would be sufficiently high in potential to reduce protons.  
Upon irradiation, in the presence of a primary or secondary alcohol, the MOF 
becomes black, Figure 41b. Due to the persistent color change, these experiments 
indicate that there is at least one doped configuration that suppressed H2 formation, 
otherwise MIL-125 would fade back to colorless over time without exposure to air. 
We hence surmise that MIL-125-H* is a thermodynamic minimum on the potential 
energy surface of hydrogen transfer. In the simplest case, where a single H* is added 
to a bridging oxo, our calculation reveals that the newly formed “mid-gap” state, a 
half-occupied, Ti-centered orbital (Figure 41c) that has an electronic potential of -
4.5 eV, ~100 meV more positive of H+/H2 reduction potential (shown in purple, 
Figure 41a). Hence, we offer that the PCET product should be thought of as a stable 
TiIII-OH moiety rather than an ill-defined H*.  
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Figure 41. (a) Vacuum-aligned DOS plots show that pristine and organo-
functionalized derivatives of MIL-125 both have CBMs above H+/H2 (-4.44 eV, 
shown in red). A new mid-gap state emerges upon H* addition, with a potential 100 
mV below H+/H2. (b) Proton and electron addition via photoillumination is 
evidenced by a colour change, which persists as long as the MOF is kept free from 
oxidants. (c) Electronic structure calculations of the H* adduct reveal that additional 
electron localizes on a Ti near the adatomic proton, bound to µ2-oxo ligands. 
 
 
However, the recent experimentation by Saouma et al. revealed an apparent 
thermodynamic limit of two protons and two electrons per Ti8 node.415 It remains 
unclear whether the two protons would preferentially adhere to vicinal µ2-oxos or in 
some other configuration. It is further unclear why only two reductive events can 
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occur in excess alcohol. Lastly, we wanted to understand the thermodynamic origin 
of that two-electron limit. To assess this energetic landscape, we developed an 
assortment of models containing two hydrogen atoms at various positions around 
the nodes, Figures 42. From these calculations, we find that the addition of two 
hydrogen atoms to MIL-125 yields consistently HER-positive mid-gap TiIII states. 
The most stable configuration arises from the addition of two additional H* on 
geminal µ2-oxos (Figure 42c, second column). When the H* are added to µ2-oxos 
on different nodes (Figure 42c, fifth column), connected by benzene dicarboxylate 
(BDC), is disfavored by up to 11.3 kcal/mol, Figure 42d. In that case, the TiIII 
radicals delocalize through the π*-system of the linker (see App. C Fig. A1). We 
find, however, that if the two hydrogen atoms are added to different nodes and not 
connected by a common linker, the reduction potential is stabilized to the same level 
as a single addition (approximately 60 mV positive of HER). 
We also examined the 2H*-per-node limit presented by Saouma, Figure 43. 
Practically, this amounts to four hydrogen atoms per computational cell, and several 
observations may be made from these calculations. First, we note that isolated 
vicinal pairs of protons/electrons result in additive density of the mid-gap states. 
Second, same-node-separated protons result in splitting of the mid-gap DOS, and 
this process is energetically disfavored both in terms of formation energy (Figure 
43, lower panel) and potential to reduce protons. Third, we note that the four 
separated protons on a single node is more than twice the energy of two protons on 
a single node (from Figure 43, column four, ~21 kcal/mol, and Figure 42, column 
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three, ~8 kcal/mol). We can hence make the general conclusion that the adatomic 
hydrogenic atoms thermodynamically prefer to add across pairs of bridging oxos. 
Kinetically, we also expect that alcohol radicals would react with pairs of bridging 
oxos before diffusing unreacted to distant oxo units.    
 
 
Figure 42. (a) A schematic of a portion of the Ti8 node, highlighting the µ2-oxos, 
and simplifying them to diamonds, whose central apexes represent the bridging 
oxos. (b) A node represented by our simplified notation. The unit cell of MIL-125 
contains two nodes, thus (c) the vacuum-aligned atom-projected DOS plots contain 
two nodes per DOS plot, with the depicted PCET product shown above. The Fermi 
level (i.e. the gas phase reduction potential) is denoted by the dotted gray lines. 
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As yet, these calculations have not identified the chemical origin of the MIL-
125 doping limit of two H* per node. Thus, we further explored higher H* loadings, 
up to the stoichiometric hydrogenation of the µ2-oxo units, and we determined a 
thermodynamic doping limit of four e–/H+ pairs per node within certain 
configurational parameters. In order for HER to remain suppressed with more than 
four PCET events at the same node, neighboring nodes must be in the fully oxidized 
TiIV-state (App. C Fig. A3 and A4). HER remains suppressed when six H* are added 
to a single node, but the presence of a hydrogenated µ2-oxo pair on the adjacent node 
facilitates H2 formation. Meanwhile, four H* per node are stable with respect to 
HER as long as two pairs coexist on each node, or all four localize on one, App. C 
Fig. A3 and A4). Higher loadings become progressively less stable (App. C Table 
A1), and beyond 4 electrons per the node (i.e., 50% doping), the occupied states are 
split such that many configurations exceed the reduction potential of H+; an extreme 
example is presented in App. C Fig. A3. Importantly, these calculations suggest as 
many as six TiIII-OH pairs can be accumulated on one MIL-125 node despite the 
previously observed limit of two.  Finally, we also note that examined stabilizing 
the TiIII with adatomic Na+, App C. Fig. A5. A similar effect is observed (a 
metastable mid-gap TiIII–ONa+ state is half populated). In this case, the electron sits 
negative to HER, but should not form protons since there is no H+ available to reduce 
and, calculations would hence agree with the previous observation that 




Figure 43. At the experimental limit presented by Saouma et al., two hydrogen 
atoms per node, the MOF appears electronically indistinguishable from one another, 
unless a single hydrogen atom is added to each one µ2-oxo per pair in a single node. 




In summary, computations have uncovered two possible thermodynamic 
explanations for the observed limit to PCET-based charge storage in MIL-125; i) e–
/H+ pairs accumulate until protons are reduced, generating H2 or ii) e–/H+ pairs 
accumulate until saturating the available cluster orbitals, at which point alcohol 
oxidation would cease. To test these possibilities, we sought to experimentally 
quantify MOF cluster photo-charging and associated H2 evolution by irradiating 
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MIL-125 for varying durations in the presence of a) excess of benzyl alcohol and b) 
stoichiometric quantities (four alcohol molecules per cluster), respectively. Scenario 
1 serves to test whether MIL-125 can continuously consume alcohol, while scenario 
2 serves to test whether the clusters cease charging after complete reduction of the 
clusters. The reaction was monitored by comparing benzylaldehyde 1H NMR signals 
with those of an internal standard (see Appendix C for further experimental detail).   
Quantification by 1H NMR of unreacted benzylic alcohol at each time point 
relative to the amount of aldehyde generated provided an indirect measure of H2 
evolution and other side-reactions, i.e., any deviation from 1:1 would imply an e–
/H+ “leak”. The percent reduction of clusters in MIL-125 by one-electron and one-
proton was found to increase with increasing irradiation time, and all materials 
retained the white-to-black color change after irradiation, supporting the 
computational insights that e–/H+ pairs remain stable towards HER in the low-charge 
regime. Because photocharging ceases prior to complete cluster reduction, we 
surmise that HER must serve as the thermodynamic limit, and yet scarce H2 can be 
tracked by us and other groups, and most of the ethanol remains unreacted. Kinetic 
factors therefore likely prevent further reduction and subsequent H2 generation. 
Specifically, depletion of ethanol near Ti-oxo clusters during photodoping would 
prevent continued accumulation of charges because exciton recombination would 
outcompete hole quenching due to the slow diffusion of new ethanol molecules. This 
kinetic-based explanation requires further investigation. 
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To further test the hypothesis that e–/H+ pairs are stabilized against H2 
evolution in MIL-125 during photodoping, we sought to measure their redox 
potentials during the photodoping process. Decamethylferrocenium [FeCp*2+]415 
was employed as an in situ optical redox indicator of the photodoped MOF 
suspension by monitoring the absorption feature at 778 nm, attributable to a LMCT 
transition538. We were able to recover the Fermi level of our solution through the 
Nernst equation by determining the ratio of [FeCp*2+] to [FeCp*2],539,540 and 
assuming redox equilibration between all species in the suspension, this value also 
reports the redox potential of the photodoped MOF at that time point. Hence, we can 
compare this value to the known redox potential of HER in acetonitrile (-624 mV vs 
Fc+/Fc)541 as further proof that the electron-proton pair is stabilized against 
recombination.  
A steady-state concentration of all redox-active species in the mixture was 
obtained after 23 h of irradiation, at which point MIL-125 had photoreduced 48.2% 
of the original [FeCp*2+], yielding a steady-state redox potential of –588 mV vs 
Fc+/Fc, just +36 mV milder than that of the electrochemical potential of HER. The 
comparatively positive potential of photodoped MIL-125 helps explain the lack of 
detectable H2 generation and supports our computational results that estimate the 
TiIII-OH+ mid-gap state to sit ~100 meV more stable than HER. The slight difference 
between experimental and computational results can be easily attributed to 
accounting for the true H+ activity of the suspension, which is considerably lower 
than the pH = 0 conditions defined for NHE. In other words, the true redox potentials 
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of photodoped MIL-125 sit energetically even farther from vacuum than HER and 
closer to the calculated results. Remarkably, given that 1.25 equivalents of Fc*+ per 
Ti atom were introduced for this experiment, 48.2% reduction would imply that each 
MIL-125 cluster supports approximately five TiIII-OH pairs, on average, in excellent 
agreement with our computational predictions of the thermodynamic limit to MIL-
125 charge storage. 
 Cation-induced electrostatic stabilization of the MIL-125 clusters can 
account for the considerable increase in charge storage when performed with Fc*+ 
compared to normal photodoping conditions. During the optical redox indicator 
experiment, each electron that transfers from MIL-125 to Fc*+ must be associated 
with a H+ liberated from alcohol oxidation. Therefore, when the MOF-Fc*+ reaches 
steady-state conditions the H+ activity is higher than during normal photodoping 
conditions. We expect that these additional cations impart strong electrostatic 
stabilization of the TiIV/III redox couples. Additionally, we expect that the increased 
concentration of H+ increase the likelihood of achieving the specific arrangement, 
as outlined above by our calculations, that permit up to size TiIII-OH pairs per 
cluster. The impact of cations on the redox potentials of Ti-MOFs has been recently 
investigated by us and will be a fruitful strategy for photoredox reactivity. 
3.1.4.2 Conclusions 
In sum, a combined computational and experimental study has been used to 
explain the microscopic origin of PCET-based charge storage MIL-125 as arising 
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from the inorganic oxos of the clusters. These motifs accept the H+ liberated during 
the photodoping reaction, thereby providing Coulombic stabilization and separation 
from the otherwise highly reducing photogenerated TiIII center. Computational and 
experimental results place the redox potential of these TiIII-OH+ pairs at reduction 
potentials more stable than HER in the low-charging regime. 
The lack of gaseous byproduct from the oxidation of alcohol molecules 
within MIL-125 pores is seen to result from electron delocalization across TiIII/IV 
redox couples and the covalent association of a functional counter-ion. Single PCET 
events, or those that occur at remote active sites, yield conduction band electrons 
too low in energy to afford molecular hydrogen formation from the associated 
protons. Paired events at geminal µ2-oxo ligands further suppress HER. We 
identified routes for hydrogen loading exceeding 4 H* per node, and certain spatial 
configurations allowed for up to 50% reduction of Ti-sites. With this in mind, the 
spatial distribution of PCET sites formed under kinetic conditions is likely to inhibit 
access to this configuration, as evidenced by experiment. Irradiation of MIL-125 in 
the presence of benzylic alcohol showed negligible hydrogen formation, consistent 
with HER suppression. Quantitative 1H NMR suggests, nevertheless, that 
photodopant concentrations of only 20% were obtained with excess reductant over 
18 h, but as many as five TiIII could be stabilized in each cluster when performed 
with an optical redox indicator. 
 The extent of e–/H+ accumulation is therefore likely due to a thermodynamic 
limit set by HER and electrostatic interactions of the electrolyte medium. 
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Kinetically, they may be inaccessible due to depletion of sacrificial reductant. While 
these results suggest H2 must evolve during steady-state charge accumulation, this 
work and previous studies imply minimal H2 generation. We therefore expect 
kinetics to be slow for accessing the states that are unstable towards HER. It is also 
notable that a few photodoped states in the low-charge regime were computed to be 
unstable towards HER, while the vast majority are stable. Therefore, the 
accumulation of e–/H+ pairs and minimal H2 generation may stem from the greater 
probability of e–/H+ finding stable arrangements. In all, this study indicates MOFs 
featuring inorganic clusters with redox-active early transition metals and inorganic 
basic sites could offer a platform to stabilize excited electrons in the conduction 
band, broadening the gamut of photochargeable materials.  
 
3.2 Thermal Catalysis 
With a few notable exceptions,326,339,542–546 the application of MOFs in 
heterogeneous catalysis draws on concepts deeply rooted in molecular chemistry.511 The 
modular nature of the node and linker enables access to molecularly precise, site-isolated 
reactive sites515 while also affording different local chemistry to molecular analogues.547–
549 Yet, MOFs are uniquely dissimilar to molecular analogues: their porosity engenders an 
additional modular parameter, and subtle differences in coordination environment of node-
incorporated metals compared to conventional homogeneous catalysts make MOFs ideal 
for accessing novel reactivity, and for performing fundamental mechanistic studies. 
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Generally, design strategies targeting specific reactions have included 
incorporation of catalytically active linkers,550 the formation of SBUs that are intrinsically 
catalytic,514,551 and using encapsulation of catalytic species in the pores (examples are 
shown in Figure 42).552,553 Post synthetic modification methods476 such as cationic metal 
exchange,554 linker exchange,555,556 linker functionalization,557–559 and atomic layer 
deposition (ALD)54,477 have been further utilized to tune existing scaffolds and provide 




Figure 44. Some avenues for appending molecular catalysts. (a) Ni transmetalation in 
MFU-4l yields a catalyst capable of selective olefin oligomerization.551 (b) Ligand 
exchange in UiO-67 enables the support of Ir(COD)(OMe) (COD = cyclooctadiene), a 
catalyst for C–H borylation of arenes.561 (c) Encapsulation of Pd in amino-functionalized 
UiO-66 catalyzes the hydrogenation reactions.562,563 Reproduced with permission from ref. 
110. Copyright 2020 American Chemical Society. 
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Computational analysis of catalytic mechanisms and active site geometries requires 
the identification of key intermediates and transition states that determine the overall 
efficiency of the catalytic cycle. Such studies are more sophisticated than simple geometry 
optimizations of ground state materials as they include computationally intensive transition 
state search methods based on saddle point searching or interpolative 
schemes.560 However, once these structures are identified; screening various chemical 
modulations becomes relatively simple. 
Unfortunately, transition-state searching can sometimes feel like finding a needle 
in a haystack; if the chemical system has more than four atoms, the potential energy surface 
(PES) has more than three dimensions and from there the PES becomes very complicated, 
very quickly. To simplify the challenge of determining the appropriate gradients to follow 
(both transition state searches and generally in modeling), it is helpful to extract clusters 
using the procedures discussed in Chapter 1. Molecular modeling in catalytic studies of 
MOFs is seemingly requisite to accomplish the exhaustive analyses necessary to determine 
both reaction pathways and their driving force.564 The following sections discuss the use 
of cluster models (and a handful of solid-state examples) for computational kinetic studies 
including transition state searches and saddle point search methods. 
 
3.2.1 Kinetics and Transition State Modeling 
Conventional ground-state DFT methods provide very precise estimates of 
geometries at intermediate points along a reaction pathway. Transition states are 
geometries that correspond to saddle points on the PES, and are the highest energy 
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configuration that exists along the lowest energy pathway between two intermediates. This 
section proceeds with the assumption that the intermediate structures, either solid-state or 
cluster, have been initially equilibrated. 
The transition state is a saddle point on the PES that lies along the minimum energy 
path between intermediates, i.e., the dominant reaction pathway, and accordingly has 
exactly one negative (i.e., imaginary) frequency corresponding to a single direction of 
molecular motion with no restoring force. Analogous to ground-state equilibrations that 
converge to a minimum point on the PES, transition-state optimizations self-consistently 
converge to a saddle-point. Saddle point search methods generally take one of two forms: 
(i) interpolation methods, which step through a series of geometric configurations obtained 
by interpolating between the coordinates of “known” reactants and products, and (ii) 
surface walking algorithms, which are based on assessing the local gradients or Hessian 
matrices.565 Ultimately, the various saddle point finding methods differ only in the manner 
with which they traverse the PES, but should in principle yield the same result. 
 
3.2.1.1 Interpolation Algorithms 
One intuitive approach to find the transition state between intermediates is to 
construct a “chain-of-states” along the MEP by interpolating coordinates between the 
known reaction intermediates.566 Interpolative schemes optimize a series of static chemical 
configurations referred to as images along the PES between the reactants and products to 
create a 2D energy profile; the resolution (and expense) of interpolation schemes is a 
function of the number of images as well as the chemical system, and their convergence 
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relies on having a well-converged description of the starting materials and 
products.567 Still, constructing a chain-of-states both reduces computational cost by 
limiting the degrees of freedom to sample, and ensures extracted geometries belong to the 
appropriate reaction coordinate. 
 
 
Figure 45. An illustrative representation of how pure interpolative schemes (e.g., NEB, 
blue) may overlook the true saddle point, but refinement schemes that employ gradient 
searching methods in addition to interpolative ones, such as CI-NEB (red) or subsequent 
transition state searches with surface-walking methodologies identify the saddle point. 
Image adapted from ref 570. Reproduced with permission from ref. 110. Copyright 2020 
American Chemical Society. 
 
The most common interpolation methods are the string568–570 or NEB 
approaches,571–574 which have been widely applied in inorganic surface catalysis575,576 and 
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ion diffusion,577–579 and more recently to MOFs.580–582 The various incarnations differ both 
in their convergence scheme and the reaction coordinate spacing kept between images. 
Importantly, the images obtained from interpolation algorithms that define the MEP may 
not necessarily contain the true transition state structure, and the results are often improved 
by the addition of a surface-walking algorithm to locate the true transition state using the 
highest energy structure, Figure 45.570 
 
String Methods: The string method gets its name from the equal spacing kept between its 
connected “string” of images, achieved through a repositioning step after each SCF 
iteration.568 Various embodiments of the string method have been developed: the simplified 
method569 seeks to increase accuracy of the highest energy structure and computational 
efficiency, while the growing string method570 adds more images until a complete reaction 
path and transition stare are identified.570 Other alternatives exist (e.g., climbing image 
string, which is analogous to CI-NEB583) but are highly uncommon in MOF literature 
because the cluster modeling alternative generally provides higher fidelity data from 
smaller model sizes. In fact, string methods have only recently been applied to MOFs and 
are limited to the diffusion of gas throughout the pores.584–586 
 
Nudged Elastic Band: Analogous to the string method, the NEB approach initializes a 
“chain-of-states” or “band” between the reactant and product configurations with images 
at fixed distances along the reaction path (n.b.: here, band does not refer to an electronic 
band, and to avoid ambiguity we will be explicit in our discussion of NEB). However, in 
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NEB, the geometric perturbations between images along the PES is governed by spring 
forces applied along the band, hence the “elastic” band.574,587 This chain-of-states 
converges to the MEP by optimization of each individual image and minimization of the 
spring force acting parallel to the band, as well as the true forces acting perpendicular to 
the reaction path. The result is a scan of the potential energy surface between reactants and 
products that traverses a saddle point; if the exact transition state is of interest, the highest 
energy structure obtained using NEB should be further refined.573,588 
The climbing-image variant of NEB, CI-NEB, is the most widely used 
interpolation-based algorithm in MOF modeling,572,589 and has also found success in solid-
state transition state searches along simple reaction coordinates.572,590,591 The climbing 
image, or the highest energy conformation, obtains a high resolution convergence to the 
saddle point without increasing the number of images by moving up the PES along the 
band, and down the PES perpendicular to the band, by way of the energy gradient without 
considering the spring forces.572 CI-NEB was employed with PBEsol-D3 to assess the 
activation of hydrogen gas by UiO-66 with one linker per primitive cell functionalized with 
1-(difluoroboranyl)-4-methyl-1H-pyrazole (UiO-66-P-BF2).592 The MEP and saddle point 
energy provided by CI-NEB demonstrated that activating H2 via dissociative adsorption is 
a lower energy pathway than a reaction of H2 with adsorbed CO2. 
In a related system, the transfer of hydrogen from palladium nanoparticles 
encapsulated in NH2-UiO-66 (Pd@NH2-UiO-66) to 2,3,5-trimethylbenzoquinone (TMBQ) 
was studied.552 Thermodynamically stable configurations of palladium nanoparticles up to 
32 atoms large encapsulated in the NH2-UiO-66 pore were first determined with AIMD 
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and refined at the Γ-point using DFT optimization with the PBE-D2 
method.101,593 Subsequent CI-NEB calculations with the Pd28 cluster revealed that 
increased catalytic activity likely stems from enhanced TMBQ binding due to cooperativity 
between the palladium nanoclusters and the NH2 linker moieties.552 This study benefited 
from an interpolative method because surface-walking algorithms would struggle to 
navigate the multitude of low-frequency modes in the PES of H2 adsorption and desorption 
on a palladium surface. 
In both cases, however, the dissociation and reaction of H2 or H* (i.e., surface 
adsorbed H•) are readily performed via linear interpolation: at the time of writing, we are 
unaware of any examples of more complicated molecular transformations modeled using 
this approach. In short, it is easy to interpolate the trajectory of a proton; it is more difficult 
to interpolate the complicated trajectory of multiple atoms moving in 3D space. 
 
3.2.1.2 Surface-Walking Algorithms 
Surface-walking algorithms (e.g., quasi-Newtonian methods)594–596 are often 
employed to refine transition state guesses from other methods such as 
NEB.597 Occasionally called eigenvector following, these techniques proceed self-
consistently by maximizing the energy along one local eigenmode of the Hessian while 
minimizing the energy along all other modes.598 A good initial guess is critical because the 
transition state found as a result of these algorithms may follow an incorrect gradient, 
neglecting to connect the reactant to the desired product geometries.599 
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Minimum mode finding algorithms, such as the dimer method,600 calculate only the 
lowest eigenvalue and corresponding eigenvector. The “dimer” consists of two 
configurations of the system close together on the PES that are displaced by a fixed 
geometric distance. As an example, the dimer method was employed to study the kinetics 
of hydrogen migration in cluster models of single metal atoms deposited on the node of 
MIL-125-NH2.601 The activity of MIL-125-NH2 for the photoreduction of CO2 to formate 
depends on the photogeneration of a Ti(III) active site via LMCT stabilized by 
hydrogenation of bridging oxo atoms. Here, the mechanistic differences between deposited 
Au and Pt were compared, and differences in H* binding energies were used to rationalize 
differences in reactivity. The diffusion barrier for hydrogen migration from the metal atoms 
to the bridging oxo units that facilitate Ti(IV) reduction, determined using the dimer 
method, showed the spillover mechanism was facile in the case of Pt loading and inhibited 
by the different preferential binding of Au to the lattice. 
The most widely used embodiment, the “improved” dimer method, proceeds with 
fewer gradient calculations than the string or NEB methods.602 However, the dimer method 
still suffers from difficulties with systems containing many low-frequency modes and with 
identifying a transition state along the targeted reaction coordinates. Again, this method 





3.2.1.3 Combining Interpolative and Surface-Walking Methods 
The most efficient way to locate transition states is through a combined 
interpolative and local saddle point search approach.571 In this way, the interpolative 
scheme generates a reasonable initial guess for the transition state structure along the MEP, 
and a local surface-walking (saddle point searching) algorithm is then used to equilibrate 
the transient geometry. In the molecular software package Gaussian,603 for example, both 
interpolation and surface-walking methods are used in the synchronous transit-guided 
quasi-Newton (STQN) approach to elucidate the structures of activated complexes.604 If 
only a transition-state structure guess is provided, the Berny algorithm is used to converge 
to the saddle point.605 When structures are provided on either side of the activated complex, 
a quadratic synchronous transit approach gets close to the quadratic region of the MEP, 
and the saddle-point is refined using a quasi-Newton or eigenvector following approach 
(QST2).606 The uphill search direction for optimizing transition states is chosen based on 
the tangent of the synchronous transit path, and the eigenvector for this ascent direction is 
then fed into the quasi-Newton or eigenvector following algorithm to refine the saddle 
point.607 QST3 additionally employs a transition state guess between the intermediates, 
which may increase the accuracy of the interpolated path mitigating the risk of calculation 
failure yet comes at a computational deficit.608 
The STQN procedure was adopted to compare the catalytic efficiency of NTU-180, 
a Cu-paddlewheel-based MOF, for propylene carbonate formation from CO2 and 
propylene oxide, in the presence of tetrabutylammonium bromide (TBAB).609 To isolate 
the effects of pore confinement and node construction on the overall efficiency, the reaction 
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energetics were compared across four models: (i) gas phase calculations without the 
presence of catalysts (e.g., without TBAB or NTU-180), (ii) in the presence of TBAB 
alone, (iii) on a hydrogen passivated Cu2 paddle-wheel/TBAB cluster model, and (iv) a 
large NTU-180/TBAB model featuring six Cu2 paddle-wheel units and 24 ligands. The 
lowest activation barrier for cycloaddition was exhibited by the NTU-180/TBAB model 
highlighting the importance of both confinement and Lewis acid Cu(II) sites in stabilizing 
the epoxide ring-opening step. 
The catalytic activity of Fe2M (Fe3+, M = Ti2+, V2+, Cr2+, Mn2+, Fe2+, Co2+, Cu2+, 
and Ni2+) mixed valent nodes found in PCN-250 were investigated for the oxidative 
dehydrogenation of propane using N2O as the oxidant.610 Cluster models containing 
formate-passivated Fe2M mixed valent nodes showed that oxygen-binding energy is 
strongly correlated with the N2O and C–H activation barriers; we highlight the C–H 
activation barrier descriptor, Figure 46. Identifying the transition states played an 
operative role in determining the optimal metal identity for oxidative dehydrogenation of 
propane using N2O. Moreover, increasing HOMO energy of the cluster model, facilitated 
by varying metal identity in Fe2M, increases the oxygen bond strength due to the increased 
ability to donate electrons ultimately resulting in a decreased N2O activation. Four 
materials were synthesized (M = Mn, Fe, Co, and Ni), and the calculated trend agrees with 
experiment, revealing, PCN-250(Fe2Mn) ∼ PCN-250(Fe3) > PCN-250(Fe2Co) > PCN-





Figure 46. Lowest free energy M = O bond (M = Ti, V, Fe, Mn, Co, Ni, Cu, Zn) and the 
activation energies for C–H dehydrogenation are correlated. The shape of the data point 
indicates whether the reaction occurs on the Fe (square) or M (circle) site of the cluster. 
Reproduced with permission from ref 610. Copyright 2019 American Chemical Society. 
 
In periodic systems, NEB can be used to find an approximate saddle point in the 
potential energy surface, which can be further refined by applying CI-NEB with or without 
subsequent invocation of the dimer method. The images for CI-NEB may still straddle the 
true saddle point, thus surface-walking algorithms are preferred. Open metal sites in PCN-
250 were screened for C–H activation with N2O using the PBE-D3(BJ) level of theory; the 
rate limiting step was found to be metal oxidation using the CI-NEB+dimer method.611 A 
similar procedure also used the CI-NEB+dimer method combined with high-throughput 
screening of adsorption studies in derivatives of HKUST-1612 as well as the development 
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of an apparent universal descriptor for C–H activation (discussed in more detail later in 
this section).613 This balance of procedures provided by interpolation and gradient analysis 
is effective because CI-NEB is a high accuracy interpolative scheme that ensures a 
structure between the provided intermediate minima. 
 
3.2.2 Selective Olefin Dimerization in Ni(II)-MFU-4l 
Fossil fuel dependence creates an uncertain future for energy production and crucial 
chemical commodities derived from crude oil.614 One such commodity is 1-butene, a linear 
⍺-olefin produced and consumed on the megaton scale,615 used in diesel production and as 
a precursor to other value-added products.616,617 Traditionally, 1-butene is a product of 
oligomerization or fragmentation and typically yields a Schulz-Flory Cn-backbone 
distribution of products (i.e., alkenes of various carbon lengths).618,619 While most 1-butene 
comes from petroleum cracking processes, it can also be formed selectively through 
ethylene dimerization.615 Since the ethylene precursor can be produced from bioethanol 
through dehydration, selective dimerization provides a route to 1-butene.620,621  
Current industrial ethylene dimerization technologies employ homogeneous Ni(II) 
and Co(II) catalysts622–624 which have some shortcomings compared to heterogeneous 
catalysts (e.g. heterogeneous architectures in principle allow for continuous processing 
with longer catalyst lifetimes and recyclability).625 However, conventional solid surface-
anchored active sites tend to be poorly characterized, or feature an array of reactivity based 
on differences in local chemical environment.626 Ideally, a good ethylene dimerization 
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catalyst would bridge both technologies, allowing for molecular design of catalytic sites in 
heterogeneous scaffolds. 627 
 
 
Figure 47. (a) MFU-4l feature Kuratowski clusters that host distorted square planar Ni(II) 
upon metal exchange. (b) Computationally, these clusters can be truncated from the parent 
MOF by peripheral triazines (Model 1, M1), or with inclusion of the aromatic diol (Model 
2, M2).  Both models are used in this study.  
 
 
Metal-organic frameworks (MOFs) are an emergent class of porous,628 crystalline 
catalysts292,629,630 that are potentially useful for the conversion of ethylene to 1-butene.631–
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633 The ability to create site-isolated active sites110, through either pre- or post-synthetic 
syntheses634,635, has enabled the precise design of molecular-like catalytic sites anchored 
periodically throughout the MOF scaffold. Building on the success of homogeneous nickel-
based ethylene dimerization catalysts, MOFs featuring isolated Ni(II) sites with precisely 
tuned inner-sphere ligation have offered a promising heterogeneous alternative to current 
industrial catalysts.636–638 These nickel-based MOFs can be directly synthesized639 or 
obtained through post-synthetic grafting640, deposition54,305, and metathesis641. Yet, state-
of-the-art MOF catalysts are still known to produce the undesired product 2-butene, as well 
as a marginal amount of 1-hexene. 
1-Butene selectivity achieved within Ni(II)-MOF catalysts has been attributed to 
higher activation barriers for chain propagation than termination (and subsequent release 
of 1-butene).642 Selectivity towards the α-olefin product has been rationalized comparing 
the activation barriers for isomerization with β-hydride elimination (BHE).642 Yet the 
magnitude of these differences in activation barrier have been relatively small (e.g., 0.5 
kcal/mol difference between chain termination and propagation for Ni(II)-NU-1000642) or 
thermally accessible (e.g., 3.5 kcal/mol difference in primary and secondary Ni-alkyl 
binding along the isomerization route for Ni(II)-MFU-4l, computed along a consistent 
Ni(II) singlet pathway).643 
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Figure 48. Ni(II) catalysts have been shown to dimerize ethylene through the Cossee-
Arlman mechanism – the same mechanism through which higher-order olefins are 
produced (propagation pathway shown in blue). The isomerization pathway to form 2-
butene is shown in red. Selectivity for a single insertion to the C4 product is contingent on 
β-hydride elimination (BHE) occurring prior to, and faster than, isomerization (i.e., H-
insertion to the α-carbon and subsequent BHE). 
 
 
In a recent experimental report, the Ni(II)-containing MOF Ni(II)-MFU-4l 
achieved 1-butene selectivity rivaling current industrial technologies.551 The ethylene 
dimerization is thought to occur at the Kuratowski-type secondary building unit (SBU, see 
Figure 47)551. While the conventional Kuratowski cluster is a pentanuclear Zn(II),644,645 at 
least one peripheral Zn(II) may be exchanged for Ni(II). These sites bear a close 
resemblance to the scorpionate reagent cavity of the catalytically active molecular scaffold, 
nickel tris(pyrazolyl)borate, that affords high 1-butene selectivity.646 Ni(II)-MFU-4l 
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exhibits >96% selectivity for the C4 product 1-butene, exceeding the 81% selectivity 
achieved with the homogeneous analog.551 Ethylene dimerization in this material is known 
to proceed via the typical Cossee-Arlman-type mechanism (Figure 48) as determined 
through isotopic labeling experiments in conjunction with density functional theory (DFT) 
calculations.643 Yet, the driving force for the exceptional selectivity of this catalyst for the 
linear ⍺-olefin product over the internal olefin, 2-butene, remains largely unknown.622 
Here, we employ quantum mechanical simulations to elucidate the underlying 
electronic forces that drive 1-butene formation and prevent isomerization and propagation. 
We present a mechanistic investigation along both accessible spin surfaces (singlet and 
triplet) and compare the zero-point energy (ZPE) corrected free energy profiles of ethylene 
dimerization and competing pathways over Ni(II) in both MFU-4l and a homogeneous 
trispyrazolyl borate analog. We show that intersystem crossing (ISC) at critical transition 
states (which we refer to as spin-switching) contributes to selectivity for 1-butene.647 This 
spin-switching mechanism highlights an overlooked aspect of MOF catalysis — the ability 
to access a non-ground state potential energy surfaces during chemical transformations, 
and promotes the requirement to look beyond the crystallographic structure of MOFs to 
understand their reactivity.  
 
3.2.2.1 Results and Discussion 
Native tetrahedral Zn(II)-Cl sites found in MFU-4l are catalytically inert, yet the 
post-synthetic modification of these sites via transmetalation with Ni(II), and subsequent 
treatment with an initiator such as methylaluminoxane, yields a catalytically active species, 
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Figure 47b.551 There, Ni(II) obtains a 4-coordinate distorted square planar geometry, and 
a ground state singlet, Figure 49. However, tantamount to ethylene dimerization is the 
requirement for the metal to dynamically bind ethylene to an open-metal site.648 It should 
not be surprising, then, that throughout the course of a catalytic cycle a change in inner-
sphere ligation – per the other idealized geometries shown in Figure 49 – may also affect 
the spin surface, potentially inducing ISC.649–652 
 
 
Figure 49. The spin-state of a transition metal-containing system will be dependent on both 
ligand field strength, which determines the d-orbital spitting energy, and the coordination 
number and geometry. Throughout the course of a catalytic cycle each of these parameters 
is dynamic. 
 
Given the conventions of crystal field splitting and the configurations in Figure 49, 
both tetrahedral and octahedral Ni(II) complexes are expected to be ground state triplets, 
while both square planar and five-coordinate species are expected to be singlets.653 This 
variability presents an inherent modeling challenge: how should one treat a transition state 
that likely undergoes a spin reconfiguration upon the dynamic binding or insertion of a 
reagent? 
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To assess the dimerization and propagation pathways in Ni(II)-MFU-4l, we first 
isolated two cluster models to evaluate the impact of peripheral ligands on the Kuratowski 
cluster, Figure 47b. The cluster models were taken from a bulk model built from the parent 
MFU-4l scaffold and equilibrated with periodic boundary conditions. The unit cell for 
MFU-4l contains two pentanuclear Zn(II) nodes (App. D Fig. A5). By exchanging a single 
Zn(II) per unit cell with Ni(II), Ni(10%)-MFU-4l is formed. Bulk Ni(10%)-MFU-4l was 
fully optimized using the PBEsol-functional101 as implemented in the Vienna ab-initio 
Software Package (VASP)390–392 using a 500 eV cutoff for the projector-augmented-wave 
plane-wave basis. The ionic and electronic energy convergence criteria of 0.005 eV and 
1x10-6 eV were applied to a 2x2x2 Γ-centered k-grid. All solid-state optimizations 
proceeded with the same methods. 
Two cluster models were extracted from the optimized periodic structure, and any 
bonds severed in the extraction process were passivated with the addition of hydrogen 
atoms (H•) to saturate the valence orbitals.110 Both models keep the secondary building 
unit containing the entire Zn4Ni inorganic unit and six connecting triazolate motifs intact. 
Since steric effects at the catalytic active site are a long-known contributor to selectivity 
for short-chain olefins over longer chains or polymers654, the bistriazolatedibenzodioxin 
(BTDD) linkers around the active site were bisected, inclusive of the dioxin oxygen atoms 
in both models. In Model 1 (M1, Figure 47b), the, linkers on the opposite side of the cluster 
were truncated to the pyrazolate motif to reduce computational expense. To ensure this 
approximation did not result in asymmetric electronics that impact the reaction cycle, we 
compared the Cossee-Arlman dimerization pathway recovered using M1 with a second 
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model in which all linkers were truncated at the dioxin motif (M2, Figure 47b) on both the 
singlet and triplet energy surfaces. The coordinates of terminal oxygen or carbon atoms 
were kept fixed in M2 and M1, respectively, to mimic lattice stabilization from MOF 
incorporation in extracted cluster models.110  
Consistent with prior investigations of ethylene dimerization in Ni(II)-containing 
MOFs642 and similar systems651 computations were performed on molecular cluster models 
using the M06-L103 functional as implemented in Gaussian09.603 Metal atoms (Zn/Ni) were 
treated with a doubly polarized triple-ζ basis set (def2-tzvpp) while all other atoms were 
treated with a polarized split-valence basis set (def2-svp).655 Vibrational analysis was 
performed at 298.15 K to obtain thermodynamic quantities, including the zero-point energy 
correction, and confirm potential energy surface minima and saddle-points with zero and 
one imaginary frequency, respectively. The gas-phase ΔG is computed at 298.15 K to 
account for the zero-point energy. The same methods were employed to compute triplet 
and singlet energy pathways for the homogeneous analogs.646  
Following the Cossee-Arlman dimerization mechanism previously determined to 
be the active pathway for ethylene dimerization Ni(II)-MFU-4l643 we compared the 
energetics of Model 1 and Model 2 along the main reaction pathway.  With both models, 
we found that alkyl-bound species (4-coordinate) favor a triplet spin-state, and no 
equilibrium geometry could be identified for olefin-bound species in the triplet state (i.e., 
the ethylene does not bind to the metal). The inclusion of extended allosteric ligands, M2, 
showed resulted in a smaller difference between the singlet and triplet spin surfaces at 
stationary points throughout the reaction by 2.3-4.0 kcal/mol. Regardless, the same reaction 
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profile was recovered using both models, including predicted ISC events and relative 
activation barriers between reaction steps. M1, Figure 47b, was thus selected for further 
analysis to balance computational cost and electronic structure accuracy while exploring 
both spin surfaces along each competitive reaction pathway, as detailed in Figure 48. We 
additionally considered β-hydrogen transfer as an alternate chain termination event, but 
found the activation energy for this pathway to be >30 kcal/mol larger than for the expected 
BHE pathway, indicating this pathway is likely inactive (App. D, Table A1).  
By plotting the reaction profile of a single catalyst turnover to yield 1-butene on the 
triplet state energy surface (Figure 50, blue) relative to the singlet energy surface (Figure 
50, red), it is apparent that the spin-surfaces repeatedly intersect throughout the lowest 
energy mechanistic pathway (Figure 50, dotted black lines). Hydride insertion and 
elimination events are expected to take place on the singlet spin surface; the transition state 
energies for ethylene to ethyl conversion and butyl to 1-butene conversion recovered from 
singlet configurations are 12.6 and 12.3 kcal/mol lower in energy than the triplet 
configurations. However, the resulting alkyl-substituted active sites exhibit lower energy 
triplet geometries. At key stationary points throughout the dimerization pathway, we see 
that the triplet and singlet energy differences diminish as chain length, i.e., the electron-
donating ability of the metal-bound alkyl, increases: the triplet geometry is 9.2 kcal/mol, 
7.4 kcal/mol, and 2.8 kcal/mol more stable than the singlet geometry for NiII(H), NiII(Et), 




Figure 50. The singlet (red circles, red lines) and triplet (blue triangles, blue lines) 
dimerization energy surfaces experience repeated crossing when plotted with the singlet 
Ni-H species and two free ethylene molecules as the absolute reference, indicating the 
lowest energy reaction route (black lines) incorporates both spin-surfaces, i.e. the Ni(II) 
spin-state is dynamic throughout the catalytic cycle. Atom economy is maintained 
throughout the cycle by including one or zero equivalents of free ethylene in the free energy 
of each intermediate along the reaction coordinate.  
 
We expect the triplet NiII(H) system to play a significant role as an energetic sink 
to accelerate 1-butene expulsion from the singlet configuration (last step in Figure 50).656 
Experimental investigation of the same catalyst for propylene dimerization found 
reinsertion of 1-butene to be slow and product distribution to be dependent on the primary 
olefin insertion event, consistent with nickel-alkyl species in the triplet state functioning as 
intermediates.657 This is consistent with the recovered spin-switching mechanism where 1-
butene desorption is favored only through relaxation to the stable ground-state triplet of 
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the tetrahedral nickel-hydride. While 1-butene desorption is uphill in energy by 2.8 
kcal/mol on the singlet spin-surface, spin-switching affords exergonic product release that 
is downhill in energy by 6.4 kcal/mol. 
Taking a closer look at the coordination sphere of Ni(II) in each spin state, we find 
the active site geometry for the triplet NiII(R) MOF species is distorted square planar, 
Figure 51a. A similar geometric trend is observed for the analogous homogeneous catalyst 
TpMesNiCl646, but we note that Ni(II) is more labile in the molecular complex, as the singlet 
features a partial dissociation of the N-donor ligand (Figure 51b) and β-hydrogen-bonding 
with the unbound nitrogen. Within the MOF, the alkyl chain tail bisects two neighboring 
BTDD ligands in both the singlet and triplet configurations, likely to mitigate steric 
interactions between the growing chain and the linkers. Consistently along the lowest 
energy pathway, the non-triazolate ligand (H, Et, Bu, Hex) is nearly axial in the triplet state. 
However, olefin approach, especially under high pressures, can further distort the triplet 
towards the more open distorted square planar ligand arrangement that allows for the side-
on association of the small ethylene molecule in the singlet state. This coordination-
induced spin-switching phenomenon has been observed in other Ni(II) complexes with 
rigid N-donor ligands.650,652,658,659 We note that the axial position of the growing alkyl chain 
and orientation of linker protons that point directly at the active site likely shield the metal 
from coordinating larger olefins and inhibits subsequent transformations of preferentially 




Figure 51. Ni(II)-alkyl species adopt a distorted square planar geometry in the singlet state 
and a seesaw geometry in the triplet state in both homogeneous and MOF-incorporated 
active sites. The selected bond lengths depicted for these systems show reduced Ni-N bond 
lengths in the Kuratowski cluster (a) relative to the molecular catalyst (b), but the Ni-N 
bond for both triplet geometries is equivalent. The symmetry of the triplet geometry is 
likely reinforced in the crystal lattice, evident from the large singlet-triplet gap computed 
with periodic boundary conditions. 
 
To examine the feasibility of ISC, we explored the spin-surface intersection along 
the reaction coordinate for olefin insertion to yield NiII(Bu). While spin-orbit coupling may 
be used to assess these transitions, it is often impermissible due to system size. Here, the 
system contains first-row transition metals and organics, so spin-orbit coupling effects are 
likely to be small. Therefore, the minimum energy crossing point (MECP) will lie close in 
 165 
energy to the transition state in the adiabatic surface and is a good approximation to the 
transition state computed with spin-orbit coupling.660 The computation of the minimum 
energy crossing point (MECP) was performed using a program described by Harvey et 
al.661 interfaced with the Gaussian package and the computational details described above. 
By analyzing each spin surface between NiII(Et)(η2-Et) and NiII(Bu), we find that the 
MECP occurs after C-C formation. At this point, Ni(II) can spin-switch from singlet to 
triplet, enabling a pathway to form the NiII(Bu) intermediate.  
Olefin coordination to NiII(Bu)(η2-Et) is 10.3 kcal/mol lower in energy  and 
seemingly functions as a potential well. Thus, to perform BHE on the singlet PES, the 
system would have to expel the bound ethylene to pass through the MECP to triplet 
NiII(Bu). However, butyl chain orientation following the insertion step must enable olefin 
approach for ethylene adsorption to occur. Previous work suggested a free energy penalty 
associated with displacing the hydrocarbon chain for ethylene association.662 Ethene 
coordination was found to be disfavored in the presence of a butyl chain due to the requisite 
rotation to afford coordinative approach. Resultantly, C-C coupling proceeded on mobile 
active sites that detached upon ethylene coordination to adopt the preferred square planar 
Ni(II) complex. This release of bonding constraints is unattainable in the MOF. 
Conveniently, the MECP geometry is similar to the activated complex for BHE (App. D 
Fig. A4); the β-agostic interaction facilitates BHE by reducing the necessary 
reconfiguration. The MECP is lower in energy than the BHE transition state energy on the 
singlet PES by 6.8 kcal/mol (App. D Fig. A4), so the rate-determining barrier for BHE is 
still the singlet transition state. 
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To assess the implication of ISC on overall 1-butene selectivity, we additionally 
explored the net energetic pathways for isomerization to the C4-product 2-butene and 
propagation to the C6-product 1-hexene by identifying the lowest energy spin configuration 
for each intermediate and activated complex at each step of the reaction, Figure 52. 
Evidently, double bond migration is effectively suppressed despite the thermodynamic 
stability of the internal olefin (Figure 52, red). In order to form 2-butene, following BHE 
an α-hydride insertion must occur rather than 1-butene desorption. This hydride shift forms 
a 2°-alkyl species that is responsible for the subsequent hydride elimination step to 2-
butene. While the 2°-alkyl intermediate is 1.6 kcal/mol more stable than the 1°-alkyl 
intermediate, the Gibbs free energy of the α-hydride insertion transition state necessary for 
its formation is 5.2 kcal/mol greater than the preceding BHE and 0.6 kcal/mol greater than 
the NiII(H) starting point, whereas BHE is 4.7 kcal/mol lower in Gibbs free energy from 
the same starting point. Importantly, α-hydride insertion is in direct competition with the 
barrierless release of 1-butene, favored relative to isomerization by 16.0 kcal/mol. 
Combined with the 5.2 kcal/mol higher transition state energy for α-hydride insertion 
relative to BHE, 1-butene formation and release is more likely to occur than isomerization 
to 2-butene.  
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Figure 52. The lowest energy reaction pathways for ethylene dimerization, propagation, 
and isomerization via the Cossee-Arlmann mechanism are overlaid to reveal that following 
the first ethylene insertion to form a C4-paraffin, isomerization to 2-butene is endergonic 
by ~0.6 kcal/mol while 1-butene formation and propagation remain exergonic relative to 
the nickel hydride species. The barrier for BHE (black), however, is 17.3 kcal/mol while 
ó-hydride insertion (red), 2°-BHE (red), and propagation (blue) have activation barriers 
of 9.6 kcal/mol, 19.9 kcal/mol, and 22.3 kcal/mol, respectively. The activation barrier to 
propagation is >5 kcal/mol larger in magnitude than the barrier that leads directly 1-butene 
release. For isomerization, while the activation barrier to isomerization from the preceding 
intermediate is lower than that of BHE, the activated complex is 5.2 kcal/mol higher in 
Gibbs free energy than that of BHE. Further, this transformation is in direct competition 
with 1-butene release, which is exergonic by 6.4 kcal/mol.  
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While the pathway for isomerization is endergonic relative to the nickel hydride 
species on the triplet surface, both BHE and propagation barriers are entirely downhill from 
the nickel hydride species (plus two or three equivalents of free ethylene in the case of C4 
and C6 products, respectively) by 4.7 and 9.9 kcal/mol. At first glance, the propagation 
pathway seems roughly equivalent to the primary insertion pathway with a more stable 
product. Indeed, the conversion of C-C π-bonds to C-C σ-bonds is the thermodynamic 
driving force for common polymerization catalysts.663,664 However, the activation barrier 
for propagation is 5.0 kcal/mol greater than the barrier for 1°-BHE, driving the equilibrium 
towards chain termination events. By these calculations, propagation and isomerization 
pathways should be similarly disfavored. Yet, product distribution analysis of NiII(10%)-
MFU-4l at 298 K shows a greater preference for 2-butene formation than hexene 
formation—with isomerization products suppressed at high ethylene pressures.551 Indeed, 
the noted dependence of 1-butene selectivity with NiII ethylene dimerization catalysts on 
ethene pressure is unaccounted for in isolated equilibrium structures.551,665 It is possible 
under reaction conditions restricted to the MOF pore space that hexyl formation is hindered 
not only by internal steric effects but also by nearby reaction species within a MOF unit 
and the kinetic limitations of displacing the butyl chain to bind the additional ethylene. 
Indeed, the additional parameter of pore encapsulation seems to be a dominant 
factor in controlling ultimate chain length. MOF incorporation of olefin dimerization 
catalysts frequently corresponds to increased selectivity for shorter-chain olefins; however, 
local active site geometry is thought to be the primary steric influence.666,667 Here, the pore 
size (diameters ranging from 12.0 Å to 18.6 Å668) is large enough that van der Waals 
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interactions from remote portions of the scaffold should have a negligible effect on chain 
growth (1-butene ~6 Å).395 However, chain elongation within the radial influence of the 
MOF pore chemical potential could be hindered by the resultant electronic forces of the 
pore itself, or the reaction mixture species confined within the same effective 
“nanoreactor”.669  
Within the confines of porous materials containing catalytic sites, reaction kinetics 
are governed not only by active site electronics but by the convoluted interplay of local 
reaction mixture concentrations and relative diffusion kinetics. Given that 1-butene is the 
primary product from ethylene dimerization while 2-butene and 1-hexene are secondary 
products formed from prolonged surface sojourns or product re-adsorption, solvation and 
diffusion kinetics must play a dominant role in MOF-encapsulated ethylene dimerization 
catalysts. Indeed, the reactivity of ethene in zeolitic mesopores was found to be governed 
by an intrapore condensation regime.670 The authors later demonstrated in (Ru)HKUST-1 
that C4+ products are preferentially desorbed into pores in the presence of liquid 
ethylene.671 
To understand the implications of MOF incorporation on both selectivity and spin-
state, we finally compared the reaction profile of our cluster model with the homogeneous 
catalyst that inspired its design on both spin surfaces, App. D Fig. A3. In homogeneous 
systems, where only the local active site is defined, bulky ligands are shown to favor linear 
chain formation rather than hinder propagation, while more open active sites afford greater 
rates of BHE and, therefore, a Schulz-Flory distribution of oligomers rather than 
polymers.672,673 Contrary to the pre-determined Kuratowski cluster geometry where BTDD 
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linkers connect six metals from two different nodes, the TpMes chelating ligand of the single 
metal homogeneous analog can dissociate an N-donor to accommodate changes to the 
coordination environment without necessitating a change in spin-state. The active site can 
be opened for BHE to occur on the singlet surface, while the mesityl functionalities provide 
the steric blockage necessary to prevent isomerization.  
The entropic freedom of catalysts in the solution phase affords equilibrium 
structures for olefin-bound intermediates on both spin surfaces. The singlet geometry for 
TpMesNiII(Et) exploits its entropic freedom to grant a β-agostic interaction with the bound 
alkyl functionality (App. D Fig. A5b). Yet, the pseudo-tetrahedral triplet geometry remains 
lower in energy by 15.6 kcal/mol for NiII(H) and 5.6 kcal/mol for both NiII(Et) and NiII(Bu) 
(App. D. Fig. A3). Still, olefin coordination results in significantly higher energy structures 
for the triplet configuration (e.g. 19.5 and 20.3 kcal/mol for NiII(H)(η2-Et) and NiII(Et)(η2-
Et), respectively). It is, therefore, possible that the same spin-switching phenomenon 
afforded by MFU-4l is active in the TpMes analog. Yet, unlike in the MOF-catalyst, the only 
species more stable as triplets than singlets are the four-coordinate alkyl intermediates. 
Rather than olefin dissociation, followed by association, direct olefin substitution may 
occur such that no ISC occurs in the solution phase. The more labile coordination geometry 
means that unlike in the MOF-based catalyst, the ligand sphere of the molecular complex 
can distort to accommodate olefin association leading to propagation, and the wider 
transition state geometries associated with isomerization, lowering 1-butene selectivity.   
Thermally accessible spin-switching events are known for other Ni(II)  
trispyrazolyl borate systems.674 4-coordinate molecular Ni(II) diimine chain transfer 
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polymerization catalysts also exhibited natural spin-switching between low-spin square 
planar geometries and high-spin tetrahedral geometries throughout the catalytic cycle.675 
Structural changes to the ligands, such as altering the location and direction of steric bulk, 
granted synthetic spin-state control by the resultant coordination geometry distortions, 
consistent with our results. Closer to the explored catalyst structure, 4-coordinate Ni(II)-
Me complexes with strongly donating tris-carbene borate ligands exhibit the same seesaw 
geometry observed here in the triplet state, as well as the distorted square planar geometry 
of the singlet (Figure 51).676 Although the carbene system resulted in a more stable singlet 
state than the triplet, tuning electron density around the metal atom to distort the ligand 
field could easily alter the preference. Indeed, the similarity in geometries between the 
singlet and triplet states precludes hysteresis that would prevent rapid interconversion 
between states.677 
In homogeneous complexes, the flexible Ni(II) coordination sphere can be both 
distorted and rigidified by multidentate ancillary ligands with strong electron-donating 
abilities to facilitate ISC and BHE.649,651,678,679 Here, the mutual accessibility of spin-
surfaces known for NiII systems with rigid N-donor ligands is accessed through post-
synthetic cluster incorporation from heterogenization in a MOF. Thus, with knowledge of 
how ligand spheres affect coordination geometry and the subsequent material spin state, it 
is possible to tune the singlet-triplet energy gap and control ISC events. By comparing 
transition state geometries with spin-state geometries, we can target reaction pathways by 
targeting the corresponding spin-state. Beyond nitrogenic ligand spheres, molecular 
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complexes including both nitrogenic and phosphoric donors yield exceptional 
electrocatalytic hydrogen uptake kinetics and may be attractive future targets.680,681 
 
3.2.2.2 Conclusions 
In sum, we have found that post-synthetic incorporation of Ni(II) into the 
scorpionate-type MFU-4l nodes induces ISC and electronically disfavors isomerization. 
The electronic barriers for propagation and are similarly greater than pathways leading to 
1-butene. The computed activation barriers for propagation and isomerization steps are 5.2 
kcal/mol and 5.1 kcal/mol greater than 1-butene formation, respectively. 1-Butene 
selectivity is afforded, in part, by a geometrically restricted active site that is both open 
enough to favor BHE and sufficiently narrow to disfavor non-linear chain growth. This 
work also highlights the critical role of intersecting spin-surfaces in transition metal-
mediated catalytic pathways. 
However, the size and similarity of these barriers in idealized DFT models 
compared with the larger contribution of 2-butene over C6 products in experimental product 
distributions signifies a divergence from ideality and hence the complexity associated with 
reaction mixtures contained in mesoporous scaffolds. Indeed, the reaction barriers to follow 
alternative pathways vary by less than 1 kcal/mol between the MOF cluster and 
homogeneous structural analog despite a more than 20% increase in 1-butene selectivity, 
implicating pore-confinement effects in the higher activity and selectivity of MFU-4l. 
While pore walls do not directly hinder chain growth in this large pore MOF, solvation 
effects from pore-confined liquids are known to accelerate both hydrogen transfers and 1-
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butene desorption.670,671 C4 ⍺-olefin selectivity is thereby enhanced because isomerization 
and propagation events are prevented from taking place.  
We propose the contribution of transient triplet state species accessed through 
effectively barrierless ISC events further favors product expulsion due to the condensed 
nature of NiII(H) and the sizeable triplet-singlet energy gap associated with this specific 
species (9.2 kcal/mol compared with 2.8 kcal/mol for NiII(Bu)). Other materials capable of 
merely grafting catalytic components cannot provide the same inherent bulk stabilization 
of the distorted ligand sphere that we find facilitates BHE. Indeed, the mutual dependence 
of geometry and electronic configuration enables fine-tuning of overall transition metal 
reactivity. The accessibility of unique coordination geometries from lattice stabilization is 
encouraging properties for MOF catalyst design. 
 
3.3 Bridge 
 MOFs with highly ionic linker-node bonding and pore space separating the internal 
components are beneficial as photocatalysts because the localization of excited states and 
charge from dopants facilitates active site densities. The same is true for MOFs used as 
thermal catalysts. However, recovery of the fundamental band gap associated with 
thermodynamic photocatalytic activation barriers necessitates the use of both periodic 
boundary conditions and hybrid functionals; on the other hand, kinetic activation barriers 
for local bonding rearrangements in thermal catalysts can be recovered using molecular 
cluster models where the level of theory used to recover electronic energies can also be 
used for geometry optimizations in ground state species and activated complexes.  
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In this chapter, I demonstrated through the use of Ti(IV) that d0 metals from the 
first row of the periodic table give rise to metal-based conduction band states that accept 
electrons from the organic linker upon MOF excitation. This compositional design 
principle for achieving spatial separation of an electron and hole can be generalized to any 
scaffold capable of post-synthetic Ti(IV) incorporation via transmetalation. I further 
demonstrated that nodes capable of accepting excited electrons in this way, and also feature 
inorganic basic sites, such as MIL-125, can be stably charged with hydrogen atoms through 
photodoping up to half the nodal nuclearity. Here, the valence band hole is plugged by an 
electron, and the associated proton is spatially separated therefrom. The delocalization of 
electrons within a node through Ti(IV)/Ti(III) redox coupling and the covalent association 
of a counterion energetically stabilizes the dopant states such that molecular hydrogen 
formation is suppressed. Building MOFs with inorganic clusters that feature basic sites and 
d0 metals prone to redox coupling upon reduction are therefore fruitful targets for both 
charge storage materials and high activity hydrogenation photocatalysts.  
In the area of thermal catalysis, MOFs with localized electronic structure have long 
acted as host scaffolds to heterogenize homogeneous catalysts. While the inert nature of 
many nodes enables the incorporation of catalytically active linkers, here we probed the 
use of innate MOF chemistry and post-synthetic functionalizations thereof to access unique 
chemical behavior. Indeed, Ni(II)-substituted MFU-4l was synthesized as a structural 
analog to a homogeneous catalyst; yet, the rigid nature of the nodal Kuratowski cluster 
geometry restricted the geometric flexibility of non-native d8 metals such that unique spin 
character was adopted. However, the desorption kinetics governed by pore-confined olefin 
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solvation seem to also play a dominant role in the selectivity of this, and other, porous 
solid-state ethylene dimerization catalysts.   
In the next chapter, we will see that the dense arrangement of metal atoms within 
an inorganic cluster show cooperativity, despite their lack of communication with 
neighboring nodes. This will be demonstrated through gas adsorption, where the 
chemisorptive uptake of the ligand-exchanged MFU-4l node is nonlinear with respect to 
its nuclearity. In a departure from cluster-based chemistry, we will then explore the use of 
periodic boundary conditions to analyze long-range structural perturbations to the pore 
space and active site from the exchange of structural inorganic ligands, and how these 
inorganic ligand substitutions modulate ligand field strength in a way that grants subtle 
electronic control over metal active sites. The MOF family discussed in these latter studies 
is obtained from the direct mixing of Ni(II) and BTDD linkers rather than Zn(II) clusters 















MATERIALS WITH FLAT ELECTRONIC BANDS FOR GAS  
UPTAKE, STORAGE, AND CONVERSION 
 
Chapter IV of this thesis begins with a brief explanation of how the methods 
extensively reviewed in previous chapters are applied to study gas adsorption. The 
following sections include content from three published studies co-authored by 
experimental collaborators in which computational approaches to recover physical and 
electronic structure parameters grant key insights into the electronic origin of adsorption 
trends, uptake capacity, and pore-filling pressures observed in experiment. Section 4.2 is 
taken from a previously published article (Chem, 2018, 4, 2894-2901.) that is co-authored 
by experimental collaborators and my PI: Ashley M. Wright, Zhenwei Wu, Guanghui 
Zhang, Robert J. Comito, Robert W. Day, Christopher H. Hendon, Jeffrey T. Miller, and 
Mircea Dincă. As with previous chapters, since the experimentation performed by these 
authors is beyond the scope of a theoretical thesis, I have recapitulated the details necessary 
to understand the implications of my simulations and their benchmarking. All experimental 
methods and details can be found in Appendix E with the Supplementary Information from 
this article. This first study surrounds that same parent scaffold as the last section of the 
previous chapter, MFU-4l. However, inorganic anion exchange, rather than metal cation 
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exchange, is used to modulate the scaffold reactivity. Yet, the same cluster modeling 
approach is used. Section 4.3 and 4.4 also explore inorganic anion exchange in a family of 
MOFs with the same BTDD linker as MFU-4l, but with a different structure: in this family 
of MOFs, the inorganic anions play a structural role along continuous 1D nodes in 
hexagonal pores. The node dimensionality and our interest in the pore space enforces the 
use of periodic boundary conditions (PBCs) must be used. In Section 4.3, I use PBCs to 
describe a change in pore dimensions with anion exchange and to understand the role of 
these anions in modulating the relative humidity at which pore-filling will occur in water-
harvesting MOFs (Journal of the American Chemical Society 2019, 141, 13858-13866.). 
The co-authors on this study are again experimental collaborators and my PI: Adam J. 
Rieth, Ashley M. Wright, Grigorii Skorupskii, Mircea Dincă, and Christopher H. Hendon. 
In Section 4.4, PBCs are again needed to describe the effect of long-range perturbations 
that effect small molecule binding, but discrete interactions at the open metal centers.  This 
study, co-authored once again by similar experimental collaborators and my PI (Julius 
Oppenheim, Ashley M. Wright, Adam J. Rieth, Christopher H. Hendon, Mircea Dincă), 
explores how modulating the ligand field strength along with linker orientation facilitates 
control over the scaffold’s adsorption selectivity for discrete gas molecules.  
 
4.1 Models for Gas Uptake, Separation, and Conversion 
Due to the incredible porosity of MOFs, and their unparalleled capacity for structural 
and electronic modulation with isoreticular chemistry, they have been used to host guest 
molecules since their earliest conception1,682,683. So-began the age of size and shape selective 
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MOF adsorbents controlled by pore aperture and topology.684–687 Research in this area during 
the subsequent decades revealed the practical utility of coordinatively unsaturated, or open 
metal sites, for strong selective binding of smaller molecules based on electronic 
interactions.687–689 In a salient example of how atom-specificity and exchangeability in MOFs 
can afford both selective catalytic function and gas adsorption, we take a different look at the 
MFU-4l scaffold used here as a biomimic of the carbonic anhydrase active site.  In this 
different capacity, molecular modeling approaches are still appropriate due to the cluster-
based MOF and localized nature of bonding interactions. Next, this chapter highlights one 
family of materials, M2X2BTDD690–692, where metal and inorganic linker exchange can be 
used for coarse and fine tuning of discrete small molecule interactions with the MOF metal 
sites as well as pore filling phenomena.  
Obviously, key modeling decisions relevant for gas adsorption in MOFs depend on 
the target application and nature of the active site. Molecular cluster models are sufficient 
to describe direct active-site interactions that govern adsorbate binding strengths and 
selectivity when those sites are isolated on electronically insulated components. Periodic 
models must be invoked to recover the overall pore topology that governs pore-filling 
dynamics, and embody an accurate portrayal of MOF connectivity in the instance of long-
range order: e.g. the y-stacked aromatic linkers in Chapter 1 and the 1D inorganic node 





4.2 A Structural Mimic of Carbonic Anhydrase in a MOF 
Metal-organic frameworks (MOFs) are promising platforms for biomimetic studies 
of metalloenzymes.693–696 The connecting ends of organic linkers in MOFs, such as 
carboxylates and triazoles, are comparable to the ligands that make up the active sites in 
metalloenzymes. Consequently, the metal nodes are attractive targets for biomimetic 
chemistry. The advantages of performing biomimetic chemistry in MOFs over traditional 
homogeneous systems include (1) site isolation, preventing unwanted bimetallic reactivity 
and in turn allowing for sterically unhindered metal sites;697 (2) tunable pore environments, 
affording hydrophilic or hydrophobic channels, which can mimic the channels found in the 
enzymes;695 and (3) higher stability than with enzymes,698–701 potentially leading to broader 
use of biomimetic chemistry in industrially relevant applications. 
Carbonic anhydrase (CA) is a ubiquitous zinc metalloenzyme that catalyzes the 
hydration of carbon dioxide. The active site of CA features a divalent zinc in a N3ZnOH 
coordination environment, where the zinc exhibits a tetrahedral geometry featuring 
three histidine groups and a hydroxide (or water) (Figure 53).702 Much has been learned 
about CA through modeling the active site with synthetic analogs,703 such as 
Tp(tBu,Me)ZnOH (Tp = tris(pyrazolyl)hydroborate), which reacts reversibly with CO2 and 
catalyzes oxygen atom exchange between CO2 and H2O.704–706 Accessing similar Tp-like 
environments within MOFs would afford site-isolated examples of CA. One material 
whose secondary building units (SBUs) are almost exact structural mimics of the active 
site in CA is MFU-4l (Zn5Cl4(BTDD)3 1, where BTDD2− = bis(1,2,3-triazolo[4,5-b],[4′,5′-
i])dibenzo[1,4]dioxin) (Figure 53).479,668,707–710 The SBUs, or metal nodes, in this material 
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feature four peripheral zinc chloride sites that are coordinated by three triazoles in 
C3 symmetry analogous to the Tp ligand and, accordingly, CA (Figure 53). 
 
 
Figure 53. Structure of MFU-4l-(OH) (Top) and Comparison of the Active Site in 
Carbonic Anhydrase with the Peripheral Zinc in MFU-4l (Bottom) The structure of 
MFU-4l-(OH) (2) was modeled from the XYZ coordinates of an extended lattice 
DFT model. 
 
In this article, we demonstrate that the metal node of MFU-4l (1) can be modified 
by anion exchange to create a biomimetic model of CA. The addition of organic hydroxide 
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affords MFU-4l-(OH) (2), where original terminal N3Zn–Cl centers are quantitatively 
transformed to terminal N3Zn–OH units. Characterization by X-ray absorption 
spectroscopy confirms the installation of the hydroxide unit, and subsequent reactivity 
studies show that 2 reacts with CO2 and catalyzes oxygen atom exchange between H2O and 
CO2 as well as the hydrolysis of 4-nitrophenyl acetate (4-NPA), consistent with the activity 
of CA. 
4.2.1 Results and Discussion 
Although the terminal chlorides in MFU-4l are known to exchange with a variety 
of other anions, hydroxide exchange using KOH has been reported to cause 
decomposition.488 However, we found that anion metathesis with hydroxide was possible 
through the addition of 10 equiv (2.5 equiv per peripheral zinc) 
of tetrabutylammonium hydroxide, [TBA][OH], to a suspension of 1 in methanol, which 
yielded MFU-4l-(OH) (Zn5(OH)4(BTDD)3, 2) as a beige microcrystalline solid. Analysis 
of 2 by powder X-ray diffraction confirmed the retention of crystallinity (Appendix E 
Figure A1). Full experimental details of functional group characterization, and all 
experiments herein, can be found in Appendix E.  
One way theory helps experimentalists characterize their products is through simple 
structural comparison. Quantitative fitting of the EXAFS region provided a satisfactory fit 
for the Zn–Cl bond distance of 2.17 Å in 1 and for the Zn–O bond distance of 1.93 Å in 2. 
To compare with single crystal data, an extended lattice calculation on 2 (2-DFT) was 
performed using the PBEsol functional to as implemented in VASP and a 500 eV 
planewave cutoff with a Gamma-only k-grid. The starting structure was obtained from the 
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crystallographically determined MFU-4l xyz coordinates by replacing Cl with OH groups. 
The computed Zn–O bond distance of 1.84 Å was in good agreement with the EXAFS 
fitting (1.85 Å for comparable molecular analogs) and with CA itself (1.9–2.1 Å).703 
 
 
Figure 54. CO2 Isotherm at 298 K for MFU-4l (1; Red Diamonds) and MFU-4l-(OH) 
(2; Blue Circles) showing steep uptake up to 1 CO2 molecule per node and a shallower 
slope up to the stoichiometric uptake of 4 CO2 molecules per node.  
 
A critical step in CO2 hydration by CA is CO2 insertion into the Zn–OH bond. After 
confirming the installation of the Zn–OH group, we probed its reactivity with CO2 by 
measuring its CO2 adsorption isotherm at 25°C (Figure 54 and App. E Fig. A3). Notably, 
the adsorption isotherm profile featured a significant uptake of CO2 between 0 and 17 Torr, 
corresponding to 0.86 mmol of CO2 per g of MOF. Importantly, this is equivalent to 
1.0 mmol of CO2 per mmol of MOF or the insertion of CO2 into one of four Zn–OH sites 
in each SBU. The isotherm profile became shallower, and uptake of the remaining ∼75% 
CO2 occurred over a large pressure range of 17–800 Torr. The total CO2 adsorption 
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capacity at 800 Torr was 3.41 mmol/g (4.05 mmol of CO2 per mmol of MOF), which 
coincides with the total number of Zn–OH sites (3.36 mmol/g) in the MOF. The initial 
steep uptake supports a strong interaction between 2 and the first CO2 equivalent (per 
SBU), most likely stemming from the insertion of CO2 into the Zn–OH bond, a unique 
CO2 capture mechanism that has been observed only once before in a MOF.711 After the 
initial steep uptake, the isotherm profile became shallower with increasing coverage, 
suggesting a change in the interaction between the MOF and CO2 or a shifting of the 
hydroxide-carbonate equilibrium with increasing CO2 pressure. 
To gain insight into this apparent transition between adsorption regimes, we 
modeled CO2 insertion into the Zn–OH bond by using DFT (PBE/6-311G**). To do so, 
we used a truncated model of the SBU, Zn5(OH)4(BTA)6 (BTA = benzotriazole), extracted 
from the periodic structural optimization. Subsequent optimization of the cluster model 
gave a Zn–O(H) bond distance of 1.85 Å and Zn–N bond distances of 2.02–2.05 Å, 
consistent with the EXAFS fit and extended lattice DFT model. Binding energies were 
calculated from the difference in energy between the MOF or cluster after bicarbonate 
formation and the sum of the energy of the MOF or cluster with one less bicarbonate and 
free CO2. Due to computational expense, we were not able perform full optimizations on 
the bulk solid-state material after CO2 additions, and instead only allowing the local node-
bicarbonate structure to relax. There was reasonably good agreement between the 
molecular and solid-state bicarbonate formation enthalpies of the first addition of CO2 (– 
50.4 and –60.7 kcal/mol, respectively). The disparity is due to our constrained relaxation 
parameters. Binding enthalpies of subsequent CO2 additions to the Zn5(OH)4(BTA)3 cluster 
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were obtained by performing with full optimizations and were found to be less favored 
than the first addition, ranging from –42.0 to –37.8 kcal/mol (App. E Table A7). This trend 
of decreasing binding enthalpy is in qualitative agreement with the experimental data. We 
postulate that the conversion of the highly basic –OH to weakly basic –OCO2H perturbs 
the coordination environment of the SBU enough to weaken the nucleophilicity of the 
remaining three Zn–OH sites within a given metal node. Given that the nucleophilic 
strength of Zn–OH correlates with its reactivity toward CO2,712 less nucleophilic Zn–OH 
units shift the Zn–OH + CO2 ⇌ Zn–OCO2H equilibrium to the left. A comparable trend of 
initially high heat of adsorption to lower heat of adsorption was observed in 
[MIIMIII(OH)Cl2(bbta)].711 
These cluster models were also used to aid in experimental characterization through 
simulated spectroscopy. To determine the nature of the chemisorption interaction, our 
experimental collaborators monitored the reaction between 2 and CO2 by DRIFTS. While 
no spectral changes occurred with the addition of CO2 to 1, the addition of CO2 to 2 resulted 
in the formation of new bands in the DRIFT spectrum that are consistent with the formation 
of zinc-bicarbonate, the product of CO2 insertion in CA (App. E Fig. A21). The cluster 
models used to obtain free energy changes upon subsequent binding were also used to 
simulated IR spectra and confirm the changing –OH group IR frequency upon CO2 




Figure 55. Simulated IR spectra for Zn5(OH)4-n(CO3H)n(BTA)3 (n = 0–4). The unscaled 
vibrational frequencies are shown for the ZnO–H and ZnOCOO–H. The variation of the 
Zn-OH is due to variation in the symmetry of the cluster.  
 
We further illustrated the critical role of the hydroxide ligand in CO2 uptake by 
comparing the experimental CO2 sorption properties of 1 and 2. MOF 1, containing a Zn–
Cl bond and a saturated metal center, showed a CO2 adsorption capacity at 800 Torr of 
0.98 mmol of CO2/mmol of MOF (1.23 mmol of CO2 per g of MOF), which is 
approximately four times smaller than the overall capacity of 2 (Figure 54). The zero-
coverage Qst, 20 kJ/mol, was also significantly lower than the Qst of 2 (App. E. Figs. A16–
A19). Most notably, at 17 Torr, 2 adsorbed 0.99 mmol of CO2 per mmol of MOF, which 
is approximately 300 times more CO2 than 1 (0.0031 mmol of CO2 per mmol of MOF) at 
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the same pressure. The large uptake at low pressures demonstrates the potential utility of 
CO2 insertion into the M–OH bond for CO2 sorption applications.  
 
4.2.2 Conclusion 
In summary, we have demonstrated that the metal nodes of MFU-4l can be 
functionalized to create a high-fidelity biomimetic model of the CA active site. Reactions 
performed by the enzymes, such as CO2 insertion into the Zn–OH groups of the metal 
nodes and hydrolysis of 4-NPA, are mimicked in the MOF. These results demonstrate a 
rare example of functionalizing a MOF metal node to mimic the activity of an enzyme. The 
nascent field of biomimetic chemistry in MOFs holds potential for future understanding of 
enzyme chemistry by isolating the reactivity of distinct components and also performing 
enzyme-inspired reactions in stable frameworks. For instance, the insertion of CO2 into a 
metal-hydroxide bond could lead to CO2 separations with limited energy cost in 
regeneration of membranes.  
Models of the extended solid were used to compare against experimental EXAFS 
data and benchmark the cluster models used to compute the relative energy of subsequent 
CO2 insertions into the four Zn-OH motifs per node. Cluster models were additionally 
employed to perform vibrational analysis and build simulated infrared spectra for MOF 
nodes with increasing ratios of bicarbonate groups. These spectra helped confirm 
chemisorption taking place and correlated with the growth of new peaks observed in 
DRIFTS spectra with increasing concentrations of CO2. Together, theory and experiment 
demonstrated the N3Zn(II)-OH active site in MFU-4l was uniquely active for the uptake 
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and conversion of CO2 compared to with the halide ligand site in the parent material. 
Periodic models confirmed the chemical motifs describe by PXRD and benchmarked 
cluster models used to simulate vibrational spectra and free energy changes. The relative 
energy of subsequent CO2 insertions computed with DFT suggest a reduced basicity of all 
-OH groups within a node given chemisorption at one. This indicates some intranodal 
electronic communication, consistent with previous investigations (Section 3.1.4.1), while 
electronic isolation of each node is maintained such that cluster modeling is still 
appropriate.  
 
4.3 The Onset of Pore-Filling for Water Sorption in MOFs 
The capture of water vapor at low relative humidity (0–40% RH) can be used to 
drive heat transfer,713–720 (to trap atmospheric water vapor,714,721–725 or for 
dehumidification.726–730 Recent advancements in the design of porous materials for these 
applications have moved next-generation water sorbents closer to 
applicability,714,716,725,727,728 but methods to precisely control the hydrophilicity of a sorbent 
are still needed. Complicating sorbent design, the mechanism of water uptake at low 
relative humidity remains incompletely understood due to the complex nature of the water 
phase-change process as well as the difficulty of accurately simulating the properties of 
water.731,732 
In order to achieve maximum thermal efficiency, a porous material should have a 
high capacity for water and should adsorb water reversibly and in a stepwise fashion at a 
precise RH.715 Additionally, although nontrivial, it is highly desirable to have synthetic 
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control over the position (% RH) of the water uptake step.668,733,734 The % RH whereupon 
a pore fills with water determines the driving force for heat transfer and, concomitantly, 
the temperature required to release water from the sorbent: more hydrophilic sorbents are 
capable of creating greater temperature gradients but also require more energy to cycle 
back to the dry state.715 In the case of atmospheric water capture, the % RH of the uptake 
step determines the applicable climatic region.723,725 
Outside the confines of a porous material, water condensation occurs at 100% RH. 
In porous materials, water begins to occupy the voids at lower RH with decreasing pore 
diameter,735 and complete saturation occurs near 0% RH in some cases.713,736,737 
Additionally, the hydrophilicity of the pore interior, modifiable via ligand 
functionalization,733,734,738 cation exchange,668 as well as exchange of supporting ligands,739 
plays a role in determining the RH at which the pore will fill. These empirical design rules 
have guided the development of sorbents with impressive performance, even though the 
underlying hydrogen bonding structure of water in confined pores, which undoubtedly 
influences the position of the pore filling step, remains unclear. Indeed, water in 
confinement and along interfaces can have properties very different from that of bulk 
water, as the pore structure or interface itself impose restrictions on the complex hydrogen 
bonding structures.740,741 Metal–organic frameworks (MOFs) provide an ideal platform for 
interrogating the hydrogen bonding structure of confined water because their modular 
nature allows for tuning of the pore size, metal ion, and hydrophilicity without altering the 
overall framework topology.742 In addition to precisely controlling the water uptake step 
position, the stability of water sorbents is also of paramount importance because 
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applications for water harvesting or heat transfer will require active materials capable of 
undergoing thousands of adsorption cycles. This is an important practical consideration 
that only rarely is addressed in the academic literature.743 
 
 
Figure 56. The structure of Ni2Cl2BTDD (1-Cl). (a) The infinite chain secondary building 
unit viewed along the c-axis. (b) View down the c-axis. 
 
Recently, our experimental collaborators reported a MOF that captures record 
quantities of water in the humidity region relevant for many applications.714 The water 
uptake capacity in this material is optimized: because the pore size is at the “critical 
diameter”735,744 for water capillary condensation during pore-filling, its high water capacity 
is completely reversible, without appreciable hysteresis. This minimizes the energy input 
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required for cycling between the hydrated and dry states. The champion material, 
synthesized from the ligand bis(1H-1,2,3-triazolo[4,5-b],[4′,5′-i])dibenzo[1,4]dioxin 
(H2BTDD) and CoCl2·6H2O, exhibits a capacity of nearly 1 g of H2O g–1 of MOF.714 Here 
we report that the Ni2+ variant, Ni2Cl2BTDD, can be synthesized with greater crystallinity 
and porosity than previously possible, enabling it to match the capacity of the Co2+ 
material. We further show through extended cycling experiments that the decreased lability 
of Ni2+ 745 leads to excellent long-term stability well beyond that of the Co2+ analogue. 
Finally, we demonstrate that Ni2Cl2BTDD undergoes facile anion exchange whereby 
hydroxide, fluoride, or bromide anions isostructurally replace native chloride ligands 
(Figure 56). These anion metathesis manipulations modulate hydrogen bonding 
interactions between water and the pore wall, resulting in stark differences in water uptake 
at low RH for the different anion-containing MOFs. Fundamentally, these structural 
perturbations provide a platform to investigate the hydrogen-bonding structure of confined 
and interfacial water during the pore-filling process by diffuse reflectance infrared Fourier 
transform spectroscopy (DRIFTS). Beyond tuning the hydrophilicity, the series of 
halogens modulates the pore size of the respective MOFs in a nonintuitive way, with the 
larger bromide yielding the shortest a and b cell parameters. This subtle variation leads to 
critical changes in the hydrogen bonding structure of water within the pore. Consequently, 
pore filling occurs at substantially lower relative humidity (RH) in Ni2Br2BTDD. This is 
counterintuitive because below 5% RH the bromide derivative is the least hydrophilic. 
Importantly, the introduction of bromide maintains exceptional water stability, with 
negligible loss of capacity after 400 adsorption cycles. These systematic synthetic 
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variations further our fundamental understanding of water in confinement and provide a 
promising new adsorbent with record water capacity at low (<25%) RH and excellent long-
term stability. Data and methods associated with the uptake measurements can be found in 
Appendix F. 
To understand the impact of anion exchange on structural parameters, periodic 
models were constructed with, and compared to, powder x-ray diffraction refined 
coordinates. Computationally, all structures were fully optimized within the DFT construct 
using PBEsol746 as implemented in Vienna Ab-Initio Software Package (VASP)113,390,391,480 
with a projector-augmented-wave plane wave basis set. A 500 eV plane-wave cutoff was 
employed with a 2 x 2 x 2 k-grid. Calculations were performed with spin polarization and 
Ni atoms were initiated as, and optimized to, the high-spin state. Close inspection of the 
experimental structural parameters of the anion-exchanged MOFs revealed a surprise 
expansion of the a, b parameters from 38.5282(5) Å for Ni2Cl2BTDD to 38.6092(5) Å upon 
fluoride exchange, despite the expected contraction of the c parameter upon replacing the 
larger Cl– with F– (Table 1). The computational optimization of the two idealized, fully 
exchanged fluoride and chloride structures by DFT confirmed this unexpected trend and 
predicted that the bromide-exchanged analogue, Ni2Br2BTDD, should have an even 
narrower pore due to a further reduction of a and b by at least 0.1 Å relative to Ni2Cl2BTDD 
(Table 1). Furthermore, owing to its larger covalent radius, Br– should protrude into the 
pore to a greater extent than any of the other anions, further narrowing the pore diameter 
and potentially leading to water uptake at lower RH due to increased confinement.   
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Table 1: Unit cell and select crystallographic parameters determined by Rietveld 
Refinement and DFT for Ni2X2BTDD frameworks, X=F, Cl, Br, I, OH demonstrating good 
agreement.  
DFT a,b c Ni-N1 Ni-X Ni-X-Ni 
Ni2F2BTDD 38.846 7.663 1.91 2.02 100.4° 
NiCl2BTDD 38.507 7.932 1.92 2.33 87.9° 
Ni2Br2BTDD 38.364 8.009 1.92 2.46 83.8° 
Ni2(OH)2BTDD 38.897 7.807 1.92 1.99 104.0° 
Rietveld a,b c Ni-N1 Ni-X Ni-X-Ni 
Ni2F0.83Cl0.17BTDD 38.609 8.093 2.02(2) 2.06(2) 112.2(2) 
NiCl2BTDD 38.528 8.189 2.04(2) 2.38 92.4(2) 
Ni2Br2BTDD 38.425 8.208 2.03(1) 2.50 87.4(2) 
 
 
Despite the seemingly small reduction in pore diameter, a water isotherm for the 
Ni2Br2BTDD material indicates that the pore-filling step shifts substantially, from 32% RH 
at 25 °C for the Cl– and F– derivatives to 24% RH for the Br– analogue (Figure 57a). As 
a consequence, Ni2Br2BTDD adsorbs a record 64% water by weight below 25% RH, a 
humidity value that is within the relevant range for many applications in heat transfer and 
atmospheric water capture.723,747 Notably, the total volumetric water uptake at 95% RH for 
Ni2Br2BTDD (Figure 57b) is only 15% lower than that of the chloride parent material. In 
the very low humidity region (below 15% RH), where hydrogen bonding interactions with 
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the framework are expected to dominate, the water uptake for Ni2Br2BTDD is expectedly 
lower than that for either the chloride or fluoride analogues, which presumably establish 
stronger hydrogen bonding interactions with the first water molecules entering the pores 
(App. F Fig. A10.1)  
Ni2Cl2BTDD is a strong candidate for water sorption applications, with a record 
reversible water uptake below 32% relative humidity. Because of the inertness of Ni2+, it 
exhibits exceptional stability toward water cycling, in excess of that previously reported 
for the analogous Co2+ material. Introduction of anions with greater potential for hydrogen 
bonding interactions, such as F– or OH–, did not lead to shifts in the water uptake step 
profile toward lower RH, though these anions did promote increased water adsorption at 
very low RH. These results indicate that, as long as nucleation sites exist for water, further 
increasing the pore wall hydrophilicity does not change the position of the water uptake 
step. Contraction of the accessible pore diameter by just 0.1 nm as indicated by models of 
the extended solid and Rietveld refinement of crystallographic parameters, as well as 
modification of the polarity of initially adsorbed H2O by the introduction of Br– results in 
a pore-filling step at lower RH by 8%. The resulting Ni2Br2BTDD material has the greatest 
capacity, measured gravimetrically or volumetrically, of any material below 25% RH. The 
capacity of 0.64 g of water per g–1 of MOF achieved below 25% RH is a new record in this 
partial pressure region relevant for many applications in heat transfer and atmospheric 
water generation, which represents a large leap forward achieved via precise pore size 




Figure 57. (a) Water vapor adsorption (closed symbols) and desorption (open symbols) 
isotherms of Ni2Br2BTDD, Ni2Cl2BTDD, Ni2F0.83Cl0.17BTDD, and Ni2(OH)2BTDD 




4.4 Divergent Adsorption Behavior Controlled by Primary Coordination Sphere Anions 
Metal-organic frameworks (MOFs) are a class of highly porous crystalline 
materials employed for a variety of applications, particularly that for the uptake, storage, 
separation, and catalytic conversion of gases.748–750 The atomically defined scaffolds 
(barring defect sites) can be easily tailored through a barrage of synthetic methods—
including cation and linker exchange, post-synthetic functionalization of both metal and 
linkers, and post-synthetic metalation of metallolinkers—allowing specific adsorbate-
adsorbent interactions to be fine-tuned.687,751–753 These aspects allow for the realization of 
high capacity, selective solid-state adsorbents for gas separations. In particular, MOF 
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adsorbents have the potential to increase the efficiency of separations in which the relative 
volatility of the adsorbates is low; here conventional materials and distillations struggle to 
chemically differentiate between components of the mixture, as in alkane/alkene 
separations.754,755 
Ethene, or ethylene, is a crucial feedstock for the production of global chemical 
commodities including ethylene glycol,756 styrene, ethylene dichloride757, and numerous 
polymers,758 that is primarily obtained from high energy processes in oil refineries, that 
further invoke costly separation schemes.759 Ethene is also relevant in the agricultural 
industry where it is used to control the ripening rates of fruits and vegetables, and other 
aspects of plant growth and development.760–762 To improve the sustainability of the 
chemical industry, we seek to both access petrochemical derived chemicals through more 
energy efficient transformations beginning with sustainable building blocks such as 
biomolecules and replace distillation separations with passive membrane 
technologies.763,764 The effluent of reactors either consuming or producing ethene 
molecules host other small molecule species. For example, CO and H2 are byproducts in 
the oxidative coupling of methane to ethene and ethane765–767 and the reduction of CO2 to 
ethene.768 While ethane/ethene separations are facilitated in MOFs by π-π interactions 
between olefins and open metal sites (OMS, also referred to as coordinatively unsaturated 
metals), the selectivity for ethylene over other π-acids such as carbon monoxide requires 
subtler chemical tunability.769 
The idealistic goal of specifically tailoring frameworks with high sorption 
capacities to select for target species demands a detailed understanding of the structure-
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function relationships within the frameworks. Small molecule binding affinity with OMS 
is governed by the adsorption geometry, orbital interactions, and relative electronegativity, 
which are in turn controlled by MOF topology and composition. Prior investigations focus 
on tuning adsorption strengths through direct metal substitution.770 Here we demonstrate 
how manipulating the primary coordination sphere of individual metals imparts sufficient 
structural and electronic variation to create divergent trends in electronically similar gases, 
namely ethene, carbon monoxide, and hydrogen gas. 
Modifications to the primary coordination sphere of OMS (either through steric 
hinderance or electronic perturbation) can have a substantial impact on gas sorption 
properties.771 For example, it has been demonstrated that O2 binds more strongly to 
Co2(OH)2BBTA than to Co2Cl2BBTA (an isoreticular framework to the titled 
Ni2X2BTDD), likely due hydrogen bonding interactions from the hydroxide as well as 
changes to the partial charge on the metal center enabling charge transfer to O2.772 
Examples such as this are atypical as modifications can significantly alter framework 
topology and be detrimental to porosity, crystallinity, or OMS accessibility.773–775 
Resultantly, there are few systems in which the primary coordination sphere can be 
systematically varied and structure-function relationships elucidated. Yet, both metal and 
inorganic ligand exchange in Co2X2BBTA and Ni2X2BTDD yield topologically consistent 
scaffolds. 
We recently reported a series of triazolate OMS MOFs, M2Cl2BTDD (M = Mn, Co, 
Ni; H2BTDD = bis(1H-1,2,3-triazolo[4,5-b],[4′,5′-i])dibenzo[1,4]dioxin) (Figure 56), that 
feature the same chain of alternating -M-X-M-X- units in the secondary building unit 
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(SBU) as the BBTA MOF.770 The primary coordination sphere features halogens that can 
undergo post-synthetic anion exchange resulting in a family of Ni2X2BTDD (X = OH, F, 
Cl, Br) materials with the same chemical topology.692 These isostructural and 
compositionally dissimilar materials have been demonstrated to have varying water 
sorption properties (due to changes of the hydrogen bonding networks). The network 
cooperativity in such system prevents isolated characterization of the metal-adsorbate 
interaction. 
Here we demonstrate that the direct metal-adsorbate interactions for conventional 
π-acceptors (CO, C2H4, H2) also vary in the family of Ni2X2BTDD frameworks, allowing 
for the harnessing of the spectrochemical series to control the Ni d-orbital potential. 
Variation of the X-type ligand (X = OH, F, Cl, Br) alters the electron density at the Ni site, 
with opposing adsorption behaviors for the studied adsorbates. Unlike what would be 
predicted, based on the molecular orbital assumption in which a series of π-acceptors 
respond similarly, we find that the isosteric enthalpy of adsorption for CO increases with 
heavier halogens, that for ethylene decreases, and that for dihydrogen remains nearly 
constant. While our initial inclinations were to attribute these differences to steric 
restrictions about the larger adsorbates and halogens, the combination of experimental and 
computation evidence suggests differential electronic behaviors whereby CO and H2 act as 
σ-donors, while C2H4 behaves as a π-acceptor. The insights drawn from electronic structure 
analyses benchmarked to isosteric adsorption enthalpies will have implications for the 
future design of MOFs for selective gas separation applications. 
 
 198 
4.4.1 Results and Discussion 
Ni2(OH)2BTDD (1-OH), Ni2F2BTDD (1-F), and Ni2Br2BTDD (1-Br) were 
synthesized according to literature by soaking Ni2Cl2BTDD (1-Cl) in solutions of KOH, 
CsF, and CsF followed by TMSBr respectively.692 It has been previously demonstrated that 
each of these frameworks remains crystalline, and that 1-OH and 1-Br are quantitatively 
exchanged while that for 1-F proceeds to Ni2F0.83Cl0.17BTDD
To test the impact of the anion on the binding strength of various adsorbates, we 
measured variable temperature adsorption isotherms with activated samples of 1-X (X = 
OH, F, Cl, Br) for CO, C2H4, and H2. With all three gases, the isotherms displayed type I 
character indicating that the relative pressure of the gases is insufficient to form multilayer 
surface coverage (Figure 58).776 The uptake capacities at 1 bar and 298 K show that the 
metal site coverage is substoichiometric ranging from 14-59% for CO and 43-74% for 
ethylene (Table 2). Typically, OMS MOFs near room temperature display CO and ethylene 
isotherms that saturate near a value stoichiometric to that of the metal site as the adsorbates 
have preferential coordination to the metal sites.777,778 Notably, the uptake capacity is 
considerably reduced for 1-OH, possibly indicating a weakened interaction between 1-OH 
and each adsorbate. The H2 capacity at 1 bar and 77 K is in excess of the metal content, 
ranging from 174-252% per metal site, suggesting the formation of a multilayer or the 
presence of BTDD-bound sites. Still, the total quantity adsorbed is not a precise metric by 
which to interpret sorption data, as such, we measured the isosteric enthalpy of adsorption 




Figure 58. (a) Carbon monoxide and (b) ethylene adsorption isotherms for 1-X materials 
at 298 K
 
Experimental adsorbate binding energies were recovered by averaging the isosteric 
enthalpies of adsorption extracted from four different models used to fit variable 
temperature adsorption isotherms (Figure 59, unfilled shapes, see Appendix G for 
experimental details). Transitioning from F to Cl to Br, the isosteric enthalpy of adsorption 
for CO increases from 31 to 45 kJ/mol. The enthalpy for 1-Br at 45 kJ/mol is large relative 
to similar MOFs, which typically range from 20 to 50 kJ/mol (App. G Table A5.1). In 
contrast, the enthalpies for ethylene follow a reverse trend, decreasing from 33 to 20 
kJ/mol. An enthalpy of 20 kJ/mol is quite small for the interaction of ethylene with OMS 
MOFs, which typically fall between 20 and 60 kJ/mol (App. G Table A5.2). The H2 
enthalpies are only weakly dependent upon the identity of the anion (7.0-7.6 kJ/mol). These 
magnitudes are indicative of weak physisorption.779 Still, the strength is comparable to 
other materials with H2 binding energies at open coordination sites, which typically range 























































Table 2. Summary of adsorption isotherm data and computational binding energies for CO, 
C2H4, and H2 with Ni2X2BTDD frameworks, X=F, Cl, Br, I, OH 
Gas Anion 
Total uptake 












F 0.91 45 31.00 ± 1.61 32.74 
Cl 1.17 59 39.02 ± 0.16 41.44 
Br 1.14 57 44.56 ± 0.75 44.42 
OH 0.29 14 16.42 ± 1.17 31.79 
C2H4 
F 1.48 74 32.98 ± 0.40 25.07 
Cl 1.45 73 22.31 ± 0.24 23.62 
Br 1.35 67 19.80 ± 0.65 20.79 
OH 0.86 43 23.23 ± 1.14 13.06 
H2 
F 4.51 225 7.09 ± 0.02 9.78 
Cl 4.78 239 7.63 ± 0.01 12.90 
Br 5.04 252 7.62 ± 0.01 12.38 
OH 3.47 174 7.00 ± 0.01 - 
a CO and ethylene at 298 K and dihydrogen at 77 K, b Averaged over Unilan, Virial, Sips, 
and Dual-Site Langmuir models 
 
In the case of 1-OH, a substantial decrease in the isosteric enthalpy of adsorption 
for both CO and C2H4 is observed, accompanied by a large decrease in the uptake capacity. 
The decrease in uptake capacity suggests that access to the OMS is impeded. However, no 
decrease is observed in the uptake of dinitrogen at 77 K indicating the pores are not clogged 
and there are negligible differences in the PXRD pattern compared to 1-Cl, so no 
significant structural changes should be present (for example if the ligands bent at the 





Figure 59. Comparison between the experimentally determined isosteric adsorption 
enthalpies for carbon monoxide (blue empty triangles), ethylene (red empty circles), and 
dihydrogen (green empty squares) with the theoretical adsorption energies computed at the 
HSEsol06 level of theory from PBE-D3 optimized geometries (solid shapes) show 
excellent agreement for halide derivatives, but some disparity in the case of hydroxyl 
ligands and adsorbates with pi-systems. 
 
Electronic insights into the divergent adsorbate behaviors were obtained through 
periodic density functional theory (DFT) models at the HSEsol06 level, which have been 
validated with agreement to the experimental isosteric binding enthalpies, Figure 59. All 
structures were fully optimized within the DFT construct as implemented in the Vienna 
Ab-Initio Software Package (VASP)782 using the PBEsol746 GGA functional. A project-




prevent anomalous phasing interactions within adsorbate binding models a 1x1x1 k-grid 
was used. Spin-polarized calculations were performed and a high-spin state was enforced 
on Ni atoms consistent with our previous study.692 The energy of “free” adsorbates were 
computed using the same methods in a unit cell containing >20 Å of vacuum. Binding 
energies were computed from the difference in energy between empty frameworks plus the 
adsorbate and the adsorbate-bound frameworks. 
 
 
Figure 60: Definition of linker-linker dihedral angle. The smaller this dihedral angle, the 





Together, the experimental and computational data indicate these behavioral 
differences originate from a combination of subtle geometric and electronic differences 
between ligand exchanged species and the binding mode of each gas on nickel sites in this 
family of MOFs. While each gas interacts with the same active site, their molecular 
orientations and orbital symmetries are varied. From a geometric perspective, the subtle 
linker rotations that occur due to expansion of the nodal pillar with bromide and iodide 
exchange which reduce pore diameter,692 sterically encumber the active site with respect 
to the η2-binding mode of ethylene (Figure 60). The resultant rotation hinders the ideal 
overlap between π-orbitals on ethylene and d-orbitals on Ni. However, due to the terminal 
binding mode of CO and small kinetic diameter of H2 their binding is unperturbed by 
geometry.  
From an electronic perspective, inspection of the partial charge density plots 
(Figure 61a) for adsorbate binding reveals that the terminal binding mode of CO to Ni is 
dominated by σ-interactions, while the η2-binding mode for ethylene has mostly π-
character. Greater σ-donation from CO is also observed from the increase in electron 
density at the Ni site after binding, while the greater influence of π-backbonding to ethylene 
induces partial oxidation of the metal center (App. G Table A2.2). Further, the electron 
density on Ni decreases as X is exchanged down the halogen group, promoting the CO σ-
donor interaction and impeding the ethylene π-accepting interaction. The increased 
capacity for σ-interaction is also revealed in the calculated density of states (DOS); with 
heavier halogens, the conduction band shifts to more negative energies and closer to the 




conclusion drawn from the infrared spectroscopy discussed above, where the blue shifted 




Figure 61. (a) Charge density depictions of the electronic states associated with adsorbate 
binding, shown here for the Ni2F2BTDD derivative, reveal the divergent orbital interactions 
between MOF and molecule for ethylene (binding through the π-system), dihydrogen 
(binding through a σ-bond), and carbon monoxide (binding through a σ*-orbital). (b) 
Vacuum aligned atom-projected density of states (DOS) plots at the HSEsol06 level of 
theory for each Ni2X2BTDD species theoretically investigated reveal that the reduction in 
ligand field strength down the group of halides modifies the conduction band potential so 
the band gap is reduced. The reduced potential of unoccupied d-states is a barometer for 
adsorption trends, however the major consideration for π-acid adsorption strength turns out 




Given that the isosteric enthalpy of adsorption for dihydrogen is weakly correlated 
with that of carbon monoxide, we expect the Ni-H2 interaction is also one of σ-donation. 
Indeed, the charge density of binding orbitals (Figure 61a) depicts the active d-σ-
interaction—distinct from the d-σ*-interaction of CO binding—and the charge on nickel 
generally increases upon H2 binding (App. G Table A2.2). The weak binding recovered for 
H2 both in experiment and theory likely results from its low polarizability relative to the 
other adsorbates, in addition to weak orbital overlap from greater spatial and energetic 
disparities between H and Ni.783 
One last piece of experimental evidence that corroborates our computational model 
comes from DRIFTS of 1-Cl does with CO (App. G Fig. A3.1). The difference spectrum 
reveals that as the CO concentration increases, a new peak at 2170 cm-1 grows in. The new 
CO stretching frequency is higher than that for free CO at 2143 cm-1, indicative of the non-
classical metal carbonyl interaction identified computationally. This type of interaction has 
been previously noted in a series of structurally related M2(dobdc) analogues (dobdc4- = 
2,5-dioxido-1,4-benzenedicarboxylate, M = Mg, Mn, Fe, Ni, Zn).777 Non-classical metal 
carbonyls typically involve a σ-bonding interaction (that causes a depletion of electron 
density from the anti-bonding HOMO of CO) with minimal to no π-backdonation from the 
CO π* orbitals.784 As such, the formally Ni(II) sites in Ni2X2BTDD most likely do not 
participate as π-donors (or at least the d-π interaction is insufficient to compete with the σ 
interaction). It has been demonstrated, empirically, that the binding energy of non-classical 
metal carbonyls has a linear relationship with the difference in energy between bound and 




it is suggestive that the nickel-CO interaction is purely electrostatic in nature (App. G Fig. 
A4.1). This further provides evidence that the increasing isosteric enthalpy of adsorption 
from 1-F < 1-Cl < 1-Br is the direct result of the OMS becoming a stronger Lewis acid. 
 
4.4.2 Conclusions 
In conclusion, we have probed the effect of inorganic anion exchange within 
Ni2X2BTDD on adsorbate interactions with various gaseous conventional π-acceptors and 
uncovered divergent behaviors that reveal dominant σ-donor behavior. The expected 
trending of adsorption energies for similar π-acceptors does not hold; CO, C2H4, and H2 
each demonstrated unique trends. The CO-nickel interaction is dominated by σ-
interactions, causing an increase in electron density on the nickel and a blue shifting of the 
C-O stretching frequency (non-classical metal carbonyl). The H2-nickel interaction also 
has σ-character, but demonstrates a weak physisorption interaction likely due to high metal 
valency and the absence of π-backbonding. Yet, the C2H4-nickel interaction proceeds as 
expected, with π-backbonding interactions that decrease the electron density on the nickel 
atom. Coupled with steric factors, these subtle differences in electronic interaction 
culminate in isosteric enthalpy of adsorption trends that increase, remain constant, and 
decrease for the three gases moving down the halogen group. These results suggest that the 
subtle fine-tuning of metal sites enabled by post-synthetic ligand metathesis in OMS MOFs 







 The relatively long history of MOF adsorbents is culminating in studies focused on 
understanding how to fine-tune the selectivity through electronic interactions between 
discrete active sites and molecules much smaller than the pores and their apertures. The 
dominant interactions that govern pore-filling dynamics are intermolecular within the 
confined media. For example, we show that in water harvesting applications the structural 
parameter of pore-diameter is of the utmost importance to permit favorable hydrogen-
bonding interactions between surface adsorbed water molecules the rest of the pore-
confined media. In Ni2X2BTDD this can be controlled through the identity of the X anion 
along 1D nodal pillars that expands and contracts pores with an inverse relationship to 
anion diameter. Yet, the ligand field modulations and subtle structural perturbations 
afforded by this inorganic ligand exchange also affords controllable selectivity of small 
molecule adsorption at the open metal sites. The adsorption strength of each molecule is 
governed by the geometry of the binding mode and symmetries of the associated orbital 
interactions. To strongly bias an OMS for one y-acid over another, the preferred binding 
mode and relative strength of σ- and π-interactions must be accounted for along with any 
minor geometric perturbations that result from compositional alterations. In this family of 
materials, solid-state modeling techniques were necessary regardless of the property of 
interest due to the nodal connectivity. However, cluster modeling techniques were applied 
to MFU-4l -OH despite it being constructed with the same ligand because the geometric 
perturbations involved in the nonstructural ligand exchange and chemisorption of CO2 did 




strengths of subsequent small-molecule binding indicated some cooperativity between 
metal ions in a given cluster, these are electronically isolated from one another making the 
molecular approximation of the active sites valid.  
Clearly, inorganic clusters functioning as MOF nodes have immense utility. In the 
current chapter, I showed how inorganic ligands, when structural, offer both electronic and 
geometric perturbations that are subtle enough to fine-tune adsorbate interactions through 
both electronic and steric factors. Small adjustments to pore diameter afford significant 
differences in pore-filling behavior for interacting media such as the hydrogen bonding 
networks within water. The ability to exchange inorganic ligands, even those that are non-
structural, further afford access to heterogeneous active sites capable of mimicking other 
well-defined active sites such as in the enzyme carbonic anhydrase. While each metal 
points into isolated pores, the nuclearity of the node is also relevant to determine the 
stoichiometric ratio of CO2 to bicarbonate conversion.  
In previous chapters, the same MFU-4l scaffold underwent post-synthetic 
transmetallation to achieve Ni-based active sites that demonstrated higher activity than the 
associated homogeneous catalyst. Here, the stoichiometric incorporation of Ni(II) was 
consistent with the bicarbonate formation at Zn(II) sites in MFU-4l-OH. The number of 
metal ions in a given isolated node was also relevant for the hydrogen storage capacity of 
MIL-125 undergoing photodoping through PCET, where only half as many hydrogen 
atoms could be loaded as metal ions in the node such that Ti(III)/Ti(IV) redox coupling 
could be maintained. Clearly, the cluster-based chemistry of MOFs is heavily impacted by 




perturbations in the primary coordination sphere. Between Chapter III and Chapter IV it is 
evident that d-orbital occupancy and ligand field strength are two synthetic handles that, 
together with innate cluster chemistry, will give rise to fruitful modifications pertaining to 


























FINDINGS AND FUTURE OUTLOOK 
 
 This thesis employed density functional theory to recover physical and electronic 
structure parameters for a class of porous and crystalline coordination materials, metal-
organic frameworks. The ability for reagents to diffuse into MOF pores means chemical 
reactions are not limited to the surface. Further, the crystallographic order of these pores 
ensures the spatial distribution of active sites that are typically also electronically isolated. 
As a result, MOFs have high densities of non-interacting active sites and demonstrate 
relatively high catalytic activity and steep gas uptake isotherms. Additionally, individual 
pore cavities can be thought of as “nanoreactors” that increase the local effective 
concentration of reactants and products, in turn governed by relative mass transport 
properties. Large surface areas are also attractive across fields of renewable energy 
technologies. For example, porous electrodes that can host electrolytic solutions could be 
used for the development of supercapacitors.339 Conductive MOFs with accessible 
coordination sites can also be developed as electrochemical chemosensors.786–788 Yet, 
perhaps the most important chemical property of MOFs is the dynamic nature of their 




 Since MOFs embody a combination of organic and inorganic chemistry they can 
only be conceptualized through the consideration of both disciplines. The synthetic 
flexibility afforded by the simple recipe of mixing charge balancing cations and anions 
facilitates an astounding degree of chemical diversity across the possible MOF space. Post-
synthetic modifications including, but not limited to, metal and linker metathesis 
exponentially increase the number of possible MOF scaffolds. Yet, very little of this 
chemical space has actually been explored due to anthropogenic biases.789 Computational 
methods are one strategy to broaden the horizons of synthetic efforts by identify promising 
MOF scaffolds and derivatives. In order to perform large-scale screening studies that 
pinpoint desirable structures and compositions, chemical descriptors must be established 
to expose them. Thus, understanding structural and electronic properties that control 
selective interactions, transformations, and efficient charge transfer is of the utmost 
importance to advance the field of MOFs for any application. Importantly, the accuracy of 
high-throughput methods depends on the agreement between computational parameters 
and experimental outcomes. Therefore, fundamental studies combining theory and 
experiment are key to the thoughtful and efficient development of the field.  
The goal of this thesis has been to inform synthetic pursuits by understanding the 
electronic origins of observable behaviors such that general guidelines could be proposed 
for forming a MOF with specific functional characteristics. Through the theoretical 
investigation of MOF conductors, catalysts, and adsorbents we have gleaned valuable 
insight into the nature of native and transmetalated active sites for small molecule 




dictate charge transport pathways. As expected, there is a delicate interplay between 
structure, composition, and chemical behavior. Throughout the studies presented in the 
preceding chapters, we uncovered some electronic structure anomalies that are imperative 
to establishing reliable computational models and therefore descriptors. Yet, we also 
identified some general design principles that appear to hold true regardless of topology 
and chemical make-up.    
 In Chapter 2, the most conventional solid-state behavior of MOFs was explored: 
conductivity. Electronic band structures (EBS) and their corresponding density of states 
(DOS) plots are prominent graphical tools to depict and comprehend the relationship 
between connectivity and charge transport pathways. There is limited electronic linker-
node (ionic bond), node-node (linker spacers), and linker-linker (node size and geometry) 
communication in most MOFs. This electronic insulation gives rise to localized electronic 
bonding, which manifests in non-dispersive (i.e. flat) electronic bands. However, dense 
arrangements of redox active components such as mixed-valent metals or linkers and 
crystallographically defined columns of aromatic organic molecules give rise to mobile 
charge carriers.  
 2D MOF graphene analogs are the most conductive family of neutral MOFs. 
However, the weak van der Waals interactions between layers are significantly weaker, 
and therefore more reversible, than the coordination bond between metal and linker in 
plane. The heavily disordered interlayer stacking in crystals of these materials precludes 
atomically resolved structural refinement and the specific measurement of in- (bonding 




organic chemistry concepts, we were able to modify the organic linker and remedy this by 
balancing the in- and out-of-plane bonding strengths such that larger crystal domains could 
be achieved. By enlarging the aromatic linker surface area and incorporating heteroatoms 
to increase linker acidity, the metal-metal repulsion was reduced and y-y stacking 
interactions were enhanced between layers. Single crystals could be grown of two distinct 
phases, depending on the d-orbital occupancy and therefore coordination number of the 
metal.  
Later transition metals with more saturated valence orbitals (i.e. Cu(II) and Ni(II)) 
adopted four-coordinate square planar ligand spheres, while more oxaphilic metals with 
fewer d-electrons (i.e. Mg(II), Co(II), and Ni(II)) coordinated axial aqua ligands to adopt 
octahedral geometries. Crystals formed with square planar metals have eclipsed y-stacked 
layers and hexagonal pores (porous phase), while crystals built with octahedral metals form 
a hydrogen bonding network that give rise to staggered layers with occluded pores whose 
negative space is occupied by molecular complexes (dense phase). Notably, Ni(II) species 
have more malleable coordination spheres and could adopt either structure. Indeed, the 
flexibility of nickel cations in terms of coordination geometry and chemistry has them 
featured in every application explored in this thesis.  
The clear delineation between charge-hopping regimes in the dense crystals and 
band transport regime in the porous crystals reinforces the importance of orbital overlap. 
We show that axial water ligands reduce band dispersion by hindering the in-plane 
conjugation through distortion of the metal-orbitals and localization of electron density. 




disrupts charge flow insulating each layer. Metal identity had a negligible impact on 
conductivity by charge hopping between linkers. Importantly, the lack of porosity 
undermines the most desirable trait of highly conductive MOF electrodes. Yet, these 
structures may be interesting from the standpoint of proton conductivity or self-doping. An 
ongoing area of research in the water-coordinated MOFs described herein and those similar 
is the protonation state of the ligand-sphere. Based on a combination of the charge-
neutrality principle and EPR data, we hypothesize that contiguous layers host two aqua 
ligands while the intercalated monomer complexes have one hydroxyl ligand per Mg atom 
such that all metals are divalent cations and all linkers are trivalent anions. However, 
structural refinement procedures are blind to protons, and it is also possible that the layers 
and molecular complexes charge balance each other, or that linkers in the molecular 
complexes are hexavalent anions.    
In general, for 2D MOFs, strengthening and balancing bonding interactions 
between metal and linker and between sheets is an electronic pathway for identifying 
metal-linker combinations that will simplify device fabrication through facile 
crystallization into a single phase. Strategies to overcome sheet-slipping structural 
distortions and phase purity should also be developed. Elsewhere, we have taken metallic 
2D layers and shown 3D arrangements of conductive MOFs with permanent porosity can 
be obtained through retrofitting procedures with ligating pillars.790 Here, we saw that Co(II) 
prefers an octahedral coordination site upon native construction of 2D conductive MOFs. 
However, when incorporated into the same octahedrally coordinated crystal structure as 




not. In the square planar coordination sphere adopted when there is in-plane conjugation 
in the sheets, Cu(II) demonstrated more dispersive electronic bands than Ni(II) and higher 
conductivity in both directions.  
With variable loading concentrations, mixed metal frameworks could demonstrate 
more effective charge transport properties. Experimentally, binary combinations of Co, Ni, 
and Cu with HITP linkers were synthesized that demonstrate continuous variation in 
structural parameters, band gap, and conductivity values between those of the pure MOFs 
based on the metal ratios.791 While, large differences in metal diameter and bonding can 
negatively impact crystallinity, the fabrication of MOF alloys is another fruitful strategy 
for tuning the electronic structure. To explore this combinatorial chemical space for 
different metal combinations and linkers, electronic structure theory calculations that 
assess electronic band topology will be invaluable. 
As previously mentioned, most MOFs do not exhibit metallic character and band 
transport, but do feature the electronic anisotropy that results from mixing organic and 
inorganic components in a vacuous arrangement. Charge hopping is the more typical 
electron conduction mechanism in MOFs due to these bonding properties. By constructing 
pillars of NDI linkers defined by Zn(II)-nodal chains, we showed that 3D connected linkers 
can be conductive, and that reducing those linkers yields an increase in conductivity due to 
an increase in charge carriers. However, the d-orbital spacing is much larger than in the 2D 
graphene analogs that experience charge hopping (nucleus to nucleus distance of 7.3 Å in 
ZnNDI and 3.2 Å in Ni6HHTT3) and therefore the conductivity is much lower (<1x10−12 




electronic band gap. This type of scaffold challenges conventional solid-state models built 
from plane-wave basis sets, and we must adopt hybrid functionals to accurately assess the 
band gap for bulk semiconductors. The computational expense associated with hybrid 
functionals coupled with the size of MOF unit cells makes full geometric equilibration 
intractable in current implementations of DFT; this will only be made possible but 
increasing the computational efficiency of these methods or increasing the usable 
computing power beyond current hardware. Until then, optimization of the electronic 
wavefunction for a GGA-derived structure at the hybrid level of theory is acceptable, and 
provides reliable results relative to experimental measurements as is further demonstrated 
in the studies of photoactive MOFs in Chapter 3. 
In Chapters 3 and 4 we move away from single atom nodes and conductive 
scaffolds to explore the reactivity of transition metal active sites in discrete inorganic 
clusters. First, a thermodynamic lens was applied to understand the optical properties of 
photocatalytic MOFs. By observing the vacuum-aligned band edge potentials of Ti(IV)-
containing scaffolds and the atom-projected DOS we were able to understand the 
compositional origin of band edges and recognize that transmetallation with Ti(IV) should 
be a general design principle for accessing light-absorbing MOFs. The ability for linkers 
to funnel excited electrons to Ti(IV) and reduce the metal to Ti(III) can be used to prevent 
exciton recombination and promote reactions known to be mediated by titanium radical 
active sites such as epoxide ring-opening.792 The presence of basic sites within the electron-
accepting inorganic cluster further enables hydrogen storage. IVCT from intranode 




Hf(IV) scaffolds421 that enables PCET from solvent molecules where, like the exciton hole 
and electron, the hydrogen electron and proton are spatially separated into distinct orbitals. 
IVCT and the covalent association of a counterion stabilizes the reduced framework with 
respect to HER.  
Clearly mixed-valency is a utile characteristic for MOFs. The electronic coupling 
between redox partners facilitates electron conduction through charge-hopping when there 
is long-range order in a dense arrangement of the redox active component. In the case of 
more local electron exchange, IVCT between two of the same metals (e.g. Ti(III)/Ti(IV)) 
or two different metals (e.g. Ti(III)/Fe(III))793 is an important modulator of reactivity. The 
delocalization of “hot” electrons not only stabilizes excitons, but also grants access to 
unique oxidation states through either through photoexcitation or reduction. Here again, 
bimetallic frameworks are interesting targets for future studies. Ce-O-Ti active sites, for 
example, are known to be highly effective for catalytic reduction of NOx with NH3.794  
Moving from the ground state and thermodynamic perspective, this thesis also 
probed kinetic reactivity in a Ni(II) transmetallated MFU-4l scaffold. By comparing 
activation barriers, we are able to understand the relative probability of different reaction 
pathways. However, our cluster and periodic models were both ultimately insufficient to 
describe intrapore reactivity. First of all, because both these models are restricted to a single 
spin state while both the singlet and triplet spin states were active in the investigated 
mechanism. We identified at least one crossing point for these spin surfaces, however it is 
possible that the true ground state and transition state wavefunctions have contributions 




as configuration interaction. Single wavefunction ground states may be provide insufficient 
descriptions of many transition metals with multiple accessible open-shell states. Theorists 
must be careful to consider all relevant spin-states with each change in coordination 
number, oxidation state, and ligand sphere.  
 Secondly, an important consideration omitted from DFT models is the description 
of flow properties. At the end of Chapter 3 we saw how mass transport behavior of pore-
confined fluids can facilitate selectivity in olefin reactions by promoting the desorption of 
longer chains to be replaced by smaller species, and therefore the formation of kinetic 
products. The Scorpionate-type active site provided by the SBU of Ni(II)-MFU-4l is 
empirically understood to favor short chain products. The position of linker protons likely 
limits olefin approach and therefore propagation, especially with larger Ni-alkyl groups. 
Also, as hydrocarbon length increases, possibly even to just C4, the product is thought to 
be preferentially solvated such that short chain, unisomerized products are obtained.  
Molecular dynamics simulations or other statistical mechanics methods that account for 
solvent interactions and relative concentrations of reactants and products in the pores are 
needed to understand the solvation energetics and mass transport properties of MOFs with 
different pore and aperture sizes and geometries. Still, by isolating the local, pore, and 
macroscopic effects in different cluster, periodic, and dynamic models, we can begin to 
understand how different parameters interact and build across scale levels. Further, we can 
individually optimize factors at each length and time scale to achieve the most efficient or 
effective composition and topology to maximize the efficacy and selectivity of passive 




Finally, Chapter 4 looks at the role of structure and electronics on gas binding and 
pore filling. Small molecule binding strengths in MOFs are relevant not only to 
understanding gas selectivity and uptake reversibility, but also catalytic activity where 
binding energies can be used as descriptors for reactivity. In the first study, the MFU-4l 
scaffold is used with its native metal ions and hydroxyl ligands but still studied with the 
molecular cluster methods used for the mechanistic study on the scaffold. We see that 
chemisorption of CO2 at one of four Zn(II)-OH motifs in the MFU-4l-OH node impacts 
the energetics of subsequent binding events at the other three sites, supporting the idea of 
charge delocalization within nodal clusters identified in the study of MIL-125. This 
chemisorption study also upholds the incredible atomic specificity of MOF-active sites: 
they are able to mimic the reactivity of highly evolved enzyme active sites.  
While an isolated SBU model was sufficient to embody the intranode cooperativity 
of CO2 binding in the MFU-4l scaffold, PBCs were necessary to describe structural and 
electronic perturbations to the 1D node and pore of Ni2X2BTDD species, X=OH, F, Cl, Br, 
and I. Post-synthetic ion metathesis of these bridging inorganic anions (X) produced a 
continuous spectrum of ligand field and steric effect trends based on halogen size and 
polarizability. In the context of water harvesting, pore diameter should be optimized in 
hydrophilic MOFs to achieve pore-filling at the lowest possible RH. Larger ions not only 
protrude more into the pore, but induce linker rotations down the 1D nodal chain that 
further contract the pore space. In the context of selective gas adsorption, H2, CO, and C2H4 
all exhibited different trends in their binding energy down the halide group because of their 




that reduced pore diameter, e.g. iodide, also rotated the olefin coordination axis of C2H4 in 
a way that disrupts the y-d bonding. On the other hand, the reduced ligand field of more 
polarizable anions lowers the conduction band edge and benefits the terminal binding mode 
of CO that is unperturbed by linker crowding. From the perspective of discrete gas and 
reagent interactions with transition metal active sites, these studies show how explicit 
knowledge of coordination geometries and electronic structure trends will aid in the 
specific design of active sites by tuning the orbital interactions through steric enforcement 
of certain binding modes or specific design of active sites with appropriate orbital 
symmetry.  
Of course, dynamics effects must also be factored in when developing MOF 
adsorbents and membranes. Those that exhibit guest-induced structural changes due to 
conformational flexibility, such as breathing behaviors, must be monitored as a function of 
time—a dimension that is by definition absent in KS-DFT calculations.795 In these cases, 
theorists must look beyond static simulations to provide a holistic description of gas 
uptake.796 Binding energies, like those published in the aforementioned articles, and studies 
that highlight the important parameters governing small molecule-MOF interactions serve 
as a beneficial foundation for high-throughput and machine learning algorithms. However, 
conformational degrees of freedom and the stability of guest-promoted phases may also be 
relevant.  
Past developing an understanding of pore-confined reaction and flue gas mixtures, 
dynamic modeling procedures, in addition to static simulations, will be beneficial for 




and post-synthetic exchange procedures. Such knowledge will benefit the design of 
synthetic routes to access idyllic scaffolds based on theory. Crystal domain size and 
reproducibility is a major factor limiting the industrial implementation of these record-
breaking materials. In addition to controlling the dispersion, concentration, and structural 
precision associated with cation and anion exchange, this knowledge will enrich our 
understanding of crystallization processes in general.   
To study alloy formation, transmetallation, and doping, “defect” formation energy 
calculations are going to be valuable for the future of MOF modeling. Computational 
simulations of the electronic structures associated with defective materials will be an 
important area of research for MOF chemistry, in particular for understanding trends in 
defect concentration and the favorability of mixed-component MOF formation. The ability 
to compute defect formation energies and simulate the perturbed electronics of post-
synthetically exchanged MOFs, chemically or electronically doped MOFs, and MOF 
alloys, will help understand doping limits and the accessible spectrum of modulable 
properties.  
In the quest for new functional scaffolds, decisions regarding the coordination motif 
and geometry also affect framework stability to water, base, acid, pressure, and 
temperature. Indeed, MOF stability under operating conditions is a determining factor for 
industrial implementation, as well as cost of production and reproducibility. High-valent 
ions such as Ti(IV) and Zr(IV) have a strong attraction to carboxylate motifs and therefore 
often produce more stable frameworks. Yet, Ti(IV)-based frameworks that undergo long-




the ZnNDI scaffold. One possible work around or strategy to increase photodopant 
capacity, is to incorporate Ti(IV) into formally M(III)-containing scaffolds where 
photoreduction may be favorable up to higher loadings. More typical degradation 
mechanisms such as ionic bond hydrolysis can be kinetically blocked.354 For example, 
nonpolar functional groups near coordination bonds can prevent the hydrolysis events that 
nucleate MOF degradation.797 When functionalizing linkers, whether for electronic or 
physical structure modulation, one must account for the rotational degrees of freedom 
accessible to linkers. Different linker orientations can give rise to different phases with 
different properties.798 Using the relative energy of linker orientation arrangements, 
statistical models can be built to predict the distribution of these arrangements.   
Overall, the future of MOF development will likely rely on high-throughput 
screening procedures and machine learning algorithms that employ DFT-derived data and 
concepts to identify promising frameworks for the adsorption, conversion, or transport 
process of interest. Machine learning algorithms will help determine what combination of 
descriptors, or features, produces the most consistent chemical effects. There will be some 
interplay from topological analysis, compositional analysis, and relative adsorption 
energetics.799 The sensitivity of MOFs to degradation and other dynamic factors may also 
be influential in screening processes. The size and scope of data sets necessary for machine 
learning approaches and high-throughput procedures necessitates expansive libraries of 
comparable computational results. Notably, data recovered for the same or similar systems 
using different types or levels of theory are incomparable. A challenging aspect of using 




model. The lack of generality for functional, basis set, and other important model 
parameters makes it so the construction of highly accurate models is challenging and 
requires extensive benchmarking. Here, we largely invoked relative trends observed in 
theory to explain trends observed in conductivity, reactivity, and selectivity. In the future, 
more generalizable approaches may be adopted.  
 Altogether, the works in this thesis highlight the role of structure on chemical 
properties and the utility and effects of ion exchange. The combination of ligand identity 
and transition metal identity determine the coordination geometry, d-orbital occupancy, 
ligand field, and therefore spin state. Redox coupling between redox active components, 
like large aromatic linkers or metal cations, facilitates charge delocalization that, given an 
appropriately dense and structurally related arrangement of components, can elicit charge 
transport pathways. Another strategy is to use single atom transition metal nodes that share 
efficient d-orbital overlap with organic linkers that have extended conjugation. With these 
components, electronically conductive 2D layers can be built. Conductivity can be even 
more effective when the aromatic linkers stack, and layers align in an eclipsed 
conformation. In these frameworks, metal-identity controls interlayer spacing, intersheet 
displacement, and charge carrier concentration. Maximum orbital overlap provides 
maximum conduction.  
Beyond linker and node substitutions, single atom metal or ligand substitutions are 
invaluable to 1) install discrete active sites and 2) tune bulk electronic properties. Synthesis 
or transmetalation with Ti(IV) grants light-absorbing MOFs by installing metal d-states 




metals cooperate with linker chemistry to determine crystallographic order; 
transmetalation procedures can install metals into ligand spheres and coordination 
geometries that would be inaccessible through direct synthetic approaches, e.g. Ni(II)-
MFU-4l as opposed to Ni2X2BTDD. The inclusion of metal ions in non-native coordination 
spheres can achieve unique reactivity, such as the spin-crossover mechanism of ethylene 
dimerization at Ni(II) active sites in MFU-4l. Inorganic ligand exchange can be used to 
modulate ligand field strength and active site chemistry—when these ions play a structural 
role, they can also be used to tune steric factors. Individually, these ideas offer conceptual 
understanding of how to manipulate MOF electronic structure and target more effect 
materials for conductivity, catalysis, and gas adsorption. Together, they represent a 
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Fig. A1. Single-crystal structure of Cu3HHTT2 derived from cRED and HRTEM (a) 
A portion of the crystal structure along the c direction. (b), Views parallel to the ab plane. 
Hydrogen atoms are omitted for clarity. (c) 3D reciprocal lattices of a Cu3HHTT2 rod with 
a maximum resolution of 1.5 Å (hkl corresponds to reciprocal space indices). (d) Cryo-EM 




square in d. (fz averaged experimental image (inset: simulated HRTEM image). g, Low-
magnification image of ~1 µm Cu3HHTT2 plate (inset: FFT of the micrograph). h, HRTEM 
image of a Cu3HHTT2 rod imaged normal to the c direction. i, FFT of the image from the 
green square in h, evidencing the eclipsed stacking in the reciprocal lattice. j, Schematic 
of Cu3HHTT2 structure to illustrate imaging directions. k, Average intensity in the c-
direction measured along the a-direction from the image in h. 
 
Cu3HHTT2 forms single crystals that present either as 5-µm-wide hexagonal plates 
or as 10-µm-wide hexagonal rods (Figure 23d, Appendix A, Fig. A9). The crystals are of 
sufficient size and quality to allow structural refinement by cRED with a resolution of 
~1.5 Å (Figure 24c, Appendix A, Figs. A22-S24). The highly ordered nature of HHTT-
based MOFs is also highlighted by near-atomic-resolution HRTEM down to 1.9 Å. This 
resolution is remarkable given the well-known beam sensitivity of similar materials.347,800–
808 The HRTEM images show that the crystals of Cu3HHTT2 exhibit long-range order 
across the whole crystallite and along all three crystallographic directions (Fig. A1k, 
Fig. A56 in App. A). Micrographs exploring the in-plane arrangement (Fig. A1d,e,g) show 
a well-resolved extended honeycomb framework (bright contrast) and pores (dark contrast) 
with a pore size of 2.1 nm. The simulated HRTEM image matches well with the averaged 
experimental image obtained for thick and thin crystals, and the thickness obtained from 
the image simulation is also consistent with the atomic force microscopy (AFM) results 
(Figs. A1f, A54, A55 and A63). Micrographs exploring the stacking direction (Fig. A1i) 




(FFT) of these images shows good agreement with eclipsed stacking between the sheets 
(Fig. A1c,d,i; for additional information on HRTEM, see Figs. A48–A56). Altogether, the 
HRTEM data are in excellent agreement with the more detailed structure derived from 
cRED and reveal important additional features that are not distinguishable with the latter. 
Thus, close examination of the crystal edges reveals termination by Cu2+ (and likely the 
coordinating solvent) rather than organic ligands (Fig. A48c,d), which is probably due to 
the excess stoichiometry of Cu2+ during synthesis. Remarkably, the HRTEM data reveal 
isolated in-plane moiré superlattices (Figs. A56 and A59) from twisted overlapping 
neighbouring sheets, suggesting that the single crystals are potentially exfoliatable. Moiré 
superlattices have recently attracted attention owing to their ability to modulate the 
electronic band structures of the underlying single sheets in graphene and other 2D van der 
Waals materials.809 The large crystals of HHTT-based materials may provide interesting 






Fig. A2: Single-crystal structure of Co6HHTT3 derived from SXRD and HRTEM. (a) 
Portion of the crystal structure viewed along the c direction. The long O–O distances 
suggest that no hydrogen bonds are formed between the molecular clusters and the 
Co3HHTT2 sheets. (b) View along the ab plane showing an (ABC)n triple sheet stacking 
motif. (c) Spatial relationships between molecular and extended Co-HHTT units. The 




hydrogen bonds are represented by orange and blue dashed lines. (d–f) Structural 
representations of single, double and triple layers of Co6HHTT3. The insets 
in d, e and f show views normal to the two closest A layers, one AB layer set, and an ABC 
stack, respectively. All guest molecules are omitted for clarity. g, HRTEM images of a 
Co6HHTT3 plate with long-range lattice fringes extending across the entire crystal. Inset: 
FFT of the micrograph. h, High-magnification micrograph where intra-pore clusters are 
visible, as indicated by a primary hexagonal periodicity of 0.95 nm, approximately half of 
that of Cu3HHTT2, which does not contain guest clusters. i, HRTEM image of a 
Co6HHTT3 rod imaged normal to the c axis. Inset: FFT from the image in i, revealing an 
interlayer stacking of ~3.3 Å. j, Average intensity of the image in i, integrated down 
the c direction and measured across the a direction (lateral position, left to right). 
 
As with Cu3HHTT2, HRTEM analysis of Co6HHTT3 confirms long-range ordering 
and reveals honeycomb lattice fringes that extend throughout the crystal lattice, with lattice 
periodicities resolved down to 4.6 Å (Figs. A2g and A58). Contrast analysis of the 
HRTEM data at high magnification further reveals the in-pore Co3 clusters that are clearly 
distinguishable from the extended lattices (Fig. A2h). Surprisingly, lattice fringes that 
extend along the length of the crystallographic c axis exhibit alternating high- and low-
contrast fringes spaced at 1.05 nm (Fig. A2j). The emergence of high- and low-contrast 
fringes in Co6HHTT3, not observed in Cu3HHTT2, also confirms the presence of staggered 




identical to those of the Co analogue, as expected for Mg2+ ions, which prefer octahedral 
coordination (Figs. A32–A34 and A59). 
Owing to its ability to form both square-planar and octahedral complexes with 
medium-weak oxygen donor ligands, Ni2+ showcases the crystal growth and product 
selectivity control facilitated by ligands with the characteristics of HHTT. We surmised 
that in the DMF:H2O solvent continuum, DMF would be more effective in disrupting the 
strong π-stacking between the sheets than water (Fig. A47).358 Indeed, the reaction between 
Ni2+ and HHTT in the presence of DMF (Supplementary Table 1) yields large crystals of 
Ni3HHTT2, whose structure, revealed by cRED down to a resolution of 1.5 Å, is identical 
to that of Cu3HHTT2 and retains the close interlayer spacing of 3.19 Å 
(Figs. A20, A21, A24–A27 and A54). In the absence of DMF, Ni2+ and HHTT form 
[Ni3(HHTT)2(H2O)6·Ni3(HHTT)(H2O)12] (Ni6HHTT3), a dense network that is essentially 
identical to Co6HHTT3 (Figs. A28, A29, A33–A36 and A57), with only small variations 
stemming from the difference in interlayer interactions owing to hydrogen bonding and the 
solvent content. 
 
Materials and Methods 
Materials  
All commercially available chemicals were used without further purification unless 
otherwise noted. All air- and water- sensitive reactions were performed under a nitrogen 
atmosphere. Column chromatography was performed with silica gel. All yields refer to 




Nuclear Magnetic Resonance (NMR)  
1H and 13C NMR spectroscopy were recorded on Bruker AVANCE III spectrometers (500 
MHz). All chemical shifts are reported in parts per million (ppm). CDCl3 (7.26 ppm), 
DMSO-d6 (2.50 ppm) and CD2Cl2 (5.32 ppm) were the references for 1H NMR chemical 
shifts, CDCl3 (77.00 ppm), CD2Cl2 (54.00 ppm) and DMSO-d6 (39.52 ppm) were the 
references for 13C NMR chemical shifts.  
Mass Spectrometry  
Mass spectra were recorded on a Bruker Apex IV Fourier Transform Ion Cyclotron 
Resonance Mass Spectrometer.  
N2 Adsorption-desorption Analysis  
The nitrogen adsorption measurements were performed on a Micromeritics ASAP 2020 
Surface Area and Porosity Analyzer. An oven-dried sample tube equipped with a 
TranSealTM (Micromeritics) was evacuated and tared. The sample was transferred to the 
sample tube, which was then capped with a TranSealTM. The sample was heated to 120 
°C, as determined by thermogravimetric analysis, under a dynamic vacuum of 4 mTorr 
until the outgas rate was less than 2 mTorr/minute. The evacuated sample tube was weighed 
again and the sample mass was determined by subtracting the mass of the previously tared 
tube. The N2 isotherm was measured using a liquid nitrogen bath (77 K). Ultrahigh purity 




space correction and measurement. Fits to the Brunauer-Emmett-Teller (BET)810 equation 
satisfied the published consistency criteria.811 
Powder x-ray Diffraction (PXRD)  
Synchrotron PXRD patterns were obtained at beamline 11-BM of the Advanced Photon 
Source (APS), using a wavelength of 0.517045 Å. Diffraction patterns were collected at 
100 K. Data points were collected every 0.001° (2θ step) in a range from -6 to 28° 2θ are 
scanned over a 34° 2θ range, with data points collected every 0.001° 2θ (actual 2θ/step is 
0.0009984375°) and scan speed of 0.1 s/step. The 11-BM instrument uses X-ray optics 
with two platinum-striped mirrors and a double-crystal Si(111) monochromator, where the 
second crystal has an adjustable sagittal bend812. Ion chambers monitor incident flux. A 
vertical Huber 480 goniometer, equipped with a Heidenhain encoder, positions an analyzer 
system comprised of twelve perfect Si(111) analyzers and twelve Oxford-Danfysik LaCl3 
scintillators, with a spacing of 2° 2θ.813 Analyzer orientation can be adjusted individually 
on two axes. A three-axis translation stage holds the sample mounting and allows it to be 
spun, typically at ~5400 RPM (90 Hz). A Mitsubishi robotic arm is used to mount and 
dismount samples on the diffractometer.814 Oxford Cryosystems Cryostream Plus device 
allows sample temperatures to be controlled over the range 80-500 K when the robot is 
used. The diffractometer is controlled via EPICS.815 Data are collected while continually 
scanning the diffractometer 2θ arm. A mixture of NIST standard reference materials, Si 
(SRM 640c) and Al2O3 (SRM 676) is used to calibrate the instrument, where the Si lattice 




sensitivity, 2θ offset, small differences in wavelength between detectors, and the source 
intensity, as noted by the ion chamber before merging the data into a single set of intensities 
evenly spaced in 2θ. Background of PXRD patterns were corrected by Bruker Diffrac. 
Suite EVA software. The unit cell parameters were determined directly from the 
synchrotron PXRD pattern by TREOR,816 and the diffraction intensities were extracted by 
Le Bail fitting using JANA2006.817 
The laboratory PXRD patterns were obtained with Bruker Advance II diffractometer 
equipped with a θ/2θ Bragg-Brentano geometry and Ni-filtered CuKα radiation (Kα1 = 
1.5406 Å, Kα2 = 1.5444 Å, Kα1/Kα2 = 0.5). The tube voltage and current were 40 kV and 
40 mA, respectively. A scan rate of 2 seconds per step and a step size of 0.02° was adopted. 
Samples for PXRD were prepared by placing a thin layer of the appropriate material on a 
zero-background silicon crystal plate.  
Single-crystal X-ray Diffraction (SXRD)  
The synchrotron SXRD data were collected at the Beamline BL17B1, BL19U1 of Shanghai 
Synchrotron Radiation Facility (SSRF) with λ = 0.9840 and 0.82654 Å. All the datasets of 
single- crystal MOFs were collected at 100 K, and the data were accordingly processed 
with CrysAlisPro (version 1.171.37.35), HKL3000, and APEXII software packages, 
depending on the instrument setup. The structure solution and refinement were carried out 
using the SHELXT818 and SHELXL819. In order to increase the completeness, two datasets 
of Co6HHTT3 and four datasets of Mg6HHTT3 were merged to refinement. According to 




and Mg6HHTT3 were cut off to 0.90 Å and 1.05 Å, respectively. Solvent masking was 
applied during structure refinement. The structure was refined anisotropically. Crystal data 
and details of the structure refinement for single-crystal Co6HHTT3 and Mg6HHTT3 are 
given in Tables S2-S3.  
High Resolution Transmission Electron Microscopy (HRTEM)  
HRTEM images were obtained with a spherical aberration corrected FEI Titan 80-300, 
operated at an accelerating voltage of 300 kV equipped with a Gatan K2 in-situ direct 
electron detector (at the Center for Functional Nanomaterials (CFN), Brookhaven National 
Laboratory (BNL)). Samples were drop-cast onto Cu TEM grids from powder dispersed in 
methanol. The TEM dose rate was maintained between 4.8 e-/Å2/s and 18.7 e-/Å2/s. We 
note that no damage to the MOF structures were detected during brief exposures at these 
dose conditions, but higher doses would cause significant and rapid structural damage. All 
image acquisition was done using Digital Micrograph 4.0 software at 0.3 s exposure time 
(~1.5 – 5.6 e- /Å2 cumulative dose per image), with focusing done adjacent to the region 
imaged to minimize beam exposure prior to image acquisition (standard low dose imaging 
protocols). Analysis of the raw HRTEM data (.dm4), including FFT and intensity profile 
analysis, was done using FIJI ImageJ software (https://imagej.net/Fiji/).  
Cryo-EM images of Cu3HHTT2 in Figs. A1d, A1e and A54 were obtained with a Titan 
Krios G3i transmission electron microscope operated at an accelerating voltage of 300 kV 




with a Talos Arctica G2 transmission electron microscope operated at an accelerating 
voltage of 200 kV with Falcon3EC direct electron detector.  
3D Electron Diffraction Technique, Continuous Rotation Electron Diffraction (cRED)  
3D ED data were collected under cryo-condition (95K) using the cRED method 
implemented in software Instamatic820,821. All the datasets were collected using a JEOL 
JEM2100 TEM (LaB6 filament, ASI Timepix camera) operating at 200 kV. The reciprocal 
space reconstruction was carried out using the program REDp822, and the reflection 
intensity extraction was conducted by the program XDS823. Using the intensities obtained 
from 3D ED data, the structures were solved ab initio by the software package SHELXT 
818.  
Absorption spectra (UV-vis)  
Absorption spectra were recorded on PerkinElmer Lambda 750 UV-vis spectrometer under 
ambient conditions.  
X-ray absorption spectroscopy (XAS)  
XAS experiments were performed at the 10-BM beamline at the Advanced Photon Source 
(APS) at Argonne National Laboratory. All measurements for the Co-, Ni-, and Cu-MOFs 
were performed at the K edges of Co (7.709 keV), Ni (8.333 keV), and Cu (8.979 keV) in 
transmission mode in fast scan from 250 eV below the edge to 550 eV above the edge. 
Each scan took approximately 10 minutes. Samples were pressed into a stainless-steel 




beamline for measurement. For reference, the locations of the white line and X-ray 
absorption near-edge spectroscopy (XANES) energy (inflection point of the leading edge) 
are noted for representative spectra at each edge. The XANES measurements of the 
compounds provide critical information about the oxidation states of the metal centers.  
X-ray Photoelectron Spectroscopy (XPS)  
XPS was performed at the Harvard Center for Nanoscale Systems (Cambridge, MA, USA) 
on a Thermo Scientific K-Alpha system equipped with an Al source and 180° double 
focusing hemispherical analyzer and 128-channel detector using a 400 µm X-ray spot size.  
Scanning Electron Microscopy (SEM)  
SEM was conducted at the Harvard Center for Nanoscale Systems (Cambridge, MA, USA) 
on a Leo Supra 55VP FEG SEM or on a Zeiss Ultra 55 SEM with an InLens detector and 
an operating voltage of 4 kV.  
Optical microscopy (OM)  
OM images were obtained by Leica S6 E stereoscopic microscope.  
Atomic force microscopy (AFM)  
AFM images were acquired on a Cypher Atomic Force Microscope from Asylum Research 
using silicon probing tips with mid-range mechanical properties (f = 300 kHz, k = 26 N/m) 




Thermogravimetric Analysis  
Thermogravimetric analysis (TGA) was performed on a TA Instruments Q500 
Thermogravimetric Analyzer at a heating rate of 2.0 °C/min under a constant stream of air 
of 5 mL/min on a platinum pan. The analysis (Figure A7-A11) revealed similar behavior 
for the 5 materials, with apparent elimination of guest solvent molecules before 100 °C, at 
which stage the material fully retains its structure by PXRD. Dehydration of the nodes 
appears to be concurrent with the thermal decomposition of the framework, which starts 
above 100 °C and continues until full decomposition at 800 °C.  
Electron Paramagnetic Resonance (EPR)  
EPR measurements were performed on solid MOF powders diluted in potassium bromide 
with a Bruker EMX spectrometer at 9.37 GHz. Simulations of EPR were performed with 
the EasySpin package4 in Matlab (R2018b).  
Elemental Analysis  
Elemental analyses were performed by Robertson Microlit Laboratories, 1705 US 
Highway 46, Suite 1D, Ledgewood, NJ 07852.  
Device Fabrication and Characterization  
Samples of rods, or plates were suspended in hexane and drop-cast onto Si/SiO2 
substrates having pre-patterned marks for optical alignment and registration. The samples 




PMMA were coated onto the chips, and the layers were baked at 85 °C for 5 minutes in a 
vacuum oven. Electron beam lithography at 30 kV was used to pattern contacts, and 5 nm 
Ti/250 nm Au were evaporated using an electron beam evaporator. Subsequently, the 
sample was soaked in acetone for a 24h lift-off process.  
All electrical measurements were performed at room temperature in vacuum (10
-5 
mbar) in the dark. van der Pauw or four-probe configurations were adopted for plate- or 
rod-like crystals to minimize effect of contact resistance.359,387 For van der Pauw 
measurements in figure 4A, four probes were connected to a source meter (Keithley 2450) 
through triax cables (Keithley model 7078-TRX-10). I-V curves were collected by 
scanning the current from -10 µA to 10 µA with a step size of 0.5 µA, speed of 5 number 
of power line circles (NPLC), and delay time of 2 ms, and measuring voltage at each step 
(for Co6HHTT3, –20 nA to 20 nA with a step size of 0.5 nA was applied). For detailed van 
der Pauw method calculation, please see the reference387.For four probe rod measurements 
in figure 4B, linear I–V curves were obtained by supplying a current with range of –10 nA 
to 10 nA with a step size of 0.5 nA (Keithley 2450). Current was supplied through the outer 
two probes, while voltage was measured through the inner two probes. At least ten plates 








Synthesis of 2,3,7,8,12,13-Hexahydroxytricycloquinazoline (HHTT)824 
 
5,6-Dimethoxyanthranil 2  
Tin powder (13 g, 110 mmol) was added in portions to a stirred solution of 4,5-dimethoxy-
2- nitrobenzaldehyde 1 (5 g, 23.7 mmol) in glacial acetic acid (300 mL). The resulting 
mixture was stirred at room temperature for 20 h before being worked up with ether and 
water. The organic layer was dried over anhydrous sodium sulfate and concentrated under 
vacuum. The residue was purified by silica gel column chromatography eluted with 8:2 
hexanes/ethyl acetate followed by recrystallization using hexanes/ethyl acetate, affording 
1.84 g (44%) of 5,6-dimethyoxyanthranil 2 as white rod-like crystals. 1H NMR (500 MHz, 
CDCl3): δ = 8.75 (1H), 6.70 (1H), 6.57 (1H), 3.88 (3H), 3.82 (3H) ppm. 13C NMR (125 
MHz, CDCl3): δ = 155.10, 154.28, 151.70, 149.78, 113.95, 93.89, 90.90, 55.88 ppm.  
2,3,7,8,12,13-Hexamethoxytricycloquinazoline 3  
To a mixture of sulfolane (100 mL) and glacial acetic acid (25 mL) was added ammonium 
acetate (12 g, 156 mmol) and 5,6-dimethyoxyanthranil 2 (4 g, 22.33 mmol). The reaction 
mixture was refluxed for 96 hours and cooled down to room temperature, after which water 
was added. The resulting greenish-yellow solid was collected by suction filtration, washed 




































hexamethoxytricycloquinazoline 3. 1H NMR (500 MHz, CD2Cl2): δ = 7.68 (3H), 6.89 
(3H), 3.97 (9H), 3.96 (9H) ppm.  
2,3,7,8,12,13-Hexahydroxytricycloquinazoline (HHTT) 4  
A mixture of 2,3,7,8,12,13-hexamethoxytricycloquinazoline 3 (800 mg, 1.6 mmol) and 
pyridine hydrochloride (27 g, 234 mmol) was heated to 240°C for 3 hours and then cooled 
down to room temperature. Water was then added to the mixture, and the resultant black 
precipitate was collected by suction filtration, washed with water, and dried under vacuum 
to yield 328 mg (50%) of 2,3,7,8,12,13-hexamethoxytricycloquinazoline 4. 1H NMR (500 
MHz, DMSO-d6): δ = 10.06 (3H), 9.64 (3H), 7.58 (3H), 6.72 (3H) ppm. 13C NMR (125 
MHz, DMSO-d6): δ = 151.96, 145.43, 143.43, 110.67, 109.38 ppm. Elemental analysis 
(calcd., found for: C (60.58, 60.55), H (2.91, 2.85), N (13.46, 13.48). Mass spectrometry 
analysis (HHTT = M, calc. [M+H]+ = 417.0000, found 417.0001).  
 
Synthesis of Cu3HHTT2  
Cu3HHTT2 rod (fiber)  
In air, to a 20 mL scintillation vial containing the solution of 0.077 mmol (1.0 equiv, 32.0 
mg) of HHTT in 0.2 ml DMSO, the solution of 0.192 mmol (2.5 equiv, 48.0 mg) 
CuSO4·5H2O in 1.6 mL deionized water was added, inducing the formation of a cloudy 




The parr bomb was then closed and left at 140 °C for 12 hours. After cooling to room 
temperature, the bomb was opened. The resulting black powder was centrifuged, and 
washed twice with each of water, DMSO, ethanol and acetone. Elemental analysis, (calcd., 
found for Cu3(HHTT)2(H2O)0.2(CH3C(O)CH3)0.1(DMSO)0.2: Cu (18.40, 18.97), C 
(49.49, 49.06), H (1.38, 1.43), N (10.81, 10.75).  
 
Cu3HHTT2 plate (flake)  
In air, to a 20 mL scintillation vial containing the solution of 0.120 mmol (1.0 equiv, 50.0 
mg) of HHTT in 0.9 mL DMF, the solution of 0.180 mmol (1.5 equiv, 45.0 mg) 
CuSO4·5H2O in 2.1 mL deionized water was added, inducing the formation of a cloudy 
red precipitate. Then the vial was closed and left at 85 °C for 12 hours. The resulting black 
powder was centrifuged, and washed twice with each of water, DMF, ethanol and acetone.  
 
Synthesis of Ni3HHTT2  
Ni3HHTT2 rod (fiber)  
In air, to a 20 mL scintillation vial containing the solution of 0.048 mmol (1.0 equiv, 20.0 
mg) of HHTT in 0.2 ml DMF, the solution of 0.120 mmol (2.5 equiv, 30.0 mg) 
Ni(OAc)2·4H2O in 0.8 mL deionized water was added, inducing the formation of a cloudy 




The parr bomb was then closed and left at 140 °C for 12 hours. After cooling to room 
temperature, the bomb was opened. The resulting black powder was centrifuged, and 
washed twice with each of water, DMSO, ethanol and acetone. Elemental analysis, (calcd., 
found for Ni3HHTT2(H2O)0.6(DMSO)0.1: Ni (17.34, 17.38), C (49.92, 49.85), H (1.37, 
1.44), N (11.04, 11.01).  
 
Ni3HHTT2 plate (flake)  
In air, to a 20 mL scintillation vial containing the solution of 0.024 mmol (1.0 equiv, 10.0 
mg) of HHTT in 0.2 mL DMF, the solution of 0.036 mmol (1.5 equiv, 15.0 mg) 
Ni(OAc)2·4H2O in 0.8 mL deionized water was added, inducing the formation of a cloudy 
red precipitate. Then the vial was and left at 85 °C for 12 hours. The resulting black powder 
was centrifuged, and washed twice with each of water, DMF, ethanol and acetone.  
 
Synthesis of Co6HHTT3  
Co6HHTT3 rod (fiber)  
In air, to a 20 mL scintillation vial containing the solution of 0.038 mmol (1.0 equiv, 16.0 
mg) of HHTT in 0.2 mL DMF, the solution of 0.096 mmol (2.5 equiv, 24.0 mg) 
Co(OAc)2·4H2O in 0.8 ml deionized water was added, inducing the formation of a cloudy 




bomb. The parr bomb was then closed and left at 120 °C for 12 hours. The resulting black 
powder was centrifuged, and washed twice with each of water, DMF, ethanol and acetone. 
Elemental analysis, (calcd., found for Co6(HHTT)3(H2O)15.3(DMF)0.2: Co (18.86, 18.79), 
C (40.75, 40.81), H (2.69, 2.62), N (9.12, 9.15).  
 
Co6HHTT3 plate (flake)  
In air, to a 20 mL scintillation vial containing the solution of 0.038 mmol (1.0 equiv, 16.0 
mg) of HHTT in 0.4 mL 1,3-Dimethyl-2-imidazolidinone (DMI), the solution of 0.096 
mmol (2.5 equiv, 24.0 mg) Co(OAc)2·4H2O in 1.6 mL deionized water was added, 
inducing the formation of a cloudy red precipitate. Then the vial was closed and left at 85 
°C for 12 hours. The resulting black powder was centrifuged, and washed with water, DMI, 
ethanol and acetone.  
 
Synthesis of Mg6HHTT3  
Mg6HHTT3 rod (fiber)  
In air, to a 20 mL scintillation vial containing the solution of 0.048 mmol (1.0 equiv, 20.0 
mg) of HHTT in 0.2 mL DMF, the solution of 0.096 mmol (2.0 equiv, 20.6 mg) 
Mg(OAc)2·4H2O in 0.9 mL deionized water was added. Then the solution of 0.480 mmol 




the mixture, inducing the formation of a cloudy grey precipitate. Then the mixture was 
transferred into a 20 ml teflon sleeve of a parr bomb. The parr bomb was closed and left at 
120 °C for 12 hours. The resulting black powder was centrifuged, and washed twice with 
each of water, DMF, ethanol and acetone twice. Elemental analysis, (calcd., found for 
Mg6HHTT3(H2O)17.2(DMF)0.3: Mg (8.54, 8.61), C (44.92, 44.98), H (3.22, 3.19), N (10.08, 
10.03).  
 
Mg6HHTT3 plate (flake)  
In air, to a 20 mL scintillation vial containing the solution of 0.038 mmol (1.0 equiv, 16.0 
mg) of HHTT in 0.4 mL DMF, the solution of 0.077 mmol (2.0 equiv, 16.5 mg) 
Mg(OAc)2·4H2O in 0.9 mL deionized water was added. Then a solution of 0.385 mmol 
(10.0 equiv, 31.6 mg) of anhydrous sodium acetate in 0.9 mL deionized water was added 
to the mixture, inducing the formation of a cloudy red precipitate. Then the vial was closed 
and left at 85 °C for 12 hours. The resulting black powder was centrifuged, and washed 








Synthesis of Ni6HHTT3  
Ni6HHTT3 rod (fiber)  
In air, to a 20 mL scintillation vial containing the solution of 0.019 mmol (1.0 equiv, 8.0 
mg) of HHTT in 3.0 mL deionized water, which was sonicated for 60 minutes. Then the 
solution of 0.048 mmol (2.5 equiv, 12.0 mg) Ni(OAc)2·4H2O in 1.0 mL deionized water 
was added, inducing the formation of a cloudy red precipitate. Then the vial was closed 
and left at 85 °C for 12 hours. The resulting black powder was centrifuged, and washed 
with water, DMF, ethanol and acetone, twice for each solvent. Elemental analysis, (calcd., 
found for Ni6(HHTT)3(H2O)16.7(DMF)0.1: Ni (18.62, 18.76), C (40.02, 40.08), H (2.78, 
2.83), N (8.96, 9.01).  
 
Ni6HHTT3  plate (flake)  
In air, to a 20 mL scintillation vial containing the solution of 0.019 mmol (1.0 equiv, 8.0 
mg) of HHTT in 10.0 mL deionized water, which was sonicated for 60 minutes. Then the 
solution of 0.048 mmol (2.5 equiv, 12.0 mg) Ni(OAc)2·4H2O in 2.0 mL deionized water 
was added, inducing the formation of a cloudy red precipitate. Then the vial was closed 
and left at 85 °C for 12 hours. The resulting black powder was centrifuged, and washed 





Table A1. Synthesis conditions of MmHHTTn MOFs  
MOFs Packing mode 
Coordination 










































































































As is shown in Table A1 and described in the main text, we were able to isolate 
both rod- and plate-like crystals for the five MOFs we reported. Based on experimental 
observation described in Table A1, plate-like morphology is favored by using more dilute 
precursor solutions (Ni6HHTT3, Ni3HHTT2, Mg6HHTT3), solvents disfavoring pi-pi 




lower reaction temperature (Cu3HHTT2, Ni3HHTT2, Co6HHTT3, Mg6HHTT3). It has been 
shown in the literature that weakening of the ligand pi-pi stacking promotes the in-plane 
growth of 2D MOFs.825 We believe the same principle can be applied to the morphological 
preferences we observed for the HHTT MOFs. Aggregation process due to pi-pi stacking 
are reversible equilibrium processes. Upon dilution, the equilibrium shifts towards 
breaking of the pi-pi stacking due to thermodynamic effects, thus promoting in-plane 
growth. It is worth noting that such effect is subtle in most systems. For Ni6HHTT3, where 
this effect is most pronounced, it only requires a three-fold dilution to completely eliminate 
the rod- like crystals from the plate-like once. A similar concentration dependence has been 
reported in the synthesis of the structurally similar 2D MOF of 
Cu3(hexahydroxytriphenylene)2,349 where a more dilute solution is used to obtain the plate-
like morphology. The effect of solvent is most pronounced for Cu3HHTT2 and 
Co6HHTT3MOFs, where substituting DMSO with DMF or DMF with DMEU contributes 
to formation of larger plates-like crystals. As demonstrated in Fig. A44, the nature of 
solvent has significant effect on the aggregation of HHTT molecules. Here, we believe that 
the solvent disruption of pi-pi stacking increases in the order of DMSO < DMF < DMI. 
Plate-like morphology is promoted by application of solvents that have stronger disruption 
of pi- pi stacking. Finally, lowering the reaction temperature facilitates growth of plate-like 
crystals for Cu3HHTT2, Ni3HHTT2, Co6HHTT3, and Mg6HHTT3. Whereas a reaction can 
be affected by temperature in multiple ways, including thermodynamics, kinetics, as well 
as solubility of the precursors, intermediates, and products involved, hereby we focus on 




discussed in the main text, the in- plane growth of the MOFs is stunted by the strong and 
less reversible in-plane metal-ligand bonding interactions. Such driving force dominates 
the crystal growth process at low temperature, leading to a preference over plate-like 
morphology. A complete understanding of these aforementioned processes is beyond the 
current study, and further experiments are currently underway in our lab to explore the 
applicability of these principles to the synthesis of other 2D conductive MOFs.  
 
Assignment of X in Mg6HHTT3 
As discussed in the main text, Mg6HHTT3 has formula of 
[M3(HHTT)2(H2O)6•M3(HHTT)(H2O)12], revealing the X groups in Figure 23c being 
water molecules. We made this assignment based on the following reasons. As shown by 
the crystal structure acquired from cRED analysis, X are determined to be terminal oxygen 
atoms coordinated to the metal atoms. Yet, crystallographic analysis does not reveal further 
detail about the nature and charge of the oxygen atom due to limited resolution of the 
hydrogen atoms. Nevertheless, we assign X to be water molecules by comparing our 
structures with previously reported crystal structures in the Cambridge Structure Database 
(CSD) of metal complexes with similar coordinating environments, i.e. complexes 
containing catechol-derived bidentate ligands and coordinating water/hydroxyl/oxo 
groups. The strongest piece of evidence comes from the structurally analogous 2D 
conductive MOF of Co6HHTT3reported by Yaghi et al. (HHTP = 




complexes sandwiched between extended 2D Co3(HHTP)2 sheets.330 In Co6HHTT3, 
which has identical metal and ligand charge states of +2 and -3 to M6HHTT3, water 
molecules are observed to fill in the open coordination sites of the octahedral cobalt centers 
that remained upon coordination to the o-dihydroxyl groups on HHTP. Consequently, in 
an analogy of charge neutrality principle, we assign the oxygen atoms in M6HHTT3 to be 
originated from water. This assignment is further supported by a similar observation for 
the molecular complexes of Co, Ni, and Mg with catecholate-derived ligands. Among all 
of such reported complexes we could find in the CSD with a well-characterized crystal 
structure, water is only found for terminal ligand, whereas hydroxyl and oxo groups are 
found solely as bridging ligands between multiple metal centers.826–835 Based on these 











C-NMR spectrum of 5,6-Dimethoxyanthranil 2 (25 °C, 500 MHz, CDCl3).  
 
Fig. A5. 1H-NMR spectrum of 2,3,7,8,12,13-Hexamethoxytricycloquinazoline 3 (25 °C, 






Fig. A6. 1H-NMR spectrum of HHTT 4 (25 °C, 500 MHz, DMSO-d6). * marks the 


















Fig. A9. SEM micrographs of 2D MmHHTTn MOFs that can be isolated on-demand with 







Fig. A10. TGA plot for Cu3HHTT2. Blue: remaining relative mass percentage; black: 
derivative of the weight percentage change.  
 
Fig. A11. TGA plot for Ni3HHTT2. Green: remaining relative mass percentage; black: 





Fig. A12. TGA plot for Co6HHTT3. Pink: remaining relative mass percentage; black: 
derivative of the weight percentage change  
 
Fig. A13. TGA plot for Mg6HHTT3. Gray: remaining relative mass percentage; black: 





Fig. A14. TGA plot for Ni6HHTT3. Green: remaining relative mass percentage; black: 
derivative of the weight percentage change.  
 
The stacked 2D sheets form 1D hexagonal pores with a diameter of 2.3 nm, which is in 
good agreement with the average pore size of 2.1 nm obtained by fitting a N2 absorption 
isotherm to Cu3HHTT2 of an activated material (App. A, Fig. A15). Fitting the 
N2 adsorption isotherm of Cu3HHTT2 to the Brunauer–Emmett–Teller (BET) equation 





Fig. A15. Barrett-Joyner-Halenda (BJH)836 pore size distribution curve using the Kruk-
Jaroniec-Sayari correction837 for hexagonal pores for Cu3HHTT2. Pore size: 2.1 nm.  
 
Fig. A16. Nitrogen adsorption isotherms for Cu3HHTT2 at 77K. The isotherm was fit to 
the BET equation to give apparent BET surface areas of 1360±20 m2/g. The C value of the 





Fig. A17. Barrett-Joyner-Halenda (BJH)836 pore size distribution curve using the Kruk-
Jaroniec-Sayari correction 18 for hexagonal pores for Ni3HHTT2. Pore size: 1.9 nm.  
 
Fig. A18. Nitrogen adsorption isotherms for Ni3HHTT2 at 77K. The isotherm was fit to the 
BET equation to give apparent BET surface areas of 1114±11 m2/g. The C value of the 





Fig. A19. Nitrogen adsorption isotherms for Ni6HHTT3 at 77K. The isotherm was fit to 
the BET equation to give apparent BET surface areas of 25.6 ± 0.2 m2/g. The C value of 
the BET fitting was 97.0.  
 
Fig. A20. Experimental (in blue) and simulated (in black) Synchrotron PXRD patterns for 






Fig. A21. Experimental (in blue) and simulated (in black) Laboratory PXRD patterns for 
Cu3HHTT2plate (flake). For presentation purposes, the background was subtracted.  
 
 
Fig. A22. 3D ED data for Cu3HHTT2 rod. a) overview of the 3D reciprocal lattice; b) 3D 






Fig. A23. (a) Multi-layer stacking for Cu3HHTT2 viewed along the c direction and (b) a/b 
direction. C atoms, black; N atoms, dark blue; Cu atoms, turquoise; H atoms are omitted 
for clarity.  
 
Fig. A24. Experimental (in green) and simulated (in black) Synchrotron PXRD patterns 






Fig. A25. Experimental (in green) and simulated (in black) Laboratory PXRD patterns for 
Ni3HHTT2 plate (fiake). For presentation purposes, the background was subtracted.  
 
 
Fig. A26. 3D ED data for Ni3HHTT2 rod. (left) overview of the 3D reciprocal lattice; 






Table A2. Crystal data, data collection, and structure refinement parameters for 
Co6HHTT3.  
Empirical formula Co18 C189 N36 O108 
Formula weight 5562.99 
Crystal system Hexagonal 
Space Group R-3c 
Unit cell dimensions (Å) a = 26.065(4) 
 c =19.459(4) 
V (Å3) 11449(4) 
Z, Scal (g/cm3) 2, 1.614 
Absorption coefficient (mm-1) 3.258 
F(000) 5472.0 
Theta range (°) 1.5663 – 23.633 
 -29 <= h <= 29 
 -29 <= k <= 29 
 -20 <= l <= 20 
Reflections collected/unique 89262/1760 
Completeness (%) 91.4 
Data/parameter 1760/83 
Goodness 1.585 
Final R indices [I > 2ô(I)] R1 = 0.1282 








Fig. A27. (a). Crystal structure representation of Ni3HHTT2 viewed along the c direction. 
(b) Layer stacking and (c) metal-ligand connectivity of the square planar coordination 
environment in Ni3HHTT2. (d) Multi-layer stacking for Ni3HHTT2 viewed along the c 






Fig. A28. Experimental (in pink) and simulated (in black) Synchrotron PXRD patterns for 
Co6HHTT3 rod (fiber).  
 
 
Fig. A29. Experimental (in pink) and simulated (in black) Laboratory PXRD patterns for 




Table. A3. Crystal data, data collection, and structure refinement parameters for 
Mg6HHTT3 
Empirical formula Mg18 C189 N36 O108 
Formula weight 4939.83 
Crystal system Hexagonal 
Space Group R-3c 
Unit cell dimensions (Å) a = 26.122(4) 
 c =19.740(4) 
V (Å3) 11665(4) 
Z, Scal (g/cm3) 2, 1.433 
Absorption coefficient (mm-1) 0.239 
F(000) 4932 
Theta range (°) 2.152 – 33.172 
 -29 <= h <= 29 
 -29 <= k <= 29 
 -20 <= l <= 20 
Reflections collected/unique 8251 / 1603 
Completeness (%) 89.7 
Data/parameter 1603/104 
Goodness 2.794 
Final R indices [I > 2ô(I)] R1 = 0.1526 











Fig. A30. Experimental (in gray) and simulated (in black) Synchrotron PXRD patterns for 
Mg6HHTT3 rod (fiber).  
 
 
Fig. A31. Experimental (in gray) and simulated (in black) Laboratory PXRD patterns for 





Fig. A32. Single-crystal structure of Mg6HHTT3. (a). Crystal structure representation of 
Mg6HHTT3 viewed along the c direction. (b) Structural view along the a/b-plane in one-
unit cell, showing interlayer stacking distances and the octahedral coordination sphere of 
the magnesium centers. (c) Spatial relationships of the Mg3HHTT units in each layer. The 




Mg3HHTT units in each layer are related by screw axes of 23.1, 33.3, and 60.0 degrees. 
Interlayer hydrogen bonds are illustrated by red and blue dashed lines. (d, e, f) Structural 
representation of single, double, and triple layers of Mg6HHTT3. (g), (h), and (i) illustrate 
the stacking geometries between the first and fourth, first and second, as well as the first, 
second, and third layers, respectively. All guest molecules in the pore are omitted for clarity 
in the insets. The framework-based and molecular units are colored in green and yellow, 
respectively.  
 
Fig. A33. Experimental (in green) and simulated (in black) Synchrotron PXRD patterns 






Fig. A34. Experimental (in green) and simulated (in black) Laboratory PXRD patterns for 







Fig. A35. (hk0) (up left), (h0l) (up center), (0kl) (up right) slices cut from the reconstructed 
reciprocal lattice of Ni6HHTT3. 3D-RED data projection of Ni6HHTT3 along [001] 





Fig. A36.  Single-crystal structure of Ni6HHTT3. (a). Crystal structure representation of 
Ni6HHTT3 viewed along the c direction. (b) Structural view along the a/b-plane in one-unit 
cell, showing interlayer stacking distances and the octahedral coordination sphere of the 
nickel centers. (c) Spatial relationships of the Ni3HHTT units in each layer. The 




Ni3HHTT units in each layer are related by screw axes of 23.1, 33.3, and 60.0 degrees. 
Interlayer hydrogen bonds are illustrated by red and blue dashed lines. (d, e, f) Structural 
representation of single, double, and triple layers of Ni6HHTT3, with one, two and three 
atomic layers, respectively. (g), (h), and (i) illustrate the stacking geometries between the 
first and fourth, first and second, as well as the first, second, and third layers, respectively. 
All guest molecules in the pore are omitted for clarity in the insets. The framework-based 











Fig. A38. XPS spectra of HHTT ligand survey and the N(1s) region. The N(1s) region has 






Fig. A39. XPS spectra of Cu3HHTT22 survey and the corresponding N(1s), O(1s) and 
Cu(2p) region. Cu(2p3/2) peak has a binding energy of 933 eV, indicating the presence of 






Fig. A40. XPS spectra of Ni3HHTT2 survey and the corresponding N(1s), O(1s) and 
Ni(2p) region. Ni(2p3/2) peak has a binding energy of 856 eV, indicating the presence of 
Ni(II) in Ni3HHTT2. 
 
Co6HHTT3 can be grown as large hexagonal rods, approximately 20 µm in 
diameter and 200 µm in length, which are amenable for single-crystal X-ray diffraction 






Fig. A41. XPS spectra of Co6HHTT3 survey and the corresponding N(1s), O(1s) and 
Co(2p) region. Co(2p3/2) peak has a binding energy of 933 eV and a clear satellite feature 





Fig. A42. XPS spectra of Mg6HHTT3 survey and the corresponding N(1s), O(1s) and 
Mg(2p) region. Mg(2p) peak has a binding energy of 50 eV, indicating the presence of 





Fig. A43. XPS spectra of Ni6HHTT3 survey and the corresponding N(1s), O(1s) and 
Ni(2p) region. Ni(2p3/2) peak has a binding energy of 856 eV, indicating the presence of 










Fig. A45. (a) HRTEM image of a Cu3HHTT2 plate, with long-range lattice fringes 
extending across the entire crystal domain. Inset: FFT. (b) High-magnification HRTEM 
image down the c-direction illustrating the real-space extended 2D framework (bright 
contrast) and pores (dark contrast) [red box in (a)]. (c) High-magnification HRTEM image 
of a crystal edge [blue box in (a)]. (d) Higher magnification of part of the image in c, 
illustrating the sharp faceting of the hexagonal Cu3HHTT2 crystal and termination by 
copper ions [purple box in (c)]. (e) Schematic of Cu3HHTT2 structure to illustrate imaging 





Discussion of electron microscopy phase contrast in Fig. A45a  
The intensity of the honeycomb edge-centers (Cu/O atoms) and corners (C/N atoms) seems 
surprising at first glance, but is less surprising based on the meta data of the image in 
question (Figure A46a, b). The pixel size in Fig. A46a (and Fig. A46b) is 0.447 Å, and as 
a result, each pixel contains the scattering signal generated by multiple atoms, all those 
within a 0.223 Å radius (essentially the Cu-O bond length), shown in the figure below (red 
circle is c.a. 0.45 Å pixel diameter, while green circle is c.a. 0.25 Å pixel diameter required 
for single atom per pixel). This is critical; though we can consider the image in d/e a 
“lattice-resolution” image, it is not an atomic- resolution image (multiple atoms per pixel).  
 
Fig. A46. Schematic representation of a single pore of Cu3HHTT2 single crystal.  
We can approximate TEM elastic scattering probability, which is responsible for scattering 
intensity in TEM, using the total Rutherford elastic scattering cross section, given as817:  




















atom/cluster Z ó ôRuther 
Carbon 6 4.14721E-05 2.63357E-19 
Nitrogen 7 4.14721E-05 3.23449E-19 
Copper 29 0.000106977 2.15201E-18 
Oxygen 8 4.53333E-05 3.8648E-19 
4N, 6C 64 0.000181333 6.18283E-18 
1Cu, 4O 61 0.000175621 5.79949E-18 
1N, 3C 25 9.68986E-05 1.76565E-18 
1Cu 29 0.000106977 2.15201E-18 
3N, 3C 39 0.000130337 3.1944E-18 
1Cu, 1O 37 0.000125842 2.97788E-18 
 
Note that the total Rutherford cross section does not account for the angle of 
scattering (included semi-angle 0 ̊ to 180 ̊), which causes the size of the Objective Aperture 
affecting the fraction of scattered electrons blocked from reaching the TEM camera 
(controls pixel intensity). Despite this simplification, the total Rutherford cross section is 
useful to compare the respective magnitude of scattering from different pixels (contains 
single atoms or multi-atom clusters). Based on the structure and elemental composition of 
this MOF (Fig. A47), the pixel size would have to be small enough to contain on a single 
nucleus (pixel size < 3 Å) for pixels containing Cu atoms to generate more scattering 
intensity than the pixels at the honeycomb corners, which would contain only C or N atoms.  
Due to the 0.447 Å pixel size (approximated by the red circles in Fig. A47), it is 
not unexpected that the hexagons’ corners, which are composed of C/N-ring clusters (c.a. 
4-Nitrogens and 6- Carbons, Ztotal = 64) can generate higher pixel intensity than the 




size would have to be the size of the green circle (or smaller for the Cu atoms pixels to 
generate higher pixel intensity than the hexagons’ edge centers.  
 
 
Fig. A47. HRTEM image simulation of lattice at c.a. 0.15 Å pixel size (thickness = 100 
nm, defocus = 0 nm, Cs = 0 mm, Cc = 0 mm, Voltage 300KV)  
 
 
Fig. A48. Image in Fig. A47 with reduced resolution, pixel size has been increased to c.a. 





Fig. A49. HRTEM image simulation of lattice at c.a. 0.15 Å pixel size (the same simulation 
condition with image in Fig. A47 except defocus value. The defocus value is -100nm). 
 
 
Fig. A50. Image in Fig. A49 with pixel size increased to c.a. 1.5 Å (binned by 5 using 






Fig. A51. (a) Cryo-EM image of Cu3HHTT2 thick plates (inset: FFT). (b) High-
magnification HRTEM image from a, red square. (c) Averaged experimental image 
processed with CRISP software838 (inset: simulated HRTEM and structure model). 
Simulation conditions: voltage = 300 kV, Temperature = 80 K, sample thickness =12.8 nm, 
defocus = -200 nm, spherical aberration = 2.7 mm, chromatic aberration = 1.0 mm. 








Fig. A52. (a) Cryo-EM image of Cu3HHTT2 thin plates (inset: FFT). (b) High-
magnification HRTEM image from a. (c) averaged experimental image processed with 
CRISP software838 (inset: simulated HRTEM and structure model). Simulation conditions: 
voltage = 200 KV, Temperature = 80 K, sample thickness = 3.2 nm, defocus = -120 nm, 
spherical aberration = 2.7 mm, chromatic aberration = 1.0 mm. Simulation software: 





Fig. A53. HRTEM and FFT of Cu3HHTT2 (a) A low magnification image and FFT of a 
Cu3HHTT2 plate around 700 nm in diameter. (b) Low and (c) high-magnification images 
of a Cu3HHTT2 plate around 400 nm in diameter; inset: FFT. (d) Moiré pattern observed 
from a double-layer Cu3HHTT2plate, the rotation angle is calculated to 5 degree from the 
inset FFT. (e) Fourier filtered and magnified image of Fig. A45a.(f) A low magnification 





Fig. A54. HRTEM and FFT of Ni3HHTT2 (a,b) Two low magnification images and FFT 
of the Ni3HHTT2 plates around 700 nm in diameter. (c,d,e,f) High magnification images 
and FFT of Ni3HHTT2 plates around 400 nm in diameter. (g) Low and (h) high-
magnification images of Ni3HHTT2 rod, which are analogous to Cu3HHTT2. (i) High 





Fig. A55. HRTEM and FFT of Co6HHTT3 (a) Low magnification image and FFT of the 






Fig. A56. HRTEM and FFT of Mg6HHTT3 (a) Low magnification image of the 
Mg6HHTT3 plate. (b) High magnification image and FFT of Mg6HHTT3 plate, Moiré 
pattern observed from the Mg6HHTT3 plate, the rotation angle is calculated to be 12 degree 
from the inset FFT. (c) Low and high-magnification (d) images of Mg6HHTT3 rod, inset: 





Fig. A57. HRTEM and FFT of Ni6HHTT3 (a) Low magnification image of the Ni6HHTT3 
plate. (b) High magnification image and FFT of Ni6HHTT3 plate. (c) Low and (d) high-
magnification images of Ni6HHTT3 rod, which are analogous to Co6HHTT3 and 





Fig. A58. Diagram of E-beam device fabrication process.  
 
 







Fig. A60.  2D AFM scan and height profile from white line, Cu3HHTT2. 
 
 






Fig. A62. 2D AFM scan of representative Ni3HHTT2 E-beam device. 
 
 






Fig. A64. 2D AFM scan of representative Co6HHTT3 E-beam device. 
 
 






Fig. A66. X-band EPR spectra of (a) Cu3HHTT2, (b) Co6HHTT3, (c) Mg6HHTT3, (d, 
red) non-porous Ni6HHTT3, and (d, blue) porous Ni3HHTT2 diluted in dry powder of 
potassium bromide measured at 20 K with microwave power of 0.05 mW. The inset of (b) 
is a zoom-in view of the signal of the HHTT-based organic radical centered at 3340 G. The 







Discussion of EPR results and peak assignments 
The EPR of the HHTT-based MOFs corroborates our assignment of the metal 
oxidation states and the ligand charge states. For Co6HHTT3, a sharp signal with g = 2.00 
agrees well with the typical g-value for S =1/2 organic radical, supporting our assignment 
of the ligand to be HHTT3- in Co6HHTT3. The broad features centered around 1189 G and 
3340 G can be attributed to the S = 3/2 spins of the high-spin Co2+ center, proven by the 
reasonable match between the experimental signal and the simulated spectrum with g∥ = 
1.90, g⊥= 2.20, and D = +0.5 cm-1, values typical for high-spin Co2+. This supports our 
assignment of the cobalt centers to be Co2+ in Co6HHTT3. Although the data interpretation 
is limited by significant line broadening, the tentative simulation suggests weak ligand-
field anisotropy at the cobalt center, expected for a Co2+ with hexacoordinated oxygen-
based ligand environments. For Cu3HHTT2, the broad signal in the range of 2500 – 4000 
G agrees well with the signal expected for a Cu2+-based S = 1/2 spin, as shown by the close 
match between the experimental trace and the simulated spectrum with g∥ = 2.08, g⊥= 2.28. 
Although no hyperfine coupling to Cu2+ can be observed due to line broadening, the g-
values lie in typical range for Cu2+, supporting our assignment of the coppers to be Cu2+ in 
Cu3HHTT2. Unlike Co6HHTT3, no signal related to HHTT-based organic radical can be 
seen, likely due to its weak intensity relative to the Cu2+-based signal. For Mg6HHTT3, a 
sharp signal with g = 2.00 agrees well with the typical signal for organic radical with S = 
1/2, which supports our assignment of the HHTT to have -3 charge state in Mg6HHTT3. 
The absence of any other signals in the spectrum of Mg6HHTT3 agrees with the close-shell 




Ni3HHTT2 both display signals at g = 2.00. For both phases, such signal typical for organic 
radical support our assignment of the ligand to be HHTT3-. The absence of any other signal 
agrees with the nickel centers being octahedral or square-planar Ni2+ (S = 1 or 0, 
respectively), which is commonly EPR-silent in X-band measurements.  
 
 
Fig. A67. (a) The X-ray absorption spectra for Cu (black), Cu2O (orange), Cu(acac)2 
(green), Cu(OH)2 (blue), and Cu3HHTT2 (red) at the Cu K edge (8.979 keV), with 
enlarged pre-edge region depicted in (b).  
 
The XAS of Cu3HHTT2 corroborates our assignment of the oxidation state and ligand 
environment of the copper centers by comparison with known copper standards of Cu, 
Cu2O, Cu(OH)2, and Cu(acac)2 (Fig. A50a). The pre-edge energy of Cu3HHTT2of 8.9776 
keV matches well with the value for Cu(OH)2 (8.9775 keV) and Cu(acac)2 (8.9776 keV), 




The close match between the pre-edge features and XANES of Cu3HHTT2, Cu(OH)2, and 
Cu(acac)2 again shows the similarity in the ligand-field environment of the Cu2+ centers 
in the three materials, all based on weak-field anionic oxygenic ligands in a square-planar 
ligand field.  
 
 
Fig. A68. (a) XAS for Co foil (black), CoCl3(NH3)6 (green), Co(OH)2 (blue), and 
Co6HHTT3 (red) at the Co K edge (7.709 keV), with enlarged pre-edge region depicted in 
(b). The black solid line in (b) marks the pre-edge position of Co6HHTT3.  
 
The XAS of Co6HHTT3 corroborates our assignment of the oxidation state and ligand 
environment of the cobalt centers by comparison with known cobalt standards of Co foil, 
Co(OH)2, and CoCl3(NH3)6 (Fig. A48a). The XANES pre-edge position of Co6HHTT3 is 




Co(OH)2 (7.7093 keV), while deviating from the values of the compounds containing Co0 
(Co foil, none) and Co3+ (CoCl3(NH3)6, 7.7104 keV) (Fig. A48b). This supports out 
assignment of the cobalt centers to be Co2+ in Co6HHTT3. The close similarity between 
the Co6HHTT3 and Co(OH)2 pre-edge as well as XANES region can also be understood 
based on the similarity in the ligand-field environment of the Co2+ centers in the two 




Fig. A69. (a) The X-ray absorption spectra for Ni (black), Ni(OH)2 (green), dense 
Ni6HHTT3 (green), and porous Ni3HHTT2 (red) at the Ni K edge (8.333 keV), with 





The XAS of Ni6HHTT3 and Ni3HHTT2 corroborates our assignment of the oxidation state 
and ligand environment of the nickel centers by comparison with known nickel standards 
of Ni and Ni(OH)2 (Fig. A49a). The XANES pre-edge position for Ni6HHTT3 and 
Ni3HHTT2 (both at 8.3340 keV) are close to the value observed for the Ni2+ standard 
Ni(OH)2, agreeing with our assignment of the nickel centers to be Ni2+ in both Ni-HHTT 
MOFs (Fig. A49b). Moreover, the XANES regions for both phases are nearly identical and 
similar to that of Ni(OH)2, as expected due to the similar oxo-/hydroxyl-based octahedral 





















EXPERIMENTAL DETAILS AND SUPPLEMENTARY INFORMATION FROM:  
 
Switchable Electrical Conductivity in a Three-Dimensional Metal-Organic Framework 
via Reversible Ligand n-doping (Chemical Science, 2020, 11, 1342-1346.) 
 
Hanna C. Wentz, Grigorii Skorupskii, Ana B. Bonfim, Jenna L. Mancuso, Christopher 
H. Hendon, Evan H. Oriel, Graham T. Sazama, and Michael G. Campbell 
 
 
Experimental Details Omitted from Manuscript 
ZnNDI was synthesized according to the reported procedure as a microcrystalline 
tan/yellow powder; PXRD analysis confirmed the expected structure (Figure 
30b).733  Time-lapse UV-vis data shows a rapid initial reaction followed by a slower 
reduction process over several hours (Fig. A4). After approximately 14 hours no further 
spectroscopic changes are observed. This is likely due to initial reduction of surface-
exposed NDI ligands, followed by slower reduction of ligands throughout the framework, 
limited by diffusion of charge-balancing TBA+ cations into the pores;377 consistent with 




compared to 16 Å for ZnNDI) undergoes complete reaction with TBAF in minutes rather 
than hours.379 In contrast to data reported for NDI-based small molecules in solution,378 we 
do not observe further reduction to the NDI2− dianion form in ZnNDI upon longer soaking 
times or with increased amounts of fluoride, even though the ligand dianion is 
electrochemically accessible.375  
In order to qualitatively evaluate the effect of soaking time on ligand reduction, we 
performed UV-vis measurements using thin films of ZnNDI grown on the surface of glass 
slides (Figure 31). The pale films of as-synthesized ZnNDI display absorption maxima at 
360 and 380 nm, assigned to π → π* transitions in the neutral NDI ligands. Upon placing 
the film into a TBAF solution the color gradually darkens, accompanied by a decrease in 
intensity for the neutral NDI features and the appearance of new features throughout the 
visible region (λmax = 471, 607, 701, 784 nm). The spectral features for the reduced MOF 
persist after removal from the TBAF solution if kept under an inert atmosphere, but rapidly 
decrease in intensity upon exposure to air (App. B Fig. A5). The spectrum of neutral ZnNDI 
is recovered after brief soaking in DMF that has not been deoxygenated (App. B Fig. A6).  
Reduced ZnNDI is stable for at least 1 month after isolation if kept under an inert 
atmosphere. 
To examine the effect of ligand reduction on conductivity, bulk samples were 
soaked in DMF solutions of TBAF for 24 hours. Different degrees of ligand reduction were 
achieved by soaking with varying amounts of fluoride (designated samples A–C; details 




drying, the reduced samples were characterized by PXRD to ensure that no structural 
changes or degradation occurred (Figure 30b). Scanning electron microscopy also showed 
no significant changes in morphology after reduction (Fig. A7 and A8).  
The extent of ligand reduction in ZnNDI was evaluated using quantitative EPR, 
with samples prepared as a 5% w/w mixture in an eicosane matrix. Quantitation of spins 
in this manner led to values of 7.5 × 1017 spins per mg for ZnNDI-A, 5.0 × 1017 spins per 
mg for ZnNDI-B, and 2.0 × 1017 spins per mg for ZnNDI-C. Calculating based on the 
general formula [(TBA)x(ZnNDI)], where one TBA+ cation is incorporated per NDI ligand 
reduced to its radical anion form, the EPR data indicates the extent of ligand reduction to 
be approximately 90%, 50%, and 20% for samples A, B, and C, respectively (details of 
EPR data collection and analysis are given below). The ability of NDI-based MOFs to 
accommodate high degrees of ligand reduction while maintaining structural stability is also 
supported by previous studies on electrochemical reduction.375–377 
Room temperature conductivity values (pressed-pellet, 2-probe) for the reduced 
samples were measured, as shown in Figure A. Pellets of ZnNDI-A, with 90% of its 
ligands reduced to their radical anion form, displayed an average conductivity value of 2 × 
10−7 S cm−1, with a maximum observed value of 6 × 10−7 S cm−1. All measured samples of 
ZnNDI-A displayed conductivity values at least 106 higher than the neutral material. 
Samples ZnNDI-B and ZnNDI-C, with lower degrees of ligand reduction, displayed 
average values of 1 × 10−9 and 3 × 10−10 S cm−1, respectively, demonstrating that the doping 







Figure A. Pressed-pellet conductivity measurements (2-probe, room temperature) on 
samples of ZnNDI after varying degrees of ligand reduction: (a) representative I–V curves, 
normalized for pellet size (extent of ligand reduction indicated in parenthesis); (b) 
conductivity values taken from multiple synthetic batches, showing systematic variations 
in conductivity as a function of ligand reduction; (c) conductivity of a single sample of 
ZnNDI-A that was subjected to three cycles of ligand reduction followed by aerobic re-
oxidation. The neutral, as-synthesized MOF displays conductivity ≤10−14 S cm−1. 
Materials and Methods  
General. All manipulations were carried out under an inert atmosphere of nitrogen or 
argon unless otherwise noted. Anhydrous solvents were obtained by filtration through 
drying columns839 on an mBraun system, except for N,N-dimethylformamide which was 
purchased from Sigma-Aldrich (anhydrous, 99.8%) and sparged with argon prior to use. 
Bulk powders and thin films of the MOF ZnNDI were synthesized according to the 
literature procedures.733 Tetra-n-butylammoniumfluoride(TBAF;1.0MinTHF)was 




Spectroscopy. UV-vis spectra were measured on a Varian Cary 5000 spectrophotometer, 
with MOF thin films on glass slides placed in DMF solutions in quartz cuvettes. EPR 
spectra were measured on a Bruker EMX spectrometer.  
Powder X-ray Diffraction. PXRD data were recorded on a PANalytical XPert3 
diffractometer with a Cu Ka X-ray source and PIXcel 1d detector, in a Bragg-Brentano 
geometry.  
Scanning Electron Microscopy. ZnNDI powders were spread on a conductive carbon tape 
and then coated by a Au-Pd (1:1 mixture) layer by Cressington 108 sputter coater for 20 
seconds (few nanometers of conductive Au/Pd layer). SEM imaging was performed using 
a Zeiss Sigma VP operating at 15 kV. To better understand the topological structure of the 
samples, secondary electron (SE) detector was used with positive 300 volts applied to its 
Faraday cage to enhance the signal-to-noise ratio. The working distance was kept around 
5.2 mm and remained consistent through the imaging of particles at different locations.  
Experimental Procedures 
Details of Fluoride Soaking Procedure. In a nitrogen-filled glovebox, three 25 mg 
portions of ZnNDI were dispensed into separate 20 mL vials, then 7 mL DMF was added 
to each along with a magnetic stir bar. To vial A was added 200 µmol of TBAF (200 µL of 
a 1.0 M TBAF solution in THF), to vial B was added 50 µmol TBAF, and to vial C was 
added 25 µmol TBAF. The vials were capped and the suspensions were stirred gently (200 




black solids were washed with fresh DMF followed by Et2O, then dried under vacuum. 
Samples A-C prepared in this manner were stored under nitrogen as dry powders prior to 
further measurement.  
Electrical Conductivity Measurements. Conductivity measurements were performed 
under a dry N2 atmosphere at 302 K in an MBRAUN MB-200B glovebox using a home-
made two-contact probe pressed pellet setup.387,840 Dried bulk powder samples of MOF 
were loaded into dry glass tubes and pressed between two stainless steel rods, which also 
served as current collectors. The cell was then moved inside a hydraulic press, which was 
hand-tightened fast. Linear I-V curves were then obtained using a Keithley 2450 
sourcemeter connected to the cell with test leads. The applied voltage was varied depending 
on the resistance of the pellet, but was generally within −1 to +1 V, except for the least 
conductive samples where voltage limits were raised to ±5-10 V. Following the initial 
measurement, the cell was allowed to stand for 15 minutes, and retightened by hand. I-V 
curves were then recollected, and this process was repeated several times until the change 
in resistance between measurements was minimal. Pellet thicknesses were obtained with a 
Mitutoyo micrometer after the electrical measurements, using the arithmetic mean of five 
measurements for each pellet. To test the as-synthesized material, a Keithley 6517B high 
resistance electrometer was used, and voltages up to ±50 V were applied without any 






EPR Data Collection and Analysis  
Samples were prepared in a nitrogen-filled glove box by mixing powdered eicosane with 
the MOF sample to be measured in known w/w mixtures. Powdered samples were put into 
precision-bore 4 mm OD quartz EPR tubes, and sample height was measured in order to 
determine total sample volume. Samples were large enough to fill the entire resonator for 
all measurements. All measurements were performed at room temperature.  
A 2D Field-Power experiment was used to create a power curve for Sample A (Figure S1), 
which was used to determine a non-saturating microwave power. A microwave power of 
0.2996 mW was chosen for all quantitation scans, well within the linear regime of the 
power curve.  
Extrapolation of the linewidth vs. power curve to zero-power shows a minimum linewidth 
of 7.383 G, largely due to inhomogenous broadening (b = 1.47).  
An eicosane blank showed no background, and all samples had a Q value of 4800 in the 
resonator. Scans were 236 G wide, providing ample baseline for accurate integration. 
Single integration was performed on each spectrum before baseline correction to provide 
better correction before double integration for quantitative values. A modulation amplitude 
of 0.40 G at 100 kHz was also used for all spectra. Spin quantitation of the samples was 
performed by double integration of the spectrum, and calculation of absolute spins 








× {{t × Ø- × ®} × {√± × ¨≠ × ≤ × ®g × ≥ × (≥ + 1)}
 
Where c is the point sample calibration factor (provided by resonator manufacturer); B1 is 
the microwave magnetic field; Bm is the modulation amplitude; f(B1,Bm) is the spatial 
distribution of B1 and Bm (also provided by resonator manufacturer); GR is the receiver 
gain, Ct is the conversion time; n is the number of scans; P is microwave power; Q is the 
quality factor of the resonator; nB is the Boltzmann temperature correction; S is electronic 
spin; and nS is the absolute number of spins. Using the calculated spins/mm3, the sample 
w/w, and the sample volume and mass, the total number of spins/mg MOF were calculated. 
The extent of ligand reduction was then calculated based on the general formula 
[(TBA)x(ZnNDI)], in which one charge-balancing TBA+ cation is required for each NDI 










Supplemental Data Figures 
 
Figure A1. Microwave power curve measured for sample A 
 
 






Figure A3. Singly integrated EPR spectra of doped samples A–C. 
 
 
Figure A4. Time-lapsed UV-vis spectra of a ZnNDI thin film exposed to fluoride (60 nM 
TBAF in DMF), showing a fast initial reduction followed by gradual continued reduction 





Figure A5. (left) Time-lapsed UV-vis spectra (3 hours) after removal of a ZnNDI thin film 
from a TBAF/DMF solution, in a sealed cuvette under N2. (right) Time-lapsed spectra (10 
min) after opening the cuvette to air.  
 
 
Figure A6. UV-vis spectrum of a ZnNDI thin film after reduction followed by soaking in 















EXPERIMENTAL DETAILS AND SUPPLEMENTARY INFORMATION FROM:  
 
On the thermodynamic limit of proton-coupled electronic doping in a Ti(IV)-containing MOF 
 
Jenna L. Mancuso, Kevin Fabrizio, Carl K. Brozek, Christopher H. Hendon 
 
Experimental Discussion Omitted from Main Text 
Quantification by 1H NMR of unreacted alcohol at each time point relative to the 
amount of aldehyde generated provides indirect measure of H2 evolution and other side-
reactions. After 20 minutes of irradiation in the presence of stoichiometric quantities of 
benzylic alcohol, an average of 2% of the clusters in MIL-125 accumulated one-electron, 
one-proton. Importantly, stoichiometric conversion of each alcohol to the corresponding 
aldehydes was observed. In a separate experiment, excess alcohol and a 2-h irradiation led 
to just 6% of the clusters storing an average of one electron, whereas irradiation for 18 h led 
to reduction of 20% of the clusters, with TiIII per cluster, on average. All materials retained 
the white-to-black color charge after irradiation, supporting the computational insights that 
e–/H+ pairs remain stable towards HER in the low-charge regime. 
To further test the hypothesis that e–/H+ pairs are stabilized against H2 evolution in 
MIL-125 during photodoping, we sought to measure their redox potentials during the 




similar redox potentials to decamethylferrocenium [FeCp*2+]415, we sought to use the latter 
as an optical redox indicator of the photodoped MOF suspension. By measuring the 
concentration of [FeCp*2+] in situ through monitoring the absorption feature at 778 nm, 
attributable to a LMCT transition538, the ratio of [FeCp*2+] to [FeCp*2] can be determined 
and related through the Nernst equation to calculate the solution Fermi level, Figure 
45.539,540 Assuming redox equilibration between all species in the suspension, this value also 
reports the redox potential of the photodoped MOF at that time point. Hence, we can 
compare this value to the known redox potential of HER in acetonitrile (-624 mV vs 
Fc+/Fc)541 as further proof that the electron-proton pair is stabilized against recombination. 
Toward this aim, the mixture was dispersed in an air-free quartz cuvette, irradiated with a 
broadband photolysis lamp, and stopped intermittently to measure UV-vis spectra.  
 
 
Figure A1. Electronic absorption spectra collected at various illumination times between 0 
and 23 h during photochemical reduction of MIL-125 powder nanocrystals in the presence 






















+ @ 778 nm
0 hr 23 hr
48.2%
reduced








Figure A1 shows that irradiation of the MOF-ethanol mixture induces a decrease in the 
[FeCp*2+] absorption bands, signaling reduction by photodoped MIL-125. As a control, [FeCp*2+] 
does not undergo photoreduction in the absence of MIL-125 (App C. Fig. A9).  After 23 h of 
irradiation, the absorption bands of [FeCp*2+] stopped decreasing, indicating a steady-state 
concentration of all redox-active species in the mixture. Analysis of these spectra indicate MIL-
125 photoreduced 48.2% of the original [FeCp*2+], yielding a steady-state redox potential of –588 
mV vs Fc+/Fc, just +36 mV milder than that of the electrochemical potential of HER. 
 
Table A1: Compilation of total energy changes in two node unit cell with increasing numbers of 
hydrogen atoms (i.e PCET events) paired at bridging oxo pairs between titanium atoms (Figure 3a) 
in a computational unit cell containing two inorganic nodes, computed on a PBEsol optimized 
structure at the HSEsol06 level. 
H* pairs / cell ∆E from empty (eV) 
∆E from empty per pair 
(eV) 
∆E to release single H2 
(eV) 
2 -0.67 -0.67 0.67 
4 – same node -1.38 -0.69 0.72 
6 -1.76 -0.59 0.38 
8 – same node -0.41 -0.10 -1.34 
4 – 2 per node -1.40 -0.70 
8 – 4 per node -2.16 -0.54 
16 – 8 per node -3.12 -0.39 
 
The coupling of unpaired H*-donated radicals through BDC antibonds is made more 
apparent at higher loadings. If four PCET events occur at the same node (Figure 44, equivalent to 
2 e-1/node throughout the material) each titanium is partially reduced and the conduction band states 
are nearly entirely localized within the node; in contrast, isolating the PCET events between 
different titanium pairs forces spin density through the linker antibonds onto the metals of adjacent 





Figure A2. The spin density for all four conduction band electrons when four PCET events occur 
on a single node a) localizes within the node when matched between disparate sets of titanium 
pairs, but b) fill organic antibonding orbitals when the individual PCET are spread across each µ2-
oxo pair within the node. 
 
Figure A3. Atom-projected density of states for a range of configurations and dopant 
concentrations sampled for this study that were otherwise not discussed in the body of the article—
the most favorable conformations occur when bridging oxo pairs are both protonated during 
subsequent/concurrent PCET events as is apparent in the purple and red sections depicting a range 





Figure A4. Atom-projected density of states for MIL-125 with (a) two, (b) four, (c) six, and (d) 
eight pairs of PCET events adding to the same bridging oxo pairs of the same node showing the 
reaction is net-favorable up to full saturation of the node – however this too can be forced by 
application of a chemical reductant and coordinating Na+ counterions.416 
 
 







MIL-125 was synthesized according to an adapted literature procedure62 wherein, 
terephthalic acid, N,N-dimethylformamide and methanol were added to a Pyrex jar and sonicated 
for ca. 5 min to ensure complete dissolution. Under an N2 environment, titanium (IV) ethoxide was 
added to the mixture. The reaction mixture was sealed under N2 and heated at 150 ºC for 18 hr. 
Next, the solid product was collected via sequential centrifugation, and subsequent washing with 
DMF, methanol, and acetone to remove pore-trapped solvent. All q-1H NMR experiments were 
referenced to 1,3,5-trimethoxybenzene in DMSO-d6 and irradiated using a mercury arc lamp. The 
photoreduction of [FeCp*2]+ took place in a MeCN/EtOH mixture such that the ratio of TiIV was 
1Ti:1.25 FeCp*2+ F. Full details are found below. 
 
Materials and Characterization  
All commercial chemicals were used as received unless stated otherwise. Titanium (IV) 
ethoxide (99.99%-Ti, Strem Chemicals), terephthalic acid (98% Sigma Aldrich), N,N-
dimethylformamide (DMF, ACS grade, Fisher Scientific), methanol (HPLC grade, Fisher 
Scientific), 1,3,5-trimethoxybenzene (99.0%, Sigma Aldrich), benzyl alcohol (BnOH, 100%, Alfa 
Aesar), and dimethyl sulfoxide-d6 (DMSO-d6, Cambridge Isotope). Solvothermal syntheses were 
conducted in 100-mL Duran Schott bottles unless otherwise stated. Sample purity was verified by 
powder X-Ray diffraction (PXRD) with a Bruker D2 Phaser benchtop diffractometer. 
Photoirradiations were carried out using a mercury arc lamp. H NMR spectra were recorded at 600 







Following a procedure adapted from Dan-Hardi et. al,62 terephthalic acid (0.748 g, 4.50 
mmol), N,N-dimethylformamide (DMF, 9 mL) and methanol (1 mL) were added to a Pyrex jar and 
sonicated for ca. 5 min to ensure complete dissolution. Under an N2 environment, titanium (IV) 
ethoxide (0.684 g, 3 mmol) was added to the mixture. The reaction mixture was sealed under N2 
and heated at 150 ºC for 18 hr. The contents were isolated by sequential centrifugation and 
decanting the mother liquor. To clean the product, the material was soaked in fresh DMF (10 mL x 
3), methanol (10 mL x 3), and acetone (10 mL x 3). The product was dried using Schlenk line 
technique under dynamic vacuum at 180 ºC and transferred into a N2 glovebox for analysis.  
 
 
Figure A6: Experimentally determined powder X-ray diffraction pattern versus the simulated 
pattern for MIL-125. 
 
q-1H NMR Photodoping In an N2 glove box, MIL-125 (10 mg) was placed in an air-free 
quartz cuvette with a small stir bar, DMSO-d6, and an amount of BnOH (added either neat, or dilute 
in DMSO-d6). The cuvette was sealed and irradiated with a mercury arc lamp while stirring. The 




trimethoxybenzene, 10 mg) was added for quantitative analysis. After dissolution, an aliquot was 
taken for 1H NMR and mixed with additional deuterated solvent.  
 
 
Figure A7: 1H NMR spectra for an excess amount of BnOH. A large amount of BnOH is still 
present in solution, marked by difference in relative peak integrations, with the small emergence of 
expected shifts corresponding to benzaldehyde around 10 ppm. 
 
Preparation and Reduction of [FeCp*2][BF4] In an N2 glovebox, FeCp*2 was weighed into 
a Schlenk flask and dissolved in ca 5 mL hexanes. In air, benzoquinone was dissolved in ca 5 mL 
of ethyl ether, and HBF4 was added. The FeCp*2 and benzoquinone solutions were combined by 
cannula transfer, creating a cloudy dark-green mixture. This solution was left to stir for one hour, 
and let stand for 30 minutes, yielding a green precipitate. The flask was transferred to a benchtop 
N2 glovebox, where it was vacuum filtered and washed with dry hexanes (~40 mL). Once 
transferred into an N2 glovebox, the powder was dissolved in dry MeCN. The concentration of the 














cuvette with pathlength 1 cm, and the concentration was determined to be 25.09 mM by the 30 min 
irr. abs value at 778 nm for an absorptivity coefficient of 488 L mol-1 cm-1. 1 mg of MUV-10 (Ca) 
was added to a mixture of 250 µL of stock [FeCp*2]+, 200 µL dry ethanol (excess), and 3 mL dry 
MeCN for a total ratio of 1Ti:1.25 FeCp*2+. The cuvette was irradiated with a mercury arc lamp, 
and the UV-vis spectra were recorded after allowing the powder to settle. After 23 hr of irradiation 
with a mercury arc photolysis lamp, the vibrant green solution had reached a steady yellow color, 
indicative of FeCp*2 formation. Using the initial absorbance values at t=0 hr and 23 hr, a relative 
concentration of FeCp*2+ to FeCp*2 can be calculated, and thus, a solution state Fermi level can be 
calculated using the Nernst equation displayed in Figure 45. 
 
 
Figure A8: PXRD of MIL-125 before and after treatment with FeCp*2+, displaying a full retention 




















Figure A9: Solution state UV-vis of a mixture of neat FeCp*2+ and ethanol, showing no 








































APPENDIX D  
 
SUPPLEMENTARY INFORMATION FOR:  
 
Singlet-to-Triplet Spin Transitions Facilitate Selective 1-Butene Formation During Ethylene 
Dimerization in Ni(II)-MFU-4l 
 
 















Figure A1: Truncated cluster models 1 and 2 were extracted from the bulk optimized 
metal-hydride species of Ni(10%)-MFU-4l and constrained during subsequent 
optimizations at the terminal crystallographic atoms (highlighted in purple) which were 
passivated with hydrogen atoms permitted to optimize during all geometric relaxations. 
Both models maintain the Zn4Ni cluster and triazolate linkers of the secondary building 
unit and bisected BTDD linkers inclusive of the dioxin oxygen atoms for linkers around 
the active site to maintain their steric and electronic effects. a) Model 1 features triazolate 
motifs approximating the three linkers opposite the Ni(II)-active site in an effort to reduce 
computational expense, while b) Model 2 features six equivalently truncated linkers to 
detect the presence of spurious electronic dipoles that may cause deviations between the 
free energy profile of reactions occurring at the MOF-based Ni(II) active site and the 
reduced symmetry of Model 1. Both models, regardless of truncation, recovered identical 






Figure A2: Energy profile comparison for cluster 1 (M1) and cluster 2 (M2) on both the 
singlet and triplet energy surfaces for butyl formation following the dimerization pathway 
shown in Figure 1. The net reaction pathways, shown in gray and blue for M1 and M2 
respectively, follow the same qualitative reaction pathway including spin-crossing events.  
 
β-hydrogen transfer pathway energetics  
One hypothesis for high 1-butene selectivity unexplained by small differences in activation 
barriers predicted by prior quantum mechanical simulations was an alternative chain 
termination mechanism. Experimental labelling studies have shown that metallacycle 
formation does not occur in Ni(II)-MFU-4l, however we proposed beta-hydrogen transfer 
(BHT) via a 6-membered transition state could offer a lower energy route to BHE. 
However, rather than forming a loose 6-membered ring, the hydrogen being transferred 




activation barrier to 1-butene formation through this route is subsequently significantly 
higher than any other point along the pathway which means this route is unlikely and 
certainly does not contribute to explain the high 1-butene selectivity observed for this 
MOF, Table A1. 
 
Table A1: Activation barriers for Kuratowski cluster model 1 pertinent to reaction kinetics 
for ethylene dimerization relative to isomerization and propagation pathways nonselective 
for the linear α –olefin.  
Transition State Spin State Ea (kcal/mol) ∆G (kcal/mol) 
H-insertion Singlet 13.2 9.2 
Et-insertion Triplet 30.8 22.3 
BHE Singlet 17.2 -4.7 
Propagation Triplet 22.3 -9.9 
BHE (C6) Singlet 26.6 -15.5 
Isomerization Singlet 22.4 0.6 
BHE (2°-alkyl) Singlet 19.9 -3.5 







Figure A3: Reaction coordinate energy diagram for ethylene dimerization along the 
Cossee-Arlman dimerization route in [TpMesNi]+ where TpMes = HB(3-mesitylpyrazolyl)3 
(depicted in bottom left corner) for both singlet and triplet spin surfaces. While the 
transition state most certainly exists, we were unable to isolate the hydride insertion step 
for ethyl formation in the triplet state. However, consistent with subsequent hydride 
transfer barriers being higher in energy than the associated singlet, the Gibbs free energy 
is expected to be more positive making this step kinetically disfavored since the preceding 









Table A2: Lowest energy activation barriers for the homogeneous Ni(II) TpMes catalyst 
to compare competitive pathways for dimerization, namely isomerization and propagation 
pathways. 
Transition State Spin State Ea (kcal/mol) ∆G (kcal/mol) 
H-insertion Singlet 8.21 -13.6 
Et-insertion Singlet 21.0 -8.25 
BHE Singlet 12.4 -28.5 
Propagation Triplet 22.2 -21.0 
BHE (C6) Singlet 10.8 -43.2 
Isomerization Singlet 17.3 -23.6 
BHE (2°-alkyl) Singlet 29.6 -12.9 
 
 
Table A3: Tabulated raw free energy values including the zero-point energy correction for 
all computed species recovered using the Computational Methods detailed in the main text 
reported in Hartrees. Pentacoordinated species with η2-olefins were computationally 
nonisolable for MOF cluster models and demarcated by a hyphen. Other species either not 
computed or recovered for other models are labelled N/A. 
Raw Free 
Energy 
Model 1 - 
Singlet 
Model 1 - 
Triplet 
Model 2 - 
Singlet 










13278.17982 -13278.2009 -3256.26644 
-
3256.29125 
Ni(H)(η2-Et) -12445.3349 - 
-












13356.70059 -13356.7079 -3334.79210 
-
3334.80090 
Ni(Et)(η2-Et) -12523.8267 - 
-




































13513.70864 - -3491.78917 
-
3491.78168 












13513.71762 -13513.7256 -3491.80655 
-
3491.81550 
BHE (C6) -12602.3226 N/A 
-




12602.3367 - N/A - -3491.79752 
-
3491.69022 

















12523.8357 - N/A - -3413.29621 - 
Ethylene -78.484661      
1-Butene -156.993975      
2-Butene -157.003572      








Figure A4: Scanning the PES along the high and low spin energy surfaces between known 
intermediates of opposite spin-state recovers a minimum energy crossing point, an 
approximation of the transition state energy along the adiabatic spin surface. The MECP 
between ethylene insertion on the singlet surface and the Ni(II)-butyl species on the triplet 
surface is marked by the red X with its structure shown. This structure also offers access 
to the BHE transition state through a forming β-agostic interaction which can facilitate 
BHE along the singlet surface from a perhaps transient Ni(II)-butyl species. 
 
Table A4: Tabulated raw electronic energy (Hartree) values recovered for structures 
reported in Figure A4. 
Raw Total Energy Singlet Triplet 
Ni-Et N/A -12445.7982250 
Ni(Et)(η2-Et) -12524.3311113 N/A 
Et-insertion -12524.2728738 N/A 
MECP -12524.3321121 -12524.3321121 
Ni-1°-Bu -12524.3398394 -12524.3484676 
Ni(Bu)(η2-Et) -12602.9026766 N/A 
BHE -12524.3212801 N/A 







Figure A5: The computational unit cell for geometric optimization of Ni(II)-MFU-4l was 
built by substituting a single metal ion in one of the two pentanuclear Zn(II) clusters of the 






















EXPERIMENTAL DETAILS AND SUPPLEMENTARY INFORMATION FOR: 
 
A Structural Mimic of Carbonic Anhydrase in a Metal-Organic Framework 
 
Ashley M. Wright, Zhenwei Wu, Guanghui Zhang, Jenna L. Mancuso, Robert J. Comito, 
Robert W. Day, Christopher H. Hendon, Jeffrey T. Miller, and Mircea Dincă 
 
 
Experimental Discussion Omitted from Main Text 
Fitting a 77 K N2 adsorption isotherm of 2 to the Brunauer-Emmett-Teller equation 
gave a surface area of 2,739 m2/g, which, although lower than that of 1 (3,525 m2/g), 
confirmed the retention of porosity after treatment with base 
(Figure S2). Thermogravimetric analysis of 2 revealed that it is less stable than its parent 1; 
its extrapolated onset decomposition temperature occurs at 250°C, approximately 100°C 
lower than for 1 (Figure S6). Energy-dispersive X-ray spectroscopy and X-ray 
photoelectron spectroscopy of 2 confirmed the quantitative replacement of chloride with 
hydroxide and revealed no chlorine-specific peaks (Figures S4 and S5). Finally, diffuse 




O–H stretching band at 3,699 cm−1, a signal that was not observed in the DRIFTS data 
for 1 (Figure S9). Indeed, the frequency of this band is comparable to that of the OH stretch 
found in the homologous molecular compound TptBu,MeZn(OH) (3,676 cm−1).703,704 
To further characterize the incorporation of a Zn–OH site in 2, we analyzed the 
material by X-ray absorption spectroscopy (XAS). Whereas both 1 and 2 had the same Zn 
K-edge energy (9,663.6 eV), indicating a common oxidation state on zinc in both materials 
(Figure 2A), a significant difference in the zinc coordination environment became apparent 
when we compared the white line and near-edge regions for the two materials: 2 exhibited 
a lower and broader white line than 1 and a near-edge feature (∼9,668 eV) higher than that 
of 1 (Figure 2A). Moreover, the extended X-ray absorption fine structure (EXAFS) spectra 
of 1 and 2 indicated a difference in the primary coordination sphere of zinc. In 2, the first 
shell peak shifted to a lower radial distance and was less intense than the corresponding 
peak in 1 (Figure 2B), consistent with a shorter Zn–X bond and scattering by a lighter 
element, such as oxygen. Quantitative fitting of the EXAFS region for 2 was challenging 
because there were two Zn2+ sites (N3ZnX and N6Zn) with distinct coordination 
environments, and the small difference between the Zn–N bond length of the two sites 
made it difficult to fit them as one path or separate paths. Consequently, we chose to fit the 
difference spectrum of 1 and 2; the similar coordination environments of the two Zn sites 
removed the disordered Zn–N scattering in the data, and the fit provided information 
regarding the Zn–X bond (see Figures A7 and A8 for further details). 
To probe the nature of the interaction between CO2 and 2 their reaction was monitored 




argon carrier gas resulted in the formation of new bands in the DRIFT spectrum 
(Figure A21). By contrast, the addition of CO2 to 1 under the same conditions resulted in 
no spectral changes (Figs. A22 and A23). The new spectral features in 2 are consistent with 
the formation of a zinc bicarbonate. Specifically, a new band at 3,626 cm−1 was assigned 
to the O–H stretch.706 Bands at 1,660 and 1,245 cm−1 corresponded to the O=C–O 
asymmetric and symmetric stretches, respectively.706 Additionally, bands at 1,018 and 
1,423 cm−1 were associated with bending and stretching vibrations of the COH group in 
bicarbonate. The observed stretches were comparable to those of the molecular 
analog tBu,MeTpZn(OCO2H), which featured asymmetric and symmetric O=C–O stretches 
at 1,675 and 1,302 cm−1, respectively.706 In addition, the IR spectrum of 
[MnIIMIII(OCO2H)Cl2(bbta)] (M = Mn, Co) featured stretches at 3,682 (O–H), 1,224 
(symmetric O–C=O), and 1,050 cm−1 (O–H bending).711 Purging the DRIFTS setup with 
100% argon flow resulted in the loss of the new signals and reformation of the starting 
spectrum, consistent with a reversible reaction with CO2. 
To gain more insight into the framework-adsorbate interaction, we determined the 
coverage-dependent CO2 adsorption enthalpy (Qst) by measuring the CO2 adsorption 
isotherms at three different temperatures (288, 298, and 308 K) and fitting the isotherm 
data to the virial equation (Figures A13 and A14).841,842 Other fitting routines, including 
the Langmuir, Langmuir-Freundlich, and two-site Langmuir models, provided less 
satisfactory fits (Figures A11 and A12). With the virial equation, Qst at zero CO2 coverage 
is 81 kJ/mol, a value much higher than those typically observed in MOFs and 




the Qst for CO2 insertion into metal–hydroxide bonds in [MnIIMnIII(OH)Cl2(bbta)] and 
[CoIICoIII(OH)Cl2(bbta)] (H2bbta = 1H,5H-benzo(1,2-d:4,5-d)bistriazole) is 99 and 
110 kJ/mol, respectively.711 Notably, the coverage-dependent Qs suggests a bimodal 
adsorption profile (Figure A15). With increasing coverage, Qst stays relatively constant up 
to ∼0.5 equiv of CO2 per SBU and then gradually decreases until it reaches ranges between 
62 and 35 kJ/mol for the second CO2 equivalent and between 35 and 20 kJ/mol for the third 
CO2 equivalent. The large, bimodal variation in Qst suggests that the adsorption 
mechanism changes with increasing CO2 coverage. 
We investigated the ability of 1 and 2 to perform CA-like reactivity. The central 
function of CA is to rapidly interconvert H2O and CO2 as well as bicarbonate and protons. 
We mimicked the interconversion in vitro by studying the exchange of 18O-labeled H2O 
with gaseous CO2 and periodically sampling the headspace to monitor the distribution of 
CO2 isotopologues by gas chromatography-mass spectroscopy. Notably, in the presence 
of 2, the time to reach an equilibrium mixture of the three possible CO2 isotopologues 
(C16O2, C16,18O2, and C18O2) was significantly reduced to 5 hr from 10 hr 
without 2 (Figures S28–S31). Consequently, there must be a rapid equilibrium for the Zn–
OH + CO2 ⇌ Zn–OCO2H and Zn–OCO2H + H2O ⇌ Zn–OH + H2CO3 reactions. It should 
be noted that 1 also decreased the time taken to reach an equilibrium mixture of the 
isotopologues but was not as effective as 2 because it reduced the equilibrium time to 7 hr. 






General Procedures Materials  
ZnCl2⋅6H2O (99.9%, Alfa Aesar), HCl (32-35%, BDH – VWR Analytic) methanol 
(99.9%, VWR), N,N- dimethylformamide (DMF, 99.8%, Millipore), ethanol (ACS grade, 
Mallinckrodt), tetra-n-butylammonium hydroxide (1.5 M, water, Sigma Aldrich) were 
used as received. MFU-4l was synthesized using previously published procedures.844 
Powder X-ray Diffraction (PXRD) patterns were recorded with a Bruker Advance II 
diffractometer equipped with a θ/2θ Bragg-Brentano geometry and Ni-filtered CuKα 
radiation (Kα1 = 1.5406 Å, Kα2 = 1.5444 Å, Kα1/ Kα2 = 0.5). The tube voltage and current 
were 40 kV and 40 mA, respectively. Samples for PXRD were prepared by placing a thin 
layer of the appropriate material on a zero-background silicon crystal plate.  
Gas adsorption isotherms were measured by a volumetric method using a Micromeritics 
ASAP 2020 gas sorption analyzer. Typical samples of ca. 40–80 mg, preactivated at 
>100°C to remove all residual solvent, were transferred in an Ar-filled glovebox to a pre-
weighed analysis tube. The tube with sample inside was weighed again to determine the 
mass of the sample. The tube was capped with a Micromeritics TranSealTM, brought out 
of the glovebox, and transferred to the analysis port of the gas sorption analyzer. Free space 
correction measurements were performed using ultra-high purity He gas (UHP grade 5, 
99.999% pure). Nitrogen isotherms were measured using UHP grade Nitrogen. All 
nitrogen analyses were performed using a liquid nitrogen bath at 77 K. Carbon dioxide 




analyses were performed at varying temperatures in a water/ethylene glycol isothermal 
bath. Oil-free vacuum pumps were used to prevent contamination of sample or feed gases.  
Thermogravimetric Analysis (TGA) was performed on a TA Instruments Q500 
Thermogravimetric Analyzer at a heating rate of 2 °C/min under a nitrogen gas flow of 10 
mL/min. 
Diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) measurements were 
performed on a Bruker Tensor 37 with a mercury cadmium telluride detector cooled to 77 
K. Data were collected in “MIR_DRIFTS” mode with a 6mm aperture setting and a KBr 
beam splitter using a DiffusIR accessory made by Pike Technologies in an in-situ cell 
equipped with a ZnSe window. Data was averaged over 32 scans between 4000 and 600 
cm–1. Samples were diluted with KBr to ~5% by weight and loaded in to ceramic sample 
cup. A background of KBr was subtracted from the data.  
Synthesis of MFU-4l-(OH) (2).  
tetrabutylammonium hydroxide (2.7 mL, 4.1 mmol, 20 equiv.) was added dropwise to a 
gently stirring suspension of MFU-4l (1) (255 mg, 0.202 mmol) in methanol under a 
nitrogen atmosphere. The mixture was slowly stirred for 18 hours, then the solid was 
isolated on a medium porosity frit in air. The solid was washed with MeOH (12 × 30 mL 
portions) over 48 hours to remove [TBA][Cl] and excess [TBA][OH]. The solid was dried 
under vacuum at 110 °C for 18 hours and stored in an argon glove box prior to use. Amount 





Figure A1. Powder X-ray diffraction pattern of an activated sample of MFU-4l-(OH) (2) 
(top trace, red) and the simulated pattern of MFU-4l-(OH) (2) (bottom trace, blue) as 
determined from the DFT extended lattice model.  
 
Figure A2. N2 adsorption isotherm at 77 K before (blue circles) and after exposure to 





Table A1. BET parameters and pressure ranges used for the calculation of the BET 
surface area for MFU-4l- (OH).  
Materials MFU-4l-(OH) before CO2 MFU-4l-(OH) after CO2 
BET surface area 2739 m2/g 2875 m2/g 
P/P0 range 0.009 – 0.055 0.009 – 0.051 
C 244.4 206.2 
Vm 629 m2/g 661 m2/g 
P/P0 (@ Vm) 0.07 0.096 




Figure A3. Comparison of the CO2 adsorption isotherms of MFU-4l-(OH) (2) (blue 
circles) and MFU-4l (1) (red diamonds) at 298 K. The closed symbols denote the 






Figure A4. High resolution XPS spectra of MFU-4l (1, red line) and MFU-4l-(OH) (2, 
blue line) in the Zn2p and Cl2p regions. The lack of signal in the Cl2p region for 2 is 





Figure A5. Energy-dispersive X-ray spectroscopy of MFU-4l (1) (left, red) and MFU-4l-
(OH) (2) (right, blue). The EDXS spectrum of 2 indicates no chloride in the bulk sample 





Figure A6. Thermogravimetric analysis (TGA) curves for MFU-4l (1, red) and MFU-4l-
(OH) (2, blue).  
 
X-ray Absorption Spectroscopy (XAS) Analysis of MFU-4l-(OH) and MFU-4l  
X-ray absorption spectroscopy measurements at the Zn K edge (9658.6 eV) were 
performed on the 10-ID line of the Materials Research Collaborative Access Team 
(MRCAT) at the Advanced Photo Source (APS), Argonne National Laboratory.  Below 
are the XANES plot of MFU-4l (1) and MFU-4l-(OH) (2) (Figure S7). Both samples have 
the same edge energy of 9663.6 eV characteristic of Zn(II). The whiteline and near edge 
features, however, are different between the two samples. The MFU-4l-(OH) has slightly 
lower and broader whiteline compared to MFU-4l. The near edge feature after whiteline is 
higher, which is evident of changes in the coordination environment around Zn. More 




first shell EXAFS peak of MFU-4l-(OH) sample shift to lower radial distance, which 
corresponds to a shorter average bond distance and is consistent with the proposed ligand 
replacement of Cl by OH. In addition, the first shell peak of MFU-4l-(OH) sample 
decreases slightly in intensity, again consistent with oxygen being a lighter scatter 
compared to Cl.  
 
Figure A7. (A) XANES plot of the zinc K-edge for MFU-4l (red trace) and MFU-4l(OH) 
(blue trace). (B) Magnitude of Fourier transform of k2 weighted EXAFS spectra of MFU-




Quantitative EXAFS fitting.  
To directly examine the coordination environment around Zn and obtain 
quantitative information, we turn to EXAFS fitting. In a typical fitting approach, we 
examine the EXAFS data of a certain sample and how close it is to the simulation from a 
proposed structure model. Briefly, an initial bond length and coordination number from 
certain structure model is used in the fits and fitting the data gives the amplitude reduction 
factor S02, energy shift ΔE0, bond distance difference ΔR and Debye-Waller factor σ2 
values, which are all reflective of whether the model is physically close to the real sample. 
A good fit is obtained by adjusting the model (coordination number as well as bond 
distances) until reasonable S02, ΔE0, ΔR and σ2 values are obtained.  
For this sample, direct fitting of the EXAFS data of a certain sample is very 
challenging due to the presence of two types of Zn with distinct coordination environments 
(central Zn in an N6Zn environment and peripheral Zn in a N3ZnX environment). These 
two types of Zn have Zn—N bonds in two sets of different distances, but the bond distances 
do not differ significantly, making it hard to fit them as either one path or separate paths. 
Alternatively, we take the difference between the EXAFS (χ(k)) of MFU-4l and MFU-4l-
OH and fit the difference spectrum (Figure S8A). Due to the presumably similar overall 
Zn coordination environment between the two samples, taking this difference should, at 
best if not totally, remove the same multiple Zn—N scatterings in the data. According to 
the proposed sample structure, this difference EXAFS represents the coordination change 




scattering. The coordination number is 0.8 instead of 1 since the one Zn—X coordination 
change on each four peripheral Zn is averaged to all five Zn in each SBU in EXAFS which 
is a bulk average technique. The “negative” Zn—O scattering is due to the data subtraction 
and equivalent to a Zn—O scattering with inverse phase shift and can be simulated and fit 
in the Artemis software.1 Figure S8b shows the imaginary part of the fit summing an 
inverse Zn-O path and a Zn-Cl path.  
The approach of fitting of the difference spectrum resulted in a satisfactory fit of 
Zn—Cl bond of 2.17 Å and Zn—O bond of 1.93 Å, with an amplitude reduction factor of 
0.93. The obtained Zn—Cl bond distance is very similar to the calculated bond distance 
for MFU-4l as well as the Ni—Cl and Co—Cl bond distances obtained from previous 
EXAFS fitting of the Ni and Co-MFU-4l samples (~2.15 Å). The Zn—O bond distance is 
longer than the value from DFT calculation but is within the reasonable range for Zn—O 
bonds in tetrahedral geometry. For instance, ZnO has tetrahedral Zn—O bonds of 1.97 Å. 
Other common compounds of late 3d transitional metals in tetrahedral geometry also 
feature O bonds in a distance between 1.9 and 2.0 Å. The amplitude reduction factor S02 
in the fit is also close to the value obtained from ZnO reference (0.97), confirming that this 
is a physically reasonable fit. In addition, the fit well explains the dip at around 1.5 Å (phase 
uncorrected distance) in the magnitude of k2 weighted difference EXAFS (Figure S8a). 
This feature comes from a strong deconstructive interference between Zn—Cl and inverse 
phase Zn—O scattering as shown in Figure S8b. The fit is also consistent with varied data 




Overall, both qualitative and quantitative analysis of the XAS data verifies that in 
the MFU-4l-(OH) sample, the original Cl ligand attached to the Zn in the ion exchange site 
of MFU-4l has been replaced by OH ligand.  
 
Figure A8. (A) Fitting results (red) of the difference EXAFS spectra between MFU-4l and 
MFU-4l-OH (blue), the plots show the magnitude (solid) and imaginary part (dash) of the 
Fourier transform of k2 weighted EXAFS, k: 2.7 – 10.0 Å-1, R: 1.0 - 2.3 Å; (B) 
Comparison between the summed imaginary part with that of the Zn—O and Zn—Cl 
scattering path. The two different paths happen to show strong deconstructive interference 




Table A2. Fitting results for the difference EXAFS between MFU-4l (1) and MFU-4l-
(OH) (2) and ZnO reference.  
Sample Scattering Pair S0




ZnO Zn—O 0.97 4 1.97 3.0 0.005 
MFU-4l Zn—Cl 0.93 0.8 2.17 1.6 0.004 
MFU-4l-
OH Zn—O 0.93 0.8 1.93 1.6 0.005 




Figure A9. DRIFT spectrum of MFU-4l (1) (top, red trace) and MFU-4l-(OH) (2) 





Figure A10. Digestion of MFU-4l-(OH) in D2SO4. 1H NMR spectrum (D2SO4, 300 MHz) 
of MFU-4l-(OH) (~3.5 mg) digested in D2SO4. The 1H NMR spectrum shows the 
presence of the ligand in the digested sample. No signals corresponding to the nBu4N+ 
cation was observed in the spectrum revealing the cation does not remain in the MOF after 
anion exchange.  
 
Isosteric Heats of Adsorption Calculations  
To determine the isosteric heat of adsorption (Qst) for substrate binding, we measured 
isotherm data for each material at a minimum of three different temperatures. Initial 




resulted in a poor fit in the low-pressure region (Figure A11) producing heat of adsorption 
values (Figure A12) of questionable accuracy. As a result, the adsorption isotherms at three 
temperatures were simultaneously fitted to a Virial-type expression (eq. 2).841  The virial 
model has been extensively used to calculate heats of adsorption from isotherm data as the 
isotherms plot coverage as a function of pressure and provides more reasonable values of 
Qst irrespective of the adsorption mechanism.842 Fitting with the virial equation provided 






ln É = ln ® + ∏9
π
∫∑ m=®=≠=ªH + ∑ º®=2=ªH  (2) 
≤|- = −Ω∑ m=æ=≠=ªH  (3) 
 
The fitting parameters for each adsorbent is given below the respective figure. The number 
of virial coefficients was considered satisfactory when the fit did not improve with added 
m or º parameters. The quality of the fit was evaluated by comparing adjusted R2 values 
and the residual sum of squares, in addition, to visually inspection of the fit. It should be 
noted; some fits feature significant derivations between the virial model and the 
experimental data at higher pressures. The values of the virial coefficients mH through m≠ 
were then used to calculate the isosteric heat of adsorption using equation 3.  
For CO2 adsorption of MFU-4l, the heat of adsorption at the zero-coverage limit 
was also calculated from the Henry’s constant KH (cm g-1 kPa-1 ), which can be determined 




adsorbed follows Henry’s Law (eq. 4). The heat of adsorption is calculated using the 
Clausius-Clapeyron equation. 
® = Ñj± (4) 
 
CO2  adsorption for MFU-4l-(OH)  
 
  
Figure A11. CO2 adsorption isotherms of 2 measured at 288 K (red circles), 298 K (purple 
diamonds), and 308 K (blue triangles). (a) shows the full pressure range and (b) shows the 




Given the poor fits at low pressure, the DSL model provided an unreasonable Qst (Figure 
S12). As a result, we did not use the DSL model to determine the Qst.  
 
Figure A12. Coverage-dependent CO2 adsorption enthalpy for 2 as obtained from Dual-
Site Langmuir model of the CO2 sorption isotherms. Poor fit in the low-pressure region 
indicates heat of adsorption between 0 and 1 mmol/g coverage is of questionable accuracy.  
 
Figure A13. CO2 adsorption isotherms of 2 measured at 288 K (red circles), 298 K (purple 




Table A3. Virial fitting parameters for the adsorption of carbon dioxide by MFU-4l-
(OH).  
index ai bi Standard error ai Standard error bi 
0 -9730.85061 29.74961 726.0938 2.42089 
1 541.98762 7.09937 1978.2961 6.57413 
2 3045.31104 -12.86594 1459.1224 4.78533 
3 -973.31472 2.91462 339.78303 0.98805 
4 83.64366  49.61208  
5 -9.7301  5.08917  
R2 0.9971    




Figure A14. CO2 adsorption isotherms of 2 measured at 288 K (red circles), 298 K (purple 
diamonds), and 308 K (blue triangles). The logarithmic scale is shown to display the good 





Figure A15. Coverage-dependent CO2 adsorption enthalpy for 2 as obtained from fitting 
the Virial equation to three different temperature CO2 isotherms. The lines indicate the 
number of equivalents of CO2 per metal node (1st equiv., 0.85 mmol/g; 2nd equiv., 1.70 
mmol/g; 3rd equiv., 2.55 mmol/g). The total number of Zn—OH sites is 3.41 mmol/g.  
 
CO2 adsorption MFU-4l  
 
Figure A16. CO2 adsorption isotherms of 1 measured at 283 K (turquoise squares), 298 K 




Table A4. Virial fitting parameters for the adsorption of carbon dioxide by MFU-4l  
index ai bi Standard error ai Standard error bi 
0 -2266.96577 13.72805 726.0938 1.00388 
1 497.43778 -1.02126 1978.2961 2.18717 
2 -79.71544  57.70613  
R2 0.9879    





Figure A17. Coverage-dependent CO2 heat of adsorption for 1 as obtained from fitting the 
Virial equation to three different temperature CO2 isotherms. The Qst at zero coverage is 





Figure A18. Determination of the Henry’s constant for CO2 adsorption in MFU-4l (1).  
 
 
Figure A19. lnKH versus 1/RT plots for CO2 adsorption in MFU-4l. Using Henry’s 







Diffuse Reflectance IR Spectroscopy  
 
Figure A20. DRIFT spectra for CO2 adsorption by MFU-4l-(OH) (2) at different 
concentrations of CO2. The concentration was increased from 1 to 2 to 4%. The difference 





Figure A21. Difference DRIFT spectra for CO2 adsorption by MFU-4l-(OH) (2) at 
different concentrations of CO2 in argon. The concentration was increased from 1 to 2 to 
4% and then decreased to 0% CO2. The shaded areas represent new bands that grow in 
with increasing CO2 concentration that are associated with a Zn—CO3H group, notably, 





Figure A22. DRIFT spectra of MFU-4l (1) with increasing concentrations of CO2. The 
peak at 2362 cm–1 is the asymmetric stretch of gaseous CO2 and indicates no reaction with 





Figure A23. Difference DRIFT spectra of MFU-4l (1) under increasing concentrations of 
CO2. The peak at 2362 cm–1 is the asymmetric stretch of gaseous CO2. No other peaks 
are observed indicating no reaction between CO2 and MFU-4l.  
 
Water Stability of MFU-4l-(OH)  
MFU-4l-(OH) was submerged in water for a set period (6 & 24 hours) and then analyzed 
by powder X-ray diffraction. Prior to recording the PXRD pattern, the material was washed 





Figure A24. Powder X-ray diffraction patterns for MFU-4l-(OH) (grey trace), after 
submersion in water for 6 hours (red trace), and after submersion in water for 24 hours 
(blue trace). The materials remained crystalline after submersion in water.  
Buffer Stability Studies  
The stability of MFU-4l-(OH) in a variety of different buffer systems was examined. Buffer 
systems with pH of 8.0–9.0 were tested. A sample of MFU-4l-(OH) (~15 mg) was 
submerged in a buffer solution (3 mL) for 3 hours. The solution was decanted, and the 
MOF was washed with MeOH (3 × 10 mL). A material was analyzed by PXRD.  
Table A5. Buffer systems tested for water stability of MFU-4l-OH  
Entry Buffer System Buffer Concentration pH 
1 K3PO4 / NaOH 1.0 M 8.0 
2 TRIS-HCl 1.0 M 8.0 
3 NaHCO3 / Na2CO3 0.2 M 9.0 
4 HEPES 50 mM 8.0 







Figure A25. Powder X-ray diffraction of MFU-4l-(OH) (2) after submersion in buffer 
solution. After submersion in HEPES and TRIS-HCl the crystallinity is retained as 
indicated by the PXRD pattern. The phosphate buffers lead to a significant increase in the 
feature at ~4.8°, which is ascribed to the exchange of the hydroxide ligand for phosphate 
of the buffer. These materials exhibit IR stretches consistent with phosphate post-exposure.  
 
Figure A26. IR spectra of MFU-4l-(OH) after submersion in sodium phosphate / sodium 
hydroxide buffer solution. The wavenumbers marked in black are associated with the MOF 
framework and those marked in blue are assignable to phosphate stretches. Bands denoted 




18O exchange between H2O and CO2 catalyzed by MFU-4l-(OH)  
A custom-made batch reactor (Figure S27) was charged with MOF (~10 mg), MeCN (0.5 
mL), and H218 O (0.1 mL). The solution was degassed by three nitrogen / vacuum cycles, 
and then backfilled with CO2 (15 psig). The distribution of carbon dioxide isotopologues 
was monitored periodically using gas chromatography-mass spectrometry (GC/MS). The 
ratio of its isotopologues, C18O2, C16,18O 2, and C18O2, was determined from the relative 





Figure S27. Picture of the custom-made reactor setup. (A) 15 mL Pressure Tube (Ace 
Glass, 8648 product family); (B) Adapter NPT tubing to Ace-Thred (Ace Glass, 5844-74); 
(C) 1⁄4” Brass Male Hex Nipple NPT (Swagelok, B-4-HN); (D) Brass Pipe Fitting, Cross 
1⁄4”, Female NPT (Swagelok, B-4-CS); (E) Brass Pipe Elbow 1⁄4”, Female NPT 
(Swagelok, B-4-E); (F) Brass 1-Piece 40 Series 3-way Ball Valve (Swagelok, B-43XF4); 
(G) 100 psig SS Gauge (Swagelok, PGI-63C-PG100-LAOX); (H) Brass 1-Piece 40 Series 





Figure A28. Normalized relative abundance of the carbon dioxide isotopologues upon 
exposure of carbon dioxide to H218O and MFU-4l-(OH) (2) in MeCN. Time taken to reach 
an equilibrium mixture of CO2 isotopologues was 5.5 hours.  
 
Figure A29. Normalized relative abundance of the carbon dioxide isotopologues upon 
exposure of carbon dioxide to H218O and MFU-4l-(Cl) (1) in MeCN. Time taken to reach 





Figure A30. Relative abundance of the carbon dioxide isotopologues versus time for the 
control reaction between H218O and CO2 in MeCN.  
 
 
Figure A31. Comparison of the increase in relative abundance of C16,18O2 for reactions 





Catalytic hydrolysis of 4-nitrophenyl acetate  
The hydrolysis reactions were performed in 50 mL centrifuge tubes with added 4-
NPA in acetonitrile and 50 mM HEPES buffer solution. The concentration of 4-nitrophenol 
was monitored by time-dependent UV-vis spectroscopy by measuring its absorption band 
at 405 nm. A calibration curve was first prepared using known quantities of 4-nitrophenol 
in 50 mM HEPES solution.  
 
 
Figure A32. Calibration curve for 4-nitrophenol in 50 mM HEPES buffer solution. The 





Figure A33. The percent conversion of 4-nitrophenyl acetate to 4-nitrophenol under four 
different conditions (catalysts: MFU-4l-(OH) (2), MFU-4l (1), CFA-1, and control) at four 
different time points (3, 6, 24, and 48 hours). Conditions: catalyst loading, 8-10 mol% 
(MFU-4l-(OH) (2) and MFU-4l (1)) or 12-14 mol% (CFA-1), 50 mM HEPES buffer, 1 
mM 4-NPA. The mol% catalyst is calculated from the number of peripheral Zn–X sites 
(four per molecular formula). Each experiment run was repeated a minimum of three times 
and the error bars represent one standard deviation. Small particles of MFU-4l interfered 
with UV-vis measurements at 3 and 6-hour time points in all three measurements. Notably, 
the control reaction indicates the hydrolysis of 4-nitrophenyl acetate occurs with very low 





Figure A34. Turnover number of 4-nitrophenyl acetate to 4-nitrophenol under four 
different conditions (catalysts: MFU-4l-(OH), MFU-4l-(Cl), CFA-1, and control) at four 
different time points (3, 6, 24, and 48 hours). Conditions: catalyst loading, 8-10 mol% 
(MFU-4l-(OH) (2) and MFU-4l (1)) or 12-14 mol% (CFA-1), 50 mM HEPES buffer, 1 
mM 4-NPA. The mol% catalyst is calculated from the number of peripheral Zn—X sites 
(four per molecular formula). Each experiment run was repeated a minimum of three times 
























Control 0.8 ± 0.1 % (n/a) 
0.9 ± 0.1 % 
(n/a) 
1.7 ± 0.2 % 
(n/a) 




5.7 ± 1.0 % 
(0.7 ± 0.1) 
8.5 ± 1.4 % 
(1.0 ± 0.1) 
15.1 ± 2.1 % 
(1.8 ± 0.2) 
17.9 ± 2.1 % 
(2.1 ± 0.2) 
MFU-4l n/a n/a 11.1 ± 2.2 % (1.2 ± 0.2) 
14.4 ± 2.7 % 
(1.6 ± 0.3) 
CFA-1 8.9 ± 1.4 % (0.7 ± 0.1) 
10.1 ± 1.4 % 
(0.8 ± 0.1) 
13.8 ± 1.5 % 
(1.0 ± 0.1) 
14.4 ± 2.7 % 
















Figure A35. Change in absorbance over time for the hydrolysis of 4-nitrophenyl acetate in 
the presence of MFU- 4l-(OH) (2). Two reaction vessels were charged with 45 mL of 50 
mM HEPES buffer and 5 mL of 4-nitrophenyl acetate in acetonitrile ([4-NPA] = 1 mM, 
0.05 mmol) and 2 (3 mg, 0.003 mmol, 24 mol% per Zn-OH site). One reaction flask was 
filtered after 120 minutes and the other was left as is. The reaction was monitored by 
tracking the 405 nm signal of 4-nitrophenol by UV-vis spectroscopy. The observed initial 
reaction rate is 0.7 µM/min.  
 
Table A7. Binding energies for sequential addition of CO2 to Zn5(OH)4(bibta)3 cluster  
Addition of CO2 Binding Energy (kJ/mol) using PBE/6-31G** 
Binding Energy (kJ/mol) 
using PBE/6-311G** 
First −56.7 −50.4 
Second −48.2 −42.0 
Third −48.6 −42.0 
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Section A1. General Information. Materials and Methods  
NiCl2•6H2O (Strem Chemicals), HCl (32-35%, BDH – VWR Analytic) methanol (99.9%, 
VWR), N,N-dimethylformamide (99.8%, Millipore), 1-chloro-2,4-dinitrobenzene (99%, 
TCI), Catechol (99%, Sigma-Aldrich), K2CO3 (99%, Sigma-Aldrich), Sn Powder (150 
micron, 99.5%, Sigma-Aldrich), diethyl ether (99%, Sigma-Aldrich), Trimethylsilyl 
bromide (97%, Sigma- Aldrich), Acetone (ACS grade, Macron Chemical), Fuming HNO3 
(90% min, Macron), H2SO4 (95-98%, BDH Chemicals), Acetic Acid (ACS grade, VWR 
BDH Chemicals), NaNO2 (98%, Alfa Aesar), Ethanol (200 proof, Koptec), KOH (ACS 




(ACS grade, EMD) was purged with argon, and subjected to three freeze-pump-thaw 
cycles before bringing into a nitrogen-filled glovebox and stored over 3 Å molecular sieves.  
Powder X-ray diffraction (PXRD) patterns were recorded with a Bruker D8 Advance II 
diffractometer equipped with a θ/2θ Bragg-Brentano geometry and Ni-filtered CuKα 
radiation (Kα1 = 1.5406 Å, Kα2 = 1.5444 Å, Kα2/ Kα1 = 0.5). The tube voltage and current 
were 40 kV and 40 mA, respectively. Samples for PXRD were prepared by placing a thin 
layer of the appropriate material on a zero-background silicon crystal plate.  
Nitrogen adsorption isotherms were measured by a volumetric method using a 
Micromeritics ASAP 2020 gas sorption analyzer. A typical sample of ca. 40 mg of metal-
organic framework, pre-activated at 100°C to remove all residual solvent, was transferred 
in an Ar filled glovebox to a pre-weighed analysis tube. The tube with sample inside was 
weighed again to determine the mass of the sample. The tube was capped with a 
Micromeritics TranSeal, brought out of the glovebox, and transferred to the analysis port 
of the gas sorption analyzer. Free space correction measurements were performed using 
ultra-high purity He gas (UHP grade 5, 99.999% pure). Nitrogen isotherms were measured 
using UHP grade nitrogen. All nitrogen analyses were performed using a liquid nitrogen 
bath at 77 K. Oil-free vacuum pumps were used to prevent contamination of sample or feed 
gases.  
Water vapor adsorption and desorption isotherms were measured by a volumetric 
method using a Micromeritics ASAP 2020 gas sorption analyzer with a vapor dose option 




activated at 100°C to remove all residual solvent, was transferred in an Ar filled glovebox 
to a pre-weighed analysis tube. The tube with sample inside was weighed again to 
determine the mass of the sample. The tube was capped with a Micromeritics TranSeal, 
brought out of the glovebox, and transferred to the analysis port of the gas sorption 
analyzer. Free space correction measurements were performed using ultra-high purity He 
gas (UHP grade 5, 99.999% pure). Water vapor adsorption isotherms were measured using 
Milli-Q water. The water was degassed on the ASAP 2020 manifold prior to measurement. 
All water analyses were performed using water baths held at constant temperature with a 
recirculating chiller. The manifold was held 10 °C above the temperature of the sample 
water bath, and the vapor dosing tube was held 15 °C above the temperature of the sample 
water bath. Oil-free vacuum pumps were used to prevent contamination of sample or feed 
gases.  
Variable-temperature water vapor adsorption isotherms as well as all water cycling 
experiments were measured by a gravimetric method using a Hiden Analytical XEMIS 
microbalance with a vapor dose option and a heated manifold. A typical sample of ca. 5 
mg of metal-organic framework, pre-activated at 100°C to remove all residual solvent, but 
later exposed to air, was loaded into the microbalance basket. All water analyses were 
performed using a programmable water bath with a recirculating chiller. Oil-free vacuum 
pumps were used to prevent contamination of sample or feed gases.  
Diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) measurements 




cooled mercury cadmium telluride detector and a Pike DiffusIR accessory. A sample of 
Co2Cl2BTDD, pre-activated at 150 °C under vacuum to remove all water, was diluted with 
KBr in a ratio of approximately 1:5 (MOF:KBr) in an argon-filled glovebox. The resulting 
solid solution was then packed into a ceramic cup and sealed in the DiffusIR cell. The cell 
was brought out of the box, and a static dry spectrum was recorded with the cell sealed. 
Two gas streams of flowing argon (UHP grade 5.0, Airgas), one wet (bubbled through a 
fine frit through MilliQ H2O) and one dry, were each flow controlled using mass flow 
controllers (MFCs), and joined together at a T fitting before connecting to the DRIFTS 
cell. The wet stream and dry stream were controlled via the mass flow controllers (MFCs) 
to change relative humidity (RH) every 20 minutes (a time period previously demonstrated 
to result in saturation of the IR spectrum at all loadings). The MFCs were controlled such 
that the total flow rate was constant at 1 liter per minute (LPM) (e.g. for 40% RH, 0.4 LPM 
wet, 0.6 LPM dry). The temperature for all measurements was 20 °C. Spectra were 
recorded at the end of the period at which the sample atmosphere was at each RH, every 
20 minutes. Data was transformed using the Kubelka-Munk function.845  
Energy dispersive X-ray spectroscopy (EDS) analyses were conducted using a FEI 
Tecnai Multipurpose Digital TEM, using the EDAX system (Windowless detector) with 
Team software, operated with an acceleration voltage of 100 keV. Samples were drop-cast 
onto Cu TEM grids from powder dispersed in methanol.  
X-ray photoelectron spectroscopy (XPS) was performed at the Harvard Center for 




equipped with an Al source and 180° double focusing hemispherical analyzer and 128-
channel detector using a 400 µm X-ray spot size.  
NMR Spectroscopy was performed in the Massachusetts Institute of Technology (MIT) 
Department of Chemistry Instrumentation Facility (DCIF) using a Bruker AVANCE NEO 
400 MHz spectrometer equipped with a broadband probe.  
High-resolution synchrotron powder X-ray spectroscopy was performed using the 
mail-in program at beamline 11-BM at the Argonne National Laboratory (ANL) Advanced 
Photon Source (APS). Samples were packed into a Kapton capillary and the ends were 
sealed using epoxy. Samples were mounted into Kapton capillary sample holders provided 
by the beamline and shipped to the beamline. Powder patterns were collected with the 
standard automated experimental setup102,812,813 at 100 K using 0.412805 Å X-rays.  
Thermogravimetric analysis (TGA) was performed on a TA Instruments Q500 











Elemental Analyses were performed by Robertson Microlit Laboratories, Ledgewood NJ.  
 %C %H %N 
Ni2Cl2BTDD    
Calc. (Dry) 31.85 0.89 18.57 
Calc. (2.38 H2O) 29.08 1.79 16.96 
Found 29.45 2.52 16.74 
Ni2F2BTDD    
Calc. (Dry) 34.35 0.96 20.03 
Calc. (2.26 H2O) 31.31 1.87 18.26 
Found 32.10 2.72 17.34 
Ni2Br2BTDD    
Calc. (Dry) 26.62 0.74 15.52 
Calc. (2.61 H2O) 24.49 1.58 14.28 
Found 24.88 1.77 13.74 
Ni2(OH)2BTDD    
Calc. (Dry) 34.68 1.46 20.22 
Calc. (2.13 H2O) 31.73 2.28 18.51 
Found 32.59 2.76 17.28 
 
Calculation of the Characteristic Curve  
In order to make the loading dependent on only one free variable (“energy”) rather than 
two (p,T), we constructed a characteristic curve.715,717,747 The energy parameter used is the 
adsorption potential (A), which is the Gibbs free energy of adsorption with the inverse sign: 




É} is the saturation vapor pressure of the working fluid at the temperature of analysis, p is 





Isotherms measured at different temperatures should collapse onto a single 
characteristic curve. Water isotherms for Ni2Cl2BTDD and Ni2Br2BTDD were measured 
at 283 K, 293 K, and 298 K. After calculating the characteristic curve using each of these 
isotherms, it is evident that they all collapse into a single characteristic curve confirming 
the validity of the characteristic curve model.  
Calculation of the Enthalpy of Adsorption  
The Clausius-Clayperon equation was used to determine the enthalpy of adsorption 
(∆.012). Loadings at two different temperatures were calculated from the characteristic 
curve, and these values were then used to calculate the heat of adsorption according to the 















Section A2. Synthetic Methods.  
Improved Synthetic Pathway to the Ligand H2BTDD  
Literature methods for the synthesis of H2BTDD normally begin with the relatively 
expensive dibenzodioxin core.844 We synthesized the ligand using more scalable methods 





Scheme A1. Novel synthesis pathways to H2BTDD, compound 5 
Reaction A. To a warm (60 °C) stirring solution of 11.9 g catechol and 30.02 g potassium 
carbonate in 120 mL N-N-dimethylformamide in a 250 mL round bottom flask was added 
20 g 1-chloro-2,4-dinitrobenzene. The mixture was heated to reflux for 3 hours, then cooled 
to room temperature. The mixture was then poured into 250 mL crushed ice. The solids 
were separated by filtration and washed with deionized water. The yellow solids obtained 
were dissolved in 1000 mL hot acetone, which was cooled to RT and 400mL DI water was 
slowly added. The resulting precipitate was filtered, washed with deionized water, and 
dried to obtain 22.9 g of 2-nitrodibenzo[1,4]dioxin (2). Purification can also proceed by 
recrystallization from a 50:50 mixture of chloroform and methanol to obtain yellow 
crystals.  
Reaction B. In a 500mL RBF, 90 mL fuming nitric acid was added to 22.9 g 2- 








































through the top of condenser. The reaction was heated at 70 °C overnight, then cooled to 
room temperature. The mixture was then filtered to obtain the product, 2,3,7,8- 
tetranitrodibenzo[1,4]dioxin (3).  
Reaction C. In a 500 mL 2 neck round bottom flask, 9.2 g 2,3,7,8-
tetranitrodibenzo[1,4]dioxin was added to 190 mL hydrochloric acid and a stir bar. A 
condenser was equipped. 48 g powdered Sn was added in small portions while stirring, 
slowly to minimize foaming of the reaction mixture. After all Sn was added and the off-
gassing had subsided, the mixture was heated to reflux in an oil bath overnight. Then, the 
mixture was cooled to room temperature, then cooled in an ice bath, filtered, and washed 
with concentrated hydrochloric acid, ethanol, then diethyl ether. The obtained solids, the 
tetra-hydrochloric acid salt of 2,3,7,8- tetraaminodibenzo[1,4]dioxin (4), were dried under 
vacuum.  
Reaction D. Normally performed directly after isolation of product from D. To a 
suspension of 6.4 g of the tetra-hydrochloric acid salt of 2,3,7,8-
tetraaminodibenzo[1,4]dioxin, 60 mL acetic acid, and 20 mL deionized water in a 250 mL 
round bottom flask on a salted ice bath was added a solution of 2.75 g NaNO2 and water 
(20 mL) over ten minutes. Note that before addition of the oxidant, the reaction is a white, 
free-flowing suspension and that over the addition (which was carried out drop wise) the 
reaction changes color from green to orange to brown. After addition was complete, the 
reaction was allowed to stir an additional 30 minutes at this temperature, then diluted with 




solids were obtained that were the product, bis(1H-1,2,3-triazolo[4,5-b],[4′,5′- 
i])dibenzo[1,4]dioxin), or H2BTDD (5).  
Synthesis of Ni2X2BTDD MOFs.  
The synthesis of Ni2Cl2BTDD broadly followed methods in the literature11 with increased 
acid concentration and temperature. In a typical synthesis, 200 mg H2BTDD (0.75 mmol) 
was dissolved in 200 mL N,N’-dimethylformamide (DMF) in a 500 mL jar by stirring and 
heating to approximately 100°C. The clear solution was then cooled to room temperature. 
In a separate 500 mL jar, 1.65 mmol (2.2 eq.) nickel chloride hydrate was dissolved in a 
solution of 200 mL methanol and 128 mL concentrated hydrochloric acid. The clear 
solutions were combined, capped, and heated to 100°C in an oven for 2 days. After this 
time, the reaction mixture was removed from the oven and filtered to collect the solids. The 
solids were washed with DMF and methanol. Solvent exchange of DMF was carried out 
by Soxhlet extraction with methanol for approximately 48 hours. The materials were then 
activated under dynamic vacuum at 150°C for 24 hours.  
The synthesis of Ni2(OH)2BTDD followed the methods for the synthesis of 
Co2(OH)2BTDD and the smaller pore Co2(OH)2BBTA reported in the literature.846 
Briefly, beginning with the as-synthesized Ni2Cl2BTDD material, 10 eq. of KOH per Cl– 
were dissolved in deionized water and added to a suspension of MOF in deionized water 
to form a 0.05 M hydroxide solution. The suspension was stirred overnight, then filtered, 
the solids were washed with DMF and methanol, and then activated at 100°C under 




To synthesize Ni2F2BTDD, 0.751 mmol as-synthesized Ni2Cl2BTDD material was 
suspended in 80 mL DMF. 5.7 g CsF (25 eq. per Cl–) was added to the suspension, and it 
was stirred for 12 hours at room temperature. The suspension was then filtered on a frit and 
washed with 10 × 20 mL DMF and 10 × 20 mL methanol. The resulting powder was 
activated at 100 °C under dynamic vacuum.  
To synthesize Ni2Br2BTDD, 100 mg of activated Ni2F2BTDD in a nitrogen-filled glovebox 
was suspended in 5 mL dry, degassed benzene. 0.066 mL (1.05 eq. per F–) trimethylsilyl 
bromide was added from a syringe in one portion. The vial was left overnight, then filtered 
on a frit and the solids were washed with benzene. The resulting powder was activated at 
100 °C under dynamic vacuum.  
Section A3. Powder X-ray Diffraction Data.  
 
Figure A3.1. Powder X-ray diffractograms for activated samples of pristine Ni2Cl2BTDD 





Figure A3.2. Powder X-ray diffractograms for activated samples of pristine 
Ni2(OH)2BTDD (dark blue), and after a single water isotherm (light blue).  
 
Figure A3.3. Powder X-ray diffractograms for activated samples of pristine Ni2F2BTDD 





Figure A3.4. Powder X-ray diffractograms for activated samples of pristine Ni2Br2BTDD 
(dark purple), and after a single water isotherm (light purple).  
 
Figure A3.5. Powder X-ray diffractograms for samples after 400 cycles of water uptake 





Section A4. Nitrogen Isotherm Data.  
 
Figure A4.1. N2 adsorption isotherms for activated samples of pristine Ni2Cl2BTDD 
(dark green), and after a single water isotherm (light green).  
 
Figure A4.2. N2 adsorption isotherms for activated samples of pristine Ni2(OH)2BTDD 






Figure A4.3. N2 adsorption isotherms for activated samples of pristine Ni2F2BTDD (dark 
pink), and after a single water isotherm (light pink).  
 
Figure A4.4. N2 adsorption isotherms for activated samples of pristine Ni2Br2BTDD 






Section A5. X-ray Photoelectron Spectroscopy Data.  
 
Figure A5.1: Survey X-ray photoelectron spectroscopy (XPS) for Ni2F2BTDD (pink), 







Figure A5.2: Fluoride F1s energy X-ray photoelectron spectroscopy (XPS) for 
Ni2F2BTDD (pink) and Ni2Br2BTDD (purple).  
 
Figure A5.3: Bromide Br3d energy X-ray photoelectron spectroscopy (XPS) for 





Section A6. Infrared Spectroscopy Data.  
 
Figure A6.1. Diffuse-Reflectance Infrared Spectroscopy (DRIFTS) of the water 
adsorption process in Ni2(OH)2BTDD under controlled relative humidity (RH).  
 
Figure A6.2. Diffuse-Reflectance Infrared Spectroscopy (DRIFTS) of the water 





Figure A6.3. Diffuse-Reflectance Infrared Spectroscopy (DRIFTS) of the water 
adsorption process in Ni2Cl2BTDD under controlled relative humidity (RH).  
 
Figure A6.4. Diffuse-Reflectance Infrared Spectroscopy (DRIFTS) of the water 




Section A7. Additional Water Cycling Data.  
 
Figure A7.1: Water cycling in Ni2(OH)2BTDD, switching from 0 mbar H2O to 18 mbar 
H2O every two hours. Initial cycle was measured after a water isotherm at 25 °C. Spikes in 





Figure A7.2: Water cycling in Ni2F2BTDD, switching from 0 mbar H2O to 18 mbar H2O 
every two hours. Initial cycle was measured after a water isotherm at 25 °C. Spikes in data 
are microbalance anomalies caused by pressure changes.  
Section A8. Nuclear Magnetic Resonance Data.  
 
Figure A8.1: Nuclear Magnetic Resonance spectrum acquired at 400 MHz of the filtrate 
after treatment of Ni2F2BTDD with trimethylsilyl bromide (TMS-Br) in deuterated 
benzene.  
 
Section A9. Rietveld Refinement of Synchrotron Powder X-ray Diffraction Data. Due 
to relatively small crystal size, structures of Ni2X2(BTDD) were obtained from synchrotron 




(Coelho Software).847 An anisotropic strain broadening model by Stephens et al. was used 
to improve profile fit.848 Reported structures for Co2Cl2(BTDD)690 and Cu2Cl2(BTDD)849 
were used as a starting point for the Rietveld refinement.850 Structures were initially refined 
using a rigid body description of the ligand, with bond lengths and angles constrained to 
literature849 values. After the orientation and position of the ligand were refined, the rigid 
body constraints were lifted, and all atom positions were refined, subject to geometric bond 
length and angle restraints. Distances and angles in the linker were restrained to literature 
values; 849 Ni-N1 and Ni-X distances were restrained to average Cambridge Structural 
Database851 distances for the relevant Ni environments. Additional oxygen atoms 
representing adsorbed water molecules were placed in the MOF pores based on the 
difference Fourier map. For Ni2F2(BTDD), the bridging halide was refined as a disorder 
between Cl and F to match the results of the NMR study. Initially, the occupancies of the 
halides were constrained to the experimental 1:5 ratio. The constraint was relaxed to a 
restraint in the final stage of the refinement. For Ni2Br2(BTDD), the fit significantly 
improved with introduction of Ni and Br vacancies, and addition of a small amount of 
terminal Br (Br2) atoms disordered with the terminal water groups (O2) to keep the structure 
charge balanced. Thermal parameters were refined isotropically for all structures, with 
similarity restraints applied separately on heavy atoms and on light atoms. Experimental 
details and structural information are presented in Table A9.1. Final Rietveld plots for the 
three compounds are presented in Figs. A9.1 (Ni2Cl2(BTDD)), A9.2 (Ni2F2(BTDD)), and 





Table A9.1. Experimental details and structural information for Ni2X2(BTDD).  
Material Ni2F2(BTDD) Ni2Cl2(BTDD) Ni2Br2(BTDD) 
Diffraction 
instrument APS 11-BM 
Radiation type Synchrotron X-ray 
Wavelength 0.412805 Å 
Temperature 100.0 
Formula C12Cl0.38F1.62N6Ni2O8.56 C12Cl2N6Ni2O11.48 C12Br1.68N6Ni1.81O8.69 
Mr, g/mol 526.79 600.19 603.91 
Z 9 
Crystal system Trigonal 
Space group R3m (no. 166; hexagonal setting) 
a, Å 38.6092(5) 38.5282(5) 38.42498(19) 
c, Å 8.09293(13) 8.18879(13) 8.20774(6) 
V, Å3 10447.6(3) 10527.1(3) 10494.98(13) 
Dc, g/cm3 0.75348 0.85204 0.85948 
ø,	mm-1	 0.196 0.215 0.496 
2¬	range,	°	 1 – 18 0.5 – 20 0.5 – 25 
Refl. Obs. 628 846 1583 
No. of 
parameters 65 65 71 
No. of 
restraints 28 28 29 
Rwp, % 7.08 7.71 7.83 
Rexp, % 5.86 7.60 6.19 
Rp, % 4.87 5.12 5.54 
RBragg, % 0.91 1.38 1.92 







Figure A9.1. Rietveld fit of Ni2Cl2(BTDD). Red line: calculated intensities; black circles: 
experimental intensities; grey line: difference; red ticks: calculated reflection positions. 
Select fit parameters are presented on the plot.  
 
Figure A9.2. Rietveld fit of Ni2F2(BTDD). Red line: calculated intensities; black circles: 
experimental intensities; grey line: difference; red ticks: calculated reflection positions. 





Figure A9.3. Rietveld fit of Ni2Br2(BTDD). Red line: calculated intensities; black circles: 
experimental intensities; grey line: difference; red ticks: calculated reflection positions. 
Select fit parameters are presented on the plot.  
Section A10. Additional Water Uptake Data, Heat of Adsorption.  
 
Figure A10.1: Zoom in on the low-pressure region of water adsorption isotherms in 
gravimetric units for Ni2F2BTDD (pink), Ni2Cl2BTDD (green), Ni2Br2BTDD (purple), and 





Figure A10.2: Heat of adsorption (∆.012	 ) of water in Ni2Cl2BTDD (green), or 
















SUPPLEMENTARY INFORMATION FOR: 
 








Experimental Discussion Omitted from Main Text 
To test the impact of the anion on the binding strength of various adsorbates, we 
measured variable temperature adsorption isotherms with activated samples of 1-X (X = 
OH, F, Cl, Br) at 283, 288, 293, 298, and 308 K for CO and C2H4, and at 77 and 87 K for 
H2. Each material displayed a type I isotherm upon dosing with each of the three gases 
(Figure 60). The adsorbate uptake capacities at 1 bar and 298 K also show that the coverage 
is substoichiometric with respect to the metal sites ranging from 14-59% for CO and 43-
74% for ethylene (Table 2). Notably, the uptake capacity is considerably reduced for 1-




H2 capacity at 1 bar and 77 K is in excess of the metal content, ranging from 174-252% per 
metal site, suggesting the formation of a multilayer or the presence of BTDD-bound sites 
To gain insight into the adsorbate binding energy, we modeled the variable 
temperature adsorption data to extract isosteric enthalpies of adsorption. For each of the 1-
X materials, the data was fit using the Dual Site Langmuir (DSL), Sips (also known as 
Langmuir-Freundlich), Unilan, and Virial isotherms (Appendix G Section A6). Isosteric 
enthalpies of adsorption were then calculated using the Clausius-Clapeyron relation for the 
DSL, Sips, and Unilan models and directly for the Virial model. In order to exclude sources 
of error, the isosteric enthalpies of adsorption were all interpolated at a coverage of 0.01 
mmol/g and were averaged over the results of all four fitting models in an effort to 
minimize systematic error (Figure 61, unfilled shapes).852 
 
Section A1. General Experimental Information. 
Materials and Methods. NiCl2•6H2O (Strem Chemicals), HCl (32-35%, BDH – VWR 
Analytic) methanol (99.9%, VWR), N,N-dimethylformamide (99.8%, Millipore), 1-
chloro-2,4-dinitrobenzene (99%, TCI), catechol (99%, Sigma-Aldrich), K2CO3 (99%, 
Sigma-Aldrich), Sn Powder (150 micron, 99.5%, Sigma-Aldrich), diethyl ether (99%, 
Sigma-Aldrich), trimethylsilyl bromide (97%, SigmaAldrich), acetone (ACS grade, 
Macron Chemical), fuming HNO3 (90% min, Macron), H2SO4 (95-98%, BDH Chemicals), 
acetic acid (ACS grade, VWR BDH Chemicals), NaNO2 (98%, Alfa Aesar), ethanol (200 
proof, Koptec), KOH (ACS grade, BDH chemicals), CsF (99%, Beantown Chemicals) 




to three freeze-pump-thaw cycles before bringing into a nitrogen-filled glovebox and stored 
over 3 Å molecular sieves. 
 
Gas adsorption isotherms were measured by a volumetric method using a Micromeritics 
ASAP 2020 gas sorption analyzer. Typical samples of ca. 40–80 mg, preactivated at 
>100°C to remove all residual solvent, were transferred in an Ar-filled glovebox to a pre-
weighed analysis tube. The tube with sample inside was weighed again to determine the 
mass of the sample. The tube was capped with a Micromeritics TranSeal™, brought out of 
the glovebox, and transferred to the analysis port of the gas sorption analyzer. Free space 
correction measurements were performed using ultra-high purity He gas (UHP grade 5, 
99.999% pure). Nitrogen isotherms were measured using UHP grade Nitrogen. All 
nitrogen analyses were performed using a liquid nitrogen bath at 77 K. Carbon monoxide 
and ethylene isotherms were measured at varying temperatures in a water/ethylene glycol 
isothermal bath using high purity gases (carbon monoxide, 99.99%; ethylene 99.9%). 
Hydrogen (H2, 99.999%) isotherms were performed using a liquid nitrogen bath (77 K) or 
a liquid argon bath (87 K). Oil-free vacuum pumps were used to prevent contamination of 
sample or feed gases. 
 
Diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) measurements 
were performed using a Bruker Tensor 37 IR spectrometer equipped with a liquid nitrogen 
cooled mercury cadmium S4 telluride detector and a Pike DiffusIR accessory. A sample of 




of approximately 1:50-100 (MOF:KBr) in an argon-filled glovebox. The resulting solid 
solution was then packed into a ceramic cup and sealed in the DiffusIR cell. The cell was 
brought out of the box, and a static dry spectrum was recorded with the cell sealed. Known 
volumes of CO was dosed into the cell through an airtight port using a gas tight syringe. 
The temperature for all measurements was 20 °C. Data was transformed using the Kubelka-
Munk function. 
 
Section A2. Computations 
 
Table A2.1: Comparative tabulation of adsorption energies recovered from experiment 
and theory for halide exchanged frameworks. 
 Adsorbate Experiment Theory (HSE06) 
OH 
CO 16.42 ± 1.17 31.79 
H2 7.00 ± 0.01 - 
Et 23.23 ± 1.14 13.06 
F 
CO 31.00 ± 1.61 32.74 
H2 7.09 ± 0.02 9.78 
Et 32.98 ± 0.40 25.07 
Cl 
CO 39.02 ± 0.16 41.44 
H2 7.63 ± 0.01 12.90 
Et 22.31 ± 0.24 23.62 
Br 
CO 44.56 ± 0.75 44.42 
H2 7.62 ± 0.01 12.38 
Et 19.8 ± 0.65 20.79 
I 
CO - 51.00 
H2 - 13.83 






Table A2.2: Total valence electrons on nickel atom for the empty framework and those 
with carbon monoxide and ethylene bound showing an increase in electron density with σ-
donation from CO and a decrease in electron density associated with π-backbonding from 
ethylene. 
 Model Electrons on Ni Spin on Ni 
OH 
CO 9.268 1.573 
Empty 9.148 1.630 
Et 9.160 1.631 
F 
CO 9.211 1.628 
H2 9.117 1.662 
Empty 9.126 1.665 
Et 9.012 1.663 
Cl 
CO 9.241 1.556 
H2 9.135 1.598 
Empty 9.128 1.606 
Et 9.123 1.607 
Br 
CO 9.238 1.526 
H2 9.121 1.547 
Empty 9.102 1.588 
Et 9.004 1.595 
I 
CO 9.247 1.470 
H2 9.114 1.526 
Empty 9.081 1.553 






Figure A2.1: Fermi-aligned orbital-decomposed DOS plots depicting the sum of p-states 
from halide and hydroxyl ligands, sum of nickel d-states (black), and contribution of each 
d-orbital to the summed d-DOS at the HSEsol06 level of theory. 
 
Table A2.3: Structure parameters for active site “openness” as a function of halide 
exchange recovered from structures fully equilibrated with the PBE-D3 functional. 
 Ni-Ni distance Linker-Linker dihedral 
OH 3.11 Å 113.0° 
F 3.10 Å 109.8° 
Cl 3.24 Å 102.6° 
Br 3.29 Å 97.3° 






Section A3. Diffuse reflectance infrared Fourier transform (DRIFTS) 
To a sample of 1-Cl (2.6 mg, 0.0057 mmol), 750 µL of CO (~3 eq.) were dosed in and a 
DRIFT spectrum was recorded 5 times in increments of 120 seconds 
 
 
Figure A3.1: DRIFTS measurement of CO in 1-Cl on left and a close up of the 2100-2250 
cm-1 region showing the difference in Kubelka-Munk intensity of with increasing carbon 


















Section A4. Non-classical Metal Carbonyl Correlation 
 









































Section A5. Typical isosteric enthalpies 
Table A5.1: Selection of literature isosteric enthalpy of adsorption values for CO. 
Framework CO Qst 
(kJ/mol) 
Method/Notesa 
Zeolite 5A854 70 One of Langmuir or Freundlich, 194.5/237/298 K 
Zeolite 13X854 70 One of Langmuir or Freundlich, 194.5/237/298 K 
Ni-MOF-74777 52.7 Two or three site(?) temperature dependent Langmuir 
model, 298/308/318 K 
Cu(I)/MIL-
100(Fe)855 
50 DSLF, 288/298/308 K 
Cu doped 
Al2O3856 
48.8 Modeling kinetics with linear driving force model 
Co-MOF-74777 48.8 Two or three site(?) temperature dependent Langmuir 
model, 298/308/318 K 
Fe-MOF-74777 43.6 Two or three site(?) temperature dependent Langmuir 
model, 298/308/318 K 
MIL-
100(Fe)855 
38 DSLF, 288/298/308 K 
Mg-MOF-74777 35.4 Two or three site(?) temperature dependent Langmuir 
model, 298/308/318 K 
Mn-MOF-74777 29.7 Two or three site(?) temperature dependent Langmuir 
model, 298/308/318 K 
Mg-MOF-74857 29 Variable temperature IR, -∆S0 = 133 J/molK 
Zn-MOF-74777 27.2 Two or three site(?) temperature dependent Langmuir 
model, 298/308/318 K 
Zn-MOF-
177854 
22 One of Langmuir or Freundlich, 194.5/237/298 K 
Zn-MOF-5854 16 One of Langmuir or Freundlich, 194.5/237/298 K 
Ag doped 
Al2O3856 
37.3/36.1 Modeling kinetics with linear driving force model 












Table A5.2: Selection of literature isosteric enthalpy of adsorption values for ethylene. 





120 DSLF, 293/303/313 K 
PAF-1-SO3Ag859 106 DSLF, 296/318 K, Ag on PAF 
MIL-101-Cr-
SO3Ag860 
63 DSLF, 296/318 K 
HUS-6(Hf)-Ag861 56.5 Virial, 283/298 K 
Co-MOF-74862 47 Virial, 298/308/318 K 
Fe-MOF-74778 45 DSLF, 318/333/353 K, Caption for Fig. S3 is 
confusing 
Mg-MOF-74863 42.6 DSLF, 278/298/318 K 
Cu+@Cr-MIL-
101864 
40 DSL, 303/313/323 K, CuCl loaded 
Cr-MIL-101-
SO3H858 
35 DSLF, 298/303/313 K 
Cu-MOF-74862 30 Virial, 298/308/318 K 
Fe-MIL-142A865 26 DSLF, 278/288/298 K, typo in text body, value 
taken from figure 
PAF-1-SO3H859 23 DSLF, 296/318 K, PAF 
Fe-PCN-250866 21.1 DSLF, 273/298 K 
PAF-1859 14 DSLF, 296/318 K, PAF, also known as PPN-6 
Cr-MIL-101-
SO3H860 
10 DSLF, 296/318 K 
 
 
Section A6. Isosteric enthalpy of adsorption calculations  
The Langmuir model is defined as ® = «AXA»
9RXA»
, where n is the quantity of adsorbate adsorbed 
onto the adsorbent surface and p is the pressure. This model can be derived from the steady 
state of +2
+-
= …9É( 9 − ®) − …:®, in which the rate of adsorption is limited by the number 
of available sites.867 The Langmuir model can be extended to a heterogeneous system in 








. Chemically a two site model in the Ni2X2BTDD system can be interpreted as distinct 
adsorption to the Ni sites and the BTDD sites, however this interpretation is not necessarily 
precise. Distinct adsorption sites may be added to the model until the limit of continuous 













. The Sips (also known as Langmuir-Freundlich) isotherm is a 
mixture of the Langmuir and Freundlich isotherms, ® = «X»
Ü
9RX»Ü
. In this model, the factor s 
introduces heterogeneity.868 These particular models were chosen as the inverse, P(n), can 
be expressed analytically, which allows for facile error propagation. The errors of the 
isotherm fits were calculated using the variance-covariance matrix of the fit, Σ“ = ”Σ‘”π, 
where Σ“  is a vector of the variance for each variable, J is the Jacobian (+k
+X’
), and Σ‘  is the 
variance-covariance matrix.869 For each of these models, the isosteric enthalpy of 





The variances calculated from the variance-covariance calculation were used as the weights 
in the Clausius-Clapeyron linear fit. The last model used in this study is a virial-type 
equation, ln É = ln® + 9
π
∑ m=®=Q=ªH + ∑ º=®=
q
=ªH . Unlike the abovementioned models, the 
virial analysis simultaneously fits the isothermal data for all temperatures. We have 
determined that K = 4 and ◊ = 1 fits the data sufficiently with our data set. The isosteric 
enthalpy of adsorption is calculated as ∆.X+|(®) = Ω∑ m=®=Q=ªH . 
The various isotherm models were fit using the Nonlinearmodelfit function in 




weighted by 1/quantity adsorbed in order to ensure an appropriate model fit at the lowest 
pressures in order to achieve accurate isosteric enthalpy of adsorptions. 
 
Table A6.1: Summary of isosteric enthalpy of adsorption (kJ/mol). 
Gas X Unilan Virial Sips DSL Average 
CO F 33.67 ± 2.12 26.19 ± 1.84 35.04 ± 5.12 29.08 ± 2.67 31.00 ± 1.61 
 Cl 37.91 ± 0.21 37.69 ± 0.40 43.05 ± 0.41 37.42 ± 0.16 39.02 ± 0.16 
 Br 40.18 ± 0.55 46.09 ± 1.16 50.97 ± 2.57 41.00 ± 0.86 44.56 ± 0.75 
 OH 17.92 ± 3.02 14.96 ± 2.95 16.00 ± 0.14 16.78 ± 2.01 16.42 ± 1.17 
C2H4 F 27.21 ± 0.96 32.14 ± 0.49 43.20 ± 1.04 29.38 ± 0.51 32.98 ± 0.40 
 Cl 21.28 ± 0.63 22.81 ± 0.16 22.99 ± 0.49 22.17 ± 0.53 22.31 ± 0.24 
 Br 18.91 ± 0.51 21.44 ± 0.34 18.27 ± 2.02 20.57 ± 1.54 19.80 ± 0.65 
 OH 16.96 ± 1.31 22.56 ± 0.39 29.60 ± 3.98 23.78 ± 1.80 23.23 ± 1.14 
H2 F 6.86 ± 0.00 7.11 ± 0.08 7.78 ± 0.01 6.60 ± 0.00 7.09 ± 0.02 
 Cl 7.42 ± 0.00 7.46 ± 0.03 8.73 ± 0.00 6.91 ± 0.00 7.63 ± 0.01 
 Br 7.34 ± 0.00 7.43 ± 0.02 8.54 ± 0.01 7.16 ± 0.00 7.62 ± 0.01 
 OH 6.22 ± 0.01 6.73 ± 0.03 8.66 ± 0.01 6.40 ± 0.00 7.00 ± 0.01 
a-∆Hads (kJ/mol) determined at 0.01 mmol/g (this point was chosen rather than 0 mmol/g 

















| 	(for virial). 
Gas X Unilan Virial Sips DSL Average 
Average  5.37 4.00 5.00 2.93 4.32 
CO F 7.68 13.65 7.17 6.90 8.85 
 Cl 1.61 2.55 5.64 1.78 2.90 
 Br 5.11 8.43 4.66 4.94 5.79 
 OH 11.78 11.10 14.01 10.33 11.81 
C2H4 F 4.61 2.22 4.26 1.19 3.07 
 Cl 3.12 1.12 0.66 0.34 1.31 
 Br 5.78 1.86 1.41 0.77 2.46 
 OH 11.02 2.17 2.00 0.53 3.93 
H2 F 2.09 2.31 6.85 2.61 3.47 
 Cl 2.82 1.05 3.27 2.30 2.36 
 Br 2.01 0.58 4.24 1.57 2.10 













































































n = quantity adsorbed (mmol/g) 
p = pressure (kPa) 
U = maximum adsorption capacity 
a = Unilan constant 
s = difference between minimum and maximum adsorption energy 
 
 






G = CO, X = F 
 283 K 288 K 293 K 298 K 308 K 
U 5.63278 20.8899 21.5268 21.5705 20.6312 
s 3.15121 12.527 12.569 12.2529 11.846 
a 110.263 1.46024*106 2.04597*106 2.00405*106 2.07604*106 
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G = CO, X = Cl 
 283 K 288 K 293 K 298 K 308 K 
U 5.0222 5.19379 5.72677 7.27046 24.7394 
s 2.58975 2.62905 2.88274 3.67202 12.0629 
a 44.5242 62.6492 105.847 307.017 2.27772*106 
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G = CO, X = Br 
 283 K 288 K 293 K 298 K 308 K 
U 17.8139 19.2549 18.099 18.813 17.7014 
s 12.5083 13.0374 11.8569 12.3436 11.0933 
a 724520 1.74737*106 746012 1.54856*106 794747 
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G = ethylene, X = F 
 283 K 288 K 293 K 298 K 308 K 
U 65.3984 64.2953 63.6257 63.9649 63.2723 
s 12.6045 12.482 12.3199 12.1315 11.1287 
a 6.41561*106 6.72536*106 6.82727*106 6.90939*106 4.0884*106 
R2 0.998638 0.99899 0.999373 0.999493 0.999799 
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G = ethylene, X = Cl 
 283 K 288 K 293 K 298 K 308 K 
U 133.335 130.957 126.82 126.815 116.632 
s 10.7864 10.6319 10.3772 10.2796 10.0138 
a 4.63904*106 4.55355*106 4.03451*106 4.35625*106 4.2323*106 
R2 0.999788 0.999805 0.999806 0.999806 0.999819 
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G = ethylene, X = Br 
 283 K 288 K 293 K 298 K 308 K 
U 142.249 136.116 123.941 110.549 90.9118 
s 10.2099 10.1586 10.1083 10.1124 10.0267 
a 4.19987*106 4.37677*106 4.33957*106 4.38547*106 4.43476*106 
R2 0.999489 0.999276 0.999322 0.999205 0.999373 
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Virial Model for Isosteric Enthalpy of Adsorption 
ln É = ln ® + 9
π
∑ m=®=i=ªH + ∑ º=®=9=ªH   





n = quantity adsorbed (mmol/g) 
p = pressure (kPa) 
T = temperature (K) 
ai, bi = virial coefficients (K/moli) 
 
 






























G = CO, X = F 
 Estimate Standard Error 
a0 -3145.29 222.67 
a1 -430.24 246.012 
a2 -450.004 141.225 
a3 228.036 84.4302 
a4 -36.5873 16.0848 
b0 12.6571 0.754852 
b1 3.21696 0.792216 
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G = CO, X = Cl 
 Estimate Standard Error 
a0 -4535.79 48.3746 
a1 214.899 44.1429 
a2 -70.4058 23.1363 
a3 33.5374 11.9493 
a4 -4.30791 1.96507 
b0 17.2152 0.16415 
b1 0.0257865 0.140197 
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G = CO, X = Br 
 Estimate Standard Error 
a0 -5554.49 140.656 
a1 1132.74 157.623 
a2 -492.002 100.465 
a3 274.374 63.2769 
a4 -49.405 12.7042 
b0 20.6528 0.476755 
b1 -1.98746 0.498593 
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G = C2H4 X = F 
 Estimate Standard Error 
a0 -3869.99 59.6324 
a1 410.376 36.8163 
a2 20.9295 11.6294 
a3 -9.05943 3.93495 
a4 0.903879 0.429069 
b0 15.5967 0.201573 
b1 -1.1733 0.11743 
R2 = 0.999828 
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G = C2H4, X = Cl 
 Estimate Standard Error 
a0 -2744.61 19.6555 
a1 138.707 13.6658 
a2 -45.7346 4.35165 
a3 11.3473 1.53692 
a4 -0.983806 0.174077 
b0 12.2969 0.0666057 
b1 -0.14488 0.0442618 
R2 = 0.999981 
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G = C2H4, X = Br 
 Estimate Standard Error 
a0 -2581.4 40.8822 
a1 222.15 37.1675 
a2 -150.99 14.3773 
a3 48.9921 6.141441 
a4 -5.53159 0.915535 
b0 11.9703 0.138634 
b1 -0.058865 0.121385 
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n = quantity adsorbed (mmol/g) 
p = pressure (kPa) 
U = maximum adsorption capacity 
a = Sips constant 
s = heterogeneity factor 
 
 






G = CO, X = F 
 283 K 288 K 293 K 298 K 308 K 
U 3.44571 3.41418 3.34023 3.30429 3.14974 
s 0.917805 0.880539 0.894853 0.902536 0.907754 
a 0.0497797 0.04447 0.0356671 0.0284464 0.0198512 
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G = CO, X = Cl 
 283 K 288 K 293 K 298 K 308 K 
U 3.90009 3.82286 3.7482 3.67129 3.48608 
s 0.88546 0.898632 0.910116 0.914805 0.936993 
a 0.0664391 0.0527782 0.0423251 0.0337662 0.0224625 
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G = CO, X = Br 
 283 K 288 K 293 K 298 K 308 K 
U 3.27187 3.27314 3.05511 2.99641 2.69418 
s 0.84281 0.849174 0.893861 0.892136 0.943709 
a 0.0719193 0.0558379 0.0448456 0.0372138 0.0241213 
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G = C2H4, X = F 
 283 K 288 K 293 K 298 K 308 K 
U 12.3524 11.3064 10.1453 9.86665 8.21607 
s 0.844591 0.866797 0.893866 0.908688 0.964091 
a 0.0120794 0.0108159 0.00977922 0.00828876 0.00608007 
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G = C2H4, X = Cl 
 283 K 288 K 293 K 298 K 308 K 
U 21.7058 21.6453 22.2085 24.016 24.5239 
s 0.943901 0.947855 0.949111 0.950006 0.953837 
a 0.00333629 0.00289391 0.00244852 0.00192215 0.00139425 
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G = C2H4, X = Br 
 283 K 288 K 293 K 298 K 308 K 
U 49.8223 152.321 149.263 429.556 94.3708 
s 0.923228 0.908901 0.911411 0.906088 0.919935 
a 0.00108089 0.000321164 0.000286022 0.0000892223 0.000295874 










































































  = 






























    
 = 	
  = 




















 =   = 	



















 =   = 	





























n = quantity adsorbed (mmol/g) 
p = pressure (kPa) 
U1 = maximum adsorption capacity site 1 
a1 = Langmuir constant for site 1 
U2 = maximum adsorption capacity site 2 
a2 = Langmuir constant for site 2 
 
 




G = CO, X = F 
 283 K 288 K 293 K 298 K 308 K 
U1 1.76323 2.7173 2.78848 2.84011 2.83802 
a1 0.0935967 0.0127078 0.0104615 0.00894128 0.0130336 
U2 3.12837 1.05535 0.999907 0.923821 0.187816 
a2 0.00584444 0.118544 0.0937149 0.0746356 0.147748 
R2 0.999826 0.999814 0.999884 0.999718 0.999587 
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G = CO, X = Cl 
 283 K 288 K 293 K 298 K 308 K 
U1 2.79425 1.45672 1.44297 2.9624 3.11188 
a1 0.016538 0.121102 0.0931956 0.0104458 0.00687372 
U2 1.52 2.83829 2.91287 1.20834 1.13045 
a2 0.157121 0.0137755 0.0107251 0.0793118 0.0506936 
R2 0.999985 0.999988 0.999993 0.999963 0.999991 
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G = CO, X = Br 
 283 K 288 K 293 K 298 K 308 K 
U1 2.46217 2.56768 2.418 2.44229 2.89267 
a1 0.02135 0.0170786 0.00987337 0.0117264 0.00330234 
U2 0.943152 0.868636 1.19003 0.866496 1.31304 
a2 0.231705 0.182158 0.0998768 0.0096256 0.0423484 
R2 0.999722 0.999698 0.999937 0.999844 0.999991 
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G = C2H4, X = F 
 283 K 288 K 293 K 298 K 308 K 
U1 13.1321 1.08773 1.05136 1.02448 1028.92 
a1 0.00384017 0.0689303 0.0540611 0.044034 0.0000145715 
U2 1.10213 13.0558 12.1511 12.9691 2.14487 
a2 0.0872416 0.00333717 0.00320464 0.00259274 0.00259274 
R2 0.999997 0.999996 0.999992 0.999988 0.99992 
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G = C2H4, X = Cl 
 283 K 288 K 293 K 298 K 308 K 
U1 0.0889428 17.9032 0.0774436 18.8628 0.0706771 
a1 0.19005 0.00281494 0.146105 0.00198009 0.0914834 
U2 17.7817 0.0848068 18.0982 0.0678695 20.0265 
a2 0.00324847 0.158996 0.00242382 0.136973 0.00137576 
R2 0.999999 0.999997 0.999998 0.999997 0.999997 
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G = C2H4, X = Br 
 283 K 288 K 293 K 298 K 308 K 
U1 22.9129 26.4185 26.6506 27.8703 30.7648 
a1 0.00177518 0.00132047 0.00113493 0.000941937 0.000627983 
U2 0.0565859 0.0647446 0.0702615 0.076716 0.0843938 
a2 0.33456 0.292574 0.210294 0.177744 0.10093 
R2 0.999993 0.999995 0.999996 0.999993 0.999967 
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