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Abstract—The availability of large bandwidth at millimeter
wave (mmWave) frequencies is one of the major factors that
rendered very high frequencies a promising candidate enabler
for fifth generation (5G) mobile communication networks. To
confront with the intrinsic characteristics of signal propagation
at frequencies of tens of GHz and being able to achieve data
rates of the order of gigabits per second, mmWave systems are
expected to employ large antenna arrays that implement highly
directional beamforming. In this paper, we consider mmWave
wireless systems comprising of nodes equipped with large antenna
arrays and being capable of performing hybrid analog and
digital (A/D) processing. Intending at realizing channel-aware
transmit and receive beamforming, we focus on designing low
complexity compressed sensing channel estimation. In particular,
by adopting a temporally correlated mmWave channel model,
we present two compressed sensing algorithms that exploit the
temporal correlation to reduce the complexity of sparse channel
estimation, one being greedy and the other one being iterative.
Our representative performance evaluation results offer useful
insights on the interplay among some system and operation
parameters, and the accuracy of channel estimation.
Index Terms—Beamforming, sparse channel estimation, com-
pressed sensing, hybrid antenna processing, millimeter wave.
I. INTRODUCTION
Several publications have appeared and numerous panel dis-
cussions have taken place on the requirements and candidate
technologies for next generation (5G) mobile communication
networks [1], [2]. Although a consensus on the challenges for
these networks (including 1 ms end-to-end latency, 10 Gbps
throughput, and 1000K network connections per square meter)
has been reached, both academia and industry are still working
on network architectures and techniques meeting them either
one-by-one or in groups of few. Mobile communication in
high frequency bands, namely centimeter and millimeter wave
(mmWave), is a promising technology for addressing some of
the 5G requirements [3]. Short-range mmWave communication
at the unlicensed band of 60 GHz is already standardized in
IEEE 802.11ad [4] offering up to 7 Gbps data rate, and initial
investigations on mmWave cellular systems have identified
their potentials together with their key challenges [3], [5].
High frequency mobile communication will rely on direc-
tional transmissions and receptions. By exploiting the fact that
the wavelength at mmWave frequencies is very small, very
large antenna arrays can be packed into small form factors and,
thus, can be used to implement highly directional beamforming
to support long outdoor links. To achieve the full benefit
from beamforming in a multi-antenna communication link,
the entire channel state information needs to be available at
both communication ends. However, this information is hard
to acquire in mmWave systems due to the low coherence time,
the radio frequency (RF) hardware limitations [5] (RF chains
are usually much less than the number of antenna elements),
and the small signal-to-noise ratio (SNR) before beamforming.
The majority of the available approaches for mmWave channel
estimation and tracking utilizes sets of predefined beams, also
known as beam codebooks, at both communication ends. The
number of beams that can be realized from a node per time
instant depends on the number of its available RF chains.
One family of approaches (e.g., [6]–[9]) is based on beam
switching in order to find the pair or pairs of beams between a
transmitting and a receiving node resulting in meeting a prede-
fined threshold for data communication. The exhaustive search
beamforming protocol for medium access control adopted in
the IEEE 802.11ad standard is mainly based on the multi-
sector beamforming technique of [9]. Recently, another family
of approaches (e.g., [5], [10]–[12]) capitalized on the spatial
sparsity of mmWave channels [13], [14] to estimate the entire
channel gain matrix or its second-order statistics using tools
from the compressed sensing (CS) theory [15].
In this paper, we adopt the CS-based formulation of [5] for
the mmWave channel estimation problem and devise low com-
plexity algorithms for systems consisting of nodes equipped
with large antenna arrays, and being capable of performing
hybrid analog and digital (A/D) processing. We consider the
temporally correlated mmWave channel model of [16] and
exploit the temporal correlation to reduce the complexity and
duration of sparse channel estimation, without necessarily
degrading its performance. In doing so, we assume that the
angles of departure and arrival of the signal propagation paths
in between successive coherent channel blocks fall within
predictable limits, and present one greedy and one iterative
CS channel estimation algorithms. One possible way to predict
the angle limits is through node position estimation techniques
[17]. We present performance evaluation results for the mean
squared error (MSE) of the proposed CS channel estimation
and the mean achievable rate with channel-aware beamforming
for various system and operation parameters.
Notation: Vectors and matrices are denoted by boldface
lowercase letters and boldface capital letters, respectively. The
conjugate, transpose, and Hermitian transpose of a matrix
A are denoted by A∗, AT, and AH, respectively, while In
(n ≥ 2) is the n× n identity matrix. ‖a‖ and ‖a‖0 stand for
the Euclidean and the ℓ0 norm of a, and diag{a} denotes a
square diagonal matrix with a’s elements in its main diagonal.
[A]i,j and A(i) represent A’s (i, j)th element and ith column,
respectively. A ◦ B represents the Khatri-Rao product of A
and B, while A⊗B denotes their Kronecker product. R and
C represent the real and complex number sets, respectively,
whereas E{·} is the expectation operator and var{·} is the
variance operator. Notation x ∼ CN (0, σ2) indicates that x
is a circularly-symmetric complex Gaussian random variable
with zero mean and variance σ2.
II. SYSTEM AND CHANNEL MODELS
We present in the following the system model under in-
vestigation as well as the considered wireless channel model
suitable for mmWave communication with multi-antenna
transceivers.
A. System Model
Suppose a wireless communication system operating in
the mmWave frequency band consisting of a NT-antenna
transmitter (TX) wishing to send d independent data streams
to a NR-antenna receiver (RX), where d ≤ min(NT, NR).
Both TX and RX are assumed to be equipped with NRF radio
frequency (RF) chains, where NRF ≤ NT and NRF ≤ NR.
It must hold d ≤ NRF for possible correct decoding at RX.
Before transmission, TX linearly processes the symbol vector
s ∈ Cd×1 with a precoding matrix V ∈ CNT×d. In this
work, we assume that V is decomposed as V , VRFVBB,
where VRF ∈ CNT×NRF denotes the RF precoding matrix
implemented using only analog phase shifters (its entries are
of constant amplitude) and VBB ∈ CNRF×d is the baseband
(BB) precoding matrix. In our system model, we normalize the
entries of VRF as |[VRF]i,j |2 , N−1T with i = 1, 2, . . . , NT
and j = 1, 2, . . . , NRF. In addition, we assume that for V it
holds ‖V(n)‖ , 1 ∀n = 1, 2, . . . , d. A total power constraint
P is also considered for TX such that E{‖VP 12 s‖2} ≤ P,
where P = diag{[P1 P2 . . . Pd]} ∈ Rd×d+ with Pn denoting
the power allocated from TX to its nth data stream.
The BB NR× 1 complex-valued received signal at RX can
be mathematically expressed as
r = HVP
1
2 s+ n, (1)
where H ∈ CNR×NT denotes the channel gain matrix between
RX and TX, and n ∈ CNR×1 represents the zero-mean additive
white Gaussian noise (AWGN) vector with covariance matrix
σ2INR . After signal reception, RX is assumed to process y
with a linear filter U ∈ CNR×d in order to obtain an estimate
of the transmitted symbol vector s as
sˆ , UHr = UHHVP
1
2 s+UHn. (2)
At RX, U is assumed to be designed as U , URFUBB,
where URF ∈ CNR×NRF denotes the RF filter implemented
similar to VRF (i.e., its entries are of constant amplitude)
and UBB ∈ CNRF×d represents the BB filter. In addition, we
normalize the entries of URF as |[URF]i,j |2 , N−1R with
i = 1, 2, . . . , NR and j = 1, 2, . . . , NRF.
B. Channel Model
Similar to [5], [13], [14], [16], we adopt a geometric channel
model with L scatterers, where each scatterer contributes a
single propagation path in the TX and RX communication
link of physical distance D. Under this channel model, H can
be expressed as
H = AR (θ) diag{a}AHT (φ) , (3)
where matrices AT (φ) ∈ CNT×L, with φ , [φ1 φ2 · · · φL],
and AR (θ) ∈ CNR×L, with θ , [θ1 θ2 · · · θL], are defined as
AT (φ) , [aT (φ1) aT (φ2) · · · aT (φL)] , (4a)
AR (θ) , [aR (θ1) aR (θ2) · · · aR (θL)] . (4b)
In (4a) and (4b), variable φℓ ∈ [0, 2π] with ℓ = 1, 2, . . . , L
denotes the ℓth path’s angle of departure (AoD) from TX
and variable θℓ ∈ [0, 2π] represents the ℓth path’s angle of
arrival (AoA) at RX. In addition, aT (φℓ) ∈ CNT×1 and
aR (θℓ) ∈ CNR×1 are the array response vectors at TX and RX,
respectively (for uniform linear antenna arrays (ULAs), these
vectors are given by [5, eq. (5)]). In (3), a ∈ CL×1 includes the
path channel gains αℓ ∀ℓ = 1, 2, . . . , L. We further assume that
each path’s amplitude is Rayleigh distributed and, in particular,
that each αℓ ∼ CN (0, NTNR/ℓ(D)), where ℓ(D) denotes the
average pathloss between TX and RX.
In this work, we consider the temporally correlated
mmWave channel model of [16], where the channel is assumed
to be a block fading one, and the matrix H(n) at the nth
channel block is derived from H(n − 1) at the (n − 1)th
channel block (H for every block is obtained from (3))
as H(n) = AR (θ(n)) diag{a(n)}AHT (φ(n)). In the latter
expression, a(n) denotes the gains’ vector at the nth channel
block that is modeled as
a(n) = ρa(n− 1) +
√
1− ρ2β(n), (5)
where ρ ∈ [0, 1] represents the time correlation coefficient
between the nth and (n − 1)th channel blocks, and is given
by
ρ =
E{αℓ(n− 1)α∗ℓ (n)}√
var{αℓ(n− 1)}var{α∗ℓ (n)}
. (6)
According to the Jakes’ model [18], ρ = J0(2πfDTbl) with
J0(·) denoting the zeroth order Bessel function of the first
kind, fD being the maximum Doppler frequency, and Tbl
is the block length of the channel. In (5), β(n) ∈ CL×1
is a diagonal matrix with each entries being independent of
those in a(n − 1) and drawn from CN (0, NTNR/ℓ(D)).
In addition, we assume that the matrices with the AoDs
φ(n) , [φ1(n)φ2(n) · · · φL(n)] and the AoAs θ(n) ,
[θ1(n) θ2(n) · · · θL(n)] at the nth channel block H(n) can
be modeled as
AT (φ(n)) = AT (φ(n− 1) +∆φ) , (7a)
AR (θ(n)) = AR (θ(n− 1) +∆θ) , (7b)
where each entry of the L-dimension vectors ∆φ and ∆θ
are uniformly distributed in (−δ, δ) with δ being small. In
general, in quite static environments for which mmWave com-
munication seems to be a feasible communication paradigm,
δ depends on the directional speed of TX and/or RX.
III. CS-BASED MMWAVE CHANNEL ESTIMATION
In this section, similar to [5], we formulate the problem of
channel estimation for the considered mmWave communica-
tion system as a CS problem. Suppose that TX uses a training
beamforming vector fp ∈ CNT×1 to transmit the unit-power
training symbol str ∈ C, and RX deploys a measurement
vector wq ∈ CNR×1 to process the received signal. Then,
according to the system model described in (2), the output
signal at RX can be expressed as
yq,p = w
H
q Hfpstr +w
H
q nq,p, (8)
where nq,p ∈ CNR×1 denotes the zero-mean AWGN vector at
this training phase with covariance matrix σ2INR .
If TX utilizes MT training beamforming vectors fp with
p = 1, 2, . . . ,MT at MT successive time slots within each
coherent channel block, and RX makes use of MR measure-
ment vectors wq with q = 1, 2, . . . ,MR at MR successive
time slots to process str over each of the latter beamforming
vectors, the following MR×MT complex-valued matrix may
be constructed at RX
Y =WHHFstr +N, (9)
where [Y]q,p , yq,p, W , [w1w2 · · · wMR ] ∈ CNR×MR ,
F , [f1 f2 · · · fMT ] ∈ CNT×MT , and N ∈ CMR×MT being a
noise matrix, with each element defined as [N]q,p , wHq nq,p.
By using the steps described in [5, eqs. (12)-(15)] and as-
suming that str =
√
Ptr with Ptr representing the average
transmitted power in the training phase, (9) can be equivalently
written in a vectorized fashion as follows
yv ,
√
Ptr
(
FT⊗WH) (A∗T (φ) ◦AR (θ))α+ nv, (10)
where yv , vec(Y) ∈ CMTMR×1 and nv , vec(N) ∈
CMTMR×1, with vec(·) denoting the vectorization operation.
The complex-valued matrixA∗T(φ)◦AR(θ) has the dimension
NTNR×L. Assuming that AoDs and AoAs are selected from
large collections of angles (also termed as dictionaries) with
GT and GR elements, respectively, such that GT, GR ≫ L,
(10) can be approximated as
yv ∼=
√
Ptr
(
FTA∗T
(
φ¯
)⊗WHAR
(
θ¯
))
z+ nv. (11)
In the latter expression, AT
(
φ¯
) ∈ CNT×GT , with φ¯ ,
[φ¯1 φ¯2 · · · φ¯GT ], and AR
(
θ¯
) ∈ CNR×GR , with θ¯ ,
[θ¯1 θ¯2 · · · θ¯GR ], are the dictionary matrices with the array
response vectors for all the collections of angles. For col-
lections taken from uniform grids, the elements of φ¯ and θ¯
are constructed as φ¯i = 2πi/GT with i = 0, 2, . . . , GT − 1
and θ¯j = 2πj/GR with j = 0, 2, . . . , GR − 1, respectively.
Finally, in (11), z ∈ CGTGR×1 includes the path gains for all
combinations of quantized AoDs and AoAs. It is noted that,
both GT and GR in (11) are assumed to be sufficiently large
such that (11) tightly approximates (10).
The mathematical representation in (11) is a sparse formu-
lation of the mmWave channel estimation problem due to the
fact that z has only L non-zero elements and by construction
holds that L ≪ GTGR. Hence, one may resort to the CS
rationale for estimating the channel (i.e., the AoD, AoA, and
the gain of each of the L propagation paths). The unknown
channel can be, therefore, estimated by solving the following
optimization problem
min
z
‖yv −Φz‖2 s.t. ‖z‖0 ≤ L, (12)
where Φ ,
√
Ptr
(
FTA∗T
(
φ¯
)⊗WHAR
(
θ¯
))
is a MTMR×
GTGR complex-valued matrix. The intuition behind the opti-
mization (12) is the following: we want to compute a solution
that minimizes the error between the input and output vectors,
and at the same time we restrict this solution to have at
most L non-zero entries (via the constraint including the ℓ0
norm). It is by now well established that the aforementioned
optimization problem cannot be solved in polynomial time
due to the ℓ0-norm constraint (see, e.g., [15] and references
therein). To overstep this limitation, one could resort to the
convex relaxation of the aforementioned problem, according
to which the ℓ0 norm is substituted by the convex ℓ1 norm.
An alternative option is to deploy greedy algorithms which,
in essence, will search inside the available dictionary with the
GTGR combinations of quantized AoDs and AoAs for the
actual L propagation paths, and estimate their gains. A typical
greedy algorithm for the estimation of the unknown sparse
vector z in (12) is the compressive sampling matching pursuit
(CoSaMP) algorithm [19]; its complexity will be discussed in
the following section.
IV. LOW COMPLEXITY CS ESTIMATION
OF TEMPORALLY CORRELATED MMWAVE CHANNELS
In this section, we aim at exploiting the characteristics
of the considered temporally correlated mmWave channel
model to design low complexity CS-based channel estimation
techniques for mmWave systems comprising of TXs and
RXs that employ antenna arrays with hybrid A/D processing
capabilities. In particular, we present two algorithms that
capitalize on the model described by (7a) and (7b) for the
AoDs and AoAs, respectively, to reduce the complexity of
CS-based mmWave channel estimation, without necessarily
degrading its performance.
A. Correlation-Aware CS Channel Estimation
Suppose that the AoDs φ(n − 1) and AoAs θ(n − 1) for
all L propagation paths of the (n − 1)th channel block are
perfectly estimated. According to the temporally correlated
mmWave channel model presented in Section II-B, at the
nth channel block, it holds that φ(n) = φ(n − 1) + ∆φ
and θ(n) = θ(n − 1) + ∆θ. This indicates that, for each
ℓth propagation path, φℓ(n) ∈ GT,ℓ(n) with GT,ℓ(n) ,
[φℓ(n − 1) − δ, φℓ(n − 1) + δ] and θℓ(n) ∈ GR,ℓ(n) with
GR,ℓ(n) , [θℓ(n − 1) − δ, θℓ(n − 1) + δ]. In other words,
the angle sets GT,ℓ(n) and GR,ℓ(n) contain all the angles for
the ℓth path of the nth channel block, the distance of which
Algorithm 1 Correlation-Aware CS Channel Estimation
1: Initialization: Solve (12) with the MTMR × GTGR
matrix Φ(1) using CoSaMP to compute the initial z(1)
for the 1st channel block.
FOR n = 2, 3, . . .
2: Construct the sets GT,ℓ(n) and GR,ℓ(n) for each ℓth path
using δ and the estimated AoDs and AoAs from the (n−
1)th channel block.
3: Form the vectors φˆ(n) and θˆ(n) with the quantized AoDs
and AoAs, respectively.
4: Compute AT(φˆ(n)) and AR(θˆ(n)), and calculate the
MTMR × L2G¯T(n)G¯R(n) matrix Φˆ(n) using (14).
5: Substitute (13) and (14) into (12) and solve using CoSaMP
to compute zˆ(n) for the nth channel block.
ENDFOR
is at most δ from the estimated angles for this path at the
(n−1)th channel block. By quantizing the angles within each
of the sets GT,ℓ(n) and GR,ℓ(n), and assuming that G¯T(n)
and G¯R(n) denote the cardinalities for each ℓ of GT,ℓ(n) and
GR,ℓ(n), respectively, we can approximate yv in (11) at the
nth channel block as
yv(n) = Φˆ(n)zˆ(n) + nv(n), (13)
where Φˆ(n) ∈ CMTMR×L2G¯T(n)G¯R(n) and is given by
Φˆ(n) =
√
Ptr
(
FTA∗T(φˆ(n))⊗WHAR(θˆ(n))
)
(14)
=
√
Ptr
(
FT⊗WH)
(
A∗T(φˆ(n)) ◦AR(θˆ(n))
)
.
In (14), the vector φˆ(n) includes the quantized AoDs and
has dimension LG¯T(n), whereas the vector θˆ(n) contains
the quantized AoAs and is of dimension LG¯R(n). Moreover,
AT(φˆ(n)) has the dimension NT × LG¯T(n), AR(θˆ(n)) is
of dimension NR × LG¯R(n), and the column vector zˆ with
dimension L2G¯T(n)G¯R(n) includes the path gains for the all
the combinations of quantized AoDs and AoAs. Note that, in
the last form of (14), the matrix FT⊗WH with dimension
MTMR ×NTNR does not depend on n, and hence, needs to
be computed only once.
By plugging (13) and (14) into (12) for the estimation of
the nth channel block, it becomes apparent that, compared
with the substitution of (11) into (12) for the same channel
block, the dimensionality of the optimization problem can
be significantly reduced if L2G¯T(n)G¯R(n) ≪ GTGR. This
condition is highly probable to hold since, in general, L is
usually very small in mmWave channels; the same happens
for both G¯T(n) and G¯R(n) ∀n due to the fact that δ is
assumed to be small. On the contrary, GTGR represents the
size of the available angles’ dictionary which, in principal,
needs to be very large. The first proposed low complexity
CS-based channel estimation algorithm that exploits the tem-
poral correlation of the mmWave channel is summarized in
Algorithm 1. Initially, the 1st channel block is estimated by
using the CoSaMP algorithm to solve (12) after replacing (11),
Algorithm 2 Sparsity-Aware Iterative CS Channel Estimation
1: Initialization: Compute the initial z(1) using the Step 1
of Algorithm 1.
FOR n = 2, 3, . . .
2: Construct the sets GT,ℓ(n) and GR,ℓ(n) for each ℓth path
as in the Step 2 of Algorithm 1.
3: Form the vectors φˆ(n) and θˆ(n) as in the Step 3 of
Algorithm 1.
4: Calculate the matrix Φˆ(n) using the Step 4 of Algo-
rithm 1.
FOR k = 1, 2, . . . , I
5: Compute zˆk(n) using (15).
ENDFOR
6: Set zˆ(n) = zˆI(n) and zˆ0(n+ 1) = zˆ(n).
ENDFOR
i.e., using the whole available dictionary of angles. Then, for
each nth channel block, the sets GT,ℓ(n) and GR,ℓ(n) with
the feasible AoDs and AoAs, respectively, for each ℓth path
are formulated. In doing so, each ℓth path’s AoD and AoA
estimation from the (n− 1)th channel block is used together
with the δ value. Note that, in practice, δ must be estimated.
For example, in a point-to-point mmWave communication
system with a strong line-of-sight component where only the
RX moves, δ can be obtained from RX’s directional velocity
or new position at the nth channel block [17]. By quantizing
the sets GT,ℓ(n) and GR,ℓ(n) for each ℓ, φˆ(n) and θˆ(n) are
obtained, which are then used to compute AT(φˆ(n)) and
AR(θˆ(n)). The latter matrices are substituted into (14) and
then in (13), and finally, the latter expression is plugged into
(12) to obtain zˆ(n) using the greedy algorithm CoSaMP.
B. Sparsity-Aware Iterative CS Channel Estimation
As previously described, Algorithm 1 makes use of the
CoSaMP algorithm to estimate the mmWave channel at every
channel block. For the initial channel block estimation, the
unknown vector is of size equal to the size of the whole
dictionary of angles, while, for the subsequent channel blocks,
the size of the unknown vector is significantly reduced by
exploiting the time correlation between blocks. However, in
Algorithm 1, the channel estimation at each block does not
take into account the estimation of previous blocks. We,
therefore, present in the following an iterative algorithm for
mmWave channel estimation that capitalizes on the sparsity of
the unknown vector and computes it for each channel block
using knowledge of the estimation of previous blocks. More
specifically, at each channel block, the computed estimate of
the unknown vector at the previous block is used as a warm
start. This algorithm has the following two notable benefits: i)
no matrix inversions are required when computing zˆ(n) for the
nth channel block; and ii) one can trade-off complexity and
accuracy by adjusting the number of iterations for calculating
zˆ(n) for the nth channel block.
The sparsity-aware iterative channel estimation algorithm
is summarized in Algorithm 2. The first four steps of this
algorithm are the same with those of Algorithm 1. Instead of
using CoSaMP to estimate zˆ(n) for n ≥ 2, Algorithm 2 de-
ploys the so-called iterative hard thresholding (IHT) algorithm,
originally proposed in [20]. It is noted that other iterative
algorithms could be used as well, such as the soft thresholding
algorithm [21]. With IHT, the unknown vector at the nth
channel block is estimated at the kth iteration (k = 1, 2, . . . , I
with I denoting the total number of iteration) as
zˆk(n) = HL
{
zˆk−1(n) + Φˆ
∗(n)
(
yv(n)− Φˆ(n)zˆk−1(n)
)}
,
(15)
where HL {·} is a non-linear operator that keeps the L largest
in amplitude components of a vector and sets the remaining
ones to zero. Finally, the estimation of the nth channel block
is set to zˆI(n). For the estimation of the (n + 1)th channel
block, we initialize as zˆ0(n+ 1) = zˆ(n).
C. Complexity Comparison
With the Algorithms 1 and 2 we aim at exploiting the
highly probable temporal correlation of mmWave channels
in order to reduce the complexity of their estimation, while,
in parallel, certifying an acceptable level of performance. By
assuming that we estimate B successive channel blocks, and
that G¯T(n) = G¯T and G¯R(n) = G¯R ∀n, we next list the
computational complexities of the two proposed algorithms
and that of a fully greedy algorithm that uses the CoSaMP
algorithm for the whole angles’ dictionary at the estimation
of each channel block.
• Full Greedy Algorithm: With this algorithm, the CoSaMP
is deployed B times and the complexity equals to
O (BK(GTGR(MTMR + 1) + 2MTMR)), where K is
the number of CoSaMP iterations.
• Algorithm 1: With this algorithm, the complexity equals
to O
(
BK(L2G¯TG¯R(MTMR + 1) + 2MTMR)
)
.
• Algorithm 2: The complexity in this case further reduces
to O
(
BIL2G¯TG¯R(MTMR + 1)
)
.
V. NUMERICAL RESULTS AND DISCUSSION
The performance of the proposed low complexity chan-
nel estimation algorithms suitable for temporally correlated
mmWave channels is investigated in this section in terms
of: i) the MSE of channel estimation; and ii) the mean
achievable rate of a point-to-point mmWave system with large
linear hybrid A/D antenna arrays at both communication ends.
Without loss of generality, we will present results for strong
line-of-sight mmWave channels having only one propagation
path, i.e., L = 1, leaving investigations for L > 1 propagation
paths for the extended version of this paper.
A. MSE of Channel Estimation
We compare the MSE performance of channel estimation
with the two proposed low complexity algorithms with that of
the full greedy algorithm for two different noise scenarios: i)
a high noise scenario, where the SNR in the estimation phase
is −10 dB; and ii) a low noise scenario, with the SNR being
0 dB. For TX we assume that NT = 32 and NR = 64 is
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Fig. 1. The MSE of mmWave channel estimation in dB as a function of the
number of training vectors M for the high noise scenario.
considered for RX. Channel estimation is performed over 20
consecutive coherent channel blocks. Parameter δ is set to 3o
and ρ is set to 0.8. We assume that MT = MR = M for
the training beamforming and measurement vectors. We also
consider that, at each channel block, the dimension of the
Φ(n) matrix ∀n = 1, 2, . . . , 20 for the full greedy algorithm
is M2× 2048, whereas for both the proposed low complexity
algorithms Φˆ(n) has the dimension M2 × 20. Finally, for
Algorithm 2, we have set I = 10. In Figs. 1 and 2, we
vary the number of training vectors M and compute the MSE
performance of channel estimation as
MSE = 20−1
20∑
n=1
‖z(n)− z˜(n)‖2, (16)
where z(n) represents the true sparse vector and z˜(n) denotes
its estimate. For the full greedy algorithm, z(n) at each nth
channel block is the one appearing in (11), whereas for the
two proposed low complexity algorithms, z(n) at each nth
channel block coincides with zˆ(n), i.e., the one appearing in
(13). Since we have considered L = 1, z(n) and z˜(n) for
all algorithms will have exactly one non-zero element, which
needs to be as close as possible to the non-zero element of
a. In addition, from the position of this element in z˜(n), the
pair of AoD and AoA for the sole propagation path will be
extracted, thus, providing the entire channel state information.
As seen from both Figs. 1 and 2, the proposed algorithms
not only reduce significantly the complexity of channel esti-
mation, but also exhibit a slightly improved performance than
that of the full greedy algorithm. This behavior is a direct
consequence of the fact that we reduce our solution space,
since the a priori knowledge coming from our model limits the
focus on a smaller set of angles into which the solution lies.
Furthermore, as expected, the more measurements we utilize
the better the channel estimation accuracy is. Last but not least,
the performance of the two proposed algorithms is similar,
which is expected since the iterative Algorithm 2 converges
to the solution of Algorithm 1 for a sufficient number of
iterations.
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Fig. 2. The MSE of mmWave channel estimation in dB as a function of the
number of training vectors M for the low noise scenario.
B. Mean Achievable Rate
Consider a TX communicating with a mobile RX, where
both are incapable of performing BB processing and are
equipped with single-RF (i.e., NRF = 1) N -element ULAs
of half-wavelength inter-antenna spacing. RX is assumed to
move so that δ = 3o between consecutive channel blocks in
the model described by (7a) and (7b), and ρ = 0.9037 [16].
Suppose also that, RX estimates the matrix H(n) at each nth
coherent channel block as described in Sec. III, using any
of the algorithms presented in Sec. IV, and then sends this
information through an ideal feedback channel to TX. Then,
to establish communication, TX computesV(n) , VRF(n) ∈
CN×1 and RX calculates U(n) , URF(n) ∈ CN×1 as
the right- and left-singular vectors of the estimate for H(n),
respectively. In Fig. 3, we depict the mean achievable rate over
100 channel blocks for all the considered channel estimation
algorithms (GT = GR = 103 and G¯T(n) = G¯R(n) = 10 ∀n)
as a function of the transmit SNR. Within this figure, we vary
the values of the parameters M and N , and as shown, both
the proposed low complexity algorithms result in mean rate
that is sufficiently close to that of perfect channel estimation.
As expected, when increasing the number of antennas N , the
number of required training vectors M (i.e., the number of
measurements) needs to increase in order to achieve mean
rate performance close to the perfect estimation case.
VI. CONCLUSION
In this paper, we focused on low complexity CS-based
mmWave channel estimation, and presented a greedy and an
iterative algorithms that capitalize on the potential temporal
correlation of mmWave channels. We highlighted the impact
of some key parameters on the accuracy of channel estimation.
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