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a b s t r a c t
The non-computability of many distributed tasks in anonymous networks is well known.
This paper presents a deterministic self-stabilizing algorithm to compute a (3 − 2
∆+1 )-
approximation of aminimumvertex cover in anonymousnetworks. The algorithmoperates
under the distributed unfair scheduler, stabilizes after O(n+ m)moves respectively O(∆)
rounds, and requires O(log n) storage per node. Recovery from a single fault is reached
within a constant time and the contamination number is O(∆). For trees the algorithm
computes a 2-approximation of a minimum vertex cover.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A vertex cover of a graph is a set S of vertices such that each edge of the graph is incident to at least one vertex of
S. Finding a minimum vertex cover is a classical optimization problem and is an example of an NP-hard problem. In a
centralized setting, a simple polynomial-time 2-approximation algorithm is well-known. Distributed algorithms with an
approximation ratio less than two do exist, as long as a mechanism for symmetry breaking is available. This paper considers
distributed self-stabilizing algorithms in anonymous networks for the minimum vertex cover problem.
Distributed algorithms substantially depend on the properties of the underlying network. The most common model
assumes all nodes to have unique identifiers. These can be used to ensure local mutual exclusion. Non-uniform networks
can use another mechanism to break the symmetry by having a node that takes on a special role. These two networkmodels
are equivalent [6]. In uniform networks without unique identifiers it is possible to use randomization to break symmetry.
Availing oneself of randomization results in a probabilistic algorithm, though. A network is called anonymous if it is uniform
and there are no further symmetry breaking mechanisms such as unique identifiers or randomization.
A lot of research has been done in the field of algorithms in anonymous networks. Angluin made the most remarkable
publication in that area by proving several impossibility results subject to the different anonymity properties of the
network [1]. In particular Angluin showed that it is impossible to break symmetry via a port numbering (i.e., an edge
ordering) in general graphs.
The concept of self-stabilization is a general approach to make a distributed system tolerate arbitrary transient faults
by design. A distributed system is called self-stabilizing if it reaches a consistent state in a finite number of steps by itself
without external intervention and remains in a consistent state, starting from any possible global configuration. Detailed
information and a more formal definition of self-stabilization can be found in [6].
Designing self-stabilizing algorithms for anonymous networks is inherently difficult. There are only a few positive results
related to anonymous networks. The reason is the lack of a mechanism for symmetry-breaking. This is best seen when
considering completely symmetric graphs such as rings. When a self-stabilizing algorithm starts in a configuration where
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all nodes have the same initial state, then either no node or all nodes are enabled. In the latter case, under a synchronous
scheduler, all nodes will make the same move and will assume again a common state. Thus, at any time all nodes are in the
same state and no node or edge stands out. This implies for example that under this assumption it is impossible to compute
a minimum vertex cover or a maximal matching, at best it is possible to compute approximations of the optimal solution.
Awell knownprocedure to compute a 2-approximation of aminimumvertex cover is based on the following observation:
Anymaximalmatching implies a 2-approximation vertex cover by selecting all nodes incident tomatched edges. Amaximal
matching is a maximal set of independent edges. Unfortunately it is impossible to establish a maximal matching with a
distributed algorithm in general anonymous networks. In such networks a minimum vertex cover cannot be approximated
with a ratio better than two (see Lemma 1). Polishchuk and Suomela developed a local algorithm (not self-stabilizing) that
finds a 3-approximation vertex cover in anonymous networks [16]. So the question is whether there exist k-approximation
algorithms with k < 3. The contribution of this paper is a fault-containing self-stabilizing (3 − 2
∆+1 )-approximation
algorithm for a minimum vertex cover in anonymous networks with port numbering using the distributed scheduler and
the link-register model with composite atomicity. We accentuate that the model we use — deterministic self-stabilizing
algorithms in anonymous networks with port numbers — is indeed a very weak model of distributed computing.
The paper is organized as follows. The next two sections summarize related work and describe the model used. Section 4
introduces a basic version of the proposed algorithm with approximation ratio 3. This algorithm is extended in Section 5
to achieve an approximation of 3− 2
∆+1 . Section 6 analyzes the fault containment behavior of our algorithm and Section 7
concludes the paper.
2. Related work
Self-stabilizing algorithms work with different schedulers. The central scheduler non-deterministically selects in every
step a single node to make a move. Thus, this type of scheduler inherently provides a mechanism for symmetry breaking.
Hence, algorithms running under this type of scheduler often work in anonymous networks. This includes the algorithm in
[12] for solving the maximum matching problem and that in [4] for the coloring problem. Even under a central scheduler
some problems cannot be solved at all under these premises. Shukla et al. proved that there is no self-stabilizing algorithm
for coloring an arbitrary anonymous odd-degree bipartite network, using a central scheduler [18]. This reference contains
more impossibility results for the central scheduler scenario. Some special classes of anonymous networks such as trees or
planar graphs allow self-stabilizing algorithms [2,9,17,19,20].
The situation ismuchmore difficult for the distributed scheduler, because no symmetry breakingmechanism is available.
Many graph optimization problems cannot be solved at all under this premise, in some cases even computing a good
approximation is impossible. In general it is impossible to compute a 2-approximation of a minimum vertex cover in
anonymous networks (see Lemma 1).
Recently Polishchuk and Suomela developed a local algorithm that finds a 3-approximation vertex cover in anonymous
networks [16]. Their algorithm is not self-stabilizing, though. Even though there exist generic techniques to transform
synchronous distributed algorithms into the asynchronous world of self-stabilization such as synchronizers [3], the
transformed algorithms are usually complicated, require more memory, or have a bad performance. Therefore, we propose
a self-stabilizing algorithm for the minimum vertex cover problem with approximation ratio 3− 2/(∆+ 1) extending this
concept.
The remaining part of this section reviews related work for networks with unique identifiers. Approximation algorithms
for the minimum vertex cover problem have been studied extensively under this assumption. In a sequential setting
algorithms with approximation ratios less than 2 are known to exist. However, Håstad showed that for any δ > 0 it is
NP-hard to approximate vertex cover within (7/6− δ) [11].
In a distributed setting, a 2-approximation can be achieved if a maximal matching is available. Hańćkowiak et al.’s
distributed algorithm finds a maximal matching in O(log4 n) rounds, and Panconesi and Rizzi’s [15] algorithm finds a
maximal matching in O(∆ + log∗ n) rounds. Chattopadhyay et al. developed a self-stabilizing algorithm that stabilizes
in O(n2) steps with a maximal matching for a fair distributed scheduler using the shared memory model with read/write
atomicity [5]. Later Manne et al. [14] presented an algorithm that stabilizes in O(m) steps using an unfair distributed
scheduler and the shared memory model with composite atomicity. Both algorithms lead to a 2-approximation of a
minimum vertex cover. Kiniwa’s self-stabilizing algorithm calculates a (2 − 1/∆)-approximation vertex cover using the
shared memory model with composite atomicity and the distributed scheduler [13]. Kiniwa combined a greedy method
based on a high-degree-first order of vertices with the maximal matching technique.
3. Preliminaries
A self-stabilizing algorithm consists of a set of rules, each rule having a precondition and a statement. The execution of
a statement is referred to as a move. A rule is enabled if its corresponding precondition is true. A node is called enabled if at
least one of its rules is enabled.
Self-stabilizing algorithms operate in steps. At the beginning of every step, all nodes check the preconditions of their rules.
Then a scheduler selects a subset Si of the enabled nodes to make their moves simultaneously. Since a central scheduler
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(|Si| = 1) trivially breaks the symmetry of the network, only the distributed scheduler (Si is any nonempty subset of the
enabled nodes), and the synchronous scheduler (Si is the set of all enabled nodes) are considered in this paper. Note that
the distributed scheduler subsumes the other types of schedulers. No assumption on the fairness of the scheduler is made.
With the distributed scheduler the time-complexity of an algorithm is usually measured in asynchronous rounds. A round is
a minimal sequence of steps during which any node that was enabled at the beginning of the round has either made a move
or become disabled [6]. The total number of moves is another complexity measure.
The link-register model with composite atomicity is used as the communication model [7]. In this model, a node v
communicates with neighbors p and q using separate registers: rvp is written by v and read by p, whereas rqv is written
by q and read by v. Reading the registers rqv of all neighbors and updating all registers rvp is one atomic operation. We
assume that each node can distinguish the different edges that are incident to it, i.e., for each v ∈ V there exists a bijection
between the neighbors of v in G and {1, . . . , dv}. The numbers associated by each vertex to its neighbors are called port-
numbers and the bijections are called a port-numbering of G. Port numbers are fixed and no assumption on the order of the
port numbers is made.
The following well-known lemma shows that there can be no self-stabilizing algorithm computing a minimum vertex
cover with an approximation ratio less than two in anonymous networks even when port numbering is available.
Lemma 1. In a uniform anonymous network with port numbering a non-probabilistic self-stabilizing algorithm that calculates a
k-approximation minimum vertex cover with k<2 for arbitrary graphs cannot exist under a distributed scheduler.
Proof. Consider a ring with n nodes, where n is even and all nodes have the same state. Furthermore, assume all nodes to
have the same port number for their left (resp. right) neighbor. If the scheduler always schedules all enabled nodes, then
the states of all nodes will always coincide. Thus, all of them will be selected for the vertex cover. An optimal vertex cover
only contains every second node. 
Let G = (V , E) be an undirected graph with maximal degree ∆, |V | = n and |E| = m. Let S ⊂ V and ES = {(u, v) ∈ E |
u, v ∈ S}, then G|S = (S, ES) is called the subgraph of G induced by S. A vertex cover of G is a subset S of V such that each
e ∈ E is incident to at least one node of S. A vertex cover is called minimum if there is no other vertex cover that contains
fewer nodes. γ (G) denotes the size of a minimum vertex cover of G. For a line graph P with |P| nodes γ (P) = |P|/2 if |P| is
even and (|P| − 1)/2 if |P| is odd. Let S be a vertex cover of G, then rG(S) = |S|/γ (G) denotes the approximation ratio of S.
If U is a subgraph of Gwith vertex set UV , then rU(S) = |S ∩ UV |/γ (U).
Lemma 2. Let S be a vertex cover of G and Gi = (Vi, Ei) for i = 1, . . . , s vertex disjoint subgraphs of G with |Ei| > 0 and
S ⊆si=1 Vi. Then rG(S) ≤ maxi=1,...,s rGi(S).
Proof.
rG(S) = |S|
γ (G)
≤
s−
i
|S ∩ Vi|
s−
i
γ (Gi)
≤ max
i=1,...,s
|S ∩ Vi|
γ (Gi)
= max
i=1,...,s
rGi(S) 
A matching is a subset M of independent edges of G. M is a maximal matching if there is no matching M ′ with M ⊂ M ′.
Clearly, the vertices of the edges of a maximal matching form a vertex cover which contains at most twice as many vertices
as an optimal vertex cover. This observation does not lead to a 2-approximation algorithm for a vertex cover, since it is
impossible to compute a maximal matching in an anonymous network. To circumvent this dilemma, this paper introduces
the concept of a generalized matching; this is a vertex disjoint set of subgraphs which are either paths or rings. A generalized
matching M of G is called maximal, if every edge of G is incident to an edge belonging to a subgraph of M . The following
result is crucial for our approximation algorithm.
Lemma 3. The vertices of a maximal generalized matching M of G form a vertex cover with at most three times as many nodes
as an optimal vertex cover.
Proof. Clearly, themaximality ofM implies that the set S of vertices of the edges ofM form a vertex cover of G. Furthermore,
rU(S) ≤ 3 for each subgraph U ∈ M . Equality holds in the case U is a path of length 3. Lemma 2 implies that S is a
3-approximation of a minimum vertex cover. 
4. The basic algorithm
To leverage the last lemma to find a 3-approximation of a minimal vertex cover, it is necessary to compute a maximal
generalized matching in an anonymous network. This section presents a self-stabilizing algorithm for this purpose based
on the Kronecker double cover K(G) of a graph G. First the construction of K(G) = G ⊗ K2 is reviewed. K(G) is constructed
by making two copies of the vertex set of G (black and white nodes) and adding edges (xw, yb) and (yw, xb) for every edge
(x, y) of G. Each edge of K(G) can be uniquely associated with an edge of G. Fig. 1(a)–(d) illustrate the construction of K(G)
for a graph with four nodes. The next lemma is straightforward to prove. It reveals an important property of K(G), see also
Fig. 1(e) and (f).
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(a) Original graph. (b) Black and white nodes. (c) The new edges.
(d) Kronecker double cover. (e) Maximal matching of Kronecker double cover. (f) Maximal generalized matching of original graph.
Fig. 1. The Kronecker double cover.
Lemma 4. LetM be a matching of K(G) and M the set of edges of G that are associated with the edges ofM . IfM is a maximal
matching of K(G), then M is a maximal generalized matching of G.
The key to compute a maximal matching of K(G) in anonymous networks is the fact that K(G) is a bicolored graph.
Hańćkowiak et al. have developed an algorithm that can be used for this end [10]. Their algorithm works in synchronous
networks, therefore it is necessary to rewrite the algorithm such that it is self-stabilizing and can be executed on G (as
opposed to K(G)). The idea of the algorithm of Hańćkowiak is simple. Assume the nodes are colored black and white. Black
nodes make offers to unmatched white nodes and white nodes choose one of the ‘‘offering’’ black nodes. This process
is repeated until no more offers can be made. Edges corresponding to accepted offers form a maximal matching. Then
Lemmas 3 and 4 lead to a 3-approximation algorithm. The same approach is used by Polishchuk and Suomela to develop a
local algorithm that finds a 3-approximation vertex cover in anonymous networks [16].
This section introduces the details of the algorithmas outlined above. Thiswill be refined in Section 5 to achieve the stated
approximation ratio. The graph K(G) will not be represented explicitly by the algorithm, only the edges belonging to the
matching ofK(G)will be explicitly stored. For this purpose each node v ofGdefines two variables that store the port numbers
of neighbors: v.black and v.white. We assume that these variables contain at any time a valid port number of a neighbor.
They will be referred to as the black and white pointer of a node. In the context of a node v the names of neighboring nodes
are identified with their corresponding port numbers. Thus, the expression v.white = w is true, if w ∈ N(v) and v.white
equals the port number ofw from v’s point of view.
Algorithm 1 shown below works as follows: Vertices try to have their black (resp. white) pointer to point to a neighbor
whose white (resp. black) pointer points back to them. Each pair of nodes pointing to each other in this sense corresponds
to a matched edge in K(G). The following two predicates characterize situations in which a node v participates in such a
matching.
• blackMatched(v) ≡ v.black ≠ v ∧ v.black.white = v
• whiteMatched(v) ≡ v.white ≠ v ∧ v.white.black = v
The term v.black ≠ v (resp. v.white ≠ v) is necessary to exclude nodes that point to themselves. The following notation
is introduced for such pointers: The black (resp.white) pointer of a node v is said to be free if v.black = v (resp. v.white = v).
A node is called free if both its pointers are free. A pointer is freed if it is set to point to the node itself. A node v can assign
to its black (resp. white) pointer only a neighbor x with x.white = x (resp. x.black = v). The following two functions
select a neighbor to point to according to these rules. The function select(S) selects one element of the specified set S in a
deterministicmanner. If nodes are equippedwith port numbers this operator can be implemented by theminimum function.
For the algorithm it is irrelevant which node is chosen. The definition of the select operation for a node v is extended, such
that v.select(∅) = v.
• selectWhite(v) = v.select{x ∈ N(v) | x.white = x}
• selectBlack(v) = v.select{x ∈ N(v) | x.black = v}
Rule R1 sets variable white of a node. If it points to a neighbor that does not point back to it with its black pointer, the
variable is freed. If a node has a free white pointer and a neighbor points with its black pointer towards it, it sets its white
pointer to this neighbor. Freeing the white pointer ensures that a node executes rule R1 at most twice.
Rule R2 controls a node’s black pointer. If it points to a node which points with its white pointer to another node itself,
the pointer will be set to a neighboring node that has a free white pointer, or it is freed if there is no such neighbor.
An execution of rule R1 (resp. R2) will also be referred to as white (resp. black)move. Rule R1 has higher priority than R2,
i.e. if a node is enabled to make a white and a black move, it will only make the white move.
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Algorithm 1
R1: ¬whiteMatched(v) ∧ (v.white ≠ v ∨ v.white ≠ selectBlack(v))
−→ if (v.white ≠ v) then
v.white := v
else
v.white := selectBlack(v)
R2: ¬blackMatched(v) ∧ (v.black = v ∨ v.black.white ≠ v.black) ∧ v.black ≠ selectWhite(v)
−→ v.black := selectWhite(v)
Lemma 5. If all nodes are disabled with respect to Algorithm 1 then all pointers are either matched or free and the set of matched
edges forms a maximal generalized matching.
Proof. If a node’s white (resp. black) pointer is neither matched nor free, rule R1 (resp. R2) is enabled for this node. Let (u, v)
be an edge. Since all nodes are disabled at least one of the nodes u and v is matched via at least one of its pointers. Otherwise,
because rule R1 is not enabled, u and v would both have a free white pointer and hence, rule R2 would be enabled for both
nodes. Because no node is enabled for rule R2 there cannot be a pair u, v of adjacent nodes such that u’s white and v’s black
pointer is free. Hence, the black and white pointers represent a maximal matching of K(G). According to Lemma 4 the set of
matched edges forms a maximal generalized matching. 
Lemma 6. While executing Algorithm 1 a node directs its black pointer towards a given neighbor at most once.
Proof. According to Algorithm 1, for u being enabled to point to v, vmust have a freewhite pointer. Hence, the black pointer
of u (and of all other nodes that point towards v) is disabled until v moves its white pointer. After that v’s white pointer is
matched with one of the nodes that were pointing at it and will not make a move again. Besides, from that time on, a node
cannot point towards v with its black pointer since v does not free its white pointer. 
Let S be the set of nodes that are matched via their black or white pointer.
Theorem 1. Algorithm 1 stabilizes after O(n+m)moves under the distributed scheduler and the set S is a 3-approximation of a
minimum vertex cover.
Proof. There are at most two white moves per node. A white pointer can first be freed if it is not free already and then it
accepts an offer from a black pointer. This black pointer cannot move, unless the white pointer is directed to another node,
thus, there will be no further white moves. Hence, there are at most 2nwhitemoves in total. According to Lemma 6 a node v
can point to any node only once via its black pointer. Thus, its black moves are limited by 2d(v). Hence, the total number of
moves is at most 2n+2∑v∈V d(v) = 2(n+2m). Lemma 5 implies that thematched edges of G form amaximal generalized
matching of G. Thus, Lemma 3 implies that S is a 3-approximation of a minimum vertex cover. 
The following example proves that the bound on the time complexity is tight.
Example 1. Let n be an even number and consider the complete Graph Kn. Initially, all nodes have set their white pointer to
any node and all black pointers are free. We assume a distributed scheduler and break the execution into phases. The first
phase consists of one step: All nodes free their white pointer. Now n/2 phases follow that consist of the following moves
each:
(a) Let U = {v | ¬blackMatched(v)}. Choose any node x from U . Every node y ∈ U\{x} points with its black pointer towards
x and the black pointer of x points to an arbitrary node y in y ∈ U\{x}.
(b) x and y let their white pointers point towards each other.
Thus, after every phase two more nodes are matched via both pointers. This results in 2n white and
∑n/2
i=0 (n− 2i) black
moves and hence, O(n+m)moves in total.
5. A (3− 2
∆+1 )-approximation algorithm
Algorithm 1 computes a vertex cover S consisting of all nodes that have at least one pointer matched. The idea of the
improved algorithm is to check whether a node v that is matched with exactly one pointer has only neighbors that have
both their pointersmatched. If this is the case S\{v} is still a vertex cover since all of v’s neighbors are in S. If two neighboring
nodes have the same pointer matched, or they are both matched with both pointers, it is impossible to remove exactly one
of them from S due to the impracticality of symmetry-breaking. To mark nodes that belong to the vertex cover a Boolean
variable vc is introduced.
The following predicate characterizes vertices that are candidates to be excluded from the cover.
• candidate(v) ≡ ((blackMatched(v) ∨ v.black = v) ∧ v.white = v) ∨
((whiteMatched(v) ∨ v.white = v) ∧ v.black = v)
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For a node it is impossible to determine whether a neighbor has both pointers matched. Therefore, the above stated criteria
cannot be assessed by the node itself. To overcome this problem a second Boolean variable dm is introduced. The purpose
of dm is to signal to a node’s neighbors that both pointers are matched (doubly matched). Algorithm 2 consists of the rules
of Algorithm 1 and additionally four rules that change the values of the Boolean variables vc and dm. Rule Ri has a higher
priority than rule Rj for i < j.
Algorithm 2
R1 and R2 as in Algorithm 1
R3: whiteMatched(v) ∧ blackMatched(v) ∧ v.dm = false
−→ v.dm := true
R4: (¬whiteMatched(v) ∨ ¬blackMatched(v)) ∧ v.dm = true
−→ v.dm := false
R5: (∀x ∈ N(v) : x.dm = true) ∧ candidate(v) ∧ v.vc = true
−→ v.vc := false
R6: ((∃x ∈ N(v) : x.dm = false) ∨ ¬candidate(v)) ∧ v.vc = false
−→ v.vc := true
Lemma 7. Algorithm 2 stabilizes after O(n+m)moves resp. O(∆) rounds under the distributed scheduler.
Proof. If a node iswhiteMatched (resp. blackMatched) it remains so forever as long as no transient error occurs. Hence, rules
R3 and R4 are executed O(n) times in total. Thus, if a node sets its dm variable to true then this assignment is never changed.
The predicate candidate(v) can change its value at most d(v) times. Furthermore, the expression ∀x ∈ N(v) : x.dm = true
can also change its value at most 2d(v) times. This implies that rules R5 and R6 are executed O(m) times in total for G.
Theorem 1 now implies that Algorithm 2 stabilizes after O(n+m)moves in total.
In the following it will be shown that after the first round for every node v the number of neighbors with unmatched
white pointers is reduced at least every second round, or vmatches its own black pointer during that time. Note that due to
the priority of R1 over R2, after the first round all white pointers are either matched or free. Therefore any node will make
at most one further white move and this move will match the white pointer.
Since all unmatchedwhite pointers are free, a node v that has an unmatched black pointer and at least one neighbor with
an unmatched white pointer is enabled to execute rule R1. Let a phase of v consist of two rounds:
(a) In the first round node v points towards the white pointer of a neighborw via its black pointer.
(b) In the second round nodew matches its white pointer with one of its neighbor’s black pointer.
Note that a phase can be prolonged by one further round in which node v matches its own white pointer, but only once.
Hence, after every phase the number of neighbors that have an unmatched white pointer is reduced by at least 1 or v has
matched its own black pointer during that time. As a result, after d(v) phases all neighbors of v have their white pointer
matched or v has matched its own black pointer. Thus, after 2∆ + 2 rounds all white pointers are matched. There may be
one further round in which some unmatched black pointers have to be freed. Finally, there may be two additional rounds
in which nodes set their dm and their vc variables. Hence, after at most 2∆+ 5 rounds Algorithm 2 has stabilized. 
The following lemma shows that Algorithm 2 computes a vertex cover. Let S = {v ∈ V | v.vc = true}.
Lemma 8. If no node of G is enabled with respect to Algorithm 2 then S is a vertex cover of G.
Proof. Let v be a node with x.vc = false. It suffices to prove that all neighbors of v have their vc variable set to true. Assume,
there is a node x ∈ N(v) with x.vc = false. According to the assumption, rules R1 and R2 are not enabled for both nodes. If
one of the two nodes has both pointers matched then it is enabled to execute R5, hence both nodes have at least one free
pointer. If one of the two nodes has two free pointers then one of them is enabled to execute R2, so assume both nodes to
have exactly one free pointer. If these pointers have the same color then rule R5 is enabled, otherwise the node that has a
free black pointer is enabled to point to the other one via rule R2. This contradiction concludes the proof. 
Theorem 2. Algorithm 2 computes a (3− 2
∆+1 )-approximation vertex cover.
Proof. Consider a configuration where no node is enabled with respect to Algorithm 2. The idea of the proof is to construct
a set C of subgraphs of G, such that S is a subset of the union of the vertices of these subgraphs and rP(S) ≤ 3− 2∆+1 for all
P ∈ C . Then rG(S) ≤ 3− 2∆+1 by Lemmas 2 and 8 and the proof is complete.
According to Lemma5 the set ofmatched edges forms amaximal generalizedmatching. LetP denote the set of connected
subgraphs of this matching. Insert all subgraphs ofP that are rings, paths of length two, or paths with an endpoint v with
v.vc = false and v.white = v into C . Clearly rP(S) ≤ 2 < 3 − 2∆+1 for all P ∈ C . Note that vertices of rings and paths of
length two have no free pointer.
Each P ∈ P\C is a path of length at least three and has an endpoint vP with a free white pointer and vP .vc = true. The
black pointer of the other endpoint of P is also free. The following notation is used throughout the proof: If v is a node with
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Fig. 2. General structure of the graph Gm form ∈M .
a free white pointer and v.vc = true, then Pv denotes the corresponding path in P ∈ P\C . Conversely, if P ∈ P\C then vP
denotes the endpoint of P with vP having a free white pointer and vP .vc = true.
Let D = {vP | P ∈ P\C } and let G|D be the subgraph of G induced by D. Note that each v ∈ D has at least one neighbor
in D, otherwise v.vc would be false. Let M be a maximal matching of GD. If M contains an edge (a, b) such that Pa has odd
and Pb has even length, and such that a has an unmatched neighbor u ∈ Dwhere Pu has odd length, then replace edge (a, b)
ofM by (a, u). Thus, we may safely assume that if for an edge (a, b) ∈ M the path Pa has odd length and Pb has even length,
then a has no unmatched neighbor u ∈ D such that Pu has odd length.
Associatewith each unmatched node u ∈ D forwhich Pu has odd length uniquely amatched node ofGD. For eachmatched
node v denote by Uv the set of unmatched nodes that are associated with v. Furthermore, for each matched node x letPx
be the set of paths P fromP\C with vP ∈ Ux. Note that all paths in Ux have odd length. Add each even length path P from
P where vP is not matched to the set C . Note that rP(S) ≤ 2 for such P .
For each m = (a, b) ∈ M a subgraph Gm of G will be constructed. Gm consists of the paths Pa, Pb, all paths in Pa ∪ Pb
and the additional edges (a, x) for x ∈ Ua, (y, b) for y ∈ Ub, and (a, b). Denote by δx the degree of node x in Gm. Clearly,
δa = |Ua| + 2 and δb = |Ub| + 2. Fig. 2 shows the general structure of Gm, edges belonging toM are depicted in bold. Add
the subgraphs in {Gm | m ∈ M } into C . Note that the graphs contained in C are vertex disjoint and that S is contained in the
union of the vertex sets of these graphs.
Let m = (a, b) be an edge ofM . In the following it will be shown that rGm(S) ≤ 3 − 2∆+1 holds for all m ∈ M . Note that
the vertices of Gm form a subset of S of size
s = |Pa| + |Pb| +
−
x∈Ua
|Px| +
−
x∈Ub
|Px|
Denote with Pab the path resulting from joining the paths Pa and Pb with the edge (a, b). The union of minimum vertex
covers of the paths in Pa ∪ Pb and a particular vertex cover Cab of Pab forms a minimum vertex cover of Gm. If Pa ≠ ∅
(resp.Pb ≠ ∅) then a (resp. b) must be in Cab. Cab is a minimum vertex cover of Gm with respect to this constraint. To have
a general term for γ (Gm) the size of Cab is expressed with the help of a parameter ϵ:
|Cab| = (|Pa| + |Pb| + ϵ)/2
The value of ϵ will determined through a case by case analysis. These considerations lead to the following expression for
γ (Gm):
γ (Gm) =

|Pa| + |Pb| + ϵ +
−
x∈Ua
(|Px| − 1)+
−
x∈Ub
(|Px| − 1)

/2
= (s− (δa + δb − 4− ϵ))/2
Thus,
rGm(S) =
s
γ (Gm)
= 2s
s− (δa + δb − 4− ϵ)
To derive an upper bound for rGm(S), this expression will be analyzed with respect to monotonicity. rGm(S) is strictly
monotonic decreasing with respect to s if δa + δb ≥ 4+ ϵ. Thus, if smin is a minimal value for s and δa + δb ≥ 4+ ϵ then
rGm(S) ≤
2smin
smin − (δa + δb − 4− ϵ) (∗)
The set Cab will be determined by looking at three different cases.
Case 1: Both Pa and Pb have even length (see Fig. 3).
In this case Cab is equal to the minimum vertex cover for Pab that includes nodes a and b, thus ϵ = 0 and δa + δb ≥ 4 + ϵ.
The bold vertices in Fig. 3 indicate the set Cab. The value of s is minimized for |Pa| = |Pb| = 4 and |Px| = 3 for x ∈ Ua ∪ Ub.
Hence, smin = 3(δa + δa)− 4. Using (∗) the following holds:
rGm(S) ≤
2(3(δa + δb)− 4)
3(δa + δb)− 4− (δa + δb − 4) =
3(δa + δb)− 4
δa + δb < 3−
2
∆+ 1
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Fig. 3. Structure of Gm in case Pa and Pb have even length.
Fig. 4. Structure of Gm in case Pa and Pb have odd length.
Fig. 5. Structure of Gm in case that Pa has odd and Pb has even length and δa = 2.
Case 2: Both Pa and Pb have odd length (see Fig. 4).
First the subcase that both a and b have degree strictly larger than 2 is considered. Then Cab is equal to the minimum vertex
cover for Pab that includes nodes a and b, thus ϵ = 2 and δa + δb ≥ 4 + ϵ. The bold vertices in Fig. 4 indicate the set Cab.
Furthermore, the value of s is minimized for |Pa| = |Pb| = 3 and |Px| = 3 for x ∈ Ua ∪ Ub. Hence, smin = 3(δa + δa) − 6.
Using (∗) the following holds:
rGm(S) ≤
2(3(δa + δa)− 6)
3(δa + δa)− 6− (δa + δb − 4− 2) =
3(δa + δb)− 6
δa + δb < 3−
2
∆+ 1
If δa = 2 and δb > 2 then Cab is equal to the minimum vertex cover for Pab that includes node b, thus ϵ = 0 and
δa + δb ≥ 4 + ϵ. The value of s is minimized for |Pa| = |Pb| = 3 and |Px| = 3 for x ∈ Ub. Hence, smin = 3δb. Using (∗) the
following holds:
rGm(S) ≤
6δb
3δb − (2+ δb − 4) =
3δb
δb + 1 < 3−
2
∆+ 1
Case 3: Pa has odd and Pb has even length, δa = 2, and δb ≥ 2 (see Fig. 5).
In this case Cab is equal to the minimum vertex cover for Pab that includes node b, thus ϵ = −1 and δa + δb ≥ 4 + ϵ. The
bold vertices in Fig. 5 indicate the set Cab. Furthermore, the value of s is minimized for |Pa| = 3, |Pb| = 4 and |Px| = 3 for
x ∈ Ub. Hence, smin = 3δb + 1. Using (∗) the following holds:
rGm(S) ≤
6δb + 2
3δb + 1− (2+ δb − 4+ 1) =
3δb + 1
δb + 1 ≤ 3−
2
∆+ 1 
The following example demonstrates that the approximation ratio of Algorithm 2 is no better than 3− 3
∆+1 .
Example 2. Let Gk be the graph depicted in Fig. 6. The optimal vertex cover consists of nodes l, r , and m1, . . . ,mk. Hence,
γ (Gk) = k+ 2. However, in the worst case scenario Algorithm 2 selects all nodes of Gk. Fig. 6 displays such a configuration:
Nodes mi and t have both pointers matched and nodes t and mi have their white (resp. black) pointers matched with l, li
(resp. r , ri). Any node that has an unmatched pointer has a neighbor with an unmatched pointer of the same color. Thus, it
is not enabled to set its vc variable to false. Hence, the approximation ratio is 3− 3/(∆+ 1). This example corresponds to
the second subcase of case 2 of Theorem 2.
Algorithm 2 achieves approximation ratio two if applied to trees. The following lemma is well known. We include the
proof for reasons of completeness.
Lemma 9. Let T = (V , E) be a tree with |V | > 2 and I the set of inner nodes, i.e. I = {v ∈ V | d(v) > 1}. Let M be a maximum
cardinality matching of T . Then I is a vertex cover of T and |I| < 2 |M|.
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Fig. 6.Worst case example for Algorithm 2.
Proof. I is a vertex cover of T . The rest is shown by induction on the number of nodes. The statement holds for |V | = 3. Let
|V | > 3, and x be a leaf of T . The neighbor of x is denoted by y. Two cases are distinguished.
Case d(y) > 2: Let T ′ = T\{x}. The set of inner nodes is not changed by removing node x, i.e. I ′ = I . By inductionI ′ < 2 M ′, whereM ′ is a maximum cardinality matching of T ′. Thus, |I| = I ′ < 2 M ′ ≤ 2 |M|.
Case d(y) = 2: Let T ′ = T\{x, y}. Node y /∈ I ′ andmaybe its other neighbor is a leaf in T ′, hence I ′ ≤ |I|+2. By inductionI ′ < 2 M ′, whereM ′ is a maximum cardinality matching of T ′.M ′∪{(x, y)} is a maximum cardinality matching of T , thus,M ′+ 1 = |M|. This yields |I| = I ′+ 2 < 2 M ′+ 2 ≤ 2 |M|. 
Theorem 3. For trees Algorithm 2 calculates a 2-approximation vertex cover.
Proof. Let T = (V , E) be a tree. Lemma 8 yields that S is a vertex cover. LetM1 be the set of nodes that are matched to one
neighbor via both pointers each, i.e.M1 = {v ∈ V | v.black = v.white ≠ v}.
Let T ′ = T\M1. Assume there exists a leaf x of T ′ such that x.vc = true. Then, x must be matched with a node y via at
least one of its pointers. If its other pointer is not free, then it must have a second neighbor in T ′ and therefore it is not a leaf.
Note that a vertex of T ′ cannot be matched with the same neighbor via both its pointers. If y’s second pointer is free one of
the two nodes is enabled to execute rule R2, hence y is also matched with another node. All other neighbors of x in T belong
toM1 anyway, thus rule R3 must be enabled for x. This contradiction shows that x.vc = false for all leaves x of T ′.
Let I ′ be the set of nodes of T ′ without the leaves and let M2 be a maximum cardinality matching of T ′. From Lemma 9
we derive that I ′ < 2 |M2|. The set M1 ∪ M2 is a maximal matching of T . Hence, from König’s theorem we deduce:
|S| ≤ 2 |M1| +
I ′ < 2 |M1| + 2 |M2| = 2 |M1 ∪M2| ≤ 2 Sopt . 
It is an open question whether Theorem 3 can be extended to other classes of graphs. Example 2 shows that the theorem
does not hold for bipartite graphs.
6. Fault containment
This section analyzes the impact of a transient error of a single node in a stable configuration, e.g. due to a memory
fault. The containment time is defined as the worst case number of rounds (resp. moves) until the system has returned
to a legitimate state. The contamination number denotes the worst case number of nodes that execute a rule within that
time [8].
Theorem 4. Algorithm 2 re-stabilizes after a single transient error with a containment time of 11 rounds (resp. 16∆− 6moves)
and a contamination number of 6∆− 5 under the distributed scheduler.
Proof. Let v be the node that was hit by a transient error. If solely v.vc changed, node v will execute rule R5 or R6 once
and the system is in a legal state again. If v.dm gets corrupted, the neighbors of v may become enabled to adjust their vc
variables. After node v has corrected dm, all neighbors return into a legal state.
Next consider the case that v.black or v.white has changed. R1 or R2 are not enabled for a node matched to any node but
v. The cases are independent since a black pointer only interacts with its neighbors’ white pointers and vice versa.
Case 1: v.blackwas changed:
If v was not matched before, all its neighbors’ white pointers are matched already. Thus, no other node becomes enabled
and v frees its black pointer. Hence, the system is in a legal state after one round. So assume v to have switched v.black from
u1 to u2. Node u1 can free its white pointer which can cause all its neighbors that are not already black matched to point to
it. u1 will point back to one of them. The others will free their black pointer.
First assume u2 = v. Node v can point to a not already white matched neighbor u3. If u3 ≠ u1 then it will point back at
v. If v points to u1 once more, this node might choose another node to match with. Then v would free its black pointer. This
leads to at most 2|N(u1)| + 1 moves of type R1 or R2. Only |N(u1)| + 2 nodes are affected, namely v, u1, its other neighbors,
and one other neighbor of v.
Next assume u2 ≠ v. If u2 is already white matched it will not become enabled and v can point back to u1 or to v. Assume
u2 is not white matched. Then u2’s white pointer is free and node v cannot move its black pointer. Node u2 will point back
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at v so u2 and v will be matched. This leads to at most 2|N(u1)|moves (resp. 4 rounds) until there is no further move of type
R1 or R2 and only |N(u1)| + 2 nodes are affected, namely v, u1 and all its other neighbors and one other neighbor of v.
Regardless whether u2 = v or not, v.dm may change due to the transient error. Later there are two nodes (u2 and v or
u1 and one of its neighbors) that will be matched. Both of them may perform R3 after the matching. All neighbors of these
nodes may become enabled to execute R5 or R6 which results in at most 3∆moves of this type. Hence, at most 3∆−2 nodes
are affected. Two rounds after the last move of type R1 or R2 all nodes have corrected dm and vc.
Case 2: v changed its white pointer:
If v was not matched before, all its neighbors’ black pointers are matched already. Thus, no other node becomes enabled, v
will free its white pointer and thus, the system is in a legal state after one round. So assume v to have switched v.white from
u1 to u2. If u2 ≠ v, v is enabled to free its white pointer. Clearly, if v.white is not free, only v itself and u1 are enabled.
Node u1 can point to all neighbors that have a free white pointer. Let u1 point to y ≠ v. If y ≠ u1 it will point back at u1
so they will be matched. Otherwise, u1 will be treated as any other neighbor of v. When v.white points to v, all its neighbors
that are not already black matched, can point towards v. Node v will point back to one of them, the other nodes will free
their black pointers. This leads to at most 2|N(v)| + 3 moves (resp. 5 rounds) until there is no further move of type R1 or R2
and at most |N(v)| + 2 nodes are affected, namely v, all its neighbors, and one further neighbor of u1.
As in the first case v.dm may have changed. Later there are at most four nodes (u1 and y as well as v and one of its
neighbors) that will be matched. All of them may perform rule R3 after the matching. All neighbors of these nodes may
become enabled to execute R5 or R6 which results in at most 5∆ moves of this type. Hence, the number of nodes that are
affected in total is at most 4∆− 3. Two rounds after the last move of types R1 or R2 all nodes have corrected dm and vc .
In summary node v does not necessarily point to the samenodewith each pointer. This results in a contamination number
of 6∆− 5. This yields a total number of at most 4∆+ 4 moves of types R1 and R2 until the system has re-stabilized. There
are at most 2(6∆ − 5) additional moves of types R3 to R6, hence after at most 16∆ − 6 moves the system reaches a stable
state.
In the worst case a node executes only one rule per round. Since rules R1 and R2 have a higher priority, the containment
time amounts to 11 rounds. 
7. Conclusion
This paper presented a self-stabilizing algorithm for a (3 − 2
∆+1 )-approximation minimum vertex cover in anonymous
networks using the distributed scheduler and the link-register model with composite atomicity. It stabilizes after O(n+m)
moves resp.O(∆) rounds. The algorithm achieves a 2-Approximation if it is executed on a tree. If the system is in a legal state
and a transient error occurs on a single node, a stable configuration will be reached within a constant number of rounds and
at most O(∆) nodes will execute a rule during that time.
Finding a linear self-stabilizing algorithm requiring only O(log n) storage per node with a better approximation remains
an open problem.
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