Abstract -This paper introduces an image registration method for surgical robots. Force/torque transducer is fixed onto the robot and the surficial feature of the intraoperative operating space could be obtained with human-robot cooperation way. The ICP registration algorithm is used to calculate the transform matrix between the intraoperative operating space and the preoperative planned space. Experiments were carried out on a 3D printed bone and the performance was evaluated.
I. INTRODUCTION
A lot of surgical procedures such as stereotactic operations and total knee replacement require highly precise location on the part of the surgeon, in order to extract targeted tissue while minimizing damage to adjacent structures [1] . The key problem is how to create an information link from preoperative surgical plans to the surgical space. Robotic systems are involved in the operating room to solve such problem. They are intended not as replacements for human doctors but rather as smart surgical tools [2] . Registration establishes the relative spatial relationships between the robot, the preoperative plan, and the involved anatomy of the patient. It is the most important issue that must be addressed before a robot can position a tool on a patient accurately.
There are many research institutions focus on the registration of robotic systems. L. JOSKOWICZ from the Hebrew University developed a novel image-guided system. It can automatically positions itself with respect to predefined targets in a preoperative CT/MRI image following an anatomical registration with an intraoperative 3D surface scan of the patient's facial features and registration jig [3] . T. R. K. Varmait et al. found a unique frameless ultrasound registration system to cooperate with their NeuroMate stereotactic robot [4] . But it needs the base plate fixed to the skull prior to imaging. It will bring additional wounds to patient's skull. Tian Xia et al. integrated a Stealthstation navigation system to allow the robotic arm to be used in a navigated system [5] . They adopted the conventional approach of expressing positions and orientations relative to a dynamic reference frame attached near the operative site. It brings a high cost.
Liuda et al. explored a robot arm to assist the stereotactic surgery [6] . The positioning of the robot relies on the manual adjustment of each joint. The process is tedious and it costs a lot of time. K. I. KIM et al. used ROBODOC system in total knee arthroplasty. The patient was rigidly connected to ROBODOC via two transverse stabilization pins in the distal femur and proximal tibia. These two pins were connected to a frame that was coupled to ROBODOC [7] .
Our experiment object is a kneecap which is 3D printed based on the 3D reconstruction MRI image provided by the hospital. During the preoperative operation, the surgeon can move the needle attached on the robot arm to the surface of the kneecap model randomly and record the touched points. There is a force/torque transducer installed at the end of the robot to accomplish the human-robot cooperation. Then the surgeon can choose points on the 3D model of the kneecap in 3D slicer. Use the two point cloud to establish the relative spatial relationships between the intraoperative operating space and the preoperative planned space. During the intraoperative operation, the surgeon can lead the robot to the target position with the registration result. Section II details the registration process of our system. Section III shows the experiments we did with kneecap model. Section IV is the discussion of our experiment and some work we can do in the future.
II. MATERIALS & METHODS

A. Human-robot Collaboration Control
Our platform consists of a six degrees of freedom robot arm, a force/torque transducer and a rigid needle. The initial position of the robot is shown in Fig. 1 . The coordinate system can be established as followed. It is shown in Fig. 2 . where {O} is the world coordinate system, {T} is the tool coordinate system and {S} is the transducer coordinate system. The statement is the initial position.
According to the Denavit-Hartenberg method [8] , the link transformation matrix between the world coordinate and the tool coordinate in our robot system is shown as followed In our system, the communication channel of surgeon and robot is the transducer. When surgeon wants to move the needle to the target point, the transducer can gather the force and torque of the surgeon's hand. The actual operation figure is shown in Fig. 3 . The effect of the transducer is collecting the force and the torque of surgeon's hand and translating it to the position and posture of robot. Effective control algorithm can make sure the robot follow the move of surgeon's hand and lead the needle to the target point on the surface of patient's affected part. The block diagram is shown as Fig. 4 . where X S is the displacement based on the transducer coordinate and X T is the displacement based on the tool coordinate of robot. θ s means the whole rotation angle of the transducer coordinate.
The torque which is gathered from the transducer is T x , T y and T z . It represents the weight of the resultant torque in three axes. The resultant torque needs to be calculated because of that the rotation axis is related to the resultant torque direction. The details corresponding relations is shown as follow. Because the direction of the tool coordinate and the transducer coordinate is completely corresponding, '
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Each θ i which represents the rotation angle of each robot joint can be calculated with the inverse kinematics. The joint information is sent to the robot through the computer. The robot can move follow the surgeon's motion.
B. Image Registration Algorithm
The operator holds the handle to get points on the surface of patient's affected part randomly. The positions of chosen points under the robot world coordinate will be recorded. The real marked point cloud in the intraoperative operating space is one of the point clouds during the registration process. The other point cloud is the image point cloud in the preoperative planned space which is gathered from the 3D model in 3D slicer.
3D slicer is a free and open source software package for image analysis and scientific visualization [9] . A model of human's kneecap is imported into 3D slicer. Then some points among the surface of the kneecap are recorded randomly. The image point cloud consists of all the points which are got from 3D slicer.
After both the real point cloud and the image point cloud are acquired, the registration can be started with the icp algorithm. Because of the error in reality, the two point cloud can't be one-to-one correspondence. The icp algorithm is specially used in such situation. The principle of icp algorithm is that using rotation and translation transformation to match the source point cloud and the target point cloud. In our system, the real point cloud is the source point cloud while the image point cloud is the target point cloud.
The specific procedures can be described as follows [10] :
Step 1 Get the real point cloud (PR) and the image point cloud (PI). As far as possible to ensure the distribution of PI and PR is close to each other through translation and rotation transformation. Find the nearest point in PI to every point in PR, and then every pairs of two points should be recorded.
Step 2 Regard two point clouds with pairs of points as two new point clouds, PR ' and PI ' . The number of point in both new point clouds is equal. Calculate each center of gravity of two point clouds. Step 3 Calculate the covariance of PR and PI while uses the covariance to contribute a symmetric matrix. , , , is the eigenvector which is corresponding to biggest eigenvalue.
Step 5 Calculate the best translate vector Q T ( ) Step 6 The transform matrix After all these steps have been done, the needle on the robot will move to the target point. Then the surgeon can start other operations such as biopsy and suction.
III. EXPERIMENTS
Our experimental platform consists of a robot arm with a force transducer, a 3D printed model of human's kneecap and a computer which controls all the steps. The 3D reconstruction model of human's kneecap was provided from the doctor. The kneecap model was produced by 3D printed. The experiment platform can be shown in Fig. 5 . 
A. Acquire the real point cloud
A plenty of points are marked on the surface of kneecap randomly. Some test points have been printed specifically. We can easily verify the accuracy of registration matrix through these test points. The operator moves the needle to the marked points with the handle. When the needle tip gets one marked point, this point is recorded. After all points are recorded, the real point cloud (hereinafter referred to as PR) is formed.
B. Acquire the image point cloud
The model of kneecap is imported in 3D slicer. The operator can choose points on the surface randomly. The image point cloud (hereinafter referred to as PI) consists of all the chosen points. One matter needing attention is the image point cloud must include the test points either. The distributions are shown in Fig. 6 . The points which are marked by black pen in the left picture are the five test points. They are marked as F-1 to F-5 in the right picture. 
C. Registration
After PR and PI are both gathered, we use the icp algorithm mentioned above to get the transform matrix of the image coordinate and the robot world coordinate. The accuracy of the matrix is the importance of the registration process. So we choose several groups of different number of point cloud to contrast the result. The assumption of the experiment is when the number of points in PR is equal the more points we get from the 3D slicer the more accurate the matrix will be. The first group consists 30 points in PR and 30 points in PI. Five test points are included in the point clouds. The distributions of both clouds are plot in Fig. 7 and Fig. 8 . Use these two point clouds to make the registration, the distribution of the matched clouds can be shown in Fig. 9 . The test points in the image cloud are calculated after the registration. The deviation of the calculated test points and the origin test points in PR is shown in TABLE I. The result shows the error between each test point's real position based on the robot world coordinate and each test point's new position after the registration. The standard error can be calculated through the deviation above. It is 3.5919.
The second group consists 30 points in PR and 90 points in PI. The real point cloud is the same cloud with last group. The registration result can be shown in Fig. 10 . The scattergram of the standard errors can be shown in Fig. 12 . From the standard errors of all different groups. It can be found that when the number of points in PR is equal the more points we get from the 3D slicer can't ensure the more accuracy. On the contrary, the error is generally on the rise when the points of PI increased, especially in the cases when the number of points in PR is 40. When the number of points in PR is 30, the standard error shows a trend from rise to decline. We analysis the reason of this situation above is the similarity of the two point cloud. The location of points in PR and PI in each area is closer, the registration is more accurate. The number of points in PI is not the reason which influences the accuracy. We choose one of the test points in PR to do the registration. The matrix we choose is the group which owns the smallest standard error. The group contains the number of points in PR is 40 and the number of PI is 60. Firstly, the target point is chosen in 3D slicer. Secondly, the other point which determines the direction of the needle with the target point is also chosen in 3D slicer. Thirdly, the target point and the needle direction are sent to the robot. The system transforms them to the position and posture based on the robot world coordinate and leads the robot to the target point. The schematic diagram of the process is shown in Fig. 13 . The real movement of the robot is shown in Fig. 14 . Where F-1 in the Fig. 13 is the taget point, the yellow needle is the model of the real needle. It can be shown that the position in the 3D slicer and the position in the real is almost the same. The method we proposed in the paper can do the registration completely.
IV. DISCUSSION
The error of the registration mainly comes form the following aspects. In the first place, the installation of the fittings will bring the error. The precision of 3D printed fittings is not enough. The tightness of too many screws will bring the errors too. It can lead the position of the needle tip based on the robot world coordinate inaccurate. The metal fittings will replace the 3D printed fittings in the future to improve the accuracy. Secondly, the installation of the transducer brings the gravity factors. It will cause the record of the points in the real place incorrect. Because when the needle tip reaches the marked point during the human-robot cooperation, the transducer will gather the gravity of itself, the needle will still goes down without the operator's control. Then the surface of the object will give bounce to the needle. At the same time, the transducer gathers the bounce, it leads the needle goes up. It will gather the gravity again and so forth. The record position of marked point based on the robot world is incorrct. So the gravity compensation is expected to do in the future to avoid the error. Last but not least, the registration algrithom we used has great relationship with the points which are chosen in two point clouds. The registration algorithm will be improved to be appropriate for different groups of point cloud. In the future, we will try to expand this method to the stereotactic surgery like the DBS implantation.
