Nowadays, road traffic safety attracts the whole world's attention, and the application of on board obstacles detection can effectively avoid some traffic accidents. This paper focuses on detection of obstacles on all kinds of road surface in stereo vision. And the main work of this paper is to find out the relationship between the coordinates of road points and their corresponding disparity values both in the U-axis and the V-axis, and then to propose a UV-disparity based road surface estimating method which is helpful for the quick detection of road obstacles. This method has abandoned some restrictions on road conditions like flat-world assumption, the consistency of road geometric features, etc. so that it can be used in various situations, particularly in the case when the road plane is inclined. Experiments show that this method can effectively estimate positions of the obstacles under various road conditions. Furthermore, compared with other methods, this method can locate the road obstacles in front of the vehicle more accurately when the road surface is inclined or when the vehicle is traveling in the corner of the road.
Introduction
There are nearly one billion vehicles on this planet, road traffic accidents are getting serious day by day, which has become a serious social problem that threats the safety of human life and property. If road obstacles in front of the vehicle such as pedestrians, other vehicles, can be detected quickly and correctly by the way of computer vision, and then drivers can be informed the warning messages automatically, it is an effective way to keep the road traffic safety. So obstacles detection ahead of the vehicle has become one of the hottest topics in advanced driver assistance system [1, 2] . This specific application scenario requires a real-time detection system. Besides accuracy, how to fasten the detection process is also very important in such systems. This paper focuses on the fast road obstacle detection in stereovision and the image information is acquired by a binocular camera mounted on the vehicle.
In many road obstacle detection systems, observed images are ahead of the vehicles and obstacles like pedestrians walk upright on the road, so it's easier to extract the road-obstacle contact points and then to get the foreground regions if the road surface is given. Therefore, many studies have focused on the estimation of the road surface or road profile. Papers [3, 4, 5] use the flat world assumption to estimate road points. They make assumptions like the invariant road geometry, and the invariant position between the camera and road, which can help setup a simple mapping between the world coordinate system and the camera coordinate system [6] . However, these assumptions ignore the case that the road is inclined in the horizontal direction, and the case that the car is jittering by acceleration. So these assumptions are not suitable for the actual urban roads. Therefore, how to make the road surface estimation algorithm applicable to urban roads without the assumption of the flat world, is still a hot topic of the present study. "V-disparity" representation proposed by [7] finds out the relationship between the longitudinal axis of image (V-axis) and the disparity of the road points, which can estimate the road profile by analyzing the disparity distribution in v-axis. This method abandons the assumption on the undulating road and gets the road profile composed by number of broken lines. Using these road lines can help quickly decide whether a point belongs to the road regions or not. Paper [8, 9] improved the v-disparity method, they use curve fitting or B-spline interpolation fitting to further improve the result of road profile estimation. Adaptive road surface proposed by [10] needs dense 3D data points, and it estimates the road profile line by projecting those points into the depth-height plane. These methods can solve the problems of estimation error caused by camera angle changes when driving in rough road. However, as to the actual urban roads, in addition to the road's ups and downs condition, it is very common that the left side and right side of the road are not in the same height, that is to say, the road is inclined in the horizontal direction, shown as Fig. 1 .
At present, most of the literatures ignore the fact that many road surfaces are horizontal inclined, however, in the urban environment, these road surfaces are very common to be seen, especially at the road curve. Therefore, this paper uses stereovision, pays attention to the left- Fig. 1 (a) shows the road is sloping in a curve. When camera rotates with optical axis, road points with the same depth have different V-coordinate in images, shown as Fig. 1 (b) and Fig. 1 (c) . In other words, the road is left-right sloping by camera rotating right sloping road condition, and tries to put forward a fast road obstacle detection method based on UV-disparity that are applicable to all kinds of road situations.
This paper has five sections. In Section 2, stereo vision model and its corresponding parameter assumptions are given. Section 3 gives our model derivation and its application about UVdisparity road estimation. Section 4 presents the experiments. Finally, this paper is summarized and the future work is discussed in Section 5.
Stereo Vision Model

Modeling the Stereo Sensor
Fig . 2 shows the binocular vision model used in this paper. Shown as the figure, the two image planes of the stereo sensor are supposed to belong merely to the same plane and are at the same height above the road. This camera geometry means that the epipolar lines are parallel. The parameters on the figure are as follows: θ is the angle between the optical axis of the cameras and the Z axis of the World Coordinate system; h is the height of the cameras above the ground and b is the distance between the cameras (i.e. the stereoscopic base).
is the camera coordinate, and
is the world coordinate. According to the imaging principle, relationship between camera coordinate and world coordinate is described as 
, where R is the rotation matrix when it refers to the right. In this paper, we take the left camera for example, formula (1) ∼ (3) show the relationship between the camera coordinate system and the world coordinate system
is assigned as the left camera coordiant).
Road Surface Estimation Based on UV-disparity
For a point P in the world coordinate system, assume that (u l , v l ) and (u r , v r ) are its corresponding imaging coordinates in the left and right images, and (X l , Y l , Z l ) is its camera coordinate in left sensor. In the case that the camera optical axes are parallel and the X C xis is overlapped (shown as Fig. 2 ). According to the epipolar constraint principle, we know v l = v r . Besides that, according to the stereoscopic vision imaging principle [11] , relationship between camera coordinate and image coordinate can be described as the following:
where a x , a y , u 0 and v 0 are the intrinsic parameters, and D ∆ is assigned as the disparity, that is D ∆ = u l − u r . And in the world coordinate system, the road surface can be described as
After the combination of formulas from (1)∼(8), the disparity of a road point can be calculated by the following formula
From the analysis of formula (6) we can find that parameters b, a x , a y are the const values. And for one specific road line, values of the pitch angle θ, and road surface parameter c, d, e are also fixed. Therefore, the disparity of the road points can be expressed as a function of image coordinate (u, v), which can be simplified as
3 Road Surface Fitting and Obstacles Estimating
Road Surface Fitting
Since the formula (7) has described the relationship between the road point's disparity and its corresponding image coordinate (u, v), once the values of parameter m, n, k are estimated, it can be easily decided whether a point belongs to the road surface or not. Therefore, the most important thing for the fitting of road surface is how to decide the values of m, n and k. In this paper, we use plane fitting to get these parameters. Given the image coordinate values and there corresponding disparity values, which can be calculated from the match points between the left and right images (shown in Fig. 3 (c) ), we estimate the parameters by the way of plane fitting.
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Fig. 3: Example of disparity map (a) Left image (b) Right image (c) Disparity map
Methods about least squares and eigenvalue are often used in the plane fitting [12] . However both of them can not remove the abnormal data, which makes them unsuitable for our road surface fitting. First, although we have assumed most of the matching points belong to road surface, in fact, there are still some foreground points left, which may affect the final fitting result. Second, the matching points are not all accurate by the current image matching technology, that is to say, some of the disparity data we have used itself are wrongly estimated. So, we take the RANSAC plane fitting method instead [13] . In this method, a robust plane fitting algorithm based on RANSAC and eigenvalue method is used. Three points are selected randomly to compute plane parameters, and the number of inner points is counted with proper threshold. This processing is repeated for certain times and points group with the most inner points is selected, with these points eigenvalue method is used to plane fitting. In this way, points that do not belong to the road are excluded and the final values of parameter m, n, k are calculated. The fitting result is shown in Fig. 4 . The black area is the final plane, red points are considered as the inner points and the blue points are taken as the noise points or obstacle points.
Obstacle Estimation
After estimating the road surface, the most important thing is how to detect the obstacles. As we have known, obstacles in the same depth have the same disparity. Therefore, at the first step, we find out possible obstacle regions inside which most points have the same disparity value and we assign this value as each region's disparity value. Disparity value in the disparity map is clustered so as to get these regions and then regions with proper size are choose, shown as the red windows in Fig. 5 (a) . Since values of parameters m, n, k have been estimated before, given the disparity value, the road line with the same depth can be calculated by formula (7) . The next step, for each candidate obstacle region we use its disparity value to calculate a road line by Formula (7). If most of the points in the bottom part of the candidate obstacle region just locate around the road line calculated before, we consider this candidate obstacle region does contain an obstacle; otherwise this window maybe contains disruptor like sky, leaves, roadside buildings, etc, shown as red windows in Fig. 5 (c) . 
Experiments and Results
Experiment data is divided into two parts. One is the ethz binocular visual data set which contains 501 left images and their corresponding right images. 1 The other is the data set collected by ourselves from the binocular camera installed in the moving vehicle, and the images are taken under four different road environments with the resolution of 640 x 480. We have divided these images into two categories manually. One contains the 600 images with tilting road surface, another includes the 1000 images with non-tilting road surface.
For evaluation we calculate the overlap degree between the segmented window and the bounding box labeled manually. If the score is larger than a certain threshold Γ, the segmentation is considered as a correct result. The overlap degree is calculated by the following formula:
where label indicates the area of the bounding box labeled in the image, that is, the ground truth. seg is assigned as the area of the region that is segmented by our method. The threshold Γ is set to 0.85 in this paper. This value is different in different papers, in some papers it is set to 0.5, while in some papers it is set to 0.9 or else. Taking the difference size of obstacles in different distance into account, we take 0.85 as a balance value. An experiment results show that this value can effectively exclude the non-obstacle window in the case of non-reducing T P R.
Two main evaluation indicators are used in this paper. True Positive Rate (TPR) is the main one, which is calculated by the following:
where TP means True Positive, that is, the number of the windows that are consider as the correct segmentation. FN is assigned as the False Negative, that is, the number of the windows that aren't segmented by programs but are labeled as the obstacle windows. Another indicator is T gen , which indicates the time consumed in generating the candidate windows per frame. Table  1 lists the test results in the two test data sets by using there different methods. Our method in Ethz Dataset doesn't work better than V-disparity, because most of the images in Ethz dataset come from the city roads that are relatively flat. As to the case of the road surface is inclined or the case of corners, our method is significantly better than the other two. These experimental results also show that the uv-disparity-based obstacle detection method can be applied to a variety of road conditions. In time efficiency, UV-disparity expends more, about 2-3 times that of the other two methods, because the process of plane fitting consumes too much time. Since our method has the high recall rate, if the method is used as the foreground segmentation step in an object recognition or pedestrian detection system, it can help save time during the process of classification. Although it consumes time, it will submit a rough result to the next step and reduce the time complexity. Therefore, this method is feasible for real-time target detection. In subsequent studies, we try to use the linear fitting method to take the plane fitting instead in order to further reduce the time complexity.
Conclusions
With the increasing amount of vehicles, road traffic accidents are getting serious day by day, which make the study of auto-detection obstacles in front of vehicles become more and more important. This paper has found out the relationship between the coordinates of road points and their corresponding disparity values both in the U-axis and the V-axis and then proposed a UVdisparity based road surface fitting method, which can be applied to a variety of road conditions, especially when the road surface is inclined. Experiment results show that our method can be used for the obstacle detection in stereo vision. From experiments we also find that the process of plane fitting has consumed too much CPU time, which leads to the high computational complexity. Aimed to this, we will we try to find a way of how to use the linear fitting method to take the plane fitting instead in our subsequent research work. In addition, this method can be used to get the foreground regions easily; therefore we are going to apply this method into the foreground segmentation module of the real-time pedestrian detection in order to improve the pedestrian detection accuracy and efficiency in Vehicle driver assistance systems.
