Abstract. The correlation dimension of an attractor is a fundamental dynamical invariant that can be computed from a time series. We show that the correlation dimension of the attractor of a class of iterated function systems in R N is typically uniquely determined by the contraction rates of the maps which make up the system. When the contraction rates are uniform in each direction, our results imply that for a corresponding class of deterministic systems the information dimension of the attractor is typically equal to its Lyapunov dimension, as conjected by Kaplan and Yorke.
Introduction
The dimension spectrum D q is a group of important invariants characterizing attractors of dynamical systems [G] [HP] . Of particular interest are the box-counting (or capacity) dimension D 0 , the information dimension D 1 , and the correlation dimension D 2 , which are related by the inequalities D 0 ≥ D 1 ≥ D 2 . D 0 measures the dimension of the attractor as a set, while D q for q > 0 depends on the distribution of points induced by the dynamics on the attractor. D 1 is conjectured for a typical attractor to equal the "Lyapunov dimension", a function of the attractor's Lyapunov exponents; this is referred to as the Kaplan-Yorke conjecture [KY] [FOY] . D 2 has received much attention recently from dynamicists and is generally the easiest of the dimensions to compute from experimental data [GP] [P] .
The correlation dimension D 2 also admits a potential-theoretic definition [DGOSY] [SY] which we exploit, along with the above inequalities, to prove that the Kaplan-Yorke conjecture holds for the attractors of a class of "baker's maps" which act in a Euclidean space of arbitrarily high dimension and have the property that D 0 = D 1 = D 2 . An important point is that we allow different branches of the map to overlap in a way which can cause the dimension of the attractor to be less than the conjectured value in special cases; we prove that these exceptional cases have Lebesgue measure zero in the parameter space of the maps we study.
We are also able to determine D 2 for almost every attractor of a more general class of attractors of baker's maps for which D 0 > D 1 > D 2 . Our results are related to those of Falconer [F1] , who determines D 0 (and the Hausdorff dimension) for almost every attractor in an even more general class. See also [F3] [PW] [S1] [S2] for results on the dimension of attractors of "overlapping" geometric constructions.
We consider a class of "skinny baker's maps", described below, with one expanding direction and N ≥ 1 contracting directions. Our analysis is primarily in the space of contracting directions, in which we think of the maps as "iterated function systems". Generally speaking, an iterated function system (IFS) is a set of k contracting maps T i (where i = 1, ..., k) with associated probabilities p i . An iteration of the IFS consists of randomly choosing one of the T i 's and applying it. The IFS studied in this paper will always be applied to a unit cube in R N , and the T i 's will be affine maps and will always have equal probability, i.e., p i = 1/k for all i = 1, . . . , k. Further, we assume that each T i consists only of contractions in the directions of the coordinate axes and a translation, and that all contraction rates are bounded above by 1/2. The corresponding skinny baker's map transforms the unit cube in R N +1 into itself: The cube is divided into k equal pieces along the (N + 1)th direction, so that each piece has height 1/k. For i = 1, . . . , k, the ith piece is stretched by a factor of k along the (N + 1)th direction to fill the cube, and shrunk in the other directions according to T i . Details of the skinny baker's map and its correspondence to an IFS will be given in §2.2. Note that repeated iterations of an IFS (or a skinny baker's map) not only produces a self-affine fractal, but also gives rise to an invariant probability measure supported on this fractal set.
We provide some background material and introduce the notation we use in §2 of this paper. We show in §3 that for the type of IFS we study with a given set of contraction rates, the correlation dimension of the attractor almost always assumes the same value, which is determined solely by the contraction rates. Moreover, we show that if the IFS has uniform contraction rates in each direction, our results imply the Kaplan-Yorke conjecture for the corresponding baker's maps. A conclusion is presented in §4.
Background and notation
In this section we provide some background on the dimensions and the baker's map. We also introduce the notation used in this paper.
Dimensions of attractors.
Consider an attractor Λ of a smooth map f : R N → R N . By this we mean that Λ is the limit set of the trajectory {f
, for a positive Lebesgue measure set B of initial points x ∈ R N . For a set S ⊂ R N and initial point x ∈ B, define µ(x, S) to be
The limit defining µ(x, S) need not exist for all x ∈ B, but it is generally expected (and known for Axiom A diffeomorphisms) that the limit exists and has the same value for almost every x ∈ B (with respect to Lebesgue measure); if so, we denote this value by µ(S) and call µ the natural measure of the attractor [BR] [Ru] [FOY] . The dimension spectrum D q of the attractor Λ is defined in [R] [G] [HP] as follows: Cover Λ with a uniform grid of mesh size . Denoting the natural measure in the j-th box of the grid by µ j , the dimension spectrum is given by
provided the limit exists. Here K is the number of boxes of size needed to cover the set Λ. The values of D 0 , D 1 and D 2 are called the box-counting (or capacity) dimension, the information dimension, and the correlation dimension respectively 1 . The Kaplan-Yorke conjecture states that for an attractor of a dynamical system with natural measure µ and Lyapunov numbers λ 1 ≥ λ 2 ≥ ··· ≥ λ N , the information dimension D 1 of µ is typically equal to the Lyapunov dimension D L , which is given by
where m is the largest integer such that λ 1 λ 2 ...λ m ≥ 1 [KY] [FOY] . This conjecture was proved by Young [Y] for Axiom A diffeomorphisms in dimension two. However there has been no proof for the conjecture in higher dimensions.
Our main theorem, proved in §3, similarly gives a dynamical characterization of the correlation dimension D 2 of the natural measure which holds for "almost every" skinny baker's map. However, our result indicates that the correlation dimension is determined by the Lyapunov numbers of all trajectories, instead of by the Lyapunov numbers of a typical trajectory. In particular, two different sets of contraction rates may yield the same set of Lyapunov numbers for a typical trajectory, but they result in different values of the correlation dimension for the attractor.
Define the correlation integral C(δ) to be the probability that a pair of points chosen randomly (with respect to the natural measure) are separated by a distance less than δ on the attractor. Then for a typical trajectory {f i (x)} i≥0 , one expects that
where θ(·) is the Heaviside function, i.e., θ(z) = 1 if z ≥ 0 and θ(z) = 0 if z < 0. The correlation integral C(δ) often behaves as a power of δ for small δ [GP] [P]:
In this case we can write
This formulation is commonly used to estimate D 2 from a time series.
The relation between D 2 and C(δ) also leads to an alternative definition of the correlation dimension [DGOSY] [SY]
where µ is the natural measure supported on Λ, and |x − y| is the distance between two points x and y in Λ 2 . This is the definition of D 2 which we use in this paper; it is equivalent to (1) and (5) in the case when the limits exist, and more generally corresponds to using a "liminf" in each of the previous definitions. The integral
is called the s-energy of the set Λ with respect to the measure µ [F2] . Since the integrand in I s (Λ) is an increasing function of s when |x − y| < 1, the supremum and the infimum in (6) are equal.
To define the Hausdorff dimension, we cover the set Λ by a collection of open sets {U j : U j ⊂ R N and 0 < |U j | ≤ δ}, where
Hausdorff measure of the set Λ. The Hausdorff dimension is defined as [F2] HD(Λ) = inf {s :
Notice that unlike the correlation dimension of an attractor, the Hausdorff dimension depends only on the set Λ and not on the natural measure induced by the dynamics.
2.2. The baker's map and its correspondence to an IFS. Let x = (x 1 , . . . , x N+1 ) represent a point in R N +1 andx j (where j = 1, ..., N + 1) be a unit vector in the direction of the j-th coordinate. The baker's map F on the unit cube
is defined as follows:
(10)
Here [ · ] is the greatest integer function. The set of values of k, {a ij }, and {p ij } are the parameter values, with 0 ≤ p ij ≤ 1 − a ij for all i, j. Under one iteration of the baker's map, the unit cube E is divided into k equal pieces (each of width 1/k) along thex N +1 direction, each piece carrying an equal weight of 1/k. A piece is labeled with an integer "i" if every point it contains has its x N +1 coordinate satisfying i = [kx N +1 ] + 1. Thus i = 1, ..., k. Let F i denote the transformation defined by (10) for fixed i, then the image of the i-th piece under (10) is given by F i E. Note that F i E is a column of unit length (in the direction ofx N +1 ) which occupies the interval [p ij , p ij + a ij ) in the direction ofx j for j = 1, ..., N . Moreover, Figure 1 demonstrates the action of one iteration of the baker's map in R 3 for k = 3. For the baker's map, the Lyapunov number in the direction ofx j for j = 1, ..., N is λ j = (a 1j a 2j ...a kj ) 1/k , and the Lyapunov number in the direction ofx N +1 is λ N +1 = k.
The mapping defined in (10) is called the skinny baker's map if max{a ij } < 1/2; otherwise it is called the fat baker's map. Complications rooted in number theoretical difficulties arise in computations of the dimensions for the fat baker's map [AY] [PoW] . In this work, we only consider the skinny baker's map, i.e., we assume max{a ij } < 1/2 in (10).
Denote
In places where no confusion is caused, we omit the superscripts (N + 1) and (N) in x (N +1) and y (N ) .) We define a perpendicular projection Π Figure 2 demonstrates the action of one iteration of the map T in R 2 with k = 3. If we let the map T in Figure 2 have the same set of values of {a ij } and {p ij } as the map F in Figure 1 , where i = 1, 2, 3 and j = 1, 2, then the set T Q in Figure 2 is the vertical projection of the set F E in Figure 1 onto the x 1 x 2 plane.
Under the baker's transformation defined in (10), an invariant set Λ exists within the unit cube E = [0, 1) N +1 , which is given by Similarly, under the map T , an invariant set A exists in the unit cube Q = [0, 1) N , and is given by
The sets F n E and T n Q are also denoted by Λ n and A n respectively. Notice that, A = Π N+1 N Λ and A n = Π N+1 N Λ n for all n. To each A n we assign a probability measure µ n consisting of the average of the uniform probability measures on the k n boxes T i1 T i2 · · · T in Q which make up A n . We say that the natural measure µ of A is the limit of the measures µ n . Then the natural measure of the attractor Λ of F is the product of µ with a uniform measure in the direction ofx N +1 . In particular, the dimension of A is one less than that of Λ.
From the discussions of the iterated function systems in §1, we have that the IFS corresponding to the skinny baker's map above is to apply each T i with probability 1/k, and that T represents the union of all possible outcomes of one iterate of the IFS. Then the projection of the dynamics of the skinny baker's map onto R N corresponds to the IFS determined by T . In particular, the attractor A given in (13) is also the attractor for the corresponding IFS, and they have the same natural invariant measure µ.
2.3. Notation. We adopt the notation used in [F1] .
Recall that in the x 1 ...
Thus we label the box T j T i Q by "ji", where i, j = 1, ..., k. Continuing in this fashion, we label a box in T n Q with a symbol sequence of length n consisting of the symbols "1", ..., "k". Let us denote the set of symbol sequences of length n consisting of the symbols "1",. . . , "k" by S n k , and the set of infinite symbol sequences consisting of the symbols "1",. . . , "k" by S ∞ k . For c ∈ S n k where n > 1, c i is the i-th symbol of the sequence c, where i ≤ n. Note that each box in T n Q corresponds to a distinct element in S n k and vice versa. Now we assign to each distinct infinite symbol sequence in S ∞ k a point x ∈ A (where A is the invariant set defined in (13)) in the following way. Given c in S ∞ k , the boxes corresponding to finite truncations of c form a nested sequence of sets whose intersection is a single point which we denote x c (p). Here the vector p ∈ R Nk is given by
where the components {p ij } with i = 1, ..., k and j = 1, ..., N are given in (10), and B is the box {0 ≤ p ij ≤ 1 − a ij } in R Nk . Note that depending on the values of {p ij }, there may be more than one infinite sequence in S 
Since all sequences of a given length are equally likely, we define the "uniform" measure ν on S ∞ k such that ν(N b ) = k −|b| , where |b| is the length of b. Then the natural measure µ on A is the image of ν under the correspondence c → x c (p). In this notation, the s-energy defined in Eq. (7) takes the form
Now consider the box in Q which is given by T b1 ...T bn Q (and thus has symbol sequence b = b 1 ...b n ), where T i is defined in (11) for i = 1, ..., k. We denote the composite mapping T b1 ...T bn by T b . We define the singular values α 
. Then corresponding to a composite mapping T b , the singular value function φ s (T b ) is defined as
where m is the integer satisfying m − 1 < s ≤ m. We write
is a strictly decreasing function of s.
Lower and upper bounds of correlation dimension
Our main theorem is as follows:
Main theorem. For the skinny baker's map defined in (10), let the values of k and {a ij } be given. The correlation dimension of the invariant set A (as defined in (13)) has the same value, determined solely by the values of k and {a ij }, for almost all sets of {p ij }.
We show this by assessing the lower and upper bounds of the correlation dimension D 2 (A). From the definition of the correlation dimension in Eq. (6), we observe:
3.1. Lower bound. Let B be the box {0 ≤ p ij ≤ 1−a ij } in R Nk , and let p ∈ R Nk be given by (14). The lower bound condition (i) indicates that s is a lower bound of D 2 (A) for almost all sets of {p ij } (where i = 1, ..., k, j = 1, ..., N ) if p∈B I s (A)dp < ∞, (17) because this inequality implies that the correlation integral I s (A) is finite for almost all p ∈ B.
Using the result stated in Lemma 3.1 of [F1] , we obtain a series that bounds the integral in (17) from above, and which depends only on the values of k and {a ij } in (10). Letting c ∈ S ∞ k , e ∈ S ∞ k , and q = c ∧ e, it follows from [F1] that p∈B I s (A)dp =
where κ is a finite constant, and φ s (T q ) is the singular value function of the composite mapping T q . Therefore any value of s satisfying
is a lower bound of D 2 (A) for almost all sets of {p ij } (with a given set of {a ij } and k). Thus
for almost all values of {p ij }.
Upper bound.
We first prove some results that are needed in finding an upper bound on D 2 (A).
Proposition 1. Let s, t ∈ R. If the series
diverges for s = t, then the series
Proof. Notice that if c ∧ e = q ∈ S r k , then the points x c (p) and x e (p) both belong to the box T q Q at the r-th level, but they are in different boxes at the (r + 1)-th level. That is, c n = e n for n = 1, ..., r, and c r+1 = e r+1 . On the other hand, c ∧ e ≥ q means that c n may or may not be the same as e n for n > r. In this case x c (p) and x e (p) are points that both belong to the box T q Q at the r-th level, and they may or may not be in different boxes at higher levels. Thus if c ∧ e = q ∈ S r0 k , then the quantity 1/|x c (p) − x e (p)| s is present in the summation in Eq. (21) for r = 1, ..., r 0 . Therefore,
Now suppose that the sum in Eq. (23) diverges for s = t. We examine the convergence (divergence) of the sum in Eq. (22) for s = t + with > 0:
Proposition 2. Let µ be a probability measure supported on the unit cube
There exists a positive number ξ such that, for any two points x = (x 1 , ..., x N ) ∈ E and y = (y 1 , ..., y N ) ∈ E, the probability (with respect to the measure µ) that |x 1 − y 1 | < δ 1 , |x 2 − y 2 | < δ 2 , . . . , and |x N − y N | < δ N is at least
Proof. Suppose 1/m j ≤ δ j ≤ 1/(m j − 1), where j = 1, ..., N and {m j } are integers. We divide the unit cube E = [0, 1) N ⊂ R N into a mesh, so that there are m j divisions in the direction ofx j , each of length 1/m j . Then the total number of boxes in the unit cube is m 1 m 2 · · · m N . Let µ i be the measure contained in the i-th mesh, then
For two arbitrary points x, y ∈ E, let P be the probability (with respect to the measure µ) that |x 1 − y 1 | < δ 1 , |x 2 − y 2 | < δ 2 , ..., and |x N − y N | < δ N . Then P is at least the probability (with respect to the measure µ) that two points fall in the same mesh in the construction above. That is,
(24)
Thus we have
We seek an upper bound of the correlation dimension D 2 (A) by constructing a series (dependent only on k and the contraction rates {a ij }) that is bounded by I s (A) from above. The values of s that cause the constructed series to diverge are upper bounds of D 2 (A) for any set of {p ij }. We will find an upper bound of D 2 (A) using this method for the skinny baker's map in R 2+1 with k = 3. The same method applies for the skinny baker's map in R N +1 for arbitrary values of k, and the generalization is left to the reader.
Recall from Eqs. (7) and (15) that
Notice that for c ∧ e = q ∈ S r k , the points x c (p) and x e (p) are both in the box given by T q Q at the r-th level, but are in different boxes at the (r + 1)-th level. Let q = q 1 q 2 ...q r ; then the box T q Q has sides α . From this estimation we obtain a lower bound of the correlation integral
where h is a positive constant. Any value of s causing the double sum in (27) to diverge is an upper bound of D 2 (A) for all sets of {p ij }. Now consider the seriesĨ s (A) defined in (21). IfĨ s (A) diverges for s = t, then by Proposition 1, I s (A) diverges for all s > t. This makes t an upper bound of D 2 (A) for all sets of {p ij } (with fixed values of k and {a ij }). We are able to obtain another estimate of the upper bound of D 2 (A) via this avenue. In some cases, this new estimation gives a smaller upper bound of D 2 (A) than the one obtained from (27). Let 0 < f < 1 be the probability that two arbitrary points in T q A (chosen with respect to µ) have distance √ 2α
[2] or less. Then,
The set T q A is contained in the box T q Q which has sides α (q)
[1] and α (q) [2] . We label the direction the side α (q)
[1] is in by a unit vectorx [1] , and the other direction by a unit vectorx [2] , as shown in Figure 3 . Two points in the box T q Q have distance √ 2α
[2] or less if their distance in thex [1] direction is α (q)
[2] or less. Notice that stretching the set T q A by a factor of 1/α (q) [1] in the direction ofx [1] , and by a factor of 1/α (q) [2] in the direction ofx [2] reproduces the invariant set A. Hence the value of f in (28) is at least the probability that two points in A have distance less than α (q)
[2] /α (q) [1] in the direction ofx [1] , and distance less than 1 in the direction ofx [2] . By Proposition 2 there exists a positive number ξ such that f ≥ ξα (q) [2] /α (q) [1] . Therefore there is a positive number h so that
A value of s causing the double sum in (29) to diverge is also an upper bound of
s−1 for s > 1. Combining (27) and (29), we havẽ
for all values of {p ij }.
Combining (20) and (31), we conclude that
3.3. The case of uniform contraction. In the case where the contraction is uniform in each direction, i.e., T 1 , T 2 , . . . , T N are identical except for translations, we have the following corollary (this corollary is a generalization of Theorem 3 in [GH] ):
Corollary. Assume a ij = a j for each i, j in (10) and (11). Then for almost every set {p ij } in (10) and ( 
Since ψ s (a 1 , a 2 ) is a decreasing function of s, both D 0 (A) and D 2 (A) equal the value of s for which kψ s (a 1 , a 2 ) = 1. It remains to be shown that the value of s for which kψ s (a 1 , a 2 ) = 1 is equal to D L (Λ) − 1. Note that if ka 1 < 1, then kψ s (a 1 , a 2 ) = ka s 1 = 1 for s = log k − log a 1 < 1.
If ka 1 a 2 < 1 < ka 1 , then kψ s (a 1 , a 2 ) = ka 1 a s−1 2 = 1 for 1 < s = 1 + log(ka 1 ) − log a 2 < 2.
In each case we have s = D L (Λ) − 1.
Conclusion
We have shown that the correlation dimension (as defined in (6)) of the attractor of an iterated function system which corresponds to the skinny baker's map is typically a certain function of the contraction rates. This indicates that the correlation dimension is a fundamental dynamical invariant. With its accessibility from a sufficiently long time series, we believe that the correlation dimension will play an important role in both theory and applications of chaotic dynamical systems.
