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Paramagnetic unlearning and Complex spin models
Kazuo NOKURA
Shonan Institute of Technology, Fujisawa, Japan
We discuss the spin models which are created by paramagnetic unlearning
in neural network models. The spin models which arise by this evolution
are quite different from the Hopfield model and usual spin glass models
such as the SK model. One of the important features is that the largest
eigen values of the interaction matrix degenerate macroscopically, Le. the
number of them is of order of the system size. As an example of these
models, we present the studies of the anti-Hopfield model, the Hopfield
model with an opposite interactional sign.
The idea of unlearning in neural networks was proposed several·years
ago as a mechanism to remove spurious states during REM sleep[l]. Nu-
merical studies have given affirmative results to the neural network model
which was defined by the energy function
1
H == -2~ JijSiSj . (1)
ZJ
This idea is very interesting not only in the study of neural-network evo-
lution but also in the study of complex spin models. In the framework
of statistical mechanics, it is natural and convenient to unlearn param-
agnetic configurations instead of spurious states[2] . This corresponds to
assuming the paramagnetic temperature in the formulation of the Boltz-
mann machine. The resulting interactional changes are expressed by the
high temperature spin correlation functions, which can be studied by high
temperature expansion. In this way, we arrive at the evolution equation
of the form
~j == eJij - E L JikJkj.
k
The studies of equation (2) revealed that, when initial model is assumed
to be the Hopfield model, the model evolves into the pseudo-inverse(PI)
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model[2] . This result is very important for several reasons. Firstly, since
the evolution rule is local, the PI model becomes biologically relevant by
the process of unlearning. Secondly, as an associative memory, the PI
model is better than the Hopfield model not only because it has greater
capacity but also because it can memorize correlated patterns, which
are confused in the Hopfield model. These points support the biological
speculations about the function of dream sleep.
We are also interested in what happens when the initial model is the
spin glass model. We can see that frustrations among interactions are
changed by (2). In addition to this academic interest, unlearning in ran-
dom neural networks can play important role in the development of neu-
ral networks since some biological observations revealed that newborns,
whose neural networks presumably develop randomly, spend much longer
time in REM sleep that adults. Here, instead of studying the evoiution,
we discuss the interactions without the first terms in (2), assuming un-
correlated randomness for Jij • This model is very similar to the Hopfield
model with an opposite interactional sign, Le. the anti-Hopfield(AH)
model. In addition to the relation to unlearning, we can show that the
AH model has a simple meaning as an optimization problem.
To see the nature of the AH model, it is illuminating to study eigen
value distributions of the interaction matrices. The AH model with ex =
P / N < 1 (N :the system size, P:the number of patterns) has strongly
degenerated largest eigen values. This situation is very similar to the
PI model and the random orthogonal(RO) model, which was recently
studied in a different context[3]. The reason for this phenomenon is that
the evolution equation(2), when it is written in terms of eigen values of
interaction matrix, has only one stable fixed point to which positive eigen
values tend.
The replica study of the AH model revealed that it has replica symmetry
instability at Ts = -1 + va, which implies that there are no spin glass
phase transitions for ex < 1. However in computer simulations, we found
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a sharp change in the temperature dependence of the internal energies at
finite temperature just like the RO model.
Following the same idea as developed in [3], we found that, for a < 1,
the transition point is well identified by studying the one-step replica
symmetry breaking(RSB) solutionswith the marginality condition, which
is supposed to characterize dynamical phase transitions. The Edwards-
Anderson order parameters are very close to 1 even near the transition
point. On the other hand for a >> 1, the results of simulation agree
with the usual RSB solution just like the SK model. These aspects are
consistent with the properties of eigen value distributions of interactions.
The existance of dynamical phase transitions implies that there are many
fixed points of spin dynamics in rather high energies, which are separated
by tall energy barriers.
What is the meaning of these results in the study of neural networks?
In the Hopfield model, it works to remove the spurious states which are
created by learning. In the spin glass model, it removes the low energy
states which are strongly sample-dependent. Thus, in the context of
neural networks, unlearning will suppress this property and increase'the
chances to learn about environment. In both cases, the energy landscapes
of spin glass states become more rugged as unlearning proceeds. This will
cause the increase of remnant properties, which presumably work as very
short-term memories. This situation seems quite consistent with very
long REM sleep of newborns, since they know nothing' about what to
learn and need to adape to any information outside. This point is an
open question and I hope that our studies help to clarify the function of
dream sleep.
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