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We introduce a method to obtain explicitly periodic solutions of some types of
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delays. Several applications of this method are given. Q 1997 Academic Press
1. INTRODUCTION
One of the classical problems of qualitative theory of functional differ-
ential equations is the existence of periodic solutions. In general, the
answers to this type of problem employ Fixed-Point Theorems that do not
give us expressions of these solutions.
In this paper we introduce a method to analyse the existence of periodic
solutions of retarded functional differential equations whose periods are
rationally dependent on integral delays. This method also permits us to get
explicitly these solutions and it can be used for equations of neutral type.
w xThis work is motivated by 1 where a method is presented that allows
one to calculate periodic solutions of scalar retarded functional differential
equations whose period is an integral multiple of one lag.
The method to calculate periodic solutions will be presented in Section 3
with Theorem 3.1, whose proof needs a study concerning linear
autonomous difference equations that will be done in Section 2.
It is important to mention that Theorem 3.1 reduces the study of
periodic solutions of some types of functional differential equations for the
analysis of periodic solutions of ordinary differential equations, which can
be confirmed through the applications that will be developed in Section 5.
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x t s Ax t y r q .  .Ç 2p 0cos t
3
and
1x t q a x t q b x t y q g x t y 1 s 0 .  .  .Ç  .2
t
x t s ya x s ds q b x t q g x t y 1 .  .  .  .Ç H
ty1
¡x t s a x t q b y t y 1 .  .  .Ç~ t
y t s g x s ds .  .Ç H¢
ty1
with respect to the parameters a , b , g .
2. LINEAR AUTONOMOUS DIFFERENCE EQUATIONS
A linear autonomous difference equation is given by
X t s AX t y a , 2.1 .  .  .
 . m where a g R, a ) 0, X t g R , and A is an m = m matrix real or
.complex .
w xIn 5 , Hurt shows that if E is a Banach space of m-vector functions
w .defined in ya, 0 , for any t g R and w g E, there is a unique solution0
 .  .X t of 2.1 such that X s w.t0
 .  .  .LEMMA 2.1 Superposition Rule . If X t and X t are two solutions of1 2
 .  .  .  .  .  .  .2.1 , then X t s a t X t q a t X t is also a solution of 2.1 , with1 1 2 2
 .  .a t , a t scalar a-periodic function.1 2
Proof. This is immediate.
 .  .  .DEFINITION. The functions X t , X t , . . . , X t , N g Z, N G 1 are1 2 N
 .said to be linearly dependent l.d. over the a-periodic functions or simply
 .  .linearly dependent if there are scalar a-periodic functions a t , . . . , a t1 N
such that
N N
2< <a t ) 0 and a t X t s 0 ) .  .  .  . k k k
ks1 ks1
 .  .  .almost everywhere a.e. in t. And moreover; X t , . . . , X t are linearly1 N
 .independent l.d. over the a-periodic functions, or simply linearly inde-
 .pendent if the only scalar a-periodic functions satisfying Eq. ) above are
zero a.e.
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 .  .LEMMA 2.2 Linear Dependence of Solutions . Any m q 1 solutions
 .  .  .  . w .X t , X t , . . . , X t of 2.1 defined for t G t are l.d. in t , ` .1 2 mq1 0 0
w .Proof. For each t g t , t q a , there are scalars0 0
a t , a t , . . . , a t .  .  .1 2 mq1
mq 1 <  . < 2 mq1  .  .such that  a t ) 0 and  a t X t s 0.ks1 k ks1 k k




a t q a X t q a s a t X t q a .  .  .  . k k k k
ks1 ks1
mq1
s a t AX t s 0 .  . k k
ks1
w .for all t g t , t q a .0 0
LEMMA 2.3. Suppose that there are m linearly independent solutions of
 .  .  .  .  .2.1 , X t , X t , . . . , X t defined for t G t . Then e¨ery solution X t of1 2 m 0
 .  . m  .  .2.1 can be uniquely expressed as X t s  a t X t , ; t G t whereks1 k k 0
 .a t is a scalar a-periodic function.k
 .  .Proof. We use the linear dependence of the functions X t , . . . , X t1 m
w .in t , t q a , extend the functions, and employ the uniqueness of0 0
solution.
LEMMA 2.4. Let b be a real number and ¨ s Re ¨ q i Im ¨ an eigen¨ec-
abi  .  .tor of A associated with an eigen¨alue e , thus X t s Re ¨ cos b t q a y1
 .  .  .  .Im ¨ sin b t q a and X t s Re ¨ sin b t q a q Im ¨ cos b t q a are2
 .two solutions of 2.1 .
 .  .Moreo¨er, if b / kpra for all k g Z then X t and X t are l.i. If not,1 2
 .  .X t and X t are l.d.1 2
 .  .Proof. It is easy to prove that X t and X t are two solutions of1 2
 .2.1 .
 .  .  .If b s kpra, k g Z, then X t s sin kp trarcos kp tra X t , so2 1
 .  .X t and X t are l.d. over the a-periodic functions.1 2
Consider b / kpra, ;k g Z and then the functions cos bt and sin bt
are l.i.
 .  .  .  .Let a t , a t be scalar a-periodic functions such that a t X t q1 2 1 1
 .  .a t X t s 0.2 2
 .  .Using the expressions for X t , X t and the fact that cos bt and sin bt1 2
 .  .  .are l.i., we find that a t Re ¨ q a t Im ¨ s 0 and ya t Im ¨ q1 2 1
 .a t Re ¨ s 0.2
It follows that a ' a ' 0.1 2
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3. THE METHOD
We consider the following retarded functional differential equation
x t s f a , t , x , 3.1 .  .  .Ç t
 . n w x n. 2 nwhere x t g R ; a g R; x g C s C yr, 0 , R , f : R = C ª Rt
continuous.
 .THEOREM 3.1. Assume that p, q are positi¨ e integers such that x t is a
 .  .prq-periodic solution of 3.1 . Then x t has the form:
i x t s B t q B t cos qv t q B t sin qv t q B t cos 2 qv t .  .  .  .  .  .0 1 2 3
qB t sin 2 qv t q ??? qB t cos pr2 y 1 qv t .  .  .4 py3
qB t sin pr2 y 1 qv t q B t cos qp t , .  .  .py2 py1
for p e¨en; and
ii x t s B t q B t cos qv t q B t sin qv t q B t cos 2 qv t .  .  .  .  .  .0 1 2 3
qB t sin 2 qv t q ??? qB t cos p y 1 r2 qv t .  .  . .4 py2
qB t sin p y 1 r2 qv t , .  . .py1
for p odd.
In both cases, we consider v s 2prp and B a 1rq-periodic function fromk
R to R n, with k s 0, . . . , p y 1.
4. PROOF OF THEOREM 3.1
We consider O and I the null and the identity matrix, respectively, both
order of n, and B a matrix of order n = p, with p blocks I defined as
O O O ??? O I
I O O ??? O O
O I O ??? O OB s .. . . . . .. . . . . .. . . . . . 0
O O O ??? I O
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 . n  .  .Let x t be a function from R to R , and we define Y t s x t ,1
 .  .Y t s Y t y 1rq , j s 2, . . . , p.j jy1
 . n p  .   .  .  .  ..Now we take Y t g R ; Y t s Y t , Y t , . . . , Y t , Y t .1 2 py1 p
 .  .  .  .It follows that x t s x t y prq m Y t s BY t y 1rq .
Applying this fact to our problem, we should study the linear au-
 .tonomous difference equation above, considering x t a prq-periodic
 .solution of 3.1 .
By Lemmas 2.1, 2.2, 2.3, and 2.4, we should analyse the eigenvalues and
eigenvectors of B.
LEMMA 4.1. The eigen¨alues of B are the pth roots of unity and for e¨ery
eigen¨alue of B, there are n eigen¨ectors l.i. whose n first coordinates are
obtained like 1 in the jth and 0 in the others.
Proof of Lemma 4.1. Let l be a pth root of unity, namely l s ek v i,
k s 1, . . . , p, v s 2prp. It is easy to prove that l is an eigenvalue of B
 yk v i y2 k v i y py2.k v i k v i .with eigenvector ¨ s u , e u , e u , . . . , e u , e u ,j j j j j j
u g R n, with u having 1 in the jth coordinate and 0 in the others.j j
Coming back to the proof of Theorem 3.1, we study the equation
 .  .Y t s BY t y 1rq in the case where p is even, the case odd can be done
the same way.
Using Lemma 4.1, let ¨ , . . . , ¨ be eigenvectors of B associated to1 n
l s e v i; ¨ , . . . , ¨ eigenvectors associated to l s e 2 v i,1 nq 1 2 n 2
. . . ,¨ , . . . , ¨ eigenvectors associated to l sn pr2y2 nq1 n pr2yn pr2y1
e  p r 2y 1 .v i, ¨ , . . . , ¨ eigenvectors associated ton p r 2y  ny 1 . n p r 2
l s e pv i r2 sy 1, and ¨ , . . . , ¨ eigenvectors associated topr2 n pr2q1 n pr2q1.
l s 1.pr2q1
 .Applying Lemmas 2.1, 2.2, 2.3, and 2.4, we see that if Y t is the solution
 .  .of Y t s BY t y 1rq , then there are scalar 1rq-periodic functions
C , D , such thatk k
1 1
Y t s C t Re ¨ cos qv t q y Im ¨ sin qv t q .  .1 1 1 /  /q q
1 1
q D t Re ¨ sin qv t q q Im ¨ cos qv t q q ??? .1 1 1 /  /q q
1 1
q C t Re ¨ cos qv t q y Im ¨ sin qv t q .n n n /  /q q
1 1
q D t Re ¨ sin qv t q q Im ¨ cos qv t q .n n n /  /q q
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1
q C t Re ¨ cos 2 qv t q .nq1 nq1  /q
1
yIm ¨ sin 2 qv t qnq1  /q
1
q D Re ¨ sin 2 qv t qnq1 nq1  /q
1
qIm ¨ cos 2 qv t q q ???nq1  /q
1
qC t Re ¨ cos 2 qv t q .2 n 2 n  /q
1
yIm ¨ sin 2 qv t q2 n  /q
1
q D t Re ¨ sin 2 qv t q .2 n 2 n  /q
1
qIm ¨ cos 2 qv t q q ???2 n  /q
p 1
q C t Re ¨ cos qv y 1 t q .n pr2y2.q1 n pr2y2.q1  /  /2 q
p 1
yIm ¨ sin qv y 1 t qn pr2y2.q1  /  /2 q
p 1
q D t Re ¨ sin qv y 1 t q .n pr2y2.q1 n pr2y2.q1  /  /2 q
p 1
qIm ¨ cos qv y 1 t q q ???n pr2y2.q1  /  /2 q
p 1
qC t Re ¨ cos qv y 1 t q .n pr2y1. n pr2y1.  /  /2 q
p 1
yIm ¨ sin qv y 1 t qn pr2y1.  /  /2 q
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p 1
q D t Re ¨ sin qv y 1 t q .n pr2y1. n pr2y1.  /  /2 q
p 1
qIm ¨ cos qv y 1 t q q ???n pr2y1.  /  /2 q
q C t Re ¨ .n pr2y1.q1 n pr2y1.q1
sin qp t
yIm ¨ cos qp t q ???n pr2y1.q1 cos qp t
sin qp t
q C t Re ¨ y Im ¨ cos qp t .n pr2 n pr2 n pr2 cos qp t
q C t Re ¨ q ??? .n pr2q1 n pr2q1
q C t Re ¨ . .n pr2q1. n pr2q1.
 .  .Recalling that x t is the n first coordinates of Y t , we have that
1 1
1 10 0
. .x t s C t cos qv t q q D t sin qv t q .  .  .1 1. . /  /q q. . 0  0
0 0
0 0




. .q C t cos 2 qv t q q D t sin 2 qv t q .  .nq1 nq1. . /  /q q. . 0  0
0 0
0
. 1..q ??? qC t cos 2 qv t q .2 n  /q0 0
1
0









.qD t sin qv y 1 t q .n pr2y2.q1  /.  /2 q. 0
0
0
. p 1..q ??? qC t cos qv y 1 t q .n pr2y1.  /  /2 q0 0
1
0
. p 1..q D t sin qv y 1 t q .n pr2y1.  /  /2 q0 0
1
1 0
.0 ...q C t cos qp t q C t cos qp t .  .n pr2y1.q1 n pr2.. 0 0  0
0 1
1 0
.0 ...q C t q ??? qC t . .  .n pr2q1 n pr2q1... 0 0  0
0 1
 .Developing the expressions of the form cos kqv t q 1rq and
 .sin kqv t q 1rq , for k s 1, . . . , pr2 y 1 and collecting the terms appro-
priately we get the formula presented in the theorem.
5. APPLICATIONS




x t s Ax t y r q 5.1 .  .  .Ç 2p 0cos t
3
1 y12 .with x t g R , A s , r g Z. /y1 1
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 .THEOREM 5.1. The 3-periodic solutions of 5.1 ha¨e the form
2p 2pB B11 211x t s a q cos t q sin t .  /  /  /1 B B3 312 22
with a g R,
3 1 p b D p
B s y q q y b q ,11  /2p 2 3a 2a a 3
3 1 p b D p 3
B s y y y q b q , B s 1 y D , .12 21 /2p 2 3a 2a a 3 2p
3D 2p r 2p r
B s , ascos , bssin ,22 2p 3 3
2p 2 q 3p a q 3b q 9 .
D s .22 p q 6bp q 9 .
 .  .Proof. By Theorem 3.1, if x t is a 3-periodic solution of 5.1 then it
has the form
2p 2p
x t s B t q B t cos t q B t sin t 5.2 .  .  .  .  .0 1 23 3
B t .i1 .with B t s , i s 0, 1, 2, 1-periodic function.i  /B t .i2
 .  .  .Since x t is a solution of 5.1 , the functions 1, cos 2pr3 t, and
 .  .  .  .sin 2pr3 t are l.i. over the 1-periodic functions and then B t , B t , B t0 1 2
satisfy
ÇB t s AB t 5.3 .  .  .0 0
2p 0ÇB t q B t y A aB t y bB t y s 0 5.4 .  .  .  .  . .1 2 1 2  /13
2p 1ÇB t y B t y A bB t q aB t y s 0, 5.5 .  .  .  .  . .2 1 1 2  /03
 .  .where a s cos 2p rr3 and b s sin 2p rr3 .
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1 .  .  .Therefore, B t s a , where a g R and eqs. 5.4 and 5.5 are0  /1
equivalent to
ÇE t s FE t q G 5.6 .  .  .
with
B t .11
B t .12E t s .
B t .21 0
B t .22
2p¡ ¦
a ya y y b b
3
2p
ya a b y y b
3
F s 2p
q b yb a ya
3
2p





Ç .  .In order to obtain the nontrivial 1-periodic solution of E t s FE t we
need to find l s li, l g R eigenvalue of B; that is, l should satisfy
8pb 8p 2 16p 2a 2 20p 2b 2 32p 3b
4 2 2 2l y 4a q 3b q q l q q q /3 9 9 9 27
4pb 3 16p 4 4pa 2b




24a l l y y s 0. 5.8 . /9 3
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 .It follows that eq. 5.6 has a unique 1-periodic solution l.i. which we can
be given by
3 1 p b D p¡ ¦
y q q y q b /2p 2 3a 2a a 3
3 1 p b D p
y y y q q b /2p 2 3a 2a a 3
E t s , .
3
1 y D .
2p
3D¢ §2p
3pa q 9 q 9bp q 2p 2
with D s .22 9 q 6bp q p .
 .  .  .  .  .Finally B t , B t , B t , and B t provide us an expression for x t11 12 21 22
 .which is a solution of 5.1 .
Application 5.2. We will study the periodic solutions of the scalar
retarded differential equation with two delays,
1x t q a x t q b x t y q g x t y 1 s 0 5.9 .  .  .  .Ç  .2
with relation to the parameters a , b , g reals.
It is clear that the constant functions are the unique 1r2-periodic
 .solutions of 5.9 ; applying Theorem 3.1 we get the same result for the case
1-periodic.
Our method shows that we obtain nonconstant periodic solutions of
period 3r2 and 2 for determined values of a , b , g .
THEOREM 5.2. If a , b , g satisfy a q b q g s 0, then the 1-periodic
 .  .  .solutions of 5.9 ha¨e the form x t s constant. Otherwise, x t s 0.
 .  .THEOREM 5.3. Let x t be a 3r2-periodic solution of 5.9 .
’ ’ .  . .  . .i If a / g q 4pr 3 k q 1r3 or b / g q 8pr 3 k q 1r3 ,
 .;k g Z then x t s a, with a g R.
’ ’ .  . .  . .ii If a s g q 4pr 3 k q 1r3 and b s g q 8pr 3 k q 1r3
 .   ..  . for some k g Z, x t s a q b cos 4 k q 1r3 p t or x t s a q b sin 4 k q
 ..1r3 p t, with a, b g R.
In both cases, if a q b q g / 0, then a s 0.
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 .  .THEOREM 5.4. Let x t be a 2-periodic solution of 5.9 .
 .  .  .i If a / g or b / 1 q 4k p , ;k g Z, x t s a, with a g R.
 .  .  .ii If a s g and b s 1 q 4k p for some k g Z, x t s a q
 .  .  .b cos 4 k q 1r4 p t or x t s a q b sin 4 k q 1r4 p t, for a, b g R.
In both cases, a s 0 if a q b q g / 0.
Application 5.3. We will analyse the periodic solutions of the scalar
retarded functional differential equation
t
x t s ya x s ds q b x t q g x t y 1 5.10 .  .  .  .  .Ç H
ty1
with a , b , g reals.
 .In order to obtain the solutions of 5.10 we study the solutions of the
equation
x t q a x t y a x t y 1 y b x t y g x t y 1 s 0. 5.11 .  .  .  .  .  .È Ç Ç
It is clear that the constant functions are the unique 1-periodic solutions
 .of 5.10 ; we will prove that for determined values of a , b , g , there are
nonconstant periodic solutions of period 4r3 and 2.
 .  .THEOREM 5.5. Let x t be a 4r3-periodic solution of 5.11 .
 .  .  .i If a s b s 0 and g s 6p k q 1r4 for some k g Z, x t s
 .  .  .a q b cos 6p k q 1r4 t or x t s a q b sin 6p k q 1r4 t, with a, b g R.
 .  .  .ii If a s y3pbr2 and g s 3pr2 q b , x t s a q b cos 3pr2 t
 .  .or x t s a q b sin 3pr2 t, with a, b g R.
 .  2 . .2  .iii If a s 9p r2 1 q 2k , k g Z, b s g , x t q a q
 .  .  .b cos 3p 1 q 2k t or x t s a q b sin 3p 1 q 2k t, with a, b g R.
 .  .iv If a , b , g do not satisfy any of the items abo¨e, x t s a, with
a g R.
 .  .Proof. By Theorem 3.1, if x t is a 4r3-periodic solution of 5.11 , it
has the form
3p 3p
x t s B t q B t cos t q B t sin t q B t cos 3p t , 5.12 .  .  .  .  .  .0 1 2 32 2
for B scalar 1r3-periodic function.i
 .  .  .  .Since x t is solution of 5.11 , the functions 1, cos 3pr2 t, sin 3pr2 t,
 .  .cos 3p t are l.i. over the 1r3-periodic functions; it follows that B t , B t ,0 1
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 .  .B t , B t satisfy2 3
È ÇB t y b q g B t s 0 5.13 .  .  .  .0 0
9p 2 3pgÈ ÇB t y bB t q y q a q B t .  .  .1 1 1 /4 2
3pbÇq 3p y g B t y a q B t s 0 5.14 .  .  .  .2 2 /2
9p 2 3pgÈ ÇB t y bB t q y q a q B t .  .  .2 2 2 /4 2
3pbÇq y3p q g B t q a q B t s 0 5.15 .  .  .  .1 1 /2
sin 3p tÈ ÇB t q yb q g y 6p B t .  .3 3 /cos 3p t
sin 3p t
2q y9p q 2a q 3p b y g B t s 0. 5.16 .  .  .3 /cos 3p t
 .Therefore, B t s a, a g R.0
 .Note that 5.16 is equivalent to
d2 d
B t cos 3p t q g y b B t cos 3p t .  .  . .  .3 32 dtdt
q 2a B t cos 3p t s 0. . .3
 .Since we require B t 1r3-periodic function, a necessary and sufficient3
 .  2 .condition to obtain B t nontrivial is that b s g and a s 9p r2 1 q3
.2  .   . .2k , for some k g Z, and in this case, B t s b cos 3p 1 q 2k trcos 3p t3
 .   . .or B t s b sin 3p 1 q 2k trcos 3p t , b g R.3
 .  .Equations 5.14 and 5.15 are equivalent to
ÇB t s CB t 5.17 .  .  .
where
B t .1 0 1 0 0
ÇB t . yc b e yd1B t s , C s .
0 0 0 1B t .2  0 0 ye d yc bÇB t .2
2  .  .c s y9p r4 q a q 3pr2 g , d s 3p y g , e s a q 3pr2 b and the
characteristic polynomial of C is given by
p C s l4 y 2bl3 q b 2 q 2c q d2 l2 y 2 de q cb l q c2 q e2 . .  . .l
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For a s y3pbr2 and g s 3pr2 q b , the unique eigenvalue that can
 .give us the periodic solution is zero with eigenvectors ¨ s 1, 0, 0, 0 and1
 . w  .  . x w  .¨ s 0, 0, 1, 0 . Hence, we get B t s b and B t s 0 or B t s 0 and2 1 2 1
 . xB t s b , with b g R.2
 .Suppose a / y 3pr2 b or g / 3pr2 q b.
For b / 0, it is not difficult to prove that B ' B ' 0. Otherwise,1 2
l s 6kp i, k g Z* is an eigenvalue of C if and only if a s 0 and
 .  .g s 6p k q 1r4 and in this case ¨ s 1, 6kp i, i,y 6kp is an associated
eigenvector.
w  .  . x w  .Thus B t s b cos 6kp t and B t s yb sin 6kp t or B t s1 2 1
 . xb sin 6kp t and B t s b cos 6kp t , b g R.2
 .  .  .From 5.12 we get an expression for x t which is a solution of 5.11 .
 .  .THEOREM 5.6. Let x t be a 4r3-periodic solution of 5.10 .
 .  .  .i If a s b s 0 and g s 6p k q 1r4 for some k g Z, x t s
 .  .  .a cos 6p k q 1r4 t or x t s a sin 6p k q 1r4 t, with a g R.
 .  .ii Let us consider a s y 3pr2 b and g s 3pr2 q b. If b s
 .  .  .  .  .y3pr 4 q 3p , x t s a q b cos 3pr2 t or x t s a q b sin 3pr2 t, with
 .  .  .  .a, b g R; otherwise, x t s a cos 3pr2 t or x t s a sin 3pr2 t, a g R.
 .  2 . .2iii Let us consider a s 9p r2 1 q 2k , k g Z, b s g . If b s
 2 . .2  .  .9p r4 1 q 2k , x t s a q b cos 3p 1 q 2k t or
x t s a q b sin 3p 1 q 2k t , with a, b g R; .  .
 .  .  .  .otherwise, x t s a cos 3p 1 q 2k t or x t s a sin 3p 1 q 2k t, a g R.
 .  .iv If a , b , g do not satisfy any case abo¨e, but a s b q g , x t s a,
 .with a g R; if not, x t s 0.
 2 . .2THEOREM 5.7. If a s p r2 2k q 1 , k g Z, b s g , then the 2-
 .  .  .  .periodic solutions of 5.11 are x t s a q b cos p 2k q 1 t or x t s a q
 .b sin p 2k q 1 t, a, b g R. Otherwise, the unique 2-periodic solutions of
 .5.11 are constants.
 .  .THEOREM 5.8. Let x t be 2-periodic solution of 5.10 .
 .  2 . .21 Consider a s p r2 1 q 2k , k g Z.
 .  .  .1.1 For a s b q g and b s g , x t s a q b cos p 1 q 2k t or
 .  .x t s a q b sin p 1 q 2k t, with a, b g R.
 .  .1.2 For a s b q g and b / g , x t is constant.
 .  .  .  .1.3 For a / b q g and b s g , x t s a cos p 1 q 2k t or x t
 .s a sin p 1 q 2k t, a g R.
 .  .1.4 For a / b q g and b / g , x t s 0.
 .  2 . .2  .2 Consider a / p r2 1 q 2k , ;k g Z. If a s b q g , x t is
 .constant; if not, x t is zero.
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Application 5.4. Let us analyse the periodic solutions of systems of
retarded functional differential equations,
¡x t s a x t q b y t y 1 .  .  .Ç~ t 5.18 .
y t s g x s ds .  .Ç H¢
ty1
in function of a , b , g reals.
As in the 1-periodic case, by Theorem 3.1 we can prove that the constant
 .functions are the unique 2-periodic solutions of 5.18 .
 .  .  .THEOREM 5.9. Let x t , y t be 2-periodic solutions of 5.18 .
 .  .  .  .i If a / 0, b s 0 or g s 0, x t s y bra a, y t s a, with
a g R.
 .  .  .ii Consider a s 0. If b / 0 and g s 0, x t s a, y t s 0, a g R.
 .  .  .If b s 0 and g / 0, x t s 0, y t s a, a g R. If b s g s 0, x t s a,
 .y t s b, a, b g R.
 .  .  .iii If a , b , g do not satisfy any preceding items, x t s y t s 0.
 .  .  .THEOREM 5.10. Let x t , y t be 3-periodic solutions of 5.18 .
3 3’ .  . .i If a s 0, b , g such that bg s 8p r 3 1r3 y k , k g Z then
1¡x t s a cos 2p k y t .  .3~ p
1 1 1’y t s a k y sin 2p k y t q 3 cos 2p k y t , a g R .  .  .  .3 3 3¢ b
or
1¡x t s a sin 2p k y t .  .3~ p
1 1 1’y t s a k y 3 sin 2p k y t y cos 2p k y t , a g R. .  .  .  .3 3 3¢ b
 .  .  .  .ii If a / 0, b s 0 or g s 0, x t s y bra a, y t s a, a g R. If
 .  .a s 0, b / 0 and g s 0, x t s a, y t s 0, a g R. If a s 0, b s 0 and
 .  .  .  .g / 0, x t s 0, y t s a, a g R. If a s b s g s 0, x t s a, y t s b,
 .  .a, b g R. If a , b , g do not concern any case abo¨e, x t s y t s 0.
Proof. First, let us obtain the solutions of
x t s a x t q b y t y 1 .  .  .Ç
5.19 . y t s g x t y x t y 1 .  .  .È
 .that will provide us with the solutions of Eq. 5.18 .
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 .   .  ..  .By Theorem 3.1, if X t s x t , y t is a 3-periodic solution of 5.19 ,
2p 2p
X t s B t q B t cos t q B t sin t , 5.20 .  .  .  .  .0 1 23 3
B t .i1 .where B t s , i s 0, 1, 2, 1-periodic function, for i s 0, 1, 2.i  /B t .i2
 .  .  .  .  .  .It is simple to prove that B t , B t , B t , B t , B t , B t01 02 11 12 21 22
should satisfy
ÇB t s aB t q bB t .  .  .01 01 02 5.21 . ÈB t s 0 .02
’2p 1 3ÇB t q B t s aB t y bB t y bB t 5.22 .  .  .  .  .  .11 21 11 12 223 2 2
’2p 3 1ÇB t y B t s aB t q bB t y bB t 5.23 .  .  .  .  .  .21 11 21 12 223 2 2
2 ’4p 4p 3È Ç ’B t q B t y B t s g 3 B t q B t 5.24 .  .  .  .  .  . .12 22 12 11 213 9 2
24p 4p 1È Ç ’B t y B t y B t s y g 3 B t y 3B t . .  .  .  .  . .22 12 22 11 213 9 2
5.25 .
 .  .Supposing b s 0; from Eqs. 5.22 and 5.23 we obtain the expression
È Ç 2 2 .  .  .  .B t y 2aB t q a q 4p r9 B t s 0 and, therefore, B '11 11 11 11
B ' 0.21
 .  .Equations 5.24 and 5.25 are equivalent to
ÇC t s DC t 5.26 .  .  .
with
0 1 0 0¡ ¦
2B t .12 4p 4p
0 0 yÇB t . 9 312C t s , D s , .
0 0 0 1B t .22
2 0 4p 4pÇB t .22 0 0¢ §3 9
and thus, B ' B ' 0.12 22
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 .  .  .Now, let us suppose b / 0; from 5.22 and 5.23 , we have that B t ,12
 .B t are given by22
1 1 p aÇB t s y B t y 2 y B t .  .  .12 11 11 /’b 2 42 3
’ ’3 3 a pÇq B t y q B t 5.27 .  .  .21 21 /2 2 3
1 2pÇ’ ’B t s y 3 B t q q 3 a B t .  .  .22 11 11 /2b 3
2pÇyB t q a y B t . 5.28 .  .  .21 21 /’3
 .  .By 5.24 and 5.25 , we should study the 1-periodic solution of
ÇE t s FE t , 5.29 .  .  .
where
¡ ¦B t .11
ÇB t .11
ÈB t .11E t s .
B t .21
ÇB t .21¢ §ÈB t .21
and
0 1 0 0 0 0¡ ¦
0 0 1 0 0 0
2 24p a 4p 4pa
y a d y2p
9 3 3
F s
0 0 0 0 1 0
0 0 0 0 0 1
2 24pa 4p a 4p
yd y 2p y a¢ §3 9 3
3 ’with d s 8p r27 y 3 bg .
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 .A necessary condition for Eq. 5.29 to have a periodic solution is that
l s li should be eigenvalues of F; thus we can prove that l must satisfy
4p 2 16p 4 8p 2a 2
6 2 4 2yl q a q l y y y 4pd l /  /3 9 9
16p 4a 2
2q q d s 0 5.30 .
81
and
8p 2a 4pa 8p 3
5 3y2a l y l q d y l s 0. 5.31 . /9 3 9
3 ’   .If l s 0 then a s 0 and bg s 8p r27 3 and take B t s a and11
 . .   .  . .B t s 0 or B t s 0 and B t s a , with a g R.21 11 21
 .  .From 5.27 and 5.28 ,
2p¡
x t s a q b cos t .
3~
p 2p 2p’y t s b y 3 cos t q sin t .¢  /3b 3 3
and
2p¡
x t s a sin t .
3~
p 2p 2p t’y t s y a cos t q 3 sin .¢  /3b 3 3
 .are 3-periodic solutions of 5.19 ; it follows that the functions above are
 .solutions of 5.18 if a s 0.
 .If a s 0, we get 1-periodic solutions of 5.29 if and only if bg s
3 3’ . .  .  .8p r 3 1r3 y k , for some k g Z. In this case, from 5.27 and 5.28 ,
we have that
1¡x t s a q b cos 2p k y t .  .3~ p
1 1 1’y t s b k y sin 2p k y t q 3 cos 2p k y t .  .  .  .3 3 3¢ b
and
1¡x t s a q b sin 2p k y t .  .3~ p
1 1 1’y t s b k y 3 sin 2p k y t y cos 2p k y t .  .  .  .3 3 3¢ b
 .  .are solutions of 5.19 , namely, we get the solutions of eq. 5.18 .
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4  2 . 2  . 3 .Finally, suppose l q 4p r9 l y 2pr3 d y 8p r9 s 0.
We want l s 2kp , for some k g Z and using the expression above, b , g
must satisfy
2k 2
3 4’bg s y8 3 p k q q . 5.32 . /9 81
 .From 5.30 we get
1 8p 3
2 3 2 1r2bg s q 8k p . 4p D , 5.33 . /’ 273
2 6  2 2 . 4  . 2 2 . 2 2where D s 4p k y a y 8p r3 k q 2r9 2p y a k y a r81.
Then we have a contradiction because k 2 should satisfy
7 a 2 16 5 a 2
4 3 2m q m q q m q q m2 2 /  /9 81 24336p 162p
a 2 1
q q s 0.2 /7292916p
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