We investigate the system obtained by adding an algebraic rewriting system R to an untyped lambda calculus in which terms are formed using the function symbols from R as constants. On certain classes of terms, called here \stable", we prove that the resulting calculus is con uent if R is con uent, and terminating if R is terminating. The termination result has the corresponding theorems for several typed calculi as corollaries. The proof of the con uence result suggests a general method for proving con uence of typed reduction plus rewriting; we sketch the application to the polymorphic lambda calculus.
Introduction
Term rewriting systems and the untyped lambda calculus are universal models of computation. Algebraic reduction is a natural technique for computing with standard functions such as successor and addition and with operations de ned by equations over an abstract data type, while the lambda calculus has proven to be a powerful model of several aspects of modern programming languages (e.g., programmer-de ned functions and their parameter passing mechanisms). It would seem pro table to combine the two modes, allowing each to do what it does best. For instance, as pointed out in Bre88] , algebraic rules such as rewriting x ? x to 0 could be treated as code optimizations in a functional language. From the point of view of the logic of programming, the equations from which rewriting rules are de ned should allow the use of rst order properties of the data to be involved in the higher order reasoning about programs.
The following example (from BM88]) shows that the combination of algebra and untyped lambda calculus is problematic. Suppose we have a system which allows any term x ?x to be rewritten to 0, and a term succ(x) ?x to be rewritten to 1, and further suppose that terms have xed points, so that there is a term X with X evaluating to succ(X). Then X ? X evaluates to 0 and to 1.
The insight in Val Breazu-Tannen's Bre88] is that restriction to various type disciplines should allow lambda terms to inherit nice properties from the algebraic system. (See also BM88], Bre87]). In Bre88], it was shown that if a con uent algebraic system is added to the simply typed lambda calculus, the resulting system combining and algebraic reductions is con uent. The question of preservation of termination was left open. Jean Gallier and Breazu-Tannen (independently of the present work) have shown that the polymorphic lambda calculus remains con uent when enriched by a con uent algebraic system ( BG89] ). The same methods are used there to show that termination is inherited.
In this paper, we present some general results about the interaction between -reduction and term rewriting. The proofs are purely syntactic, and they do not rely on any speci c typing dicipline.
Let be a set of function symbols with speci ed arities, x a set Vars = fv i ji 2 !g of variables, and let ( ) be the set of lambda terms over Vars . Each algebraic term f(A 1 ; ; A n ) over corresponds, via currying, to a ( )-term (fA 1 A n ), and so a system R of rewriting rules over induces a rewriting relation R ?! over ( ). Write R ?! for ?! R ?!.
We will restrict attention to -strongly normalizing terms in an attempt to avoid the di culties arising from the existence of xed points. But it is easy to see that preservation of termination in a combined system requires some other restriction on the lambda terms considered. For example, if the only algebraic rule is \(fxx) ! x", which is clearly terminating, then the normal form f( x:xx)( x:xx)( x:xx) is R-in nite. A similar observation applies to con uence preservation. Furthermore, if the signature does not specify arities for the function symbols, then even in the absence of -reduction anomolies can occur when algebraic terms are curried. For example, the system R with rules f(x) ! g(x; x) and g(x) ! f(x; x) is trivially terminating in the algebraic setting, while (gx) ! (fxx) ! (gxxx) ! is an in nite R-reduction on ( )-terms. (I am indebted to the referee for the latter observation and example.)
We will not want to insist that function-arity is respected in the strictest sense, since we certainly wish to allow function symbols to occur (say, as arguments to higher-order procedures) without being instantiated by their arguments. But when the rewrite systen R is thought of as rewriting terms of base type, no function symbol should be presented with more arguments than its arity prescribes. Somewhat surprisingly, in the presence of -strong normalization this very elementary form of type-checking, which we may call \arity-checking", will su ce to ensure inheritance of con uence or termination, without a commitment to a speci c type discipline. -reduction in such a way that if the rst reduction is in nite then so is the projection. We will be able to conclude that if M allows an in nite R-reduction then the -normal form of M will allow an in nite R-reduction { a contradiction if R is assumed to be a terminating rewrite system. A consequence of the approach we have adopted is that in order to derive the corresponding theorems about typed systems, the statements of the theorems above are not su cient (this is a familiar phenomenon; consider the con uence of the simply typed lambda calculus, which will not follow from the fact that the untyped lambda calculus is con uent, but which submits to exactly the same proof). By making essentially trivial modi cations to the proofs of the theorems given here, the reader may derive termination-and con uence-preservation results for simply typed and polymorphically typed lambda calculi. We omit a detailed treatment, but we do outline the the modi cations needed to address the Girard-Reynolds system 8 .
In Klo80], Klop considers the addition of new rewriting rules to untyped lambda calculus, with restrictions on the form of the new rules (for example, that variables may not occur twice on the left side of a rule). We treat arbitrary algebraic rules. Toyama, in Toy87] , shows that the direct sum of con uent term rewriting systems is con uent, but the purely algebraic setting is very di erent from the present framework.
The termination of a combination of terminating algebraic rewrite systems is a very delicate issue { Toyama presents several counterexamples in Toy87]. Termination is known to persist in a combined system under various, somewhat restrictive, hypotheses ( Mid89], Rus87], TKB89]).
We note in passing that the addition of constants and rules expressing surjective pairing on untyped terms can be cast as rewrite rules as above, but these are explicitly higher-order constructs and do not conform to our notion of \algebraic". It is well-known ( Klo80] ) that the addition of these rules to the untyped calculus disturbs con uence, and that for simply typeable terms, con uence and termination are each preserved ( Pot81] ). However, the techniques of the present paper do not shed any light on this situation, since arity-checking fails for simply typed terms with pairing. It may be that there is a generalization of the notion of stability which allows the present techniques to be adapted to such non-algebraic reduction.
For basic de nitions and notation not explained below, see Bar84] for the lambda calculus, and HO80] for term rewriting.
Notation
Following a convention of algebraic rewriting, we identify each term with a partial function on sequences (here, f0; 1g-sequences). Thus, a variable or constant is identi ed with the function mapping the empty sequence to that variable or constant; (A 0 A 1 ) maps the empty sequence to a symbol for application, and maps the sequence iu to A i (u); i 2 f0; 1g; and ( xA) maps the empty sequence to a symbol for \ x" and maps 0u to A(u). Sequences Substitution into an algebraic term T is particularly simple since there is no variable binding in T. Since we will often have occassion to manipulate substitution instances of algebraic terms T, we adopt the following notational convention:
If T is an algebraic term whose free variables are among the set fv 1 ; : : :; v k g, andQ fQ 1 ; : : :; Q k g is any multiset of ( ) terms, then the result of simultaneously substituting each Q i for v i in T is denoted TQ. An algebraic rewrite system R is a set of pairs hS; Ti of algebraic terms in which S is not a variable and Vars(T) Vars(S).
Let P be any binary relation on terms. A P-reduction step from M to N is given by a pair hA; Bi 2 P, an occurrence u of M, and a substitution such that M=u (A) and N M u (B)]. We say that has source term A, and redex u. Any term (A) as above is called a P-redex term. The relation P ?! holds from M to N if there is a P-reduction from M to N (we write : M P ?! N).
Given P ?!, we denote its re exive closure by P ?! , its re exive transitive closure by ?! P ?!, and its associated equivalence relation by ! P !. If 
Descendants and Projections
The proofs of our preservation theorems proceed by isolating certain subterms of a term and analyzing reductions into steps which take place inside the given terms and other steps which are blind to the internal structure of those terms. In this section we develop some machinery enabling us to track the progress of subterms during a reduction. We use the notions of descendant of an occurrence with respect to an algebraic reduction (essentially as in HL79] If = n 0 is a several step reduction then D= is ( (D= 0 )= = n ). When the descendant of a certain occurrence of subterm X is under consideration, we will often simply say \descendant of X". For example, suppose hfx; gxxi is a rule, and consider the reduction M h(f(ky)) R ?! h(g(ky)(ky)) N. Then ky has two descendants, the two occurrences of ky in N, and f(ky) has one descendant, viz., g((ky)(ky)) in N.
We will pay particular attention to maximal non-subterms, the occurrences of which form the -boundary of a term. Proof. The rst two assertions follow easily from the de nition of descendant.
For part 3, use induction on M. If M is of the form x 1 x n :( xM 0 )M 1 M m ; (n 0, m 1), then N is obtained by a rewrite inside one of the M i , and the induction hypothesis applies (since the same clause in the de nition of -boundary applies for N). The same argument applies if M is x 1 x n :hM 1 M m ; unless n = 0 and the redex of is not contained in some M i . But in this case stability (arity-checking in particular) implies that M hM 1 M m is in fact SQ and N is TQ, for some rule hS; Ti and someQ. The result then follows from Lemma 2.3 and the fact that no variables occur in T which are not in S. 2
To isolate the steps of a reduction which are independent of some particular subterms, we consider the term obtained by replacing those subterms by variables. We must do this with some care in order to preserve the rewriting relation.
De nition 2.5 An R-projection ( We need Lemma 2.4.1 in order to justify the de nition of above. In order to ensure that D= is pairwise incomparable, it will su ce (by Lemma 2.4.3) to choose D to be theboundary of M (it is clear that a -boundary is a pairwise incomparable set of occurrences).
To go further and have the projection of a reduction induce a reduction on the projections, we must be careful to project on a su ciently full set of occurrences, in the following sense:
De nition 2. Thus -boundaries are always sets of non-occurrences which are su ciently full, and in the stable case their descendants inherit this property. These facts will enable us to iterate applications of Lemma 2.7 when we start with a projection of a -boundary.
It will be important to isolate -redex subterms of a term which are contained in no other -redexes, and whose descendants are similarly maximal. Leftmost redexes have these properties under -reduction alone, but algebraic reduction can spoil leftmost-ness. So we need a generalization:
De nition 2. Proof.
1. An easy induction on T. In this section it will be shown that if a terminating algebraic rewriting system is added to the ( ) calculus of -reduction, the resulting system is terminating on stable terms. We assume that all terms under consideration are stable.
The rst step is to record some well-known results on -reduction which parallel some of the results of the previous section. The notions of residual of a -redex and of a development of a speci ed set of redexes are standard, and it turns out that we can con ne our attention to developing sets of incomparable -redexes. In the interest of maintaining a uniform terminology we will use \descendant" to refer to the image of an occurrence under either type of reduction. Hence: 2 Now, if D is a set of outermost -redexes and is an algebraic reduction, then we know that the descendants are also outermost (hence incomparable) redexes, so it makes sense to develop them. This leads to an algebraic companion to Lemma 3.3, describing the interaction between algebraic reductions and developments. 2. The second assertion can be seen by examining the cases in part 1 { the only case where collapsing might occur is in the last case, when x is not free in A. 2
We are now in a position to see that R-reduction is terminating on stable terms. It is convenient to treat pure R-reduction rst.
Theorem 3.5 If R is terminating on algebraic terms, then R is terminating on R-stable ( ) terms.
Proof. For the sake of contradiction, let M be a stable term of minimal size among those which are R-in nite.
By hypothesis, M cannot be algebraic. Suppose M were not a term. Then M would be one of xP 1 P n , or ( x:P 1 )P 2 P n , (n > 0), each R-reduct would be of the same shape, so that some P i would be R-in nite, contradicting the minimality of M.
So let D be O (M) and let be a projection on D which replaces all subterms by the same variable. Since M is a term, each subterm represented in D is smaller than M, and since M is not algebraic, M is smaller than M. It follows that adding terminating algebraic rules to the simply or polymorphically typed lambda calculus results in a terminating system, since an in nite reduction in the calculus would induce an in nite reduction in the R system de ned by erasing the types from terms. A di erent proof of this fact, obtained independently, is found in BG89] .
Indeed, any strongly normalizing typed lambda calculus which admits a notion of type erasure so that reductions induce reductions on the untyped erasures, and in which there can be no in nite R reductions which are invisible to the erasures, (for example, within the types themselves), will remain strongly normalizing if a terminating set of rules is added.
Con uence
This section shows that when con uent algebraic rewriting is combined with reduction, con uence is inherited by stable terms. We again restrict attention to stable terms.
As pointed out in Bre88], we cannot expect con uence in the presence of reduction:
if fx R ?! a, then x:fx has the two R normal forms x:a and f. We rst verify that a con uent algebraic system R remains con uent when extended to the expanded set of terms ( ). The global strategy in the proof of Theorem 4.1 (projecting R-reductions to R-reductions on -normal forms) was used in Bre88] in the simply typed setting; we avoid the use of types in the argument. The proofs above suggest an approach to proving inheritence of con uence in ( -strongly normalizing) typed R systems such as those using a polymorphic type discipline, (or a system of dependent types). The preservation of R-con uence on the set ( ) should hold just as in Theorem 4.1 above. In these systems, reductions explicitly involving types are de ned, so in such a system let + ?! stand for term -reduction together with type reduction.
The set of terms which type-check will be stable in the sense obtained by replacing by Acknowledgements. I am indebted to Val Breazu-Tannen and Jean Gallier for illuminating discussions about the topics of this work, and to Patricia Johann for careful readings and suggestions for improvement. The referees helped to clarify the notion of stability and provided a substantial number of corrections.
