Abstract-Analog-to-digital converters (ADCs) consume a significant part of the total power in a massive MIMO base station. One-bit ADCs are one way to reduce power consumption. This paper presents an analysis of the spectral efficiency of singlecarrier and OFDM transmission in massive MIMO systems that use one-bit ADCs. A closed-form achievable rate is derived for a wideband system with a large number of channel taps, assuming linear channel estimation and symbol detection. Quantization results in two types of error in the symbol detection. The circularly symmetric error becomes Gaussian in massive MIMO and vanishes as the number of antennas grows. The amplitude distortion, which severely degrades the performance of OFDM, is caused by variations in received interference energy between symbol durations. As the number of channel taps grows, the amplitude distortion vanishes and OFDM has the same performance as single-carrier transmission. A main conclusion of this paper is that wideband massive MIMO systems work well with one-bit ADCs.
I. INTRODUCTION
O NE-BIT Analog-to-Digital Converters (ADCs) are the least power consuming devices to convert analog signals into digital [2] . The use of one-bit ADCs can also simplify the analog front end, e.g., automatic gain control becomes trivial because only the sign of the input signal is output. Such radically coarse quantization has been suggested for use in massive Multiple-Input Multiple-Output (MIMO) base stations, where the large number of radio chains makes high resolution ADCs a major power consumer. Recent studies have shown that the performance loss due to the coarse quantization of one-bit ADCs can be overcome with a large number of receive antennas [3] - [6] .
Several recent papers have proposed specific symbol detection algorithms for massive MIMO with low-resolution ADCs. For example, a near-maximum-likelihood detector for onebit quantized signals was proposed in [4] , while [5] and [7] studied the use of linear detection. In [8] , it was proposed C. Mollén and E. Larsson are with the Department of Electrical Engineering, Linköpings universitet, 581 83 Linköping, Sweden, e-mail: christopher.mollen@liu.se, erik.g.larsson@liu.se.
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to use a mix of one-bit and high resolution ADCs, which was shown to give a performance similar to an unquantized system. The proposed algorithms, however, focused only on frequencyflat channels. Maximum-likelihood channel estimation for frequency-flat MIMO channels with one-bit ADCs was studied in [9] . It was found that the quality of the estimates depends on the set of orthogonal pilot sequences used. This is contrary to unquantized systems, where any set of orthogonal pilot sequences gives the same result. Closed-loop channel estimation with dithering and "bursty" pilot sequences was proposed for the singleuser frequency-selective channel in [10] . It is not apparent that bursty pilot sequences are optimal and no closed-form expression for their performance was derived. In [11] - [13] , message passing algorithms were proposed that improve the estimation of sparse channels. Our paper, in contrast, studies general non-sparse channels.
Most previous work on massive MIMO with one-bit ADCs has focused on narrowband systems with frequency-flat channels, e.g., [4] - [9] . Since quantization is a nonlinear operation on the time-domain signal, there is no straightforward way to extend these results to wideband systems, in which the channel is frequency selective. Some recent work has proposed equalization and channel estimation algorithms for wideband systems [14] - [16] . In [14] , an iterative Orthogonal-FrequencyDivision-Multiplexing (OFDM) based equalization and channel estimation method was proposed and, in [15] , a message passing algorithm for equalization of single-carrier signals and channel estimation was proposed. The use of a mix of low and high-resolution ADCs was also studied for frequency-selective single-user channels with perfect channel state information in [16] . However, the mixed ADC architecture increases hardware complexity, in that an ADC switch is required. Furthermore, it is not clear that the computational complexity of the designs in [14] - [16] is low enough for real-time symbol detection, especially in wideband systems where the sampling rate is high.
In this paper, we study a massive MIMO system with onebit ADCs and propose to apply to the quantized signals lowcomplexity linear combiners for symbol detection and LMMSE (Linear Mean-Square-Error) channel estimation. These are the same techniques that previously have been suggested for unquantized massive multiuser MIMO [17] and that have proven possible to implement in real time [18] . Linear receivers for signals quantized by one-bit ADCs have not been studied for frequency-selective channels before.
A frequency-selective channel, in which the taps are Rayleigh fading and follow a general power delay profile is arXiv:1602.07364v1 [cs.IT] 24 Feb 2016 studied. We derive an achievable rate for single-carrier and OFDM transmission in the proposed system, where the channel is estimated from pilot data and the symbols are detected with linear combiners. When the number of channel taps grows large, the achievable rate is derived in closed-form for the maximum-ratio and zero-forcing combiners (MRC, ZFC). The rate analysis shows that simple linear receivers become feasible in wideband massive MIMO systems, where the performance loss compared to an unquantized system is approximately 4 dB. In many system setups, this means that the performance of the quantized system is approximately 60-70 % of the performance of the unquantized system at data rates around 2 bpcu. The loss can be made smaller, if longer pilot sequences can be afforded.
We also show that the performance of OFDM, without any additional signal processing, is the same as the performance of single-carrier transmission in wideband systems with a large number of channel taps. As was also noted in [19] , the quantization error of the symbol estimates consists of two parts: one amplitude distortion and one circularly symmetric distortion, whose distribution is close to Gaussian. While the amplitude distortion causes significant intersymbol interference in OFDM, it can easily be avoided in single-carrier transmission. We show that the amplitude distortion vanishes when the number of taps grows. Therefore only the circularly symmetric noise, which affects single-carrier and OFDM transmission in the same way, is present in wideband systems with many taps. Hence, frequency selectivity is beneficial for linear receivers in massive MIMO because it reduces the quantization error and makes it circularly symmetric and additive. In a frequency-flat channel, where near-optimal detection becomes computationally feasible, a nonlinear symbol detection algorithm, e.g., [4] , [15] , would be better than linear detectors, especially at a high signal-to-noise ratio (SNR).
The most related work appeared in [20] , [21] , where achievable rates for massive MIMO with one-bit ADCs and lowresolution ADCs for frequency-flat channels were investigated. In [20] an approximation was given for the achievable rate of a MRC system with low-resolution ADCs (one-bit ADCs being a special case) for a Rayleigh fading channel. The study showed a discrepancy between the approximation and the numerically obtained rate of one-bit ADCs [20, Figure 2 ], which was left unexplained. In [21] , an approximation of an achievable rate for Rician fading frequency-flat channels (of which Rayleigh fading is a special case) was derived. Neither [20] nor [21] mentioned that quantization noise might combine coherently and result in amplitude distortion and neither mentioned the dependence of the rate on the number of channel taps.
This article is organized as follows: First the massive MIMO uplink with one-bit ADCs is presented in Section II. The quantization of one-bit ADCs is studied in Section III. Then the channel estimation is explained in Section IV. The uplink transmission is explained and analyzed in Section V. Finally, we present numerical results in Section VI and draw our conclusion in Section VII.
II. SYSTEM MODEL
We consider the massive MIMO uplink in Figure 1 , where the base station is equipped with M antennas and there are K single-antenna users. All signals are modeled in complex baseband and are uniformly sampled at the Nyquist rate with perfect synchronization. Because of these assumptions, the front-end depicted in Figure 1 has been simplified accordingly.
Note that there is no intermediate oversampled step prior to the matched receive filter (not in Figure 1 ) because the received signal is sampled at the Nyquist rate. This implies that the receive filter has to be realized in the analog domain.
At symbol duration n, base station antenna m receives:
where
is the transmit signal from user k, whose power E |x k [n]| 2 = 1, P k is the transmit power of user k and z m [n] ∼ CN (0, N 0 ) is a random variable that models the thermal noise of the base station hardware. It is assumed that z m [n] is IID over n and m and independent of all other variables. We assume that the L-tap impulse response {g mk [ ]} of the channel between user k and antenna m can be written as the product of the small-scale fading h mk [ ] and the large-scale fading √ β k :
The small-scale fading has to be estimated by the base station.
Its mean E[h mk [ ]] = 0 and variance are a priori known:
where p[ ] is the power delay profile of the channel, for which
In practice, the power delay profile depends on the propagation environment and has to be estimated, e.g., like in [22] , where the power delay profile is estimated without additional pilots. The base station is also assumed to know the large-scale fading β k , which generally changes so slowly over time that an accurate estimate is easy to obtain in most cases. In a wideband system, the number of channel taps L can be large-on the order of tens. For example, a system that uses 15 MHz of bandwidth over a channel with 1 µs of maximum excess delay, which corresponds to a moderately frequencyselective channel, has L = 15 channel taps. The "Extended Typical Urban Model" [23] has a maximum excess delay of 5 µs, leading to L = 75 taps.
Upon reception, the signals are quantized to produce:
We assume that the in-phase and quadrature signals are separately sampled, each by identical one-bit ADCs, and that the threshold of the quantization is zero. Other thresholds can allow for better amplitude recovery when the interference and noise variance is small compared to the power of the desired signal [8] , [24] . A small improvement in data rate can be obtained at low SNR when a non-zero threshold is paired with the optimal symbol constellation, see [25] , where the SISO channel is studied. Since we study a multiuser system, where the interuser interference is high, we do not expect any significant performance improvement from a non-zero threshold. The scaling of the quantized signal is arbitrary but chosen such that |q m [n]| = 1. Two transmission modes are studied: single-carrier with frequency-domain equalization and OFDM transmission. We observe the transmission for a block of N symbols. At symbol duration n, user k transmits
is the n-th data symbol. We assume that the symbols have zero-mean and unit-power, i.e., E s k [n] = 0 and E |s k [n]| 2 = 1 for all k, n. The users also transmit a cyclic prefix that is L − 1 symbols long:
so that the input-output relation in (1) can be written as a multiplication in the frequency-domain, after the cyclic prefix has been discarded, as:
and z m [ν] ∼ CN (0, N 0 ) IID is the unitary Fourier transform of the thermal noise.
III. QUANTIZATION
In this section, some properties of the quantization of onebit ADCs are derived. These results are used later in the channel estimation and the system analysis.
We define the quantization noise as
where the scaling factor ρ is chosen to minimize the error variance E E |e m [n]| 2 , which is minimized by the Wiener solution:
Note that the distribution of e m [n] depends on the distribution of the received signal y m [n] in a nonlinear way due to (5) and that e m [n] is uncorrelated to y m [n] due to the choice of ρ because of the orthogonality principle.
We define the expected received power given all transmit signals:
and the average received power:
When the number of channel taps L in (14) is large, the two powers P rx [n] andP rx are close to equal. This is formalized in the following lemma. Lemma 1: Given a sequence of increasingly long power delay profiles
Proof: According to the law of large numbers and the Kolmogorov criterion [26, Eq. 7 
Thus, the inner sum in (14) tends to one as the number of channel taps grows, which concludes the proof. Because of the cyclic prefix, the block length N cannot be shorter than L. Therefore, it was assumed that N grew together with L in the proof of Lemma 1. As we will see later, the convergence can be fast, so the left-hand side in (16) is close to its limit also for L much shorter than usual block lengths N .
Remark 1: Note that the sum over the users k in (14) also results in an averaging effect when the number of users K is big. The relative difference between the expected received power given all transmit signals and its mean |P rx [n] −P rx |/P rx [n] becomes small, not only with increasing L, but also with increasing K if there is no dominating user, i.e., some index k for which β k P k β k P k for all k = k. In practice, power control is done and most β k P k will be of similar magnitude. The expected received power given all transmit signals is thus close to its average also in some narrowband systems with a large number of users.
The next lemma gives the scaling factor and the variance of the quantization noise.
Lemma 2: If the fading is IID Rayleigh, i.e.,
for all m, k and , then the scaling factor defined in (13) is given by
and the quantization noise has the variance
Proof: See Appendix A. We see that the error variance in (19) would equal its limit if
. That is the reason the limit coincides with the mean-squared quantization error of a onebit ADC in [27] and what is called the distortion factor of one-bit ADCs in [28] .
The following corollary to Lemma 2 gives the limit of the relative quantization noise variance, which is defined as
Corollary 1: The relative quantization noise variance in a wideband system approaches
Note that Q ≥ Q , because Jensen's inequality says that ρ ≤ 2 πPrx is smaller than its limit in (18) for all L, since the square root is concave. This means that the variance of the quantization noise is smaller in a wideband system, where the number of taps L is large, than in a narrowband system.
If there is no quantization, the variance of the quantization error E = 0 and thus the relative quantization noise Q = Q = 0. This allows us to use the expressions derived in the following sections to analyze the unquantized system as a special case.
IV. CHANNEL ESTIMATION
In this section, we will describe a low-complexity channel estimation method. In doing so, we assume that the uplink transmission is divided into two blocks: one with length N = N p pilot symbols for channel estimation and one with length N = N d symbols for data transmission. The two blocks are disjoint in time and studied separately. It is assumed, however, that the channel is the same for both blocks, i.e., that the channel is block fading and that both blocks fit within the same coherence time.
We define K orthogonal pilot sequences of length N p as:
where θ k [ν] is a phase that is known to the base station. During the training period, user k transmits the signal that, in the frequency domain, is given by
The received signal (8) is then
where k (ν mod K) + 1, in the last step, is the index of the user whose pilot φ k [ν] is nonzero at tone ν. By rewriting the time-domain quantized signal using (12), we compute the quantization error in the frequency domain as
The sequence
is thus a phase-rotated and noisy version of the frequency-domain channel of user k, sampled with period F = K.
Because the time-domain channel has a finite support of width L, the sampling theorem says that, if the sampling period satisfies
it is enough to know the samples
Np F − 1} of the channel spectrum to recover the timedomain channel:
Thus, if the number of pilot symbols satisfies N p ≥ KL, then (29) is fulfilled and the following observation of the channel tap h mk [ ] can be made through an inverse Fourier transform of the received samples that belong to user k:
In the first step (32), q m [ν] is replaced by the expression in (28) . Then, in (33) , the relation in (30) is used to rewrite the first sum as the time-domain channel impulse response. We note that the Fourier transform is unitary and therefore
We use the linear minimum-mean-square-error estimate of the channel, which is given bŷ
and whose variance is
The estimation error
to the channel estimate and has variance
In the frequency domain, the channel estimate is given bŷ
The channel spectrum can be given in terms of the estimate and its error as: channel quality φ
Fig . 2 . The quality factor of channel estimation for the quantized system with one-bit ADCs in solid lines and for the unquantized system in dotted lines.
The variance of the channel estimate and its error are:
The variance of the channel estimate φ k will be referred to as the channel quality factor. We define the pilot excess factor as η Np KL ≥ 1. Because φ k → 1 as η → ∞, the performance of the channel estimation in the quantized system can be made arbitrary good by increasing η-as long the coherence interval of the channel is large enough to fit the pilot sequence.
To compare the channel quality of a quantized wideband system to that of the corresponding unquantized system, we define
where η 0 is the excess factor of the unquantized system, η q is that of the one-bit ADC system and ∆(η 0 , η q ) the quality ratio. If this ratio is one, the channel estimates of the two systems are equally good. Under the assumption that β k P k = P , ∀k, and
L , ∀ , we note that the difference in channel quality always is less than 2 dB when the excess factors η q = η 0 = η are the same:
Further, it can be seen that ∆(1, 1) = π 2 and that ∆(η, η) is decreasing in η. This can be seen in Figure 2 , where the channel estimation quality φ k is plotted for different SNRs P N0 , where β k P k = P for all k. It can be seen that the power loss due to channel estimation is small in many system setups-in the order of −2 dB.
Remark 2: To increase the length of the training period and to increase the transmit power of the pilot signal would give the same improvement in channel quality in the unquantized system. Because the orthogonality of the pilots is broken by the quantization, this is not true for the quantized system, which can be seen in (38), where Q is a function of only the transmit power. This is the reason the phases θ k [n] are introduced: non-constant phases allow for pilot excess factors η > 1. Note that, with constant phases (assume θ k [n] = 0 without loss of generality), the pilot signal transmitted during the training period (25) is sparse in the time domain:
i.e., it is zero in intervals of width ηL − 1. V. UPLINK DATA TRANSMISSION In this section, one block of N = N d symbols of the uplink data transmission is studied. Practical linear symbol detection based on the estimated channel is presented and applied to the massive MIMO system with one-bit ADCs. The distribution of the symbol estimation error due to quantization and how OFDM is affected is also analyzed. Finally, the performance is evaluated by deriving an achievable rate for the system.
A. Receive Combining
Upon reception, the base station combines the received signals using an FIR filter to estimate the transmitted symbols. The transfer function of this filter is {W[ν] ∈ C K×M } and its corresponding impulse response is
The (m, k)-th elements of these matrices are denoted w mk [ν] and w mk [ ] respectively. The estimates of the transmit signals are:
. . .
in the time domain, where [x] Nd x mod N d , and equivalentlyx
in the frequency domain, where
T is the vector of the Fourier transform of the quantized signals. The energy scaling of the combiner matrix is arbitrary. For convenience, we scale the combiner matrices such that each row has unity energy, as follows:
. The impulse response of the receive combiner can be defined in a number of different ways. Three common combiners are the Maximum-Ratio, Zero-Forcing, and Regularized Zero-Forcing Combiners (MRC, ZFC, RZFC):
where λ is a regularization factor andĤ[ν] ∈ C M ×K is the estimated channel spectrum matrix at tone ν, whose (m, k)-th element isĥ mk [ν] . The symbol estimate of user k is obtained asŝ
were defined in (49) and (50) respectively. Remark 3: As was noted in [29] , the energy of the impulse response in (48) is generally concentrated to a little more than L of the taps for the receive combiners defined in (52). For example, the energy is concentrated to exactly L taps for MRC, whose impulse response is the time-reversed impulse response of the channel. Because, in general, L N d , a shorter impulse response simplifies the implementation of the receive combiner.
B. Quantization Error and its Effect on Single-Carrier and OFDM Transmission
In this section, we show that the estimation error due to quantization consists of two parts: one amplitude distortion and one circularly symmetric. The amplitude distortion degrades the performance of the OFDM system more than it does the single-carrier system. In a wideband system however, the amplitude distortion is negligible and OFDM works just as well as single-carrier transmission.
If {h mk [ ]} is a set of uncorrelated variables, using the Gram-Schmidt process, the quantization noise can be written as follows:
where d m [n] is the residual error. The following lemma gives the coefficients in this sum.
a.s.
Proof: See Appendix B. By assuming that the channel taps are uncorrelated to each other and by using (55) in (54), the quantization noise becomes:
where the noise-free received signal is
By using (12) to write q m [n] = ρy m [n] + e m [n], the symbol estimate of the receive combiner in (49) can be written as:
Therfore, we define the error due to quantization as
The first term in (62) contains the noise-free received signal y m [n] and will result in an amplitude distortion, i.e., error that contains a term that is proportional to the transmit signal x k [n] or the negative transmit signal −x k [n] (depending on the sign of τ [n]).
When the number of channel taps goes to infinity, three things happen. (i) The amplitude distortion that contains τ [n]
vanishes because τ [n] → 0 as L → ∞ according to Lemma 3. (ii) The variance of the error approaches
(iii) The number of terms in the second sum in (62) grows with L, as noted in Remark 3. Therefore the sum converges in distribution to a Gaussian random variable according to the central limit theorem:
The rate at which the amplitude distortion vanishes depends on the rate of convergence in (16), i.e., the amplitude distortion is small in systems, in which P rx [n] is close toP rx for all n. Fig. 3 . The symbol estimates after one-bit quantization and ZFC in a massive MIMO base station with 128 antennas that serves K users over an L-tap channel. The thermal noise N 0 = 0 and the received powers β k P k = 1 for all users k. The channel is known perfectly at the base station. The amplitude distortion, which manifests itself as oblong clouds pointing away from the origin in the lower left narrowband system, disturbs the orthogonality of the OFDM symbols in the lower right system and causes additional estimation error. The amplitude distortion is negligible in the wideband system and the estimates of the single-carrier and OFDM systems at the top are equally good.
The effect of the amplitude distortion can be seen in Figure 3 , where the symbol estimatesŝ k [n] after receive combining are shown for four systems. In narrowband systems, the amplitude distortion increases the variance of the symbol error due to quantization. We see that the impact of the amplitude distortion is more severe in the OFDM system, where the it gives rise to intersymbol interference, than in the single-carrier system. In wideband systems, the amplitude distortion has vanished and there is no visible difference in the distribution of the quantization noise of the symbol estimates for single-carrier and OFDM transmission.
C. Achievable Rate
In this section, we derive an achievable rate for the uplink of the quantized one-bit ADC massive MIMO system. The achievable rate, in the limit of a large number of channel taps L, is then derived in closed form. As will be seen, this limit closely approximates the achievable rate of a wideband system also with practically large L.
Using the orthogonality principle, the estimatex k [ν] can be written as a sum of two termŝ
where ζ k [ν] is the residual error. By choosing the factor
, the variance of the error ζ k [ν] is minimized and the error becomes uncorrelated to the transmit signal x k [ν]. The variance of the error term is then
If we denote the distribution of the transmit signal x k [ν] by f X , an achievable rate can be derived in the following manner. The capacity is given by:
In (68), the capacity is lower bounded by assuming that the transmit signals are Gaussian. In (69), we use remarks from [30] to lower bound the mutual information. Because the Fourier transform is unitary, the corresponding rate for single-carrier transmission is the same as (69). This statement can be proven by showing that E x *
To gain a better understanding of the achievable rate, we will partition the estimatex k [ν] into components that are uncorrelated to the transmit signal x k [ν]. We start by using (40) to rewrite the received signal as follows
wherē
Just like the time-domain estimate in (60), the frequencydomain estimate of the transmit signal can be partitioned by rewriting the quantized signal using the relation in (12):
.
The terms {x kk [ν]} can further be split up in a part that is correlated to the transmit signal and a part that is not:
where 
The following theorem now gives the limit of the achievable rate R k in (69) as the number of channel taps goes to infinity. 
Proof: See Appendix C. From (76), (77), we get the following corollary about MRC and ZFC.
Corollary 2: The achievable rates for MRC and ZFC systems, where
and when L → ∞, are
Remark 4: By looking at the SINR of (79), we see that, whereas the numerator scales with G k , which scales with M for MRC and ZFC, the variance of the quantization noise Q does not scale with M , nor does any other noise term (which was observed in [17] too). Quantization is thus a noncoherent noise source in a wideband system that disappears in the limit M → ∞. Hence, arbitrary high rates are achievable by increasing the number of antennas, also in a system with onebit ADCs. For the unquantized MRC and ZFC, the achievable rates become:
Note that φ k should be understood as the channel quality factor of the unquantized system φ k Q=0 ; it is not the same as φ k in (80) and (81).
Remark 5: For the quantized MRC system with pilot excess factor η q , the SINR in (80) is
smaller than the SINR in (82) of the unquantized system with pilot excess factor η 0 independently of the SNR. If ∆(η 0 , η q ) = 1, then the difference is 2 π ≈ −2 dB. In light of (46), the difference in SINR increases to −4 dB if both pilot excess factors η q = η 0 = 1 and the receive power β k P k = P is the same from all users and p[ ] = 1 L for all . The same SINR degradation is experienced in the quantized ZFC system at low SNR
. At high SNR however, the performance of ZFC is greatly reduced when the interference is not perfectly nulled, which leads to a rate ceiling, as was pointed out in for example [33] , [34] . In [33] , [34] , the reason for the incomplete interference nulling was imperfect channel state knowledge. In the quantized system, the reason is the distortion of the received signals. Even with perfect channel state information (φ k = 1), it can be seen from the rate expression (81) that there is residual interference in the quantized system. Whereas the rate of the unquantized ZFC system grows without bound as P N0 → ∞ (β k P k = P, ∀k), there is a rate ceiling in the quantized ZFC:
Thus, one-bit ADCs with ZFC work well at low SNR, but incur a performance loss at high SNR. At high SNR, however, other imperfections than quantization will degrade the performance of ZFC in practice. For example, pilot contamination [17] results in a rate ceiling also in the unquantized system, which is not apparent in our analysis. The performance degradation at high SNR might therefore be smaller than predicted here. Earlier results showed that, with perfect channel state knowledge, the capacity of a SISO channel [35] and a MIMO channel [36] decreases by a factor 2 π at low SNR when the signals are quantized by one-bit ADCs. Our results indicate that the rate expressions for the low-complexity detectors MRC and ZFC also decrease by a factor 2 π at low SNR when one-bit ADCs are used, as long as ∆(η 0 , η q ) = 1, i.e., if the channel state knowledge is the same in the quantized and unquantized systems.
To compare the two systems, we let R 0 denote the achievable rate of the unquantized system that uses a fixed pilot excess factor η 0 = 1. The ratio R k R0 is drawn in Figure 4 . We see that the quantized system achieves approximately 60-70 % of the unquantized rate with MRC in the studied systems. With ZFC, the ratio is around 60 % when there are 5 users but only 40 % with 30 users at low SNR. At high SNR, the ratio can be much lower, e.g., 20 % for 30 users at 10 dB SNR. Further the figure shows that the ratio can be improved by increasing the length of the pilot sequences in the quantized system. The largest improvement, however, is by going from η q = 1 to η q = 2. After that, the improvement saturates in most systems. between the quantized and unquantized systems as a function of the excess pilot factor ηq of the quantized system. The excess pilot factor of the unquantized system is η 0 = 1. All users have the same SNR
VI. NUMERICAL EXAMPLES
In this section, we verify how close the limit R k in Theorem 1 is the achievable rate R k in (69) for wideband systems with a finite number of channel taps L. The rate R k is numerically evaluated for the massive MIMO system with one-bit ADCs described in Section II with the linear channel estimation and receive combining described in the Sections IV and V. As a way of comparing the quantized system to the unquantized, the number of extra antennas needed to make the quantized rate the same as the unquantized, while maintaining the same transmit power, is established. Such a comparison is sensible in a system where the number of users is fixed. If more users were available, a system with more antennas could potentially also serve more users and thus get a higher multiplexing gain.
The channel taps are modeled as IID Rayleigh fading and follow a uniform power delay profile, i.e.,
. The large-scale fading is neglected and all received powers β k P k N0 are assumed to be equal for all users k in the first part of the study. This corresponds to doing a long-term power control among the users, where the transmit power P k is chosen proportional to 1 β k . First, we study the convergence of the achievable rate R k in (69) to its limit by comparing R k for finite L to the limit R k in (79) in Figure 5 . It is seen that the limit R k is indeed an accurate approximation of the achievable rate R k when the number of channel taps is large. For the system with 128 antennas and 5 users, the limit R k is close to R k already at L = 15 taps, which corresponds to a moderately frequency-selective channel. For the system with 128 antennas and 30 users, however, the limit R k is a good approximation for R k also in a narrowband scenario with L = 1. This immediate convergence was explained by Remark 1, where it was noted that the wideband approximation is valid also when the number of users is large and there is no dominant user.
The lower performance for small L for the case of 5 users in Figure 5 is caused by the amplitude distortion discussed 
number of taps L rate per user [bpcu] zero-forcing combining maximum-ratio comb. Fig. 5 . The achievable rate R k marked and its limit R k drawn with a solid line for a system with 128 antennas that serves 5 and 30 users over an L-tap channel with Rayleigh fading taps. The dotted line shows the rate of the unquantized system with MRC. The rate of the unquantized ZFC is 10 bpcu for K = 5 and 9.9 bpcu for K = 30. The channel is known perfectly by the base station. 
K=5, L=20
K=30, L=20
number of antennas M rate per user [bpcu] zero-forcing combining maximum-ratio comb. Fig. 6 . The achievable rate R k (marked ), its limit R k (solid lines) and the rate R k for the unquantized system (dotted lines) at high SNR β k P k N 0 = 10 dB, ∀k, using the same number of pilot symbols. The channel taps are IID Rayleigh fading and estimated with Np = KL pilot symbols. The curves for single-carrier and OFDM transmission coincide both for maximum-ratio and zero-forcing combining.
in Section V-B. As the amplitude distortion disappears with more taps, the rate R k increases. The improvement saturates when the amplitude distortion is negligible and the limit R k is a close approximation of R k . This suggests that linear receivers for one-bit ADCs work better with frequency-selective channels than with frequency-flat channels and that wideband systems are beneficial when one-bit ADCs are used.
The rates of some wideband massive MIMO systems at high
= 10 dB and low SNR −10 dB are shown for different numbers of base station antennas in Figures 6 and  7 respectively. We observe that the limit R k approximates the rate R k well in all studied cases. Furthermore, we note that the quantized system needs 2.5 times (≈4 dB) more antennas to ensure the same rate as the unquantized system with MRC, which was predicted in Remark 5. With ZFC at high SNR, the gap between the quantized and unquantized rates is much larger. At low SNR however, the gap is greatly decreased; then 2.6 times more antennas are needed in the quantized system to obtain the same performance as the unquantized system. K=5, L=20, equal SNR K=5, L=20, weak user
number of antennas M rate per user [bpcu] maximum-ratio comb. zero-forcing combining Fig. 7 . Same system setup as in Figure 6 except the SNR is low. For one set of curves, all users have the same SNR β k P k N 0 = −10 dB. For the other, marked "weak user", the studied user has −10 dB SNR while the interfering users have 0 dB SNR. The rate of the unquantized system is drawn with dotted lines for equally strong users and with dashed lines for the weak user. In Figure 7 , we consider a user whose SNR is 10 dB weaker than the SNRs of the interfering users β k P k N0 = 10 β1P1 N0 = 0 dB for k = 2, 3, 4, 5. This can happen if there is one user whose transmit power is limited for some practical reason or if a user happens to experience shadowing by the environment. The result is marked with "weak user" in Figure 6 . We see that such a weak user gets a much lower rate than the case where all users have the same SNR. This is because of the increased interference that the weak user suffers. The gap between the unquantized system and the quantized system is larger for a weak user than for a user that has the same SNR as the rest of the users. This is because the orthogonality of the pilots is lost in the quantization. For ZFC, 10.4 times more antennas are needed and for MRC 10.6 times, which should be compared to 2.6 and 2.5 times for equal SNR. Users that are relatively weak compared to interfering users should therefore be avoided in one-bit ADC systems, for example by proper user scheduling. In case weak users cannot be avoided, such users will have to obtain good channel estimates, either by longer pilot sequences or by increasing the transmit power of their pilots.
In Figure 8 , the rate as a function of SNR is shown for some systems. It can be seen that rate of the quantized systems is limited by a rate ceiling, as was indicated in (85). Around 70 % of the performance of the unquantized system can be achieved by the quantized system with MRC at −5 dB SNR
, which gives approximately 2 bpcu. At the same SNR, ZFC achieves 60 % of the unquantized rate, which agrees with Figure 4 .
VII. CONCLUSION
We derived an achievable rate for a massive MIMO system with one-bit ADCs with estimated channel state information and a frequency-selective channel with IID Rayleigh fading taps and a general power delay profile. The rate converges to a closed-form limit as the number of taps grows. We have shown in numerical examples that the limit approximates the achievable rate well already for moderately frequencyselective channels with finite numbers of channel taps.
A main conclusion is that frequency-selective channels are beneficial when one-bit ADCs are used at the base station. Such channels spread the received interference evenly over time, which makes the estimation error due to quantization additive and circularly symmetric. This makes it possible to use low-complexity receive combiners and low-complexity channel estimation for multiuser symbol detection. One-bit ADCs decrease the power consumption of the analog-to-digital conversion at a cost of an increased required number of antennas or reduced rate performance. At low to moderate SNR, approximately three times more antennas are needed at the base station to reach the same performance as an unquantized system when the channel is estimated by the proposed low-complexity channel estimation scheme.
The symbol estimation error due to quantization consists of two parts in a massive MIMO system: one amplitude distortion and one additive circularly symmetric Gaussian distortion. The amplitude distortion becomes negligible in a wideband system, which makes the implementation of OFDM straightforward. Since the error due to quantization is circularly symmetric Gaussian, systems that use OFDM are affected in the same way by one-bit quantizers as single-carrier systems, which means that many previous results for single-carrier systems carry over to OFDM systems. APPENDIX A PROOF OF LEMMA 2 From (13), the scaling factor is given bȳ 
In (88) 
The limits in (18) and (19) 
In (96), we used the fact that the mean of a Gaussian variable conditioned on a Gaussian-noisy observation is the linear minimum-mean-square error estimate of that variable, i.e.,
In the last step (98), we used the expression in (13) for ρ. It can now be seen that, when L → ∞, P rx [n]
− − →P rx and the correlation goes to zero.
APPENDIX C PROOF OF THEOREM 1
We have seen how the estimated signal can be written as the sum of the following terms:
It can be shown that each term in this sum is uncorrelated to the other terms. 
