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El escenario central de esta investigación es la presencia de una falla dentro de 
un proceso o sistema y su detección a través del monitoreo de las variables 
principales dentro del mismo. En esta sección se presentan los conceptos 
teóricos básicos para comprender este escenario, además de la presentación de 
los objetivos y la relevancia de esta investigación. 
 
1.1 MÉTODO DE MONITOREO DE PROCESOS 
 
Una falla se considera una condición atípica de operación del proceso, que 
puede implicar una desviación no deseable de una propiedad o parámetro 
característico de un proceso respecto a un valor predeterminado que describe 
un comportamiento usual o aceptable, y que en general no es mitigada 
adecuadamente por la estrategia de control implementada en el proceso [1–3].  
 
Existen diferentes causas generadoras de fallas dentro de un sistema, las cuales 
suelen clasificarse de acuerdo a su origen, dependencia temporal, influencia en 
el modelo de proceso, entre otros. De acuerdo a las clasificaciones según su 
origen descritas en la literatura, las fallas se tipifican como [3–5]: 
 
 Cambios en los parámetros de proceso, como la contaminación de un 
catalizador o la alteración del coeficiente de transferencia de calor en un 
intercambiador producto de la acumulación de mugre (fouling) en las 
paredes.  
 
 Cambios abruptos en la magnitud de una perturbación, por fuera de los 
límites normales caracterizados del sistema, tales como un cambio en la 
concentración de una corriente de suministro o en la temperatura de una 
corriente de enfriamiento.  
 
 Problemas en actuadores, donde el elemento final de control no 
desempeña parcial o totalmente la acción de control e.g. válvulas 
atascadas, fugas neumáticas o hidráulicas internas, reducción de un 
voltaje de salida derivando en reducción de potencia entregada, entre 
otros. 
 
 Problemas en sensores, donde el elemento de medición arroja valores 
que están sesgados del valor actual o que por fallas mecánicas, i.e. 
cables eléctricos rotos, la lectura es errada.  
 
 Problemas en componentes del sistema, evidenciado mayormente en 
fallas estructurales que alteran la dinámica del proceso como tuberías 




Por otro lado, de acuerdo a su dependencia temporal, las fallas pueden 
clasificarse en apariciones súbitas, incipientes o intermitentes. Las fallas 
tipificadas como apariciones súbitas poseen una dinámica paso escalón o de 
primer orden con una constante de tiempo pequeña y su detección temprana es 
vital en sistemas donde fallas de este tipo traen consigo consecuencias 
catastróficas. 
 
Las fallas incipientes se caracterizan por un desarrollo paulatino y lento (drift), 
donde su monitoreo tiene mayor relevancia para las actividades de 
mantenimiento, dado que este comportamiento se relaciona con el 
envejecimiento normal de los equipos debido al uso continuo [6]. Finalmente, las 
fallas intermitentes tienen dinámicas que asemejan secuencias de pasos 
escalones, con diversidad de tiempo de permanencia en el sistema [7]. Una 
descripción gráfica de esta tipología se ilustra en la figura 1. 
 
 
Figura 1. Tipología de fallas: Dependencia temporal - Figura adaptada de [7] 
 
Para mantener una operación segura dentro de los estándares de calidad 
especificados, es necesario realizar la detección y diagnóstico de la falla 
desencadenando acciones correctivas que permitan mitigarlas y retornar al 
sistema dentro de los límites operacionales previstos inicialmente. Estas 






Un método de monitoreo de proceso consta de cuatro procedimientos: 
detección, identificación y diagnóstico de la falla, además de la ejecución de 
actividades de recuperación [3, 8]. El diagrama de flujo que relaciona la 
ejecución de estos procedimientos se ilustra en la figura 2. 
 
 
Figura 2. Método de monitoreo de procesos - Figura adaptada de [1] 
 
En el procedimiento de detección se determina la ocurrencia de la falla, es decir 
determinar el instante en que la falla se presenta (tiempo). Luego se realiza la 
identificación, que consiste en separar las variables más significativas de 
manera que se pueda aislar el subsistema donde esta se produce (lugar). 
Posteriormente, se ejecuta un diagnóstico para determinar concretamente qué 
falla ha ocurrido, es decir, cuál es la causa del comportamiento fuera de control. 
Cada vez que se completa la etapa de diagnóstico se determina el tiempo, el 
origen, el tipo y la magnitud de la falla. Por último, la recuperación del proceso 
hace referencia a las actividades de intervención para remover la falla, que 
incluyen, sin limitarse a ello, reparaciones o reconfiguraciones en el proceso y la 
resintonización de controladores [1, 4]. 
 
El monitoreo de procesos es susceptible de integrarse a la estrategia de control 
regulatorio. Lo anterior se sustenta en que la información requerida para realizar 
ambas actividades es esencialmente la misma (información sobre las variables 
de proceso). Si se integran, es común que el procedimiento de detección se 
realice en paralelo a las actividades de control de proceso, y solo cuando se 
detecte una falla, se procede a ejecutar el lazo completo de monitoreo. 
 
No obstante, la integración completa y efectiva no es común a nivel industrial ya 
que la etapa de recuperación no se realiza automáticamente. De esta manera, 
las actividades correctivas son realizadas por operarios con base en su 
experiencia y los resultados obtenidos por los procedimientos de monitoreo [1]. 
Un diagrama de flujo de una integración parcial se ilustra en la figura 3. La línea 






Figura 3. Integración del lazo de control y el método de monitoreo de procesos 
 
Cada una de las etapas del método de monitoreo de procesos ha sido nicho de 
múltiples y extensas investigaciones con impactos comprobados en aplicaciones 
a nivel industrial en diversos campos de la ciencia. Esta investigación en 
particular tiene su base en el procedimiento de detección de fallas, por lo que las 
siguientes secciones se enfocan en este tema en particular. 
 
1.2 RELEVANCIA DEL TEMA DE INVESTIGACIÓN 
 
La integración del control regulatorio y el método de monitoreo es solo un 
ejemplo de la interacciones existentes en un concepto más incluyente, 
desarrollado por R. Rengaswamy, definido como  Gestión operacional de 
procesos (Process Operations Management) [9]. Estas actividades, si bien son 
intrínsecamente definidas, no pueden entenderse como actividades aisladas 
sino como un conjunto integrado extremadamente conexo. Una organización 
jerárquica de los procedimientos de la gestión operacional de procesos se ilustra 
en la figura 4. 
 
La implementación de un método de monitoreo resulta clave para la articulación 
de los diferentes procedimientos logísticos y técnicos en la operación regular de 
un proceso. Por ejemplo, dada la presencia de una perturbación irrumpiendo en 
el sistema, la detección de una desviación respecto al comportamiento normal 
aun dentro de una zona de operación controlable evitaría no solo un gran 
impacto en la operación del proceso, sino la ejecución de actividades 





Figura 4. Procedimientos incluidos en la gestión operacional de procesos – Figura 
adaptada de [9] 
 
En décadas anteriores, la comunidad científica demostró como las acciones de 
control de bajo nivel pueden ser automatizadas satisfactoriamente mediante el 
uso de sistemas basados en microprocesadores. Sin embargo, como se 
describió anteriormente, la mayoría de las operaciones en niveles superiores 
dependen de la intervención humana para su ejecución. Esta dependencia de 
seres humanos para atender condiciones anómalas en los diferentes procesos 
ha convertido a los procedimientos de monitoreo y supervisión en tareas 
altamente complejas y técnicamente demandantes, principalmente por la alta 
complejidad de los procesos y la sobrecarga de información. 
 
La anterior afirmación plantea el siguiente interrogante, ¿Qué tan grandes y 
complejos pueden ser los procesos industriales? La numerosa instrumentación 
instalada en una planta permite tener disponible una enorme cantidad de 
información histórica de las variables que rigen la dinámica del proceso, que en 
un escenario a gran escala, representa cerca de 1500 variables bajo 
observación [10]. Este superávit de información pareciera ser totalmente 
deseable, especialmente para actividades de diagnóstico, si no se considera que 
el conjunto de datos contiene redundancias producto de duplicación de 
mediciones y relaciones derivadas de los fenómenos físicos [11]. Esta condición, 
aunada a la información de los diferentes modos de falla, desviaciones de 
parámetros del proceso, entre otros, convierte el procedimiento de detección y 
diagnóstico en uno totalmente abrumador, especialmente si se deposita 
totalmente la responsabilidad en operarios humanos.   
 
En este tipo de procesos industriales a gran escala, donde las actividades de 
detección y diagnóstico deben ejecutarse rápidamente, es factible que los 
operarios cometan errores que intensifiquen la condición de alarma al 
enfrentarse a este escenario abrumador; de hecho estadísticas a nivel industrial 
muestran que el 70% de los accidentes son causados por error humano [5]. La 
lista de catástrofes de procesos industriales en sectores como el químico, 
petroquímico, energético, entre otros, es bastante extensa con impactos 




El 23 de marzo de 2005, una serie de explosiones ocurrieron en una refinería en 
Texas City, Estados Unidos, perteneciente a la compañía British Petroleum, 
dejando un saldo de 15 muertos, 80 heridos y pérdidas por más de 1.5 billones 
de dólares. El accidente ocurrió durante el reinicio de una unidad del proceso de 
isomerización: la sobrecarga de una torre de separación, producto de malas 
lecturas de los sensores instalados, produjo un aumento de presión y la posterior 
liberación de gran cantidad de líquido inflamable a la atmosfera, donde al hacer 
contacto con un motor diesel, causó una gran explosión. Dos años de 
investigación señalan como algunas de las causas técnicas, la falta de 
mantenimiento preventivo y de actividades de supervisión en el procedimiento 
de rearranque [15]. 
 
Otro ejemplo catastrófico ocurrió el 3 de diciembre de 1984; una nube de gas de 
isocianato de metilo (MIC) ( 𝐶2𝐻3𝑁𝑂 ) fue emanada desde una planta 
administrada y operada por Union Carbide Corporation en Bhopal, India. De 
acuerdo con cifras oficiales, un total de 5200 personas murieron y cerca de 200 
mil más terminaron total o parcialmente discapacitadas, con indemnizaciones 
que superan los 470 millones de dólares. La ejecución inadecuada de un 
procedimiento de limpieza permitió la inserción de grandes cantidades de agua a 
un tanque de almacenamiento de MIC, produciendo una reacción violenta y la 
liberación del gas altamente tóxico. Aunque el sabotaje se considera como 
causa probable, se tiene el conocimiento de que 4 sistemas de contingencia se 
encontraban fuera de línea o en desuso [16–18].  
 
Aunque este tipo de catástrofes tienen un impacto sustancial en vidas humanas 
y pérdidas económicas, no solo los grandes eventos justifican la implementación 
de técnicas de detección de fallas. Solo en Estados Unidos se estima que el 
sector petroquímico pierde 20 billones de dólares anuales por manejos 
inadecuados de condiciones anómalas de operación [19], mientras que en un 
entorno local, se espera que la implementación de soportes tecnológicos a la 
integridad de la infraestructura otorgue beneficios por 10 millones de dólares 
anuales por concepto de reducción de fallas y paradas no programadas de 
mantenimiento [20]. 
 
Casos como el de Texas City o Bhopal calificados como catastróficos son 
difícilmente catalogados como súbitos. El resultado de las investigaciones 
posteriores deja en clara evidencia el desarrollo paulatino de la condición 
anómala, que al no ser detectada a tiempo, tiene consecuencias devastadoras. 
La detección temprana, enfocada al análisis de tendencias incipientes en las 
variables de proceso o estadísticos de prueba, puede proveer un indicio 
invaluable para identificar anticipadamente problemas graves y así tomar 
acciones correctivas oportunas. Este tipo de acercamiento vinculado a 
procedimientos de mantenimiento preventivo podría ser de gran utilidad en las 
operaciones cotidianas de un proceso industrial. Desarrollar este tipo estrategias 






A continuación se presentan los objetivos general y específicos que direccionan 
la presente investigación. 
1.3.1 OBJETIVO GENERAL 
 
Desarrollar una técnica de detección de fallas basada en datos históricos que 
incluya la tendencia dinámica del proceso dentro del cálculo del estadístico de 
prueba.  
1.3.2 OBJETIVOS ESPECÍFICOS 
 
 Utilizar la dinámica del estadístico de prueba como herramienta para evaluar 
de manera más confiable la condición de falla. 
 Integrar al modelo base un conjunto de variables que condensen tendencias 
dinámicas al conjunto original de variables de observación para obtener 
anticipación a la falla. 
 Integrar técnicas cualitativas de extracción de tendencias con técnicas 
convencionales basadas en datos.  
 Reducir la tasa de falsas alarmas y el tiempo de detección de una falla en 
comparación a las técnicas convencionales PCA y DPCA. 
 
1.4 PRINCIPALES HALLAZGOS Y AVANCES EN EL ÁREA DE 
INVESTIGACIÓN 
 
La determinación de los antecedentes alrededor de las líneas de investigación 
resulta clave para entender la dinámica que rige el área de investigación, y a 
partir de ello identificar y acotar el conjunto de posibles soluciones. De esta 
manera, se presenta a continuación los principales hallazgos a nivel científico, 
técnico y comercial para los procedimientos del método de monitoreo de 
procesos. 
 
1.4.1 ASPECTOS CIENTÍFICOS Y TÉCNICOS 
 
Los principales avances a nivel científico y técnico desarrollados alrededor del 
método de monitoreo de procesos pueden ser agrupados en dos grandes líneas 
de investigación: i) El desarrollo de algoritmos de detección, identificación y 







La primera línea de investigación está constituida por los resultados producto del 
esfuerzo por codificar de manera automática las diferentes fuentes de 
información existentes en torno a un proceso productivo a nivel industrial, i.e. 
modelos teórico-experimentales de proceso, experiencia de operadores y datos 
históricos de operación. Una descripción de las principales técnicas de detección 
y diagnóstico es presentada con detalle en el capítulo 2, y por consiguiente el 
desarrollo de esta línea de investigación se remite a dicha sección.  
 
Por otra parte, la segunda línea de investigación incluye los esfuerzos realizados 
por diversas entidades pertenecientes a universidades o centros especializados, 
en la búsqueda de integrar de manera efectiva las diferentes metodologías 
desarrolladas en la primera línea de investigación con los procesos industriales. 
Es decir, en la construcción de sistemas de gestión operacional que 
efectivamente logren articular las actividades de monitoreo y diagnóstico con las 
actividades tradicionales de control de procesos. 
 
Aunque la transferencia de información del sector académico al industrial, 
debido a la importancia de la implementación de una metodología de monitoreo 
y diagnóstico, es cuan lo menos lógica y natural, la cantidad de información 
indexada desarrollada en la primera línea de investigación resulta abrumadora 
en comparación a los intentos aislados registrados para la segunda. Una 
investigación realizada en 2007 por Uraikul et al. [21] identifica 9 grupos de 
investigación desarrollando actividades entorno a la construcción de sistemas de 
gestión operacional, y solo 4 de ellos realmente trabajan extensivamente en 
aplicaciones (software) para uso industrial. A continuación se presenta una 
breve descripción de estos sistemas integrados. 
 
El laboratorio de sistemas inteligentes en ingeniería de procesos (Laboratory of 
intelligent systems in process engineering – LIPSE), perteneciente al 
Massachusetts Institute of Technology, se ha enfocado en el desarrollo de 
sistemas inteligentes para el análisis e interpretación de tendencias en procesos 
industriales. Bajo la dirección del Dr. George Stephanopoulos, su desarrollo se 
enfoca en la integración de teorías clásicas de control, control estadístico de 
procesos, inteligencia artificial y nuevas desarrollos en sistemas 
computacionales. 
 
Su primer prototipo denominado “Integrated Real-time Workstation” (IRTW) 
integra un sistema de control distribuido (DCS), una computadora para control 
supervisorio y diferentes bases de datos para actividades de ingeniería. 
Contiene diferentes modelos matemáticos de controladores, sensores, 
actuadores, procesos químicos y fallas típicas, organizados de manera 
jerárquica, aunado a un sistema experto para toma de decisiones. El sistema 







Figura 5. Integrated Real-Time Workstation – LIPSE. Tomada de [21]. 
 
El laboratorio para sistemas de procesos inteligentes (Laboratory for intelligent 
process systems - LIPS), perteneciente a Purdue University, tiene como líneas 
de trabajo el monitoreo en tiempo real de equipos y procesos de gran 
complejidad, identificación del detrimento en el desempeño, predicción de 
futuros escenarios de falla, diagnóstico de fallas típicas, y la ejecución de 
acciones correctivas a nivel del sistema de control o intervención en 
mantenimiento. 
 
LIPS ha desarrollado un sistema inteligente denominado “Op-Aide” compuesto 
por 6 fuentes de conocimiento de proceso: i) un sistema de adquisición de datos, 
ii) un módulo de monitoreo de procesos utilizando PCA, iii) un módulo de 
monitoreo basado en diferentes técnicas incluyendo análisis de tendencias 
detectando las causas de las condiciones anómalas, iv) un módulo para la 
estimación de la magnitud de las condiciones anómalas, v) un módulo para 
predicción de las salidas estimando las consecuencias de la condición anómala 
identificada y vi) una interfaz de usuario. Un esquema de Op-Aide se ilustra en la 
figura 6. 
 




Sin embargo, la mayor contribución del grupo anterior es el desarrollo de un 
sistema híbrido, distribuido y multiexperto denominado “Dkit”, licenciado por 
Honeywell y probado satisfactoriamente en procesos industriales a gran escala. 
Dkit ha marcado un hito a nivel científico y técnico al ser el primer aplicativo en 
su clase desarrollado en una universidad en ser licenciado por una empresa 
dedicada al control industrial de procesos. La estructura de este producto se 
ilustra en la figura 7. 
 
Figura 7. Dkit – LIPS. Tomada de [21]. 
 
El laboratorio de ingeniería inteligente (Intelligence Engineering Laboratory – 
IEL), perteneciente a University of Alberta, se enfoca en el desarrollo de 
sistemas distribuidos inteligentes que permitan una mejor articulación entre las 
investigaciones teóricas y las aplicaciones industriales, además de proveer un 
soporte y direccionamiento a las actividades de investigación y desarrollo a nivel 
gubernamental. 
 
IEL ha desarrollado una plataforma para desarrollar sistemas inteligentes 
multimedia para aplicaciones en tiempo real en línea (Intelligent Multimedia 
System for On-line Real-Time applications – INTERMOR). INTERMOR incluye 
módulos de adquisición de datos, calibración, monitoreo por condición, 
diagnóstico de fallas, mantenimiento y ayuda en línea, entre otros. Un esquema 
de INTERMOR se ilustra en la figura 8. 
 
El departamento de ingeniería química en University of Leeds se enfoca en la 
investigación sistemas de detección y diagnóstico basados en conocimiento de 
proceso y datos históricos, integrándolo a actividades de control regulatorio, 
supervisión y sistemas de información. La arquitectura conceptual de un sistema 
de extracción de información y descubrimiento de nuevo conocimiento para 















Otra iniciativa relevante en esta línea de investigación, es una arquitectura 
generalizada para detección y diagnóstico de fallas incipientes en sistemas 
complejos desarrollada por 6 institutos en el marco de un proyecto de la Unión 
Europea ( 3 Franceses, 2 Alemanes y 1 Italiano) [22]. “Multi-Agents-Based 
Diagnostic Data Acquisition And Management In Complex Systems – MAGIC”  
es el nombre del proyecto, y dentro de sus alcances esta la creación de una 
aplicación que analice las condiciones de proceso a través de diferentes 
técnicas de detección de manera paralela, y utilizando un motor de inferencia, 
determine la condición del proceso a partir de los resultados individuales. Un 
esquema de MAGIC se ilustra en la figura 10. 
 
 
Figura 10. MAGIC - Proyecto Unión Europea. Tomada de [22]. 
 
1.4.2 ASPECTOS COMERCIALES 
 
La oferta de paquetes comerciales que incluyen técnicas de detección y 
diagnóstico es limitada en comparación con la oferta para control estadístico de 
procesos. La tendencia en los paquetes o aplicativos que ofrecen servicios de 
detección y diagnóstico de fallas, es incluir múltiples cartas de control 
univariadas o regresiones multivariadas dentro de su portafolio, dejando a un 
lado las técnicas multivariables como PCA o PLS. No obstante, es posible 
encontrar algunos paquetes que han sido desarrollados a partir de técnicas 
basadas en modelos de proceso o datos históricos; a continuación se presenta 





FDDWorXTM es un motor avanzado de detección y diagnóstico de fallas 
desarrollado por ICONICS. Está soportado en una base de datos de modelos de 
operación de diferentes equipos, especialmente de sistemas de climatización 
(HVAC). A partir de estos modelos y la construcción de sistemas de inferencias 
basados en reglas y relaciones causa efecto, se contrastan las mediciones 
tomadas con las del modelo, y a partir de la discrepancia entre ellas, se generan 
las alarmas correspondientes [23].  
 
ARTIST® es un paquete de detección y clasificación de fallas en tiempo real 
especialmente desarrollado por Rudolph Technologies, Inc. para la industria 
manufacturera. Se soporta en modelos desarrollados a partir de la experiencia 
de ingenieros en los diferentes procesos manufactureros. Como factor 
diferencial, logra incorporar no solo la información adquirida en tiempo real sino 
que toma decisiones también basado en la información histórica guardada en su 
base de datos. Su arquitectura flexible le permite detectar fallas para diferentes 
herramientas dentro del mismo proceso productivo [24].  
 
AFDD, acrónimo en inglés para detección y diagnostico automático de fallas, es 
un sistema soportado en técnicas dinámicas basadas en aprendizaje de 
máquina (machine-learning based) desarrollado por la agencia de investigación 
australiana CSIRO. Este software especialmente diseñado para monitoreo de 
sistemas HVAC,  identifica el detrimento en el desempeño de sistemas de 
climatización asociados a labores inadecuadas de mantenimiento. En un estudio 
realizado en Estados Unidos en 643 instalaciones distribuidas en 26 estados, se 
logró un ahorro promedio del 16% con un tiempo de retorno de la inversión de 
1.1 años. La aplicación aprende el comportamiento del sistema bajo condiciones 
normales de operación, y utilizando métodos estadísticos, identifica patrones 
anómalos en el consumo de energía [25]. 
 
STATISTICA es una plataforma que ofrece una solución completa para el control 
estadístico multivariable de procesos, desarrollado por StatSoft, Inc., 
perteneciente a DELL. Este software reconoce que el control estadístico de 
procesos tradicional solo es aplicable a una sola variable e incorpora técnicas 
multivariables: análisis de componentes principales (PCA) y mínimos cuadrados 
parciales (PLS). No obstante las técnicas tradicionales están incluidas dentro de 
la oferta de la plataforma [26].  
 
The Unscrambler® X es también otra plataforma para control estadístico 
multivariable de procesos, desarrollado por CAMO Software AS. Esta plataforma 
solo incluye PCA y PLS, sin embargo se describe como líder en el monitoreo de 
procesos con más de 3000 implementaciones en la industria alimenticia, 
energética, petróleo y gas, minera, papel, automotriz, aeroespacial entre otras, 





Finalmente, encontramos a DeltaV, plataforma comercial desarrollada por 
Emerson como un sistema de control distribuido que cuenta con una larga 
trayectoria a nivel industrial. DeltaV, al igual que sus competidores, solo 
incorpora las técnicas PCA y PLS dentro de sus herramientas de análisis de 
producción por lote (Batch Analysis), ofreciendo resultados en detección de 
fallas y control de calidad [29, 30]. 
 
Como se mencionó anteriormente, la oferta de software que incluya técnicas 
basadas en datos históricos es escasa, siendo aún más pobre la cantidad de 
técnicas ofrecidas en cada uno de ellos, limitándose solo a PCA, PLS y sus 
variaciones multiway-PCA y multiway-PLS, descritas como extensiones 
“tridimensionales” para incluir la información de lotes de producción dentro de las 
variables de observación.  
 
Sin duda existe una gran brecha entre el estado del arte y el estado de la técnica 
en este campo en particular como consecuencia de la ausencia de técnicas 
desarrolladas para análisis de correlaciones temporales o tendencias dinámicas 
dentro de la oferta actual. La presente investigación abordará el desarrollo de 
estrategias de detección y diagnóstico de fallas teniendo en cuenta este 
escenario, ofreciendo una solución para mitigar las brechas presentadas a lo 
largo de este capítulo. 
 
1.5 ESTRUCTURA DEL DOCUMENTO 
 
Este documento se organiza en 5 capítulos: El capítulo 1 (este capítulo) 
presenta una introducción explicando los conceptos básicos y plantea la 
problemática, su relevancia y los objetivos de la presente investigación. El 
capítulo 2 resume las características más importantes de las técnicas de 
detección de fallas presentes en el estado del arte, así como las principales 
desventajas de las técnicas que sirven de referencia para esta investigación.  
 
La sección 2.1. ofrece una visión general de las técnicas de detección de fallas, 
mientras que la sección 2.2 hace énfasis en las técnicas de detección basados 
en datos históricos, especialmente PCA y DPCA. Finalmente la sección 2.3. 
describe las técnicas de detección y diagnóstico basado en análisis cualitativo 
de tendencias, con énfasis en el método de bisección (interval-halving method). 
 
En el capítulo 3 se presenta el diseño y optimización de la estrategia de 
detección de fallas y los resultados obtenidos en la validación en un proceso 
industrial de referencia se describen en el capítulo 4. Por último, en el capítulo 5 






2 ESTADO DEL ARTE 
 
Una vez esbozados los antecedentes, la importancia de la temática y habiendo 
definido el horizonte de trabajo, podemos hacer un recuento de los conceptos 
teóricos que enmarcan esta investigación. En este capítulo se presenta la 
definición de conceptos clave en la metodología de monitoreo de procesos 
además de un estado del arte enfatizado en las técnicas de detección de fallas.  
 
2.1 VISIÓN GENERAL DE LAS TÉCNICAS DE DETECCIÓN DE 
FALLAS 
 
La implementación exitosa de un método de monitoreo reside en el conocimiento 
que se tenga del proceso, donde los algoritmos y técnicas de las fases de 
detección, identificación y diagnóstico dependen casi única y exclusivamente de 
la cantidad y calidad de la información recolectada. 
 
Este conocimiento a priori del proceso puede obtenerse de forma causal y 
rigurosa con un conocimiento amplio y profundo de la dinámica del proceso, o 
puede obtenerse de una forma más superficial recolectando evidencias de 
diferentes fuentes del mismo. El conocimiento obtenido por la primera forma se 
construye a partir del desarrollo de modelos dinámicos, mientras que su 
contraparte se basa en la información contenida en datos históricos [5]. 
 
Diferentes autores coinciden en que las técnicas basadas en el desarrollo de 
modelos pueden clasificarse en cualitativas o cuantitativas dependiendo de las 
características de la información. De esta manera, se reconocen tres grandes 
agrupaciones de técnicas de detección de fallas: técnicas basadas en modelos 
analíticos o cuantitativos, técnicas basadas en conocimiento de proceso o 
modelos cualitativos, y técnicas basadas en datos históricos de proceso [1–3, 5]. 
 
En las secciones 2.1.1 a 2.1.3 se presenta una descripción de las técnicas más 
importantes en cada una de las categorías haciendo énfasis en sus ventajas, 
desventajas y presentando aplicaciones satisfactorias en la implementación de 
las mismas. En la sección 2.1.4 se presenta un resumen de técnicas especiales 
que realizan una combinación de las técnicas presentadas inicialmente. 
 
2.1.1 TÉCNICAS BASADAS EN MODELOS ANÁLITICOS DE PROCESO -  
MODELOS CUANTITATIVOS 
 
Estas técnicas se caracterizan por la obtención del conocimiento a priori a partir 
del entendimiento de los fenómenos físicos y relaciones fundamentales que 
rigen la dinámica del proceso. Este entendimiento se expresa a través de 
relaciones matemáticas entre las variables de entrada y/o salida, y de ahí su 
carácter cuantitativo [2, 5]. Para el caso de procesos industriales, los balances 
de masa, energía, momentum, ecuaciones de estado y demás relaciones 





Los modelos cuantitativos de detección utilizan la información obtenida a través 
de las variables de entrada 𝑈  y salida 𝑌  para estimar parámetros Θ̂, estimar 
estados 𝑥 , o comparar los valores obtenidos por el modelo con los valores de 
las mediciones en línea para generar residuales 𝑟 [1, 7, 31]. La comparación de 
estas características (features) con información de operación normal se utiliza 
para generar síntomas 𝑠 , y finalmente ser introducidos a la etapa de diagnóstico 
e identificar la falla 𝑓 correspondiente. La metodología general de detección y 
diagnóstico de fallas que describe a las técnicas basadas en modelos 
cuantitativos se ilustra en la figura 11. 
 
 
Figura 11. Metodología general técnicas basadas en modelos analíticos cuantitativos - 
Figura adaptada de [7]. 
 
Los modelos cuantitativos pueden ser clasificados dependiendo del uso de 
variables del proceso. De esta manera, en la literatura se agrupan técnicas que 
utilizan tanto variables de entrada y salida, separándolas de técnicas que solo 
utilizan las variables de salida [2]. En la figura 12 se presenta un diagrama con 
las principales técnicas cuantitativas basadas en modelos analíticos. A 
continuación se presenta un breve resumen de los aspectos más destacados de 





Figura 12. Clasificación principales técnicas basadas en modelos analíticos cuantitativos 
 
Las  ecuaciones de paridad es una técnica de detección que esencialmente 
coteja la paridad o consistencia entre los valores estimados del proceso, 
constatándolos a través de los sensores instalados, dadas unas entradas 
conocidas. Planteadas inicialmente por Willsky [32, 33] y desarrolladas Gertler et 
al. [34, 35] se plantean como una transformación de los modelos de entradas-
salidas o espacio-estado de la planta bajo análisis.  
 
En condiciones ideales y en estado estable, el residual calculado a partir de la 
medición y el valor modelado es cero, sin embargo se espera cierta variación 
debido a la presencia de ruido en las mediciones. Dado lo anterior, se define un 
umbral de control para el valor permitido en los residuales; si el residual 
sobrepasa el umbral de control, se detecta una falla dentro del sistema.  
 
La flexibilidad que permite este acercamiento – debido al concepto de 
redundancia – permite la creación de un sistema de ecuaciones que relacionan 
directamente la generación de residuales con las fallas tipificadas en el sistema, 
permitiendo ejecutar actividades de identificación y diagnóstico [5, 6, 36]. 
 
Las técnicas basadas en la estimación de parámetros parten de la influencia que 
tiene el desarrollo de una falla sobre los parámetros de procesos tales como 
capacitancia, resistencia, masa, viscosidad, entre otros. De esta manera, el 
cálculo de los residuales se realiza a partir de la diferencia del valor de los 
parámetros nominales de proceso y los valores estimados utilizando en algunos 
casos mínimos cuadrados [7]. De nuevo, los modelos se construyen de manera 
que exista una relación directa entre los cambios en los parámetros del proceso 





Los observadores de diagnóstico son algoritmos dinámicos que estiman las 
variables de estado a partir de los valores de entrada y salida observados. El 
método consiste en el desarrollo de un conjunto de observadores 
especializados, donde cada uno es particularmente sensible a un conjunto 
determinado de fallas y ampliamente insensible a otras.  
 
En su implementación, los residuales calculados por los observadores 
permanecerán en valores pequeños mientras no exista una falla dentro del 
sistema. En la presencia de una condición anómala, los observadores que son 
sensibles a dicha falla arrojarán residuales de magnitud considerable, mientras 
que los otros permanecerán con valores pequeños. El éxito de la 
implementación de esta técnica radica en que la combinación de observadores 
excitados y no excitados por la condición anómala permita realizar la 
identificación y diagnóstico de la misma [5].  
 
2.1.2 TÉCNICAS BASADAS EN CONOCIMIENTO DE PROCESO - MODELOS 
CUALITATIVOS 
 
Al igual que los modelos cuantitativos, estas técnicas se caracterizan por la 
obtención del conocimiento a priori a partir del entendimiento de los fenómenos y 
demás relaciones físicas. Sin embargo, este entendimiento no se expresa a 
través de relaciones matemáticas sino a través de funciones cualitativas 
desarrolladas alrededor de cada uno de los componentes del proceso [37]. 
 
El primer intento por construir una base de conocimiento de proceso (Process 
Knowledge Base) fue el desarrollo de un sistema experto, que es un programa 
computacional que emula el pensamiento cognoscitivo de un experto humano 
para resolver un problema especializado. Esta base de relaciones si-entonces 
(if-then rules) carecen realmente de un entendimiento profundo de las relaciones 
físicas que rigen al sistema, tanto que si una nueva condición es introducida al 
sistema, el sistema experto simplemente falla en diagnosticarla [37]. 
 
Los modelos cualitativos emplean varias formas de razonamiento: abductivo, 
inductivo y deductivo. Dada una condición anómala de operación, un modelo 
abductivo generará diferentes hipótesis para la localización de la fuente de la 
falla. Generalmente, se presentará una ponderación de las diferentes hipótesis, 
ofreciéndole al operario un conjunto de explicaciones que mayor probabilidad de 
ocurrencia tienen basadas en las evidencias recolectadas. La implementación de 
este tipo de modelos puede ser demandante desde un punto de vista 
computacional, por lo que muchos autores han trabajado en la creación 
algoritmos que dirijan la búsqueda en la base de conocimiento [38].  
 
Un modelo inductivo adapta su base de conocimiento a partir de nuevas 
condiciones desarrolladas al interior del sistema, y que de alguna manera se 




Este conocimiento adaptativo, le permite establecer una cadena de aprendizaje 
basada en el desarrollo de las fallas y todos los sucesos que condujeron a la 
misma, y con el tiempo refinar este conocimiento experimental para relacionar 
diferentes observaciones con causas específicas.  
 
Finalmente un modelo deductivo utiliza frecuentemente suposiciones lógicas por 
defecto para determinar el estado de las variables dentro del sistema. Suponer 
que el nivel de un tanque permanecerá invariante si las válvulas de carga y 
descarga están cerradas, es un ejemplo de un razonamiento deductivo. No 
obstante, la principal característica de este tipo de modelos es su razonamiento 
no monotónico, i.e. replantea las conclusiones que toma a medida que nueva 
información se encuentra disponible. Si ahora se detecta una fuga en el tanque, 
el modelo inferirá que la altura cambiará correspondientemente.  
 
La necesidad de crear soluciones más robustas que un sistema experto 
convencional, pero más flexibles que una simulación, que permitan acumular 
conocimiento cualitativo profundo de un proceso condujo a desarrollar una serie 
de técnicas y sistemas de inferencia. En la figura 13 se presenta una 
clasificación de las principales técnicas cualitativas para detección y diagnóstico 




Figura 13. Clasificación principales técnicas de modelos cualitativos de conocimiento de 
proceso – Figura adaptada de [37] 
 
Los dígrafos causales (signed directed diagraphs) fueron propuestos por Iri et al 
en 1979, convirtiéndose en un herramienta útil en el diagnóstico de fallas. Se 
basan en las relaciones causa-efecto presentes en todo proceso físico, a partir 





Esta técnica se presenta como un diagrama donde cada variable medida se 
convierte en un nodo, las relaciones causa-efecto son representadas por arcos 
uniendo los diferentes nodos, y el conocimiento se incluye asignándole una 
dirección crecimiento a la relación causal basado en la experiencia o a las leyes 
físicas. Retomando el ejemplo del tanque con una línea de carga y otra de 
descarga, en la tabla 1 se presenta una comparación entre el modelo físico 
cuantitativo y la construcción de un dígrafo a partir de la evaluación de las 
relaciones causa-efecto.  
 
MODELO FÍSICO RELACION CAUSA EFECTO 
𝐹1: Flujo de entrada 
𝐹2: Flujo de salida 
𝑍:  Altura de tanque 
 









Un cambio externo causa un cambio 
en el flujo de entrada (𝐹1) al sistema, 
que a su vez conduce a una variación 
en el nivel del tanque (𝑑𝑍, 𝑍 ). Como 
consecuencia del cambio en la altura, 
el flujo de salida del tanque también 






Tabla 1. Comparación modelo cuantitativo y cualitativo de proceso 
 
En el evento de que se detecte una perturbación o condición anómala, se realiza 
un cálculo de residuales a partir de las mediciones (valor del nodo) y la 
propagación del efecto a los demás nodos. El conjunto de nodos y nodos 
relacionados que tengan una desviación considerable son aislados y propuestos 
como origen de la falla.  
 
Los árboles de fallas son una forma de organización lógica de eventos que 
relaciona todas las posibles fallas en un sistema con los eventos principales que 
las desencadenarían. Desarrollada por Bell Telephones Laboratories en 1961, 
un árbol de falla se construye siguiente 4 pasos: i) Definición del sistema, ii) 




Una vez se determinan las posibles fallas del sistema, se indaga acerca de los 
eventos que producen dicha condición. Esta actividad continua realizándose de 
tal manera que se obtenga la profundidad adecuada, i.e. se alcance un nivel 
donde un evento sea una condición determinante por sí misma y no 
consecuencia de otro evento.  
 
Posteriormente, se evalúa la robustez del árbol construido analizando si las 
fallas identificadas causarían realmente una falla total del sistema. Finalmente, 
se toma la experiencia del proceso para evaluar la probabilidad de ocurrencia de 
los eventos que desencadenan una falla, y así estimar la probabilidad de 
ocurrencia de las mismas. Un ejemplo de un árbol de fallas se ilustra en la figura 
14 [40].  
 
 
Figura 14. Árbol de fallas: Explosión de un calentador de agua – Tomada de [40]  
 
Desde un punto de vista crítico, los árboles de fallas no pueden ser 
considerados un instrumento de detección y diagnóstico en cuanto a que su 
implementación automática es limitada [37]. No obstante, ciertos autores han 
propuesto la implementación en conjunto de un sistema de adquisición de datos 
que confirma la presencia de un evento a partir de datos en tiempo real [41]. 
 
Venkatasubramanian et al. presentan una descripción más detallada de cada 
una de estas técnicas junto a un recuento de evolución e implementación [37]. 






2.1.3 TÉCNICAS BASADAS EN DATOS HISTÓRICOS DE PROCESO 
 
Las técnicas basadas en datos históricos se enfocan en la extracción de 
información relevante de un conjunto de datos, que contiene observaciones 
tomadas especialmente durante condiciones normales de operación, para 
generar características (features) que permitan realizar las actividades de las 
etapas de monitoreo de procesos. A diferencia de las técnicas anteriormente 
descritas, estas no necesitan ningún conocimiento a priori del sistema a 
diagnosticar.  
 
Existen diversas técnicas para extraer la información a partir del conjunto inicial; 
en general se pueden clasificar en técnicas cuantitativas o cualitativas, 
dependiendo de las características de la información que se obtiene a partir del 
manejo de los datos. Las categorías al interior de cada clase se diversifican 
dependiendo de la naturaleza de las operaciones que se realizan. En la figura 15 




Figura 15. Clasificación principales técnicas basadas en datos históricos 
 
El procedimiento que utilizan las técnicas cualitativas estadísticas es bastante 
sencillo. En general, se diseña un estadístico 𝑔(𝑡) que es función de un vector 
observación 𝑥(𝑡) y se evalúa la condición del proceso comparando 𝑔(𝑡) con un 
umbral o límite de control 𝑐 [1, 42]. El procedimiento general de estas técnicas 





Las técnicas de detección estadística inicialmente se basaron en métodos de 
control de calidad, mediante la utilización de cartas de control, donde se resalta 
la introducción de las cartas de Shewhart en 1931, CUSUM en 1954 y EWMA en 
1959. Las cartas de control se han diversificado ampliamente y su explicación 
está fuera del alcance de este documento, con excepción de la carta de control 
de media móvil (exponentially-weighted moving average - EWMA). Un resumen 
detallado de esta técnica univariada se puede encontrar en el anexo 1. 
 
La cartas de control como herramienta de monitoreo resultaron una buena 
solución en principio, pero su falta de sensibilidad y robustez al despreciar la 
correlación espacial y temporal entre las variables, desencadenó rápidamente 
investigaciones en el ámbito científico para desarrollar una solución que se 
adaptara mejor a las necesidades de la industria [1, 42]. Healy [43] y Crosier [44] 
propusieron independientemente una adaptación multivariable de la carta 
CUSUM, mientras Lowry y Woodall hicieron conjuntamente lo respectivo para la 
carta EWMA [45]. 
 
La estadística multivariable se convirtió en una herramienta poderosa para 
extraer las variaciones más significativas de un conjunto de datos. El análisis de 
componentes principales (Principal Component Analysis - PCA) propuesto por 
Pearson [46] y desarrollado por Hotelling [47] en 1947 se ha convertido en el 
procedimiento estándar este tipo de análisis  estadístico. PCA  es una técnica de 
reducción dimensional que identifica las direcciones de variación principal y que 
transforma los datos originales en un conjunto de variables independientes y de 
menor tamaño. Una descripción detallada se presenta en la sección 2.2.3. 
 
PCA ha sido utilizada ampliamente a nivel industrial; un resumen de aplicaciones 
en detección de fallas se puede observar en los trabajos de MacGregor et al. 
[48, 49]. Este fenómeno es esperado, al ser una de las pocas técnicas 
incorporadas en software industrial de detección y diagnóstico (Ver sección 1.4). 
Por otra parte, PCA ha sido base para el desarrollo de técnicas de detección de 
fallas, donde se destaca una extensión tridimensional de PCA para 
implementaciones en procesos productivos por lotes. Este acercamiento 
denominado multiway-PCA ha sido estudiado extensamente en la literatura y ha 
sido incorporado en algunos paquetes industriales [50, 51]. 
 
La estructura estadística invariante y la pobre inclusión de las correlaciones 
temporales en el algoritmo de PCA son sus principales debilidades, siendo nicho 
de investigaciones importantes. Misra et al. [52] propusieron una técnica que 
utiliza a PCA para analizar la relación cruzada entre los sensores junto a un 
análisis por ondoletas (wavelets analysis) en diferentes escalas para incorporar 
la relación temporal en cada sensor; esta técnica denominada Multi-scale PCA 
(MSPCA) logró disminuir el tiempo de detección en comparación con PCA 
convencional. Otros autores proponen la utilización de métodos recursivos para 
actualización de los modelos estadísticos y mitigar el efecto de cambios dentro 




Sin embargo, la variación de PCA más conocida es referida como PCA dinámico 
(DPCA) propuesto por Ku et al [11]. Estos autores plantearon la extensión de la 
matriz de observaciones inicial para incluir retrasos temporales de las variables, 
obteniendo mayor sensibilidad ante perturbaciones súbitas de baja amplitud. 
Una descripción detallada de esta técnica se puede observar en la sección 2.2.4. 
Algunas variaciones similares a modificaciones PCA son combinadas con DPCA 
para agregar mejoras en las etapas de identificación y diagnóstico; tal es el caso 
de PCA dinámico parcial (Partial DPCA – PDPCA) [55, 56]. 
 
La segunda técnica estadística más utilizada es mínimos cuadrados parciales 
(Partial Least Squares – PLS) desarrollada entre finales de los 60’s y principios 
de los 80’s por Wold y sus colegas [42, 57]. Al igual que PCA, es una técnica de 
reducción dimensional, cuyo valor agregado es la incorporación de variables 
predichas 𝑌  a la matriz inicial, optimizando la covarianza entre el conjunto 
independiente 𝑋 y el conjunto dependiente 𝑌. 
 
Si la matriz 𝑌 contiene información relacionada con las fallas del sistema, PLS 
puede utilizarse para ejecutar la etapas de detección, identificación y diagnóstico 
en un solo procedimiento, aunque su resultado puede ser menos preciso que el 
obtenido por PCA [1]. Actualizaciones recursivas [58] y extensiones para 
procesos de producción en lote (multiway-PLS) [59] son algunas de las 
derivaciones de este método para atender necesidades específicas descritas 
anteriormente. 
 
Otra técnica utilizada en aplicaciones de detección y diagnóstico es el análisis de 
componentes independientes (Independent Components Analysis - ICA), 
desarrollada inicialmente para aplicaciones acústicas. Los componentes 
independientes son variables latentes, es decir que no pueden ser observadas o 
medidas directamente, donde el principio de la técnica consiste en revelar la 
estructura estadística que expresa al conjunto de variables observadas 𝑋 como 
una combinación lineal de variables latentes 𝐼 [60, 61]. 
 
ICA, a diferencia de PCA, no solo decorrelaciona los datos (media y varianza – 
2do orden), sino que también reduce dependencias estadísticas de orden 
superior; su mayor desventaja radica en que no se puede determinar cuál de los 
componentes principales explica la mayor desviación de las variables 
observables [60].  
 
Extensiones para procesos de producción en lote (multiway-ICA) [62] y la 
inclusión de retrasos en las variables observadas para la inclusión de 
correlaciones temporales (DICA) [63, 64],son algunas de las derivaciones de 
este método para atender necesidades específicas descritas anteriormente, 






Técnicas como el análisis de discriminantes de Fisher (Fisher discriminant 
analysis - FDA) o análisis canónico de variables (Canonical Variables  
Analysis - CVA) son técnicas más especializadas utilizadas para reconocimiento 
de patrones y maximización de correlaciones entre entradas y salidas 
respectivamente [1]. 
 
Dentro de las técnicas cuantitativas no estadísticas, encontramos como 
principal exponente a las redes neuronales artificiales (Artificial Neural Networks 
- ANN). Aunque su uso es bastante diversificado, en esencia es un esquema 
que reconoce patrones de comportamiento dinámico y los relaciona con fallas 
tipificadas utilizando un algoritmo de aprendizaje y clasificación [1, 42].  
 
Este mapping no lineal, que básicamente permite una relación entre las 
variables medidas y las fallas sin utilizar información estructurada del proceso, 
es especialmente útil cuando se tiene abundante información pero ausencia de 
conocimiento experto del sistema. Estas técnicas tienen alta tolerancia a ruido 
en las señales medidas, proveen adaptabilidad a cambios propios de la 
evolución dinámica del sistema y pueden proveer una clasificación correcta aun 
cuando se pierda parcialmente la información debido al daño súbito de un 
sensor [65, 66]. 
 
Finalmente tenemos técnicas cualitativas de detección, que aunque basadas 
en datos históricos de proceso, no extraen información a partir de procesos 
estadísticos únicamente. Sus principales exponentes son los sistemas expertos  
(Expert Systems) y el análisis cualitativo de tendencias (Qualitative Trend 
Analysis - QTA).   
 
Los sistemas expertos son un esquema altamente especializado encargado de 
resolver problemas en un dominio muy acotado de experticia. Dado que existe 
un número muy limitado de operarios expertos altamente entrenados para 
realizar actividades de monitoreo de procesos, una alternativa que incluya 
conocimiento específico sobre el mismo puede ayudar a un operario inexperto 
para realizar evaluaciones con resultados similares [1, 42, 67]. 
 
Los principales componentes de un sistema experto son una base de datos de 
conocimientos o reglas, un sistema de adquisición de conocimiento experto, un 
motor de inferencia y una interfaz de usuario [68]. Dentro de sus principales 
ventajas se encuentra su fácil desarrollo, transparencia en el proceso de toma 
de decisiones, especialmente cuando existe incertidumbre acerca de la 
condición real de proceso y su habilidad para proveer justificaciones a las 
decisiones que toma [42].  
 
Sus limitaciones más importantes son la delegación sobre el control del sistema 
reside sobre la base de conocimiento experto de manera implícita, su 
rendimiento se ve afectado a medida que se incrementa el tamaño de la base de 
conocimiento experto, su desarrollo altamente específico y dependiente de la 
aplicación y la incertidumbre alrededor del conocimiento de personal experto, sin 




Por último, el análisis cualitativo de tendencias es otra estrategia de extracción 
de información de proceso basado en datos, analizando el comportamiento 
dinámico ajustándolos a dinámicas predefinidas y su relación con fallas 
tipificadas dentro del sistema. QTA, al igual que PCA y DPCA constituyen las 
técnicas de referencia de la presente investigación y son explicadas con mayor 
detalle en la sección 2.3.  
 
2.1.4 TÉCNICAS HÍBRIDAS DE DETECCIÓN 
 
Hasta este punto se han expuesto las principales características de las técnicas 
más importantes en cada una de las categorías de estrategias de detección y 
diagnóstico de fallas. La gran diversidad de técnicas se sustenta en que ninguna 
lograr solucionar el problema de detección y diagnóstico de manera eficiente, y 
donde su desempeño depende del tipo de información que se encuentre 
disponible en el sistema. Así, la integración de varios métodos de detección 
resulta atractiva obteniendo una solución más robusta superando las 
limitaciones y restricciones individuales [42, 69, 70]. A continuación se presentan 
algunos ejemplos de técnicas híbridas de detección y diagnóstico. 
 
Bin et al. propusieron la combinación de PCA con una carta de control 
convencional CUSUM para ampliar las capacidades de detección y diagnóstico 
de PCA sobre un proceso químico de Tennessee  Eastman. Este proceso logro 
identificar fallas que, utilizando métodos convencionales, resultaban 
inobservables [70]. Sun et al. [71] propusieron la combinación de PCA con 
árboles de decisión para realizar actividades de detección y diagnóstico, 
necesitando menos entrenamiento que combinaciones de PCA con ANN.  
 
No obstante, la combinación de técnicas de inteligencia artificial con técnicas 
basadas en datos históricos es un nicho importante. Cheng y Liao [72] 
desarrollaron una técnica utilizando ANN y PCA; Se obtiene un modelo del 
sistema a partir de la red neuronal y se generan residuales a partir del valor 
estimado por el modelo y las mediciones reales. Finalmente estos residuales 
alimentan un modelo estadístico de PCA para realizar la tarea de detección y 
diagnóstico. Lau et al. [73] propusieron la integración de MPCA con un sistema 
ANFIS, que integra las labores de detección (MPCA) y diagnóstico (ANFIS).  
 
Tal vez el avance más relevante en técnicas híbridas de detección es el sistema 
integrado Dkit descrito en la sección 1.4.1. desarrollado por 
Venkatasubramanian et al. en Purdue Univerisity. Este sistema integra dígrafos, 
métodos basados en observadores, análisis de tendencias de proceso y 





2.2 DETECCIÓN DE FALLAS BASADA EN DATOS HISTÓRICOS DE 
PROCESO – TÉCNICAS CUANTITATIVAS ESTADÍSTICAS 
 
En la sección 2.1.3. se hizo un recuento de las principales técnicas de detección 
de fallas basadas en datos históricos. En esta sección solo se presenta un 
resumen detallado de las técnicas PCA, DPCA y sus conceptos relacionados, 
por su carácter referencial para la presente investigación. 
2.2.1 HERRAMIENTAS ESTADÍSTICAS 
 
La efectividad de las técnicas basadas en datos depende de la caracterización 
de la variación de los datos del proceso. En general, se considera que 
propiedades estadísticas como la media o la varianza son repetibles para una 
misma condición de operación, implicando que una modificación en alguna de 
ellas, es una evidencia estadística de la ocurrencia de una falla [1]. A 
continuación se describen los procedimientos matemáticos y estadísticos que 
sirven de sustento para la implementación de un método de monitoreo basado 
en datos históricos de proceso.  
2.2.1.1 Autoescalamiento 
 
Es común encontrar al interior de un conjunto de datos proveniente de un 
proceso industrial, variables que difieran considerablemente en su orden de 
magnitud. Es posible identificar procesos con variaciones de temperatura de 
varios cientos de grados junto a mediciones de concentración en un rango de 
apenas unas décimas de amplitud. 
 
Este hecho, aunado a que parte de las técnicas de detección de fallas basadas 
en datos históricos requieren una reducción dimensional del conjunto inicial de 
datos, deriva en la realización de un procedimiento previo para escalarlos. De 
esta manera, se evita que variables de gran magnitud tengan un 
comportamiento dominante sobre el resto.  
 
La operación de autoescalamiento consiste en la estandarización de las 
observaciones a partir de estadísticos calculados a cada una de las variables del 
proceso. Sea 𝑋 ∈  ℝ𝑛×𝑚  una representación matricial de las 𝑚 variables con 
𝑛 observaciones en el tiempo,  
 
𝑋 = [
𝑥11 𝑥12 … 𝑥1𝑚
𝑥21 𝑥22 … 𝑥2𝑚
⋮ ⋮ ⋱ ⋮
𝑥𝑛1 𝑥𝑛2 … 𝑥𝑛𝑚
] 
 






Sea ?̅?𝑖 y 𝑠𝑖 la media y desviación estándar muestral de la 𝑖-esima columna de 𝑋 
calculadas a partir de las 𝑛𝑖  observaciones correspondientes. Se puede construir 
dos matrices diagonales ?̅?  y Σ𝑥  que almacenen la información estadística de 
cada variable, así:  
 
?̅? = [
?̅?1 0 … 0
0 ?̅?2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … ?̅?𝑚
] Σ𝑋 = [
𝑠1 0 … 0
0 𝑠2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝑠𝑚
] 
 
Podemos definir la operación de autoescalamiento como una operación matricial 
de acuerdo a la siguiente expresión 
 





1 1 … 1
1 1 … 1
⋮ ⋮ ⋱ ⋮
1 1 … 1
]  ∈  ℝ𝑛×𝑚  
 
es la matriz identidad de un producto de Hadamard [75] y 𝑋𝑎𝑠 es la matriz de 
datos autoescalados. Este procedimiento permite obtener variables con media 
cero y varianza unitaria, evitando que las variables de mayor magnitud y/o 
variación tengan un rol dominante en los procedimientos estadísticos posteriores 
[1]. Los pormenores de la derivación de esta expresión matricial se presentan 
con mayor detalle en el anexo 2. 
 
2.2.1.2 Remoción de datos atípicos (outliers) 
 
Un dato atípico o outlier generalmente se define como una medición aislada que 
resulta inconsistente con el resto de datos del conjunto [76]. La ocurrencia de 
datos atípicos es muy común en la práctica y se recomienda la implementación 
de una técnica de identificación apropiada dentro de los procedimientos de 
pretratamiento de datos. Ignorar esta minoría podría resultar en el detrimento 
severo de la estimación de los parámetros estadísticos del conjunto bajo estudio 
[1, 77].  
 
Las técnicas de detección de puntos atípicos se despliegan en un amplio 
espectro, incluso basándose en rutinas de inspección visual. Técnicas más 
rigurosas realizan la identificación por medio del cálculo de umbrales 
estadísticos, muchos de ellos univariados, ignorando completamente la 
correlación entre las variables [78], o asumiendo una distribución especifica del 




Otros autores han explorado técnicas que identifican regiones de alta densidad 
de puntos con fronteras irregulares basándose en la desviación local de un 
punto respecto a sus vecinos,  obteniendo mejoras en aplicaciones de detección 
de fallas [80]. Un ejemplo de un conjunto de datos con datos atípicos y su efecto 
sobre el umbral de control sobre un estadístico elíptico se ilustra en la figura 16.  
 
Figura 16. Efecto de la remoción de datos atípicos (outliers) en el estadístico de prueba de 
Hotelling's T2 
 
Observamos en la figura anterior, como el área elíptica que describe al conjunto 
de datos se acota en mayor medida con la incorporación de un algoritmo que 
identifique y elimine del grupo de observaciones, todas aquellas que se 
consideren puntos atípicos, obteniendo parámetros estadísticos de mayor 
validez y confiabilidad. 
 
2.2.2 PROCEDIMIENTO GENERAL DE DETECCIÓN 
 
Como se mencionó en la introducción del capítulo 1, el método de monitoreo de 
procesos se conforma de 4 etapas, siendo la etapa de detección la encargada 
de determinar la ocurrencia de la falla. Pese a que existe una gran variedad de 
técnicas de detección basadas en datos históricos, el procedimiento general que 
ejecutan es similar. 
 
El procedimiento de detección se realiza en dos etapas: una etapa de extracción 
de información fuera de línea (offline) y una etapa de detección en línea (online); 
no obstante comparten algunas actividades básicas al conjunto de datos. Un 





Figura 17. Etapas principales del procedimiento de detección con sus interacciones 
 
La etapa de extracción de información se hace de manera preliminar como una 
etapa de caracterización de la condición normal de operación de proceso. Esta 
se realiza sobre un conjunto de datos históricos que describan el 
comportamiento esperado (bajo control) y se compone de dos subprocesos: 
Pretratamiento de los datos y extracción de información. La implementación, en 
el caso más complejo, exige una ejecución iterativa de ambos subprocesos 
hasta que se satisfagan las condiciones exigidas para los parámetros 
estadísticos y umbrales de detección. Un esquema de la etapa de extracción de 
información fuera de línea se ilustra en la figura 18. 
 
  
Figura 18. Subprocesos realizados en la etapa de extracción de información fuera de línea 
 
El subproceso de pretratamiento de datos se subdivide en dos categorías: 
Pretratamiento básico y pretratamiento avanzado. El pretratamiento básico 
incluye los procedimientos estadísticos que hay que aplicarle a todo conjunto de 
datos que va a ser analizado, sea en o fuera de línea, y que son indispensables 
para una procedimiento de monitoreo satisfactorio. El pretratamiento básico 
incluye remoción de variables, donde se eliminan variables que no son de 
interés para el monitoreo, y autoescalamiento explicado anteriormente en la 




Por otra parte, el pretratamiento avanzado solo incluye los procedimientos 
estadísticos que garanticen una caracterización adecuada del modelo 
estadístico usado en la técnica de detección, y por ello solo se ejecuta fuera de 
línea. Aquí se ejecutan las actividades necesarias para la remoción de datos 




Figura 19. Actividades realizadas en el subproceso de pretratamiento de datos 
 
Finalmente, se ejecuta el subproceso de extracción de información, y sus 
actividades dependen de la técnica de detección de fallas escogida. En este 
punto se calcula los parámetros estadísticos y umbrales de detección incluyendo 
el umbral de detección de puntos atípicos. Es así como el pretratamiento 
avanzado y la extracción de información se deben realizar de manera iterativa 
hasta que se asegure que el conjunto de datos pretratados no contenga ningún 
dato atípico y la información estadística realmente contenga las variaciones 
principales de la condición normal de operación. Un esquema detallado de la 
interacción entre los subprocesos se ilustra en la figura 20. 
 
  




La etapa de monitoreo en línea es más sencilla y básicamente ejecuta 
operaciones similares a las realizadas en la etapa fuera de línea. Inicialmente se 
ejecuta el subproceso de pretratamiento básico para adecuar las variables del 
nuevo conjunto de datos, y posteriormente aplicar la técnica de detección de 
fallas y las comparaciones correspondientes con los umbrales de detección. Si el 
resultado de esta comparación resultara en una violación del umbral se generará 




Figura 21. Actividades realizadas en la etapa de monitoreo en línea 
 
2.2.3 ANÁLISIS DE COMPONENTES PRINCIPALES (PCA) 
 
Como se anticipó anteriormente en la sección 2.1.3, las técnicas tradicionales 
univariadas resultan poco atractivas como herramientas de monitoreo de 
procesos dado que ignoran las correlaciones cruzadas en él [1, 11, 42]. Por otra 
parte, si pudiéramos transformar el conjunto 𝑚-dimensional de variables en otro, 
de igual dimensión pero de variables no correlacionadas, aún tendríamos la 
tarea de monitorear simultáneamente 𝑚 variables con un significado físico no tan 
evidente. 
 
Tal solución, aunque provee un camino un tanto más robusto, no parece ser una 
alternativa de implementación sencilla incluso para procesos a pequeña escala y 
resulta impráctico cuando se tiene un gran número de variables.  Esta es la 
principal motivación para desarrollar técnicas que permitan identificar las 
variables principales y eliminar la redundancia producto de las restricciones 
entre ellas, siendo PCA la técnica utilizada como referencia en las 






2.2.3.1 Estadístico de Hotelling T2  
 
Los estadísticos multivariados como el estadístico de Hotelling 𝑇2  aportan 
soluciones convenientes y más ajustadas al monitoreo de procesos 
multivariables, pues permiten que un umbral escalar caracterice la variabilidad 
de todo el espacio 𝑚-dimensional de observaciones [1]. 
 
Una evidencia estadística de la correlación cruzada de las variables de proceso 
es proporcionada por la matriz de covarianza de la muestra. La covarianza 
determina el grado de variación conjunta de dos variables y sirve como 
estadístico base para determinar la dependencia o no de las mismas [81]. 
 
Sea 𝑋 ∈  ℝ𝑛×𝑚  una representación matricial de los datos autoescalados tal y 
como se presentó en la sección 2.2.1.1; se define la matriz de covarianza de la 







donde el denominador (𝑛 − 1) del escalar que acompaña al producto matricial 
representa el grado de libertad perdido al autoescalar los datos a partir de la 
media muestral de cada una de las variables.  
 
Encontraremos que para la mayoría de procesos industriales que se ajustan a la 
descripción presentada a lo largo de este documento, 𝑆  no es una matriz 
diagonal, lo cual implica que existe una relación entre la 𝑖-esima y la 𝑗-esima 
variable toda vez que 𝑆𝑖𝑗 sea diferente de 0. El grado de correlación dependerá 
de la magnitud de dicho coeficiente.  
 
Dado que el fenómeno de correlación ha sido entendido desde el proceso y 
comprobado matemáticamente con herramientas estadísticas como la matriz de 
covarianza: ¿Cómo podemos extraer adecuadamente la información del 
conjunto de datos? Ku et al. plantean este problema como encontrar el espacio 
nulo de 𝑋 , compuesto de 𝑎 < 𝑚 vectores linealmente independientes y 𝑚 − 𝑎 
vectores que contienen la relacion lineal entre las variables [11].  
 
La solución al problema planteado por Ku et al. puede obtenerse por medio de 
una descomposición singular de 𝑋 o por medio de una descomposición espectral 
de 𝑆 , debido a la relación que existe entre los resultados de ambos 
procedimientos [82].  
 
Una vez calculada la matriz de covarianza de la muestra, se puede obtener una 
descomposición espectral de la misma así: 
 





donde Λ , 
Λ = [
𝜆1 0 … 0
0 𝜆2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝜆𝑚
]  ∈  ℝ𝑚×𝑚 
 
 
es una matriz diagonal que contiene a los autovalores de 𝑆, y 𝑉,  
 




es una matriz ortogonal que contiene en cada columna el autovector 
correspondiente al autovalor ubicado en la misma columna de Λ (𝑆 ∙ 𝑉𝑖 = 𝜆𝑖 ∙ 𝑉𝑖). 
 
Cada autovector representa una de las direcciones principales de variación de 𝑆, 
así como de 𝑋 , debido a la equivalencia de la descomposición de valores 
propios de 𝑆 y la descomposición de valores singulares de 𝑋. Esta condición se 
ilustra en la figura 22a, donde se presenta un conjunto de datos de dos variables 
(𝑥 = [𝑥1 𝑥2]
𝑇) junto a sus direcciones principales de variación calculadas como 
se describió anteriormente.  
 
Para transformar una observación 𝑥 = [𝑥1 𝑥2 …𝑥𝑚]
𝑇 de variables correlacionadas 
en un conjunto de variables no correlacionadas 𝑦 = [𝑦1 𝑦2 …𝑦𝑚]
𝑇 se recurre a la 
operación: 
 
𝑦 = 𝑉𝑇𝑥 
 
 
donde cada componente 𝑦𝑖 es el producto escalar de 𝑥 y 𝑉𝑖, representando así la 
proyección del vector de observación 𝑥 sobre la dirección principal de variación 
𝑉𝑖 . Una interpretación más general indica que la matriz 𝑉 rota al conjunto de 
datos  𝑋  de tal manera que las direcciones principales de variación queden 
alineadas con los ejes coordenados de 𝑌. Lo anterior se puede observar en la 
figura 22b.  
 
Podemos obtener una representación matricial 𝑌 ∈  ℝ𝑛×𝑚  por medio de la 
operación: 
 
𝑌 = 𝑋𝑉 
 
 
de tal manera que cada columna de la matriz represente una variable no 
correlacionada del proceso. Para esta matriz 𝑌 se cumple que la varianza de 






𝜆1 0 … 0
0 𝜆2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝜆𝑚






2 0 … 0
0 𝑠2
2 … 0
⋮ ⋮ ⋱ ⋮






    
 
 
Para obtener un conjunto de variables 𝑍  no correlacionadas y de varianza 
unitaria, dividimos cada columna 𝑦𝑖  por su desviación estándar 𝑠𝑖 . Lo anterior 
calcula por medio de la siguiente operación matricial, 
 
 
𝑍 = 𝑋 𝑉Λ−1/2  
 
 














Esto puede considerarse un escalamiento ponderado de los datos, dado que 
cada variable es afectada de manera diferenciada por la operación de 
escalamiento. Esta operación de ilustra en la figura 22c. 
 
Finalmente, el estadístico de Hotelling 𝑇2  de cada observación se calcula a 
partir de 𝑧 así, 
 
 
𝑇2 = 𝑧𝑇𝑧 
 
 
donde 𝑇2 es el cuadrado de la norma-2 de un vector de observaciones escalado 
a partir de su media. Un acercamiento al producto matricial de la ecuación 




























Figura 22. Representación gráfica PCA: a) Datos originales X, b) Operación de rotación Y, 
c) Operación de escalamiento Z, d) Estadístico de Hotelling’s T2 – vista proyectada sobre 
el conjunto original X 
 
Como se indicó anteriormente, el estadístico de Hotelling 𝑇2permite que un 
umbral escalar caracterice la variabilidad de todo el espacio 𝑚-dimensional de 
observaciones. Además, al condensar toda la información en un solo indicador, 
es posible desarrollar una interfaz gráfica muy parecida a las cartas univariadas 
tradicionales, enfocando la atención del operario en un único estadístico, en vez 
de dividirla en las 𝑚 variables iniciales. 
 
2.2.3.2 Reducción dimensional y umbrales de detección 
 
PCA es una técnica de reducción dimensional y como consecuencia divide el 
espacio de observaciones en dos subespacios: el subespacio de observaciones 
transformadas (scores space) que describe las variaciones principales del 
conjunto original, y el subespacio de residuales (residuals space) que describe la 





Varios autores ha abordado el problema de la selección del número de variables 
no correlacionadas [83–85], haciendo énfasis en la relación de compensación 
que existe entre reducir el número de variables y representar efectivamente las 
relaciones entre ellas. Así, escoger menos variables (underextraction) implicaría 
perder información importante distorsionando la solución, mientras escoger más 
(overextraction) – aunque no tan grave – implicaría un espacio altamente 
sensible al ruido y con variables que no agregan información en las etapas 
posteriores del procedimiento de monitoreo [83].  
 
Existen diferentes metodologías para realizar la reducción dimensional, 
destacándose: Porcentaje de varianza total, análisis de cambio de pendiente, 
análisis paralelo y la regla de Kaiser. 
 
El método de porcentaje de varianza total (percentage variance test) 
selecciona las variables necesarias para explicar al menos un porcentaje de 
varianza arbitrariamente escogido. Es fácil de implementar pero la falta de un 
criterio específico para seleccionar el porcentaje de varianza, lo hace subjetivo o 
altamente dependiente de la experiencia del operario con el proceso. 
 
El método de análisis de cambio de pendiente (scree test) se basa en el 
hecho de que debe existir una clara diferencia entre el nivel de la señal y el 
ruido, y por ende una diferencia entre la magnitud de los autovalores 𝜆𝑎 y 𝜆𝑎+1 
[11]. Lo anterior sugiere que se escogerán los primeros 𝑎 autovalores.  
 
El método de análisis paralelo se basa en la descomposición espectral de una 
matriz de observaciones aleatorias (media 0 y varianza 1) del mismo tamaño 
que la matriz de datos de entrenamiento. Al comparar los resultados de ambas 
descomposiciones, se seleccionarán las variables cuyo autovalor sea mayor que 
el autovalor correspondiente de la matriz aleatoria.  
La regla de Kaiser (Kaiser’s rule) es el método más simple de todos pues 
recomienda escoger las variables cuyo autovalor sea mayor que 1. Lo anterior 
basado en las características básicas de un ruido blanco.  
Zwick et al. realizaron un estudio sobre 5 métodos de selección incluyendo los 
mencionados en esta sección y concluyeron que el análisis paralelo tiene un 
desempeño superior, seguido de análisis de cambio de pendiente con algunos 
problemas replicabilidad y definitivamente la regla de Kaiser tiende a escoger 
más variables que las necesarias [85]. Estos resultados son constatados por Ku 
et al. en aplicaciones de detección de fallas [11].  
Una ilustración de los métodos de reducción dimensional al caso estudio 







Figura 23. Representación gráfica de los diferentes métodos de reducción dimensional 
 
El conjunto de 𝑎  variables seleccionadas por el método de reducción 
dimensional reciben el nombre de componentes principales. Para minimizar el 
efecto de la variación natural sobre la representación de PCA, se retienen los 𝑎 
autovalores y sus autovectores correspondientes; así, se define la matriz de 
carga 𝑃 ∈  ℝ𝑚×𝑎, 
 
𝑃 = [𝑉1  𝑉2  … 𝑉𝑎] 
 




𝜆1 0 … 0
0 𝜆2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝜆𝑎
] 
 
Las operaciones para el cálculo del estadístico de Hotelling 𝑇2 se mantienen 
igual a las descritas en la sección 2.2.3.1., reemplazando las variables 
correspondientes por las que se acaban de definir en esta sección. 
 
A partir del espacio residual, podemos calcular un estadístico complementario 
denominado cuadrado del error de predicción (squared prediction error SPE), 





Podemos obtener el estadístico 𝑄 por medio de las siguientes operaciones: 
 
𝑟 = (𝐼 − 𝑃𝑃𝑇)𝑥 
 
𝑄  (𝑆𝑃𝐸) = 𝑟𝑇𝑟 
 
A partir de la comparación de 𝑇2 y 𝑄 con sus respectivos umbrales, podemos 
aplicar la técnica de detección de fallas en ambos subespacios 
simultáneamente, lo cual es una ventaja considerando que cada estadístico es 
susceptible a ciertos tipos de fallas en particular. Hotelling propuso los umbrales 
para 𝑇2 tanto para detección en línea e identificación de datos atípicos basado 
en la distribución 𝜒2, así [47]:  
 




𝑎(𝑛 − 1)(𝑛 + 1)
𝑛(𝑛 − 𝑎)
𝐹𝛼(𝑎, 𝑛 − 𝑎) 
 




(𝑛 − 1)2 (
𝑎
𝑛 − 𝑎 − 1)
𝐹𝛼(𝑎, 𝑛 − 𝑎 − 1)
𝑛 (1 + (
𝑎
𝑛 − 𝑎 − 1)𝐹𝛼(𝑎, 𝑛 − 𝑎 − 1))
 
 
Por otra parte, Jackson y Mudholkar propusieron un umbral de detección para 𝑄 
[86]: 
 























y 𝑐𝛼 es el valor de la distribución normal inversa correspondiente al percentil 1 −
 𝛼.  
 
A manera de resumen, la figura 24 ilustra un diagrama de flujo de operaciones 





Figura 24. Diagrama operacional análisis de componentes principales - PCA 
 
2.2.4 ANÁLISIS DINÁMICO DE COMPONENTES PRINCIPALES (DPCA) 
 
Desde su desarrollo y proposición como técnica de detección de fallas, PCA ha 
sido ampliamente utilizada a nivel industrial. No obstante, los resultados han 
mostrado ciertas falencias debido a la inherente – y en muchos casos 
substancial – autocorrelación de las variables monitoreadas en los procesos 
químicos.  
 
PCA es un método estático que supone la no correlación de las variables en el 
tiempo, resolviendo solo el problema de correlación espacial.  Este 
inconveniente expone la base estadística del método pues supone violaciones 
en criterios de independencia temporal, y desde el punto de detección de fallas, 
proporciona resultados erróneos con alta tasa de falsas alarmas para 
perturbaciones de baja amplitud [11]. 
 
Ku et al. propusieron un análisis a partir de los esfuerzos de otros autores por 
utilizar modelos ARIMA para extraer las relaciones dinámicas. Estos autores han 
criticado estas técnicas en cuanto a que la construcción de modelos dinámicos 
para las observaciones transformadas (scores) no resuelve el problema de las 
correlaciones temporales presentes en los residuales.  
 
2.2.4.1 Matriz hankeliana 
 
Ku et al. propusieron un acercamiento basado en la definición básica de un 
sistema dinámico, i.e. los valores actuales de las variables dependen en mayor o 
menor medida de los valores en instantes anteriores. A partir de esta premisa, 
proponen al menos identificar las relaciones lineales existentes entre 𝑋(𝑡)  y 
𝑋(𝑡 − 1) , y en el caso general extendido, las relaciones existentes para ℎ 




Para su implementación proponen reestructurar la matriz de datos adoptando 
una forma hankeliana y utilizar las operaciones descritas por PCA, modificando 
ligeramente la etapa de reducción dimensional. Si 𝑥𝑡
𝑇  es el vector 𝑚 -
dimensional de observaciones en el set de entrenamiento en un instante 𝑡 ,tal 


























La premisa en la que se basan los autores es que, si se escoge adecuadamente 
el número de retrasos para la matriz de observaciones, ambas relaciones 
lineales – estáticas y dinámicas – deberían aparecer en el subespacio de 
residuales con autovalores cercanos a cero. De esta forma el estadístico 𝑄 será 
realmente independiente, resolviendo el problema temporal y espacial.   
 
2.2.4.2 Selección de parámetros, reducción dimensional y 
umbrales de detección 
 
Ku et al. proponen un algoritmo iterativo que permite cuantificar la magnitud del 
retraso y los componentes principales al mismo tiempo, utilizando el análisis 
paralelo como técnica de reducción dimensional. En general, la idea es realizar 
el análisis de reducción dimensional para  una matriz de observaciones 
extendida un instante de tiempo determinado y evaluar si se ha agregado 
información relevante. En caso afirmativo, se continúa extendiendo la matriz de 
observaciones, hasta que no se añada más información a los componentes 
principales.  
 
Por ejemplo, si al realizar el análisis de reducción dimensional a un sistema de 4 
variables (ℎ = 0) encontramos 2 componentes principales, para la matriz de 
observaciones extendida un instante de tiempo (ℎ = 1), deberíamos encontrar al 
menos 5 componentes principales (2 componentes principales estáticos 
duplicados más 1 dinámico), para considerar la utilización de la técnica. En el 
caso de que se extraiga la misma información en la extensión ℎ + 1 y ℎ, los 
autores recomiendan acotar la matriz de Hankel a ℎ retrasos [11].  
 
No obstante, Ku et al. son enfáticos en que este análisis puede no ser suficiente, 
pues depende de la efectividad de PCA para extraer la información 
adecuadamente. Como respaldo al algoritmo propuesto, proponen realizar la 
evaluación de la reducción dimensional no solo con los métodos propuestos en 
la sección 2.2.3.2., sino que agregan un análisis de autocorrelación y correlación 




La idea es identificar por inspección visual, el conjunto de variables 𝑦𝑖  que 
muestren un comportamiento tipificado como ruido; los componentes principales 
son escogidos por complemento, un enfoque parecido al scree test explicado 
con anterioridad. Un diagrama de correlación se ilustra en la figura 25. 
 
 
Figura 25. Diagramas de autocorrelación y correlación cruzada 
 
Otros autores han propuesto enfoques más sofisticados donde se selecciona no 
solo la duración del retraso, sino que se cuantifica la magnitud indicada para 
cada una de las variables que componen la matriz original, obteniendo mejoras 
en casos estudio de detección de fallas [87, 88] 
 
Los estadísticos de prueba y los umbrales de detección se calculan de la misma 
manera que para PCA; de hecho el diagrama de operaciones es exactamente el 
mismo, exceptuando la transformación de 𝑋  a 𝑋𝐷  previo a la extracción de 
parámetros estadísticos. 
 
2.2.5 ANÁLISIS COMPARATIVO PCA-DPCA 
 
Para presentar brevemente las diferencias existentes entre PCA y DPCA, y 
evaluar el rendimiento de la adición de información temporal en la matriz de 
observación, se realiza un análisis comparativo para estas dos técnicas tomando 
como referencia un caso estudio propuesto por Ku et al. y replicado por varios 









] 𝑥(𝑡 − 1) + [
1 2
3 4
] 𝑢(𝑡 − 1) 
 





] 𝑢(𝑡 − 1) + [
0.193 0.689
−0.320 −0.749
]𝑤(𝑡 − 1) 
 
donde 𝑤(𝑡)  y 𝑣(𝑡)  son un ruidos aleatorios con media 0 y varianza 1 y 0.1 
respectivamente. El vector de interés está compuesto por 𝑥(𝑡) = [𝑦(𝑡) 𝑢(𝑡)]. Se 
analiza el comportamiento de los estadísticos de prueba ante cambios en la 
magnitud de 𝑤1 con diferentes dinámicas: paso escalón y rampa. El conjunto de 
datos de entrenamiento se mantendrá constante, mientras que las 
perturbaciones se introducirán en el conjunto de datos en línea.  
 
 Caso 1: Paso escalón unitario en 𝒘𝟏 @ t=30 min. 
 
En la figura 26 se ilustran los análisis de reducción dimensional para cada 
técnica. Para el caso de DPCA (b) vemos como la adición de un instante en la 
matriz de observación no pareciera agregar mucha información; solo el tercer 
autovalor se acerca al umbral determinado por la regla de Kaiser. Sin embargo, 
si analizamos la figura 25, que corresponde al análisis de correlaciones de este 
caso en particular, podemos observar que existen autocorrelaciones y 





Figura 26. Reducción dimensional caso estudio I: a) PCA, b) DPCA 
Se han escogido 2 componentes principales para PCA y 5 componentes para 










Figura 27. Comportamiento estadísticos de prueba Caso estudio I – caso 1: a) PCA – T2,  
b) DPCA – T2, c) PCA – Q , d) DPCA – Q 
 
Observamos un comportamiento similar para ambas técnicas de detección de 
fallas. Todos los estadísticos responden rápidamente, sobrepasando el umbral 
de prueba en pocas observaciones. Lo más destacado en este punto es que el 
valor medio de los estadísticos parece alejarse más del umbral para DPCA que 
para PCA, y la variación alrededor dicho valor medio es más grande para PCA. 
 
 Caso 2: Paso escalón en 𝒘𝟏 – magnitud: +0.5 @ t=30 min. 
 
El resultado del análisis dimensional presentado en el caso 1 es válido para 
estos datos en cuanto se hacen a los datos de entrenamiento y no a datos en 
línea. El comportamiento de los estadísticos de prueba para la reducción en la 
magnitud de la perturbación se ilustra en la figura 28. 



























































































































Figura 28. Comportamiento estadísticos de prueba Caso estudio I – caso 2: a) PCA – T2,  
b) DPCA – T2, c) PCA – Q , d) DPCA – Q 
 
Para este caso se observa como PCA tiene una alta tasa de omisión en la 
detección de la falla (misdetection), especialmente para el estadístico 𝑄 . 
Situación contraria ocurre con DPCA, donde el estadístico 𝑄 logra efectivamente 
identificar la falla. De esta forma se confirma lo propuesto por Ku et al., 
obteniendo a partir de esta técnica, estadísticos más sensibles a cambios 
pequeños en la magnitud de las perturbaciones.  
 
 Caso 3: Rampa en 𝒘𝟏 - magnitud: +0.001/min @ t= 30 min 
 
Como se demostró en el caso 2, Ku et al. lograron obtener una mayor 
sensibilidad para ambos estadísticos de prueba con esta técnica. Sin duda, es 
un gran avance para técnicas basadas en PCA, pero no revela grandes avances 
en la inclusión de la tendencia dinámica de las variables dentro del cálculo de los 
estadísticos de prueba.  
 

























































































































Para ilustrar las falencias identificadas en DPCA, se propone analizar el 
comportamiento para una perturbación tipo rampa con una pendiente de 
magnitud +0.001/min en 𝑤1. El cambio total en la magnitud de la perturbación 






Figura 29. Comportamiento estadísticos de prueba Caso estudio I – caso 3: a) PCA – T2,  
b) DPCA – T2, c) PCA – Q , d) DPCA – Q 
 
Con base en estos resultados, se observa como no existe una diferencia 
significativa en la detección de la falla en el estadístico de Hotelling 𝑇2 para 
PCA y DPCA; no hay adelanto y tienen tasas de omisión en la detección 
comparables. El estadístico 𝑄 ofrece una ligera mejoría para DPCA sobre PCA, 
sin ser completamente satisfactorio.  
 
Observamos falencias importantes en la técnica DPCA: inicialmente porque solo 
puede obtenerse mejor rendimiento si se utiliza para detectar cambios tipo paso 
escalón, mostrando un desempeño pobre para cambios incipientes en las 
perturbaciones.  




















































































































Aunque esta sensibilidad es deseable, los cambios súbitos en los procesos 
usualmente son caracterizados por cambios apreciables en la magnitud de las 
variables, resultando en una mejoría con un impacto acotado a nivel industrial.  
 
Por otra parte, su dependencia en PCA para obtener resultados claros a la hora 
de realizar el análisis de reducción dimensional es otra desventaja a considerar. 
Si los residuales resultan ampliamente correlacionados, la transición se vuelve 
difusa y no existe un umbral evidente para delimitar un número de componentes 
principales. Lo anterior conduce a los mismos problemas de alta tasa de falsas 
alarmas, etc. que se tenían con PCA en principio. Un ejemplo de un caso 
estudio, donde se evidencia esta situación es ilustrado en el diagrama de 
correlaciones de la figura 30.  
 
 













































2.3 DETECCIÓN DE FALLAS BASADA EN DATOS HISTÓRICOS DE 
PROCESO – TÉCNICAS CUALITATIVAS: EXTRACCIÓN DE 
TENDENCIAS DE PROCESO 
 
Tal como se anticipó en la sección 2.1.3., dentro de las estrategias de detección 
y diagnóstico basadas en datos históricos, encontramos técnicas cuyos 
algoritmos se desarrollan a partir de la idea de la extracción de tendencias de 
proceso. A continuación se presenta un breve recuento de las principales 
técnicas pertenecientes a esta categoría, haciendo énfasis en el método de 
bisección (interval-halving method) propuesto por Dash et al [90, 91].  
 
2.3.1 VISIÓN GENERAL EN EXTRACCIÓN DE TENDENCIAS DE PROCESO 
 
Las técnicas de extracción de tendencias de proceso nacen a principios de los 
90’s como un intento de utilizar de manera más eficiente la cantidad de 
información disponible dentro de los procesos a nivel industrial, donde el nivel de 
instrumentación ya catalogaba a los procesos como ávidos de datos, pero 
pobres en información codificada de proceso [91]. 
 
Las técnicas cualitativas de extracción de tendencias involucran dos actividades 
fundamentalmente: i) identificación de tendencias de proceso, y ii) 
Relacionamiento de las tendencias identificadas con las condiciones anómalas 
de operación (fallas). Múltiples autores han realizado trabajos en esta área, 
especialmente combinando técnicas desarrolladas para otras áreas del 
conocimiento, pero con aplicaciones en detección y diagnóstico de fallas debido 
a la similitud de la naturaleza y características de los datos.  
 
Cheung y Stephanopoulos [92] (1990) propusieron la identificación de 
tendencias a partir de episodios triangulares (triangular episodes) tomando las 
rectas tangentes en los puntos de inicio y final de un segmento, junto a la línea 
que une dichos puntos, para forma un triángulo.. La sucesión de dichos 
triángulos era considerada una tendencia. A partir de la información obtenida de 
esta aproximación geométrica, se obtienen diversos parámetros cuantitativos 
que permiten un análisis más robusto.  
 
Janusz y Venkatasubramanian [93] (1991) propusieron un esquema formal de 
representaciones de tendencias de proceso, acuñando el término de primitivas 
(Primitives) para los segmentos constituyentes. Así, una primitiva se considera 
todo segmento donde el signo de la primera y segunda derivada se mantienen 
constantes, y una tendencia se compone de una combinación determinada de 
varios segmentos consecutivos. Este esquema, además de proponer una 
definición explicita para la definición de tendencia de proceso, consideraba solo 
la cantidad mínima necesaria para describir de manera adecuada cualquier 
tendencia de proceso industrial. Las primitivas propuestas por los autores se 






Figura 31. Conjunto de primitivas propuestas por Venkatasubramanian et al 
 
Siguiendo la idea de la creación de un banco de formas básicas, Konstantinov y 
Yoshida [94] (1992) propusieron una librería de formas compuestas que 
incluyera tendencias más complejas de proceso. La razón para hacerlo, según 
su análisis, es que estas formas más complejas, en algunos casos, son 




anómalas. La extracción de características se realiza a través de un ajuste de 
polinomios y la relación con la librería de tendencias se realiza a partir de la 
información del polinomio característico. La principal desventaja de esta 
metodología, es precisamente identificar tendencias complejas a partir del 
polinomio de ajuste.  
 
Posteriormente, Bakshi y Stephanopoulos [95] (1994) propusieron un análisis 
multiescalar utilizando la técnica de episodios triangulares, pero aplicándolo a 
las diferentes escalas obtenidas en un análisis de ondoletas (wavelet analysis) 
sobre el conjunto de datos. Las actividades de diagnóstico se hacían a través de 
algoritmos de clasificación basados en arboles de decisión (Decision Threes). 
 
Mah et al [96] (1995) propusieron una técnica denominada Detección en línea de 
tendencias por segmentación lineal (Piecewise Linear Online Trending – PLOT). 
Esta técnica limitaba la aproximación de los datos a segmentos lineales 
utilizando mínimos cuadrados e incluyendo umbrales estadísticos para detección 
de puntos atípicos. Esta es la primera técnica que logra efectivamente 
establecer un marco de referencia para trabajar con la variabilidad del proceso y 
señales con niveles de ruido considerables. 
 
En paralelo, Rengaswamy y Venkatasubramanian [97] (1995) propusieron una 
técnica basada en la definición de primitivas desarrollada previamente por su 
grupo de investigación [93]. La extracción de tendencias se hacía al interior de 
una ventana fija, para su posterior identificación utilizando redes neuronales. El 
hecho de utilizar una ventaja fija, si bien permitía una implementación eficiente 
de la red neuronal, presentaba inconsistencias cuando la falla evolucionada de 
manera incipiente.  
 
Vedam y Venkatasubramanian [98] (1997) propusieron un método adaptativo 
basado en análisis de ondoletas a múltiples escalas para extracción de 
tendencias y plantearon la posibilidad de establecer una interacción automática 
con una base de datos de tendencias, de tal manera que la identificación y 
diagnóstico se realicen de una forma más estructurada. 
 
Dash y Venkatasubramanian [99] (2001) propusieron una parametrización de los 
datos como una secuencia de primitivas determinadas a partir de la bondad de 
ajuste de los datos cuando se comparar el error de ajuste con una estimación de 
la variabilidad de los datos. Esta estimación del nivel de ruido se realiza por 
medio de un análisis de ondoletas.  
 
Finalmente, otros autores han desarrollado técnicas que proveen alternativas 
diferentes a la utilización de un banco de primitivas o formas predeterminadas. 
Villez et al [100] (2013) propusieron una mejora al trabajo propuesto por Dash et 
al. al ajustar los datos a un polinomio de orden superior (Generalized shape 
constrained spline) utilizando el algoritmo “Branch-and-Bound”. Charbonier y 




modificación de sus parámetros de operación de manera automática , 
detectando cambios incipientes y tipo paso escalón de una manera más 
adecuada, basado en un método de identificación de segmentos lineales 
(PLOT). Un resumen más comprensivo incluyendo otras técnicas y algoritmos es 
presentado por Venkatasubramanian et al [102]. 
 
 




Al analizar la variedad de técnicas desarrolladas para la extracción de 
tendencias, encontramos que uno de los enfoques más populares es la 
utilización de polinomios de ajuste [102]. La idea básica atrás de este enfoque se 
sustenta en el teorema de aproximación de Weierstrass [103]; el cual demuestra 
la posibilidad de ajustar cualquier función continua en un intervalo [a,b] tanto 
como se desee, utilizando polinomios de orden superior escogidos de manera 
adecuada. 
 
Ahora bien, en la práctica la implementación de este teorema puede realizarse 
de 2 varias maneras: utilizar todo el conjunto de datos disponible y aproximar un 
polinomio de orden n hasta que el error de ajuste este dentro de los límites 
adecuados, o fijar el orden de aproximación a un orden bajo, digamos orden 2, y 
acotar el intervalo de datos tanto como sea necesario, para obtener un error de 
ajuste dentro de los límites fijados.  
 
Siguiendo el último enfoque, y dando continuidad a su trabajo [99], Dash et al. 
[90, 91] desarrollaron una técnica de extracción e identificación de tendencias 
denominada “interval-halving method”. Esta técnica es usada por el autor como 
técnica de referencia para la extracción de tendencias de proceso y será 
explicada con mayor detalle a continuación. Un diagrama de flujo del algoritmo 
usado por el método de bisección (interval-halving method) se presenta en la 
figura 32.  
 
Inicialmente se tiene un conjunto de datos de interés con su respectivo instante 
de tiempo donde se realizó la toma de datos. De esta manera cada vector 
observación de la matriz posee la estructura ( 𝑡1𝑘, 𝑦(𝑡1𝑘)) . Para obtener un 
estimado del nivel del ruido de la señal, se toma el conjunto de datos y se filtran 
por medio de un análisis de ondoletas. A partir de la diferencia entre la señal 
pura y la señal filtrada se estima la varianza natural del conjunto de datos, 𝜎𝑛𝑜𝑖𝑠𝑒. 
 
Este método identifica tendencias como una secuencia especifica de segmentos 
unimodales de orden 2 (polinomios cuadráticos). El polinomio de menor  orden – 
entre un ajuste constante, lineal o cuadrático – cuyo error de ajuste sea 




Fisher) es utilizado para representar el segmento bajo evaluación. Es decir, en 
primera instancia se prueba un ajuste constante para el segmento evaluado; si el 
error de ajuste es significativo, se aumenta el orden del polinomio de 
aproximación a orden 1, hasta que se obtenga un error de ajuste no significativo.  
 
En dado caso, que incluso un polinomio cuadrático posea un error de ajuste 
significativo en comparación a 𝜎𝑛𝑜𝑖𝑠𝑒, el procedimiento indica que el segmento de 
análisis es dividido a la mitad, y se repite el procedimiento al paquete recortado 
de datos. Posteriormente, un ajuste polinomial con restricciones (constrained 
polynomial fit)  es realizado entre dos segmentos consecutivos para garantizar la 
continuidad de las funciones de aproximación.  
 
Además, una metodología de detección de puntos atípicos es aplicada sobre los 
datos ajustados para identificar saltos o dinámicas tipo paso escalón en la señal 
analizada. Finalmente, este procedimiento se aplica de manera recursiva hasta 









El resultado de la aplicación de esta técnica sobre un conjunto de datos se 
ilustra en la figura 33. Para obtener los pormenores de la implementación de 
este algoritmo, incluyendo los parámetros de ajuste y sintonía e indicadores de 
desempeño, se recomienda al lector remitirse a las referencias [90, 91, 99].  
 
Figura 33. Aplicación del método de bisección para extracción de tendencias sobre una 
señal gaussiana 
 
2.3.3 DETECCIÓN EN LÍNEA DE FALLAS USANDO EL MÉTODO DE 
BISECCIÓN 
 
Para la implementación del algoritmo de bisección en actividades de detección 
en línea, debe realizarse una pequeña modificación. Esto es consecuencia de la 
disponibilidad de nueva información recolectada, de tal manera que el conjunto 
de datos crece a cada instante de tiempo. Dash et al. [104] complementan esta 
técnica proponiendo la implementación de este algoritmo sobre una ventana 
móvil adaptativa, que contiene tanto datos ya procesados como las nuevas 
observaciones.  
 
Además, estos autores proponen la implementación de un sistema de 
identificación y diagnóstico basado en la tendencia que describen los diferentes 
sensores al presentarse una falla en particular [105]. Una vez identificadas las 
tendencias de cada sensor, se calcula un coeficiente de similitud entre las 
diferentes señales y los comportamientos tipificados para las fallas. La falla que 




3 DISEÑO DE UNA ESTRATEGIA DE DETECCIÓN DE 
FALLAS QUE INCORPORE ANÁLISIS DE 
TENDENCIA DE COMPONENTES PRINCIPALES Y 
ESTADÍSTICOS DE PRUEBA 
 
Hasta este punto se han planteado los conceptos básicos de un amplio espectro 
de técnicas de detección de fallas y se ha resumido con detalle las principales 
características de las técnicas basadas en datos históricos, con especial 
atención en PCA y DPCA, al ser referencia en el desarrollo de esta 
investigación. 
 
Como se adelantó en la sección 1.3., el objetivo general consiste en la 
incorporación de la dinámica del proceso dentro del estadístico de prueba. Para 
su consecución, la estrategia  de detección de fallas se ha dividido en dos 
frentes de trabajo: 1) Inclusión de variables que agreguen información dinámica 
del proceso a la matriz de observaciones, y 2) Desarrollo de un estadístico 
dinámico basado en la tendencia del estadístico de prueba. Las metodologías 
utilizadas en cada frente de trabajo se resumen en la figura 34.  
 
 
Figura 34. Metodologías aplicadas para el desarrollo de las técnicas propuestas 
 
A continuación se presenta una descripción detallada del trabajo realizado por el 




3.1 INCLUSIÓN DE VARIABLES CON INFORMACIÓN DINÁMICA 
EN LA MATRIZ DE OBSERVACIONES 
 
La incorporación de conceptos relacionados con análisis cualitativo de 
tendencias en técnicas de detección de fallas ha despertado un gran interés en 
la búsqueda de variables que puedan condensar la información relevante del 
proceso. En las siguientes secciones se describen las actividades realizadas en 
cada uno de los pasos descritos en la metodología para este frente de trabajo en 
particular. 
3.1.1 DISEÑO CONCEPTUAL - SELECCIÓN DE VARIABLES CANDIDATAS 
PARA ADICIÓN A LA MATRIZ DE OBSERVACIONES  
 
La razón principal para la identificación de nuevas variables con igual o mayor 
contenido de información del sistema radica en que la aplicación en tiempo real 
de los procedimientos de análisis cualitativo de tendencias a cada una de las 
variables del proceso no resulta computacionalmente viable, especialmente para 
procesos a gran escala [106].  
 
Maurya et al. han propuesto la utilización de los componentes principales como 
variables de observación en métodos QTA aplicados posteriormente de una 
caracterización por PCA [107]. El marco conceptual de su investigación se basa 
en la siguiente premisa: si los sensores describen un comportamiento particular 
ante la presencia de una falla en el sistema, esto provocará tendencias igual de 
marcadas e identificables en los componentes principales. Este concepto, pese 
a estar sustentado en el modelo matemático de PCA, ha sido poco explorado y 
su utilización ha sido limitada en aplicaciones de detección y diagnóstico. 
 
Diversos análisis realizados por el autor sobre los casos estudio descritos en 
este documento confirman las ventajas de realizar un análisis sobre los 
componentes principales, pues se ha observado cómo reaccionan de manera 
diferenciada ante la introducción de fallas en el proceso. Esencialmente se 
busca tomar ventaja del impacto particular que tenga una perturbación en cada 
uno de los componentes principales, detectando la falla aun si solo afecta a 
alguno de ellos. 
 
El acercamiento en este punto es similar al desarrollado en DPCA por Ku et al. 
al agregar variables adicionales a la matriz de observaciones 𝑋 . Se han 
seleccionado los componentes principales como variables base de interés, y a 
partir de ellas utilizar variables derivadas que incluyan información temporal. Las 
alternativas a evaluar son las siguientes:  
 
 Adición de los estadísticos EWMA de cada componente principal. 





El resultado esperado es mantener la sensibilidad obtenida por Ku et al. para 
cambios en la media, con una tasa de falsas alarmas comparable, sin aumentar 
excesivamente el número de variables en la matriz de observaciones y 
mejorando el desempeño ante perturbaciones incipientes. Para evaluar el 
rendimiento de las alternativas propuestas, se ha replicado los casos 2 y 3 del 
caso estudio descrito en la sección 2.2.5. 
 
3.1.2 DESARROLLO DE ALGORITMOS PARA INTEGRACIÓN DE VARIABLES 
CON PCA CONVENCIONAL 
 
A continuación se presenta una descripción de los algoritmos desarrollados para 
cada una de las alternativas propuestas. Se destaca la  presentación de la 
estructura extendida de la matriz de observaciones y un diagrama de flujo de 
operaciones de las técnicas propuestas.  
 
3.1.2.1 Adición de estadístico EWMA de componentes principales 
a PCA convencional 
 
Como se mencionó en la sección 2.1.3., un aspecto interesante del estadístico 
EWMA es la inclusión de la información de varios instantes de tiempo en el 
cálculo respectivo. Esta especie de ponderación temporal la convierte en una 
herramienta útil, incorporando información dinámica condensada en un único 
estadístico de prueba. De esta manera, se propone agregar los estadísticos 
EWMA de cada componente principal a la matriz de observaciones. Esta 
alternativa será referida de aquí en adelante como EWPCA. 
 
Inicialmente se realiza una caracterización PCA fuera de línea al conjunto de 
datos de entrenamiento, tal como se describe en la figura 24. De las variables de 
salida obtenidas en esta primera caracterización, se descartan los umbrales de 
detección para ambos estadísticos. El resto de variables serán utilizadas 
posteriormente tanto en las actividades en y fuera de línea. 
 
La matriz de observaciones 𝑋 es rotada utilizando la matriz de autovectores 𝑃 
para obtener el conjunto de variables independientes 𝑌 . Se seleccionan las 
primeras 𝑎  variables – componentes principales – y se construye una matriz 
recortada de observaciones independientes 𝑌𝑎 . Cada columna alberga una 
variable independiente 𝑦𝑖 con media 0 varianza 𝜆𝑖, obtenida a partir de la matriz 
de autovalores principales, Λa. 
 
Esta información se utiliza para calcular el estadístico EWMA a cada 
observación de cada variable 𝑦𝑖  , de tal manera que se obtenga un vector 𝑧𝑖 que 
contiene el estadístico EWMA correspondiente. Los vectores de observaciones 






𝑥11 𝑥12 … 𝑥1𝑚 𝑧11 𝑧12 … 𝑧1𝑎
𝑥21 𝑥22 … 𝑥2𝑚 𝑧21 𝑧22 … 𝑧2𝑎
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮
𝑥𝑛1 𝑥𝑛2 … 𝑥𝑛𝑚 𝑧𝑛1 𝑧𝑛2 … 𝑧𝑛𝑎
] 
 
Finalmente, se ejecuta una segunda caracterización PCA fuera de línea con la 
nueva matriz 𝑋𝑤 ; al ser la caracterización final, todas las variables de salida 
serán utilizadas posteriormente, por lo tanto se conservan los umbrales de 
detección y todas las matrices y parámetros estadísticos de interés. El 
procedimiento de reducción dimensional para cada una de las etapas de 
caracterización PCA se realiza utilizando el método de análisis paralelo. 
 
Dada una observación en línea, se autoescala teniendo en cuenta los 
parámetros estadísticos obtenidos en la primera caracterización PCA. Utilizando 
los parámetros restantes de dicha caracterización, se transforma y se obtienen 
los estadísticos EWMA correspondientes. Una vez ejecutada la operación de 
concatenación, la nueva observación 𝑥𝑤  es utilizada para calcular los 
estadísticos 𝑇2  y 𝑄 , empleando los parámetros estadísticos de la segunda 
caracterización PCA.  
 
Los umbrales de detección corresponden a los calculados en la segunda 
caracterización; a partir de la comparación correspondiente, se generan las 
alarmas si existiera alguna violación. El diagrama de flujo de operaciones 
correspondiente a esta alternativa se ilustra en la figura 35. Como anotación 
complementaria, el bloque operacional “PCA Offline” hace referencia a todas las 
operaciones fuera de línea descritas en la figura 24, mientras que el bloque 
operacional “X + EWMA PC’s” comprende las operaciones de rotación, 
reducción dimensional, cálculo de EWMA y concatenación señalados en las 
operaciones fuera de línea.  
 




3.1.2.2 Adición de derivadas de los componentes principales a 
PCA convencional 
 
Incorporar la tendencia dinámica del proceso implica extraer el cambio que 
existe en las diferentes variables en el tiempo y transformarlo en información 
estadística. Esta idea abre la posibilidad de utilizar la derivada de los 
componentes principales y adicionarla a la matriz de observaciones. Esta 
alternativa será referida de aquí en adelante como DVPCA. 
 
Inicialmente se realiza una caracterización PCA fuera de línea al conjunto de 
datos de entrenamiento, tal como se describe en la figura 24. De las variables de 
salida obtenidas en esta primera caracterización, se descartan los umbrales de 
detección para ambos estadísticos, mientras que el resto de variables serán 
utilizadas posteriormente tanto en las actividades en y fuera de línea.  
 
La matriz de observaciones 𝑋 es rotada utilizando la matriz de autovectores 𝑃 
para obtener el conjunto de variables independientes 𝑌 . Se seleccionan las 
primeras 𝑎  variables – componentes principales – y se construye una matriz 
recortada de observaciones independientes 𝑌𝑎 . El concepto detrás de esta 
alternativa consiste en calcular la derivada de cada variable 𝑦𝑖 e incluirla en la 
matriz de observaciones original.  
 
Dado que lo único que se posee en este punto es un conjunto de datos que 
inicialmente no están asociados a alguna función específica, el cálculo de la 
derivada debe realizarse utilizando algún método numérico. Métodos numéricos 
basados en series de Taylor proveen una buena solución al cálculo de la 
derivada, sin embargo el carácter ruidoso de las señales produce magnitudes 
desproporcionadas que no describen adecuadamente la tendencia dinámica de 
los datos, y producen resultados confusos en etapas de identificación y 
diagnóstico.  
 
Por lo tanto, una vez se tienen los componentes principales del conjunto de 
datos de entrenamiento, se procede a calcular la derivada a partir del análisis 
cualitativo de tendencias descrito en la sección 2.3.2. La derivada se calculará 
dos veces de manera independiente a partir del conjunto de datos filtrado 
utilizando el método de ondoletas (wavelets) usando un método compacto 
basado en series de Taylor (Anexo 4), y a partir de los polinomios de 
aproximación usando el método de bisección.  
 
Existe una razón importante para incluir métodos redundantes para el cálculo de 
la derivada de los componentes principales. El conjunto de datos que se 
analizan en la etapa fuera de línea provienen de la condición normal de 
operación, por lo tanto las variables oscilan alrededor de valores fijos. Una 
extracción perfecta de esta condición implicaría que el método de bisección 
arroje una primitiva “A” para todo el conjunto, y su derivada lógicamente 




Agregar un vector nulo a la matriz de observaciones 𝑋  sería totalmente 
contraproducente, pues provocaría problemas de singularidad y resultados 
erróneos en la operación de descomposición espectral en el algoritmo de PCA. 
Para estos casos, la experiencia demuestra que el filtro proporcionado por el 
análisis de ondoletas logra deshacerse adecuadamente de la variación natural 
sin presentar este tipo de inconvenientes en las operaciones posteriores. Un 
ejemplo de este fenómeno se ilustra en la figura 36. 
 
Figura 36. Extracción de tendencias sobre un conjunto de datos en estado estable 
 
Ambos vectores de derivadas son comparados y se selecciona la mejor solución 
de acuerdo a varianza estadística, presencia de datos atípicos, entre otros 
factores. Este proceso puede automatizarse creando una función objetivo y 
seleccionando la solución que mejor se desempeñe para cada componente 
principal. Una vez seleccionado el vector de derivadas por componente principal, 
se concatena con la matriz de observaciones original 𝑋 , creando una nueva 
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A partir de la matriz 𝑋𝐷 se realiza una segunda caracterización PCA fuera de 
línea, conservando todas las variables de salida para ejecutar las operaciones 
en línea. Como información adicional, el procedimiento de reducción dimensional 
para cada una de las etapas de caracterización PCA se realiza utilizando el 




Dada una nueva observación (en línea), se autoescala teniendo en cuenta los 
parámetros estadísticos obtenidos en la primera caracterización PCA y se aplica  
la técnica de bisección para monitoreo en línea. Al seleccionar el valor de las 
derivadas, se concatena el vector de observación 𝑥𝐷, y se procede a calcular los 
estadísticos 𝑇2  y 𝑄 , utilizando los parámetros estadísticos de la segunda 
caracterización PCA.  
 
A partir de la comparación correspondiente, se generan las alarmas si existiera 
alguna violación. El diagrama de flujo de operaciones correspondiente a esta 
alternativa se ilustra en la figura 37. Como anotación complementaria, el bloque 
operacional “PCA Offline” hace referencia a todas las operaciones fuera de línea 
descritas en la figura 24, mientras el bloque “Derivate Calculation” presente en la 
etapa en línea corresponde a las operaciones comprendidas entre la rotación y 





Figura 37. Diagrama operaciones alternativa DVPCA 
 
 
3.1.3 EVALUACIÓN DE DESEMPEÑO SOBRE CASO ESTUDIO I 
 
Una vez desarrollados los algoritmos de las alternativas propuestas, se procede 
a realizar una evaluación de su desempeño respecto a las técnicas de 
referencia. A continuación se resumen los resultados para los casos evaluados 
tomando como referencia los casos 2 y 3 de la sección 2.2.5. Se desea evaluar 
la respuesta de las alternativas ante el escenario favorable (caso 2) y 








3.1.3.1 Evaluación alternativa EWPCA 
 
 Caso 1: Paso escalón en 𝒘𝟏 – magnitud: +0.5 @ t=30 min  
 
En la figura 38a, 38b y 38c observamos las gráficas que describen la 
caracterización fuera de línea. Las figuras 38a y 38c muestran los resultados de 
la reducción dimensional, mientras que en la figura 38b, se puede observar el 
valor del estadístico EWMA para cada componente principal en el conjunto de 
datos de entrenamiento. Las figuras 38d a 38g ilustran los resultados de EWPCA 
y DPCA para esta caso en particular. 
 
   





Figura 38. Resultados evaluación EWPCA Caso 1: a) Reducción dimensional PCA I, b) 
Estadístico EWMA a componentes principales, c) Reducción dimensional PCA II, d) 
EWPCA – T2, e) EWPCA – Q, f) DPCA – T2, g) DPCA – Q 
 























































































































Al comparar la figura 38a con 38c, vemos como la inclusión de estas nuevas 
variables tiene un efecto positivo sobre los autovalores de la segunda 
caracterización, no solo porque aumentan su valor – sinónimo de adición de 
información relevante, sino porque incrementan la diferencia entre el subespacio 
de variación sistémica y el subespacio residual. 
 
Al analizar las figuras 38d y 38e, observamos que  comportamiento de ambos 
estadísticos de prueba es el esperado, detectando la falla de manera casi 
instantánea. Al comparar los resultados con DPCA (38f y 38g), se observa una 
mejoría en la tasa de omisión en la detección (error tipo II), especialmente para 
𝑇2, no obstante la variación alrededor del valor medio de la falla es comparable 
para ambos ambas técnicas. La tasa de falsas alarmas está acotada en el 
umbral de 5% teórico, fijado con el nivel de significancia de 𝛼.  
 
Concluimos que la adición de la media móvil de los componentes principales a la 
matriz de observaciones logra tener tanta sensibilidad como la técnica de 
referencia. Aunque la evaluación de la complejidad computacional excede los 
alcances de esta investigación, se esperaría un consumo menor de recursos al 
utilizar estas variables, cuando se compara con la construcción de matrices 
hankelianas con varios tiempos de retraso, especialmente por la reducción 
dimensional de las matrices involucradas en las diferentes operaciones.  
 
 
 Caso 2: Rampa en 𝒘𝟏 - magnitud: +0.001/min @ t= 30 min 
 
El caso anterior tenía como objetivo evaluar el comportamiento de la técnica 
desarrollada en comparación a DPCA ante un cambio tipo paso escalón de baja 
magnitud, donde se ha demostrado que DPCA tiene ventajas sobre PCA, 
obteniéndose con EWPCA resultados comparables y algunas mejoras 
específicas.  
 
Sin embargo, el objetivo de esta investigación radica en la incorporación de 
tendencias de proceso, entendidas como un desarrollo paulatino de la condición 
anómala de operación, desarrollando técnicas que identifiquen la tendencia y 
emitan una alarma de manera anticipada. Por lo tanto, el desempeño de ambas 
técnicas en este caso estudio tiene mayor trascendencia en la evaluación 
general. 
 
En la figura 39a, 39b y 39c observamos las gráficas que describen la 
caracterización fuera de línea. Las figuras 39a y 39c muestran los resultados de 
la reducción dimensional, mientras que en la figura 39b, se puede observar el 
valor del estadístico EWMA para cada componente principal del conjunto de 
datos de entrenamiento. Las figuras 39d a 39g ilustran los resultados de EWPCA 






   





Figura 39. Resultados evaluación EWPCA Caso 2: a) Reducción dimensional PCA I, b) 
Estadístico EWMA a componentes principales, c) Reducción dimensional PCA II, d) 
EWPCA – T2, e) EWPCA – Q, f) DPCA – T2, g) DPCA – Q 
 
Como se observó en el caso 3 de la sección 2.2.5, DPCA no tiene un 
desempeño adecuado para este tipo de dinámica, pues no logra incorporar 
efectivamente tendencias producto de cambios incipientes en la magnitud de las 
perturbaciones (Figuras 39f y 39g). Sin embargo, con solo una inspección visual 
se observa la mejoría que provee EWPCA para este caso estudio. 
 






















































































































Al analizar las figuras 39d y 39e, se puede observar como ambos estadísticos de 
prueba detectan e incorporan la tendencia, adoptando su comportamiento 
creciente. Al comparar los resultados con DPCA, se evidencia un ligero adelanto 
en el tiempo de detección de la falla basado en el estadístico 𝑇2, y un adelanto 
significativo en 𝑄 . Observamos además, una gran diferencia en el 
comportamiento del estadístico 𝑄  en la vecindad de la falla, donde para la 
técnica DPCA la probabilidad de error tipo II es cercana a 0.5.  
 
A partir de estos resultados, se ha demostrado la superioridad de la alternativa 
propuesta sobre la técnica de referencia, sin embargo surge un interrogante en 
este punto: Si técnicas como la EWMA han sido típicamente utilizadas 
directamente sobre el estadístico multivariable 𝑇2, ¿Existe alguna mejora con 
este planteamiento en comparación a la aplicación de la media móvil 
directamente sobre el estadístico multivariable? 
 
Para ello se ha tomado el mismo conjunto de datos en línea, y a partir del 
estadístico de Hotelling 𝑇2 , se ha construido la carta de control EWMA. El 
comportamiento del estadístico Z para el conjunto de datos del caso 2 se ilustra 
en la figura 40 para dos condiciones paramétricas diferentes.  
 
En general se puede concluir que la estructura matemática que soporta el 
cálculo del estadístico Z, le permite detectar e incorporar tendencias incipientes 
y proporcionar un efecto de suavizado. Además, se logra observar como el 
estadístico adopta la tendencia creciente de la perturbación, aunque no se 
observa una mejoría en el tiempo de detección de la falla en comparación a la 




Figura 40. Comportamiento estadístico EWMA: a) λ=0.4 , b) λ=0.01 
 
Finalmente, es deseable evaluar la variación del desempeño de la técnica al 
modificar los valores de los parámetros. Cuando comparamos el 
comportamiento de las condiciones paramétricas ilustradas en 40a y 40b, 
difícilmente se obtiene una diferencia en el tiempo de detección; de hecho la 
principal diferencia se observa en los umbrales de control. 














































Sin embargo, al realizar este análisis sobre la alternativa descrita en esta 
sección, se obtiene una variación significativa en el tiempo de detección de la 
falla al modificar los parámetros para el cálculo del estadístico EWMA. Esta 
condición permitiría realizar actividades de optimización y sintonización, 
logrando el balance deseado entre las actividades mantenimiento predictivo y 
correctivo que se desencadenan a partir del procedimiento de monitoreo. 
 
3.1.3.2 Evaluación alternativa DVPCA 
 
 Caso 1: Paso escalón en 𝒘𝟏 – magnitud: +0.5 @ t=30 min  
 
En la figura 41a a 41f observamos las gráficas que describen la caracterización 
fuera de línea. La figura 41a muestra el resultado de la primera reducción 
dimensional inicial; en las figuras 41b y 41c se puede observar el análisis de 
tendencias utilizando el método de bisección sobre los dos componentes 
principales seleccionados, mientras que en las figuras 41d y 41e observamos las 
derivadas de los componentes principales obtenidas por el filtro de ondoletas 
(wavelets) y por los polinomios de ajuste del método de bisección. 
 
Al comparar la figura 41a con 41f, vemos como la inclusión de estas nuevas 
variables tiene un efecto positivo sobre los autovalores de la segunda 
caracterización, evidenciado en el incremento de la diferencia entre el 
subespacio de variación sistémica y el subespacio residual. No obstante, la 
adición de información a los componentes principales no parecer ser tan 
significativa como la obtenida en EWPCA. 
 
   
a) b) c) 
   
d) e) f) 
Figura 41. Resultados evaluación DVPCA Caso 1: a) Reducción dimensional PCA I, b) 
Extracción de tendencias PC 1, c) Extracción de tendencias PC 2, d) Derivadas PC 1, e) 








Figura 41 (continuación). Resultados evaluación DVPCA Caso 1:  g) DVPCA – T2, h) 
DVPCA – Q, i) DPCA – T2, j) DPCA – Q  
 
El comportamiento que presenta la alternativa DVPCA es comparable al 
observado en la técnica de referencia. Ambos estadísticos reaccionan de 
manera instantánea al paso escalón en la perturbación, y su sensibilidad a bajas 
magnitudes es notoria especialmente para el estadístico 𝑄, donde se observa 
claramente como se sobrepasa el umbral de control sin tendencias de retorno. 
No es el caso del estadístico 𝑇2, donde en ambos casos observamos bastantes 
omisiones en la detección, siendo más grave esta condición para DVPCA. La 
tasa de falsas alarmas está acotada por el nivel de significancia 𝛼 para ambas 
técnicas.  
 
 Caso 2: Rampa en 𝒘𝟏 - magnitud: +0.001/min @ t= 30 min 
 
Al igual que en el caso 1, las gráficas 42a a 42f describen las caracterizaciones 
realizadas fuera de línea. Las gráficas 42b y 42c muestran en análisis de 
tendencias de los dos componentes principales y las gráficas 42d y 42e ilustran 
el cálculo de las derivadas a partir de dicho análisis. De nuevo observamos 
cómo para este caso, se evidencia la adición de información a los componentes 
principales cuando comparamos las gráficas 42a y 42f, no obstante su 
incremento no es tan significativo cuando es comparado con el agregado por 
EWPCA. 
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Figura 42. Resultados evaluación DVPCA Caso 1: a) Reducción dimensional PCA I, b) 
Extracción de tendencias PC 1, c) Extracción de tendencias PC 2, d) Derivadas PC 1, e) 
Derivadas PC 2, f) Reducción dimensional PCA II, g) DVPCA – T2, h) DVPCA – Q, i) DPCA – 
T2, j) DPCA – Q 


















































































































Cuando se compara el desempeño de la alternativa propuesta (Figura 42g y 
42h) con la técnica de referencia (42i y 42j), existe escasa evidencia de una 
mejoría en la mayoría de parámetros de comparación. DPCA logra detectar la 
falla antes que DVPCA, especialmente tomando como referencia al estadístico 
𝑇2 . En términos de falsas alarmas ambas técnicas se comportan cual lo 
esperado para ambos estadísticos de prueba, siendo acotados por el nivel de 
significancia 𝛼. 
 
Para el estadístico 𝑇2, el desempeño de DVPCA en cuanto a la tasa omisiones 
en la detección es especialmente pobre, aunque DPCA no ofrezca un panorama 
más prometedor. Sin embargo, tomando como referencia al estadístico 𝑄 , el 
panorama cambia totalmente, donde es DVPCA quien presenta un 
comportamiento más prolijo con menos omisiones en la detección y presentando 
una tendencia sin retorno una vez sobrepasa el umbral de control.  
 
3.1.4 SELECCIÓN FINAL DE VARIABLES 
 
En la sección anterior se presentó la evaluación de ambas técnicas propuestas 
ante los diferentes casos estudio de interés en el desarrollo de esta 
investigación. Tomando como base este análisis, procederemos a resumir las 
ventajas y desventajas que cada técnica propuesta posee y el escenario más 
factible para su uso. 
 
La adición del estadístico EWMA de los componentes principales a la matriz de 
observaciones exhibe resultados importantes en cuanto a la anticipación de la 
falla, disminución de la tasa de omisión en la detección una vez desarrollada la 
falla, y otras características cualitativas como la incorporación de la tendencia 
del proceso en el estadístico, cuando se compara con la técnica de referencia. 
Otros parámetros como la tasa de falsas alarmas se mantuvieron acordes a la 
teoría de detección de fallas. 
 
Por otra parte, la adición de las derivadas de la tendencia de los componentes 
principales presenta unos matices que se deben analizar con detenimiento. Si 
bien el desempeño no es en exceso mejor que DPCA, en cuanto a que no 
presenta una anticipación en la detección de la falla, características como el 
suavizado de los datos, la incorporaciones de la tendencia, la baja tasa de falsas 
alarmas, y especialmente el comportamiento sin retorno que exhibe una vez 
sobrepasa el umbral por primera vez, son altamente deseables en un estadístico 
multivariables de detección de fallas.  
 
De acuerdo al análisis realizado por el autor, la principal desventaja que posee la 
técnica DVPCA es su complejidad computacional y cierta sensibilidad a grandes 
cambios en las características de las variaciones naturales (ruido) de los datos. 
El método de bisección para extracción de tendencias realiza múltiples 





Por lo expuesto anteriormente, el autor recomienda la técnica EWPCA como la 
mejor opción para extender la matriz de observaciones agregando variables 
derivadas de los componentes principales. La técnica DVPCA debe seguir 
siendo desarrollada para mejorar las falencias identificadas, sobretodo 
adaptando su implementación a procesos con frecuentas de muestreo bajas 
(minutos), de tal manera que la limitación de cálculo computacional no sea el 
cuello de botella en la estrategia de detección de fallas. 
 
3.1.5 OPTIMIZACIÓN DE LOS PARÁMETROS EWPCA 
 
Como se mencionó al final de la sección 3.1.3.1., se ha observado como la 
variación de los parámetros de sintonización de técnica EWMA afecta la 
respuesta obtenida por la técnica EWPCA propuesta. Esto nos motiva a obtener 
los valores de L y 𝜆 (parámetros de EWMA) que minimicen la tasa de falsas 
alarmas y maximicen el tiempo de anticipación a la falla del estadístico de 
Hotelling T2, dada la estructura operacional de EWPCA. 
 
De esta manera se plantea analizar el comportamiento de estas variables de 
respuesta a través de un conjunto de experimentos organizados en dos pasos, 
desarrollando relaciones con variables que puedan ser cuantificadas a partir de 
un conocimiento no tan extenso del proceso. 
 
3.1.5.1 Diseño del experimento 
 
Como se mencionó anteriormente, se plantea la optimización de dos variables 
de respuesta a partir de unas características generales de proceso. Para ello, se 
plantea la realización de dos experimentos en paralelo: Un experimento base de 
optimización que, dados unos parámetros de proceso, determinará la 
combinación de parámetros L y 𝜆 que optimice la tasa de falsas alarmas y el 
tiempo de anticipación a la falla. El segundo experimento relacionará los valores 
óptimos con la variación de los parámetros de proceso. 
 
Para el experimento base de optimización se escoge un diseño central 
compuesto con dos réplicas, ideal para evaluar significancia y curvatura en la 
región de experimentación. Como experimento superior, se escoge un 
experimento factorial 3𝑘 con una sola réplica, para un total de 702 condiciones 
experimentales evaluadas en todo el proceso de optimización.  
 
Los parámetros de proceso escogidos son el número de variables, al ser 
cuantitativamente equivalente a la variación total de las variables no 
correlacionadas [108, 109], el número de componentes principales y el 
porcentaje de variación que estos explican del total. Se incluyen diferentes 
magnitudes en la dinámica de la perturbación como variable generadora de 
bloques. Una descripción detallada de cada uno de los experimentos se resume 









Valor de 𝜆 0.154 0.846 
Valor de 𝐿 1.586 4.414 
VARIABLES DE 
RESPUESTA 
1. Tasa de falsas alarmas 
2. Tiempo de anticipación a la falla 
RÉPLICAS 1 
BLOQUE NO 
DESCRIPCIÓN Diseño central compuesto con 4 réplicas de punto central 





BAJO MEDIO ALTO 
Varianza total de las variables  no 
correlacionadas (número de variables)  
[ m ] 
15 31 55 
Número de componentes principales [a] 2 6 10 
Varianza total explicada por los 
componentes principales [%𝜎𝑇] 
75 85 95 
VARIABLES DE RESPUESTA 
1. 𝜆 óptimo 




BAJO MEDIO ALTO 
Fracción de cambio en la media de los 
componentes principales [fcpc] 
{desviación estándar./ iteración} 
0.001 0.003 0.005 
DESCRIPCIÓN Experimento factorial 3𝑘 con 3 bloques 
Tabla 3. Descripción de experimento superior 
 
 




El proceso de experimentación consiste en la generación de datos a partir de los 
parámetros de proceso (𝑚, 𝑎,%𝜎𝑇 ), donde se construye una estructura de 
variables no correlacionadas determinada con desviaciones estándar fijadas a 
partir del cálculo de los autovalores principales y autovalores del espacio 
residual. Los autovalores principales tienen una distribución proporcional, 
mientras que los autovalores residuales tienen un valor constante. Las 
observaciones de cada variable no correlacionada se calculan a partir de una 
distribución normal con media 0 y varianza 𝜆𝑖. Sin pérdida a la generalidad, se 
construyó la matriz 𝑌 con 7000 observaciones.  
 
Por otra parte, se toma una matriz aleatoria 𝑋𝑟𝑎𝑛 del mismo tamaño y se realiza 
una descomposición espectral para calcular una matriz de autovectores 𝑉 . A 
partir de esta matriz, y la matriz de variables independientes 𝑌, se reconstruye 
una matriz de observaciones 𝑋. Los algoritmos de EWPCA y DPCA fuera de 
línea se ejecutan con base en esta matriz, y se calculan los valores los 
parámetros estadísticos correspondientes. El proceso de generación de la matriz 
se repite, esta vez para crear una matriz de observaciones en línea 𝑋𝑜𝑛. 
 
Posteriormente, se ejecutan los algoritmos en línea de ambas técnicas y se 
calculan los estadísticos de prueba. Se calculan los tiempos de detección de la 
falla con base en un análisis de tendencias para los estadísticos, para 
posteriormente calcular el tiempo de anticipación de la falla (EWPCA sobre 
DPCA). Se escoge el mayor tiempo de anticipación entre los dos estadísticos.  
 
Finalmente, se realiza una optimización para encontrar los parámetros EWMA 
que mejor desempeño ofrezcan para las condiciones de proceso y se realiza un 
análisis de tasa de falsas alarmas para EWPCA y DPCA. Un diagrama de flujo 
que describe las operaciones del diseño de experimento se presenta en la figura  
44.  
 




3.1.5.2 Resultados del experimento 
 
A modo de ejemplo, se describen los resultados para una condición 
experimental del diseño superior, correspondiente a 33 variables, 10 
componentes principales explicando el 95% de la varianza total. La fracción de 
cambio de los componentes principales en el conjunto de datos en línea es 
0.001 desviaciones estándar por iteración. Los resultados de ambas réplicas 
para el diseño base de optimización se tabulan en la tabla 4. 
 
R1 R2 
λ L Δta T.F.A λ L Δta T.F.A 
0.5 3 20 4.38 0.5 3 7 5.10 
0.5 3 8 5.14 0.5 3 22 4.62 
0.154 1.586 180 4.95 0.154 1.586 144 4.67 
0.01 3 462 2.86 0.01 3 544 3.24 
0.154 4.414 200 5.81 0.154 4.414 115 5.29 
0.99 3 -153 4.67 0.5 1 25 5.19 
0.5 3 4 4.48 0.5 3 43 4.76 
0.5 3 0 4.10 0.5 3 -5 5.00 
0.5 3 25 4.00 0.5 3 2 5.05 
0.5 3 19 5.19 0.5 3 0 4.90 
0.846 1.586 -83 4.95 0.846 1.586 -106 5.57 
0.5 1 21 4.90 0.99 3 -244 5.43 
0.846 4.414 -163 5.76 0.846 4.414 -68 4.81 
0.5 5 4 5.19 0.5 5 8 5.10 
0.5 3 16 4.38 0.5 3 -14 4.43 
0.5 3 5 5.24 0.5 3 5 5.24 
Tabla 4. Resultados de experimento base de optimización 
 
El análisis de varianza correspondiente se describe en la tabla 5. De acuerdo al 
ANOVA, para las condiciones del experimento superior, los factores 𝜆  y 𝜆 









F ratio Valor P 
𝜆 578794.0 1 578794.0 686.40 0.0000 
𝐿 613.6 1 613.6 0.73 0.4024 
𝜆𝜆 52383.7 1 52383.7 62.12 0.0000 
𝜆𝐿 136.1 1 136.1 0.16 0.6919 
𝐿𝐿 2173.9 1 2173.9 2.58 0.1220 
LoF 66038.0 3 22012.7 26.11 0.0000 
Error 19394.4 23 843.2 
  
Total 719533.8 31 
   




Por otra parte, para la tasa de falsas alarmas, el análisis de varianza concluye 
que los factores 𝜆  y 𝐿  cuadrático, son significativos en este caso puntual. El 
análisis de varianza correspondiente se describe en la tabla 6. Se explora 
únicamente la relación 𝜆𝐿 para reducir la complejidad del modelo de regresión 









F ratio Valor P 
𝜆 2.270 1 2.270 13.74 0.0012 
𝐿 0.205 1 0.205 1.24 0.2763 
𝜆𝜆 0.559 1 0.559 3.38 0.0788 
𝜆𝐿 0.256 1 0.256 1.55 0.2261 
𝐿𝐿 1.802 1 1.802 10.91 0.0031 
LoF 3.554 3 1.185 7.17 0.0014 
Error 3.799 23 0.165 
  
Total 12.4 31 
   
Tabla 6. Tabla ANOVA experimento base optimización – Tasa de falsas alarmas 
 
Una vez determinados los factores significativos para las variaciones en ambas 
variables de respuesta, procedemos a realizar una serie de regresiones en la 
región de experimentación para determinar el valor óptimo de cada parámetro 
EWMA.  
 
Valor 𝝀 óptimo – Tiempo de anticipación  
 
En la tabla 7 se describe el análisis de varianza del modelo de regresión 













F ratio Valor P 
Regresión 631509.2 2 315754.60 104.03 5.88E-14 
Residual 88024.5 29 3035.33 
  
Total 719533.7 31 
   
Tabla 7. Tabla ANOVA modelo de regresión – tiempo de anticipación 
 
El análisis sobre la significancia de los coeficientes del modelo de regresión se 




Coeficiente Valor P 
𝛽0 Intercepto 398.03 1.85E-13 
𝛽1 A -1026.78 2.60E-09 
𝛽2 AA 477.35 2.68E-04 





La ecuación de ajuste con un coeficiente de ajuste 𝑅2 ajustado de 0.87 es: 
 
∆𝑡𝑎(𝜆) = 477.35 𝜆
2 − 1026.78 𝜆 + 398.03 
 




Figura 45. Gráfica residuales: a) Factor λ, b) Factor λ2 
 
Para determinar el valor de 𝜆 óptimo sobre el dominio de experimentación se 
procede por inspección visual observando la gráfica que describe a la ecuación 
ajustada. Para el caso particular analizado, la ecuación se ilustra en la figura 46. 
 




El valor que maximiza el tiempo de anticipación para las variables significativas, 
y de acuerdo al modelo de regresión en la región de experimentación es 
 
𝜆 = 0.01 
 
Valor 𝝀 y L óptimo – Tasa de falsas alarmas 
 
En la tabla 9 se describe el análisis de varianza del modelo de regresión 













F ratio Valor P 
Regresión 4.29 3 1.43 4.90 0.0073 
Residual 8.18 28 0.29 
  
Total 12.47 31 
   
Tabla 9. Tabla ANOVA modelo de regresión – tasa de falsas alarmas 
 
El análisis sobre la significancia de los coeficientes del modelo de regresión se 




Coeficiente Valor P 
𝛽0 Intercepto 5.39 4.99E-09 
𝛽1 A 1.09 9.27E-03 
𝛽2 B -0.93 3.38E-02 
𝛽3 BB 0.17 1.90E-02 
Tabla 10. Análisis de significancia sobre coeficientes del modelo de regresión – tasas de 
falsas alarmas 
 
La ecuación de ajuste con un coeficiente de ajuste 𝑅2 de 0.34 es 
 
∆𝑡𝑎(𝜆, 𝐿) = 0.17 𝐿
2 − 0.93 𝐿 + 1.09 𝜆 + 5.39 
 
Las gráficas de residuales para ambas variables se ilustran en la figura 47. 
 
   
a) b) c) 




Para determinar el valor de 𝜆 óptimo sobre el dominio de experimentación se 
procede por inspección visual observando la gráfica que describe a la ecuación 




Figura 48. Superficie de respuesta modelo de regresión - tasa de falsas alarmas 
 
El valor que minimiza la tasa de falsas alarmas en este caso particular para los 
valores variables, y de acuerdo al modelo de regresión en la región de 
experimentación es 
 
𝜆 = 0.01 
𝐿 = 5 
 
Un resumen de los resultados obtenidos en cada una de las 27 corridas del 








VARIABLE DE RESPUESTA 
∆𝒕𝒂 TFA 








15 2 75 2309𝜆2 − 3451𝜆 + 1148 0.41 No - 
15 6 95 2713𝜆2 − 4090𝜆 + 1352 0.62 No - 
33 2 85 1402𝜆2 − 2305𝜆 + 755 0.65 No - 
51 2 95 1644𝜆2 − 1104𝜆 0.23 No - 
15 10 85 582𝜆2 − 1323𝜆 + 591 0.75 
−2.11𝜆2 − 0.1𝐿2 + 0.94𝜆𝐿 − 0.97𝐿
+ 5.95 
0.55 
33 6 75 731𝜆2 − 1361𝜆 + 450 0.76 No - 
33 10 95 477𝜆2 − 1027𝜆 + 398 0.87 0.16𝐿2 − 0.92𝐿 + 1.09𝜆 + 5.38 0.34 
51 6 85 
869𝜆2 − 12𝐿2 
−1855𝜆 + 124𝜆𝐿 + 574 
0.76 No - 






51 2 75 −14. 37𝐿2 0.14 No - 
51 6 95 192𝜆2 − 331𝜆 + 92 0.49 −2.38𝜆2 − 2.98𝜆 + 4.32 0.19 
15 2 85 −89𝜆 + 52 0.21 0.21𝐿2 − 1.31𝐿 + 6.49 0.21 
33 2 95 
392𝜆2 − 1071𝜆 + 154𝜆𝐿  
−100𝐿 + 478  
0.50 No - 
51 10 85 −1144𝜆2 + 615𝜆 0.37 0.42𝐿2 − 3.02𝐿 0.95 
15 6 75 
246𝜆2 − 6.31𝐿2 − 490𝜆      
+39𝐿 + 135 
0.90 No - 
15 10 95 −182𝜆 + 128 0.82 
−3.76𝜆2 − 0.23𝐿2 − 4.38𝜆 − 1.28𝐿
+ 5.41 
0.41 
33 6 85 298𝜆2 − 514𝜆 + 169 0.71 No - 






33 2 75 648𝜆2 − 989𝜆 + 317 0.39 No - 
33 6 95 1472𝜆2 − 2000𝜆 + 599 0.30 No - 
51 2 85 1515𝜆2 − 2168𝜆 + 660 0.32 No - 
15 2 95 247𝜆2 0.14 No - 
33 10 85 39𝜆2 − 115𝜆 + 52 0.88 −2.95𝜆2 + 4.02𝜆 + 0.18𝐿 + 3.27 0.53 
51 6 75 
−63𝜆2 + 7.45𝐿2 − 57.48𝐿  
+118.5 
0.53 No - 
51 10 95 
148𝜆2 − 2.83𝐿2 + 42𝜆𝐿 
    −338𝜆 + 89 
0.64 −4.04𝜆2 − 4.88𝜆 + 3.72 0.28 
15 6 85 918𝜆2 − 495𝜆 0.26 266𝜆2 0.16 
15 10 75 278𝜆2 − 476𝜆 + 185 0.52 −3.57𝜆2 − 3.62𝜆 + 4.07 0.25 
Tabla 11. Resumen resultados experimento superior 
 
 
Una vez determinadas las regresiones en la región de experimentación para las 
diferentes combinaciones de parámetros de proceso, procedemos a realizar el 
proceso de optimización. Un resumen de los resultados obtenidos se presenta 










FACTOR DE DISEÑO 
VARIABLES DE RESPUESTA 
∆𝒕𝒂 TFA 






15 2 75 0.01 - - - 
15 6 95 0.01 - - - 
33 2 85 0.01 - - - 
51 2 95 0.99 - - - 
15 10 85 0.01 - 0.01 1 
33 6 75 0.01 - - - 
33 10 95 0.01 - 0.01 5 
51 6 85 0.01 1 - - 






51 2 75 0.01 - - - 
51 6 95 0.01 - 0.01 - 
15 2 85 0.01 - - 1 
33 2 95 0.01 1 - - 
51 10 85 0.26 - - 1 
15 6 75 0.01 3 - - 
15 10 95 0.01 - 0.01 1 
33 6 85 0.01 - - - 






33 2 75 0.01 - - - 
33 6 95 0.01 - - - 
51 2 85 0.01 - - - 
15 2 95 0.99 - - - 
33 10 85 0.01 - 0.7 5 
51 6 75 0.01 1 - - 
51 10 95 0.01 1 0.01 - 
15 6 85 0.99 - 0.01 - 
15 10 75 0.01 - 1 - 
Tabla 12. Resumen resultados experimento base de optimización 
 
A partir de los resultados podemos sacar las siguientes conclusiones: 
 
1. El tiempo de anticipación es maximizado si se asigna a 𝜆 un valor de 0.01, 
no importando el número de variables de proceso, componentes 
principales o la variación total explicada por ellos. 
2. El tiempo de anticipación no se ve afectado por el parámetro L; de hecho, 
este no se utiliza en el cálculo del estadístico de prueba en EWPCA, pero 
si en la determinación de los umbrales de control en la técnica EWMA. 
Dado que los umbrales de EWPCA obedecen a una caracterización PCA 
y no a una carta EWMA estrictamente hablando, este resultado es 
esperado. 
3. Pese a haber obtenido análisis de varianza significativos para menos del 
50% de los experimentos de optimización para la tasa de falsas alarmas, 
podemos concluir que ninguno de los parámetros de EWMA afecta la tasa 
de falsas alarmas. Esta información se reafirma cuando observamos que 
los coeficientes de correlación 𝑅2 ajustado son más bajos de lo esperado, 




Para confirmar lo expresado en el último punto, podemos realizar una prueba de 
hipótesis utilizando todos los 702 puntos experimentales (26 en cada uno de los 




𝐻0: 𝜇 = 𝜇0 
 
Hipótesis alterna: 
𝐻1: 𝜇 < 𝜇0 
 
Se selecciona 𝜇0  igual al 5%, valor teórico de la tasa de falsas alarmas de 
acuerdo al nivel de significancia 𝛼 de 0.05. Se espera que, dado el caso que se 
rechace la hipótesis nula, se haga a favor de una hipótesis alterna que implique 
una reducción en la tasa de falsas alarmas. 
 
Dado que la varianza poblacional es desconocida, pero estimada a partir de la 
varianza muestral, realizamos una prueba t-student, donde el estadístico de 
prueba se calcula a partir de la siguiente expresión 
 












Donde 𝑆 es la desviación estándar muestral y 𝑛 el número de observaciones. El 
valor P de este estadístico es 2 ∙ 10−6, por lo que se rechaza la hipótesis nula a 
favor de la hipótesis alterna. Lo anterior confirma que estadísticamente, se acota 
la tasa de falsas alarmas de EWPCA al 5%.  
 
 
3.2 DISEÑO DE UN ESTADÍSTICO DINÁMICO BASADO EN LA 
TENDENCIA DEL ESTADÍSTICO DE PRUEBA  
 
Fallas que describen comportamientos dinámicos incipientes son de interés 
particular en esta investigación al convertirse en fuente de información clave 
para el desarrollo de técnicas que incorporen estas tendencias al estadístico de 
prueba base. La idea general es identificar si el estadístico de prueba se acerca 
al umbral de control, y dependiendo de la celeridad con que lo haga, hacer 
compensaciones que permitan efectivamente general alarmas de manera 
anticipada.  En las siguientes secciones se describen las actividades realizadas 






3.2.1 DISEÑO CONCEPTUAL - EXTRACCIÓN DE TENDENCIAS Y 
COMPORTAMIENTO DESEADO  
 
La herramienta principal y fundamental en este frente de trabajo es la 
implementación de un algoritmo que extraiga de manera eficiente la tendencia 
de un conjunto de datos, dado que abre la posibilidad de cuantificar la evolución 
de la falla en el tiempo. El método de bisección explicado de manera detallada 
en la sección 2.3.2, es usado por el autor como algoritmo base para la 
extracción de tendencias en ambos estadísticos de prueba.  
 
De acuerdo a la tipificación de las tendencias dinámicas de proceso desarrollada 
por Venkatasubramanian et al., las 7 primitivas se pueden agrupar en 
comportamientos ascendentes, descendentes y estables en el tiempo 
(constantes). A partir de lo anterior, se ha determinado el comportamiento 
deseado en cada una de estas tendencias dinámicas, de aquí en adelante 
categorías, así como también que características debe presentar el estadístico 
dinámico ante otro tipo de dinámicas en la perturbación. Una descripción 
cualitativa del estadístico dinámico en cada una de las categorías se presenta a 
continuación: 
 
Categoría I: Comportamiento dinámico ascendente: Esta tendencia dinámica 
se caracteriza por el acercamiento del estadístico base al umbral de falla, 
indicando el desarrollo de una falla incipiente en el proceso. El estadístico 
dinámico podría acrecentar la tendencia descrita por el estadístico original con la 
adición de un término dinámico predictivo. La magnitud de este término 
compensatorio dependerá del porcentaje de anticipación a la falla deseado. 
 
Categoría II: Comportamiento dinámico estable: Esta tendencia dinámica se 
caracteriza por la estabilización del proceso alrededor de un valor promedio 
(constante). Dentro de la identificación y caracterización dinámica, puede 
relacionarse con un comportamiento dinámico normal de operación, i.e. el 
proceso mantiene su distancia respecto al umbral de falla. Para esta condición, 
el término dinámico predictivo mantendrá su magnitud acumulada, de tal manera 
que el estadístico dinámico conserve la misma tendencia del estadístico base, 
haciendo sus trayectorias paralelas. 
 
Categoría III: Comportamiento dinámico descendente: Esta tendencia 
dinámica se caracteriza por el distanciamiento del proceso de una condición de 
falla dado que el estadístico base se aleja del umbral de falla. En este punto, el 
estadístico dinámico debe adecuarse a esta tendencia y exhibir un 
comportamiento similar dado que el proceso muestra signos de restauración y 
recuperación, es decir el proceso trata de retornar a la condición normal de 
operación. Para ello, la magnitud del término dinámico predictivo debe reducir su 






Caso especial: Paso escalón: Una dinámica tipo paso escalón en general se 
caracteriza por su dinámica disruptiva, de gran magnitud – cuando se compara 
con otro tipo de dinámicas de falla – y con un impacto igual de marcado en los 
estadísticos de prueba; es decir su incorporación es evidente en el estadístico 
de prueba. Así, este tipo de dinámica no necesita de una posterior 
compensación, de tal manera que el término dinámico predictivo no aumentaría 
su magnitud acumulada, haciendo que el paso escalón impacte en igual 
magnitud el estadístico dinámico y base.  
 
Una descripción gráfica del comportamiento propuesto para el estadístico 
dinámico se ilustra en la figura 49.  
 
 
Figura 49. Descripción del comportamiento propuesto para el estadístico dinámico para 
las diferentes categorías 
 
3.2.2 DISEÑO BÁSICO – ALGORITMO GENERAL DE DETECCIÓN 
 
La técnica desarrollada se basa en el análisis de componentes principales como 
punto de partida para el cálculo de los estadísticos de prueba base. Lo anterior 
implica que las operaciones desarrolladas en la etapa fuera de línea incluyen 
únicamente las descritas en la sección 2.2.3. e ilustradas en la figura 24.  
 
Dada una nueva observación, esta se autoescala a partir de los parámetros 
estadísticos calculados previamente en la etapa fuera de línea y se ejecutan las 
operaciones correspondientes al cálculo de ambos estadísticos de prueba. A 
continuación se crea un buffer adaptativo implementado a través de una ventana 
móvil de longitud variable, acumulando un histórico pequeño del estadístico de 







A este conjunto de datos se le aplica el algoritmo de extracción de tendencias y 
con base en la primitiva que se extraiga se calcula el horizonte de predicción de 
la falla, es decir el tiempo en que se esperaría el proceso fallara si conserva la 
tendencia identificada. A partir del porcentaje de anticipación a la falla deseado, 
se estima el término compensatorio correspondiente, y se agrega al estadístico 
base. Este estadístico dinámico se compara finalmente con los umbrales de 
detección calculados en la caracterización fuera de línea, generando alarmas si 
se produce alguna violación. Un diagrama de las operaciones descritas se ilustra 
en la figura 50. 
 
El buffer adaptativo cambiará su tamaño de forma automática de tal manera que 
solo incluya una sola primitiva dentro de la ventana. Cada instante de tiempo, se 
agregará el valor del estadístico de prueba correspondiente, agrandando la 
ventana en una unidad. Este proceso se repetirá hasta que el análisis 
especifique más de una primitiva dentro de la ventana. Dada esta condición, se 
limitará la ventana móvil para incluir solo los valores que correspondan a la 
última primitiva identificada.  
 
Figura 50. Diagrama de operaciones cálculo estadístico dinámico 
 
Los pormenores de las operaciones del análisis de componentes principales y el 
método de bisección para extracción de tendencias han sido explicados 
previamente en el capítulo 2. Por otra parte, los detalles del cálculo del término 
dinámico predictivo se describen a continuación. 
 
3.2.3 DISEÑO DETALLADO – CÁLCULO DEL TÉRMINO DINÁMICO 
PREDICTIVO 
 
Como se explicó brevemente en la sección anterior, el término dinámico 
predictivo será calculado a partir de los resultados obtenidos en el procedimiento 
de extracción de tendencias sobre la ventana móvil. La estructura del estadístico 
dinámico – tomando como ejemplo el estadístico de Hotelling - se describe por la 






2 + ∆𝑇2 
 
Donde, 𝑇𝑃𝐶𝐴
2  corresponde al estadístico de Hotelling obtenido mediante la técnica 
de análisis de componentes principales PCA y ∆𝑇2  es el término dinámico 
predictivo acumulado. Sin pérdida a la generalidad, el término 𝑇𝑃𝐶𝐴
2  puede ser 
sustituido por el estadístico obtenido a partir de la técnica de referencia que se 
prefiera. 
 
El término ∆𝑇2 es descrito como el término dinámico predictivo acumulado dado 
que es la sumatoria de las compensaciones calculadas en cada iteración. Para 
el cálculo individual se proponen dos estrategias: proyección de pendiente final y 
minimización del área de predicción. Una descripción detallada y el desarrollo 
matemático de cada estrategia se presentan a continuación.  
 
3.2.3.1 Proyección de pendiente final (Final Slope Projection) 
 
Este enfoque estima el horizonte de falla a partir de la recta tangente en el punto 
final de la ventana móvil. Para ello se toma la ecuación del polinomio de ajuste y 
se deriva para obtener una expresión matemática y evaluarla en el punto final 
del intervalo. Dado que este es un intervalo unitario, la derivada en este punto 
solo depende de los coeficientes de ajuste. 
 
Categoría I – Comportamiento dinámico ascendente: Caso lineal [C] 
 
Esta categoría contempla el análisis para una primitiva C ajustada en un 
intervalo de datos correspondientes a un estadístico de prueba. El polinomio de 
ajuste para dicho intervalo, dado que es una primitiva C, tiene como forma 
general la estructura 𝛽1𝑥 + 𝛽0. Así, la pendiente de la recta tangente en el punto 
final del intervalo para la 𝑖-esima observación es 
 
𝑚𝑖 = 𝛽1 
 
Por otra parte, la pendiente es también equivalente a la diferencia entre el 
umbral de prueba y el valor del estadístico al final del intervalo divido entre el 









Ahora, definimos el parámetro 𝜌 como la fracción del horizonte de falla que se 
desea anticipar, y al producto de este con el tiempo del horizonte de falla lo 
definimos como el tiempo de anticipación a la falla, 
 











2 − (1 −  𝜌)𝛽1𝑡𝐻𝐹 
 
El término dinámico predictivo se considera como la diferencia que existe entre 
la recta proyectada y el valor de la tendencia del estadístico de prueba, ambas 
evaluadas en la observación final de la ventana. El procedimiento e idea general 
de esta alternativa se ilustra en la figura 51. 
 
Figura 51. Cálculo término dinámico predictivo - Categoría I Caso lineal 
 
Categoría I – Comportamiento dinámico ascendente: Caso cuadrático [B,D] 
 
Esta categoría contempla el análisis para una primitiva B o D, cuya estructura 
general es 𝛽2𝑥
2 + 𝛽1𝑥 + 𝛽0 . Siguiendo un procedimiento similar al anterior, y 
teniendo en cuenta que la pendiente de la recta tangente en el punto final del 
intervalo para la 𝑖-esima observación es 
 
𝑚𝑖 = 2𝛽2 + 𝛽1 
 









Este procedimiento correspondiente se ilustra en la figura 52. 
 
Figura 52. Cálculo del término dinámico predictivo - Categoría I Caso cuadrático 
 
 
Categoría II – Comportamiento dinámico estable [A] 
 
Tal como se describió en la sección anterior, cuando se tiene un comportamiento 
estable correspondiente a una primitiva A, se desea que las tendencias de 
ambos estadísticos sea paralela, lo cual implicaría que el término dinámico 
predictivo acumulado no aumentará su magnitud, por lo tanto 
 
∆𝑇𝑖
2 = 0 
 
Categoría III – Comportamiento dinámico descendente: Caso Lineal [F] 
 
Esta categoría contempla el análisis para una primitiva F, cuya estructura 
general es 𝛽1𝑥 + 𝛽0. Al igual que su homologa ascendente, la pendiente de la 
recta tangente en el punto final del intervalo para la 𝑖-esima observación es 
 





Sin embargo, ahora la pendiente es equivalente a la diferencia entre el valor del 
estadístico al final del intervalo divido entre el tiempo del horizonte de 








Ahora, definimos el parámetro 𝜓 como la fracción del horizonte de recuperación 
que se desea anticipar, y al producto de este con el tiempo del horizonte de 
recuperación lo definimos como el tiempo de anticipación a la recuperación, 
 
∆𝑡𝑎 = 𝜓𝑡𝐻𝑅 
 





2 − (1 −  𝜓)𝛽1𝑡𝐻𝑅 
 
Este procedimiento se ilustra en la figura 53. 
 






Categoría III – Comportamiento dinámico descendente: Caso Cuadrático 
[E,G] 
 
Esta categoría contempla el análisis para una primitiva E o G, cuya estructura 
general es 𝛽2𝑥
2 + 𝛽1𝑥 + 𝛽0 . Siguiendo un procedimiento similar al anterior, y 
teniendo en cuenta que la pendiente de la recta tangente en el punto final del 
intervalo para la 𝑖-esima observación es 
 
𝑚𝑖 = 2𝛽2 + 𝛽1 
 




2 − (1 −  𝜓)(2𝛽2 +  𝛽1)𝑡𝐻𝑅 
 
Este procedimiento correspondiente se ilustra en la figura 54. 
 
 







Caso especial – Paso escalón  
 
Al igual que para la categoría II, la respuesta deseada ante una dinámica de este 
tipo corresponde con la no variación de la magnitud del término dinámico 
predictivo acumulado, por lo tanto  
 
∆𝑇𝑖
2 = 0 
 
 




El enfoque anterior se caracteriza por su sencillez en la estimación de los 
parámetros importantes i.e. tiempo del horizonte de falla o recuperación y el 
término dinámico predictivo, tomando ventaja de la idea de que la tendencia del 
proceso puede estimarse a partir de la derivada del mismo. 
 
No obstante, cuando analizamos el primer enfoque, se puede observar como 
dichas simplificaciones en el cálculo del estadístico dinámico conducen a una 
poca utilización de la tendencia identificada inicialmente dentro de la ventana 
móvil. Aun cuando se identifique que la tendencia del proceso se aproxima por 
un polinomio de segundo orden, el cálculo se simplifica a partir de la derivada de 
la ecuación evaluada en el punto final del intervalo, relegando la identificación 
inicial a un segundo plano. 
 
Por el contrario, este segundo enfoque estima el horizonte de falla utilizando el 
mismo polinomio identificado en la ventana móvil, extendiendo su dominio hasta 
que se intersecte con el umbral de control. A partir de este punto, y de igual 
manera que el enfoque anterior, definimos el parámetro 𝜌 como la fracción del 
horizonte de falla que se desea anticipar, y al producto de este con el tiempo del 
horizonte de falla lo definimos como el tiempo de anticipación a la falla, 
 
∆𝑡𝑎 = 𝜌𝑡𝐻𝐹 
 
Ahora bien, una vez se tiene la referencia, se busca un polinomio del mismo 
orden que el identificado en la ventana móvil y que intersecte al umbral de 
control en el tiempo de anticipación deseado. La idea es minimizar el área 
delimitada entre ambos polinomios y el umbral de control, obteniendo el segundo 
polinomio a través de un ajuste de mínimos cuadrados utilizando la restricción 
del punto de anticipación. La idea general de este enfoque se ilustra en las 








Figura 55. Minimización del área de predicción – Categoría I: Caso lineal 
 
Figura 56. Minimización del área de predicción – Categoría I: Caso cuadrático 
 
La derivación matemática que soporta este enfoque se planeta a continuación. 
Inicialmente, planteamos la ecuación polinómica de orden 2 y la restricción del 
punto del tiempo de anticipación así (Ver figura 57) 
 






Figura 57. Minimización del área de predicción – Visión general 
 
Despejando el término independiente del modelo, 
 
𝛽0 = 𝑦0 − 𝛽1𝑥1 − 𝛽2𝑥1
2 
 
Reemplazando esta relación en el modelo de regresión general tenemos 
 




Reorganizando los términos de la expresión  
 




Podemos reemplazar conveniente algunos términos para simplificar la expresión 
anterior 
 
𝑦𝑀 = 𝛽1𝑥1𝑀 + 𝛽2𝑥2𝑀 
 
De tal manera que el problema se reduce a una regresión lineal construida a 
partir de los datos originales de la ventana móvil y el valor del tiempo de 
anticipación. 
 
Una vez obtenidas ambas regresiones, la magnitud del término dinámico 
predictivo es calculado a partir de la resta entre el valor de ambas funciones en 
el punto final de la ventana móvil, que para el caso general, 
 
∆𝑇𝑖





4 VALIDACIÓN EN UN CASO ESTUDIO: REACTOR 
ENDOTÉRMICO DE FLUJO CONTINUO 
 
Las técnicas desarrolladas y previamente explicadas en el capítulo anterior 
serán evaluadas en un caso estudio de referencia. El proceso químico 
seleccionado es un reactor endotérmico de flujo continuo y su descripción se 
presenta en la sección 4.1, mientras que la validación de EWPCA y DPTE se 
presentan en la sección 4.2 y 4.3 respectivamente.  
 
4.1 DESCRIPCIÓN DEL PROCESO 
 
Además de una descripción general del proceso industrial escogido, en esta 
sección se presenta la lista de parámetros de proceso y selección de variables 
monitoreadas para la validación de las técnicas EWPCA y DPTE. 
 
4.1.1 DESCRIPCIÓN GENERAL 
 
El reactor endotérmico de flujo continuo es un proceso químico típico dentro del 
estudio de estrategias de control y supervisión, debido a su naturaleza no lineal 
y la gran cantidad de variables que pueden medirse (Ver figura 58). En este caso 
en particular, dentro del reactor endotérmico se desarrollan dos reacciones no 
reversibles a saber, 
2𝐴 → 𝐵 + 𝐶 
2𝐶 → 𝐵 + 𝐸 
 




Para ello, es necesario añadir agua como reactivo en exceso y calor – debido a 
la naturaleza endotérmica de la reacción química. Así, el calor necesario es 
proporcionado a través de la condensación de vapor circulando a través de un 
serpentín. Se desea controlar la concentración de producto 𝐵  a la salida del 
reactor y la temperatura dentro del mismo, manipulando el flujo de agua y vapor 
respectivamente. 
 
Se considera que el reactor es continuamente agitado y las propiedades dentro 
del mismo se consideran uniformes para la mezcla. Además, se considera que 
no hay intercambio de calor del reactor o las tuberías con el ambiente, y 
finalmente el agua que circula en el serpentín se encuentra en estado de 
saturación tanto a la entrada (vapor saturado) como a la salida (líquido 
saturado). 
 
4.1.2 PARÁMETROS DE PROCESO 
 
Las ecuaciones que rigen la dinámica del proceso descrito anteriormente se 
presentan en el anexo 5, de acuerdo con lo desarrollado por Sanjuan M [110]. 
Los parámetros importantes del proceso se presentan en la tabla 13. 
 
Variable Valor Unidad Variable Valor Unidad 
Serpentín Vapor 
𝐿𝑐𝑜𝑖𝑙 240 𝑓𝑡 𝜆 966 𝐵𝑇𝑈/𝑙𝑏𝑚 
𝑈 5.25 𝐵𝑇𝑈/min 𝑓𝑡2𝐹 Agua 
𝐶𝑝 𝑐𝑜𝑖𝑙 0.14 𝐵𝑇𝑈/𝑙𝑏𝑚 𝐹 𝐶𝑃 = 𝐶𝑉 0.9 𝐵𝑇𝑈/𝑙𝑏𝑚 𝐹 
𝑂𝐷 4.5 𝑖𝑛 𝜌𝑤 62.4 𝑙𝑏/𝑓𝑡
3 
𝑤𝑐𝑜𝑖𝑙 11.2 𝑙𝑏/𝑓𝑡 Producto 
Reacciones 𝐶𝑃 = 𝐶𝑉 1 𝐵𝑇𝑈/𝑙𝑏𝑚 𝐹 
𝐸 27820 𝐵𝑇𝑈/𝑙𝑏𝑚𝑜𝑙𝑒 Tubería 
𝑅 1.987 𝐵𝑇𝑈/𝑙𝑏𝑚𝑜𝑙𝑒 𝑅 𝐿𝑝𝑖𝑝𝑒 180 𝑓𝑡 
𝐾𝑜 8.5 10
9 𝑓𝑡3/𝑙𝑏𝑚𝑜𝑙 𝐵 𝑚𝑖𝑛 𝐼𝐷 5.8 𝑖𝑛 
𝐾𝑜′ 41 𝑓𝑡
3/𝑙𝑏𝑚𝑜𝑙 𝐴 𝑚𝑖𝑛 Reactor 
∆𝐻𝑅𝐴 1000 𝐵𝑇𝑈/𝑙𝑏𝑚𝑜𝑙𝑒 𝐴 𝐴 30 𝑓𝑡
2 
Válvula de descarga 𝐻𝑚𝑎𝑥 25 𝑓𝑡 
𝐶𝑣 12.4 𝑓𝑡
3/min/𝑓𝑡0.5 
Valores de estado estable 
𝑓1 18 𝑓𝑡
3/𝑚𝑖𝑛 
Alimentación 𝑓2 14 𝑓𝑡
3/𝑚𝑖𝑛 
𝜌0 68 𝑙𝑏/𝑓𝑡
3 𝑇1 140 𝐹 
𝑑 2.4 𝑙𝑏/𝑙𝑏𝑚𝑜𝑙𝑒 𝐵  𝑇𝑤 85 𝐹 
𝐶𝑝 1 0.85 𝐵𝑇𝑈/𝑙𝑏𝑚 𝐹 𝐶𝑎𝑖 0.95 𝑙𝑏𝑚𝑜𝑙𝑒 𝐴/𝑓𝑡
3 
𝐶𝑝 2 0.82 𝐵𝑇𝑈/𝑙𝑏𝑚 𝐹 𝑤 40 𝑙𝑏𝑚/𝑚𝑖𝑛 







4.1.3 VARIABLES DE MEDICIÓN – DEFINICIÓN DE LA MATRIZ DE 
OBSERVACIONES  
 
Las variables medidas que conformarán la matriz de observaciones se listan en 
la tabla 14, es su orden respectivo. La ubicación de los sensores 
correspondientes se ilustra en la figura 59. 
  
Ítem Descripción Variable Sensor 
1 Nivel del reactor ℎ(𝑡) LT1 
2 Temperatura de salida reactor - retrasada 𝑇𝑑(𝑡) TT2 
3 Concentración reactivo A - salida 𝐶𝐴(𝑡) AT3 
4 Concentración reactivo B - salida 𝐶𝐵(𝑡) AT3 
5 Concentración reactivo C - salida 𝐶𝐶(𝑡) AT3 
6 Tiempo de retraso 𝑡𝑜(𝑡) FT5 
7 Flujo de reactor - salida 𝐹(𝑡) FT5 
8 Temperatura de serpentín 𝑇𝑐(𝑡) TT15 
9 Concentración reactivo B – salida retrasada 𝐶𝐵𝑑(𝑡) AT4 
10 Flujo de agua - entrada 𝐹2(𝑡) FT12 
11 Concentración reactivo A - entrada 𝐶𝐴𝑖(𝑡) AT14 
12 Coeficiente de flujo válvula manual 𝐶𝑣(𝑡) VPT6 
13 Posición de válvula vapor 𝑉𝑃1(𝑡) VPT8 
14 Posición de válvula agua 𝑉𝑃2(𝑡) VPT7 
15 Flujo fuga válvula vapor 𝐹𝐿1(𝑡) FT10 
16 Flujo fuga válvula agua 𝐹𝐿2(𝑡) FT9 
17 Flujo reactivo A 𝐹1(𝑡) FT13 
18 Flujo vapor 𝐹𝑤(𝑡) FT11 
Tabla 14. Variables de medición  - Caso estudio reactor endotérmico 
 




4.1.4 CONJUNTO DE DATOS DE ENTRENAMIENTO Y PRUEBAS EN LÍNEA 
 
Cuando se desea implementar una estrategia de detección y diagnóstico de 
fallas basada en datos históricos, se debe inicialmente recopilar información de 
las condiciones normales de proceso, con el fin de evaluarlas y establecer el 
modelo estadístico correspondiente. Dentro del conjunto de datos de 
entrenamiento, se incluyen perturbaciones que puedan son mitigadas 
apropiadamente por la estrategia de control multivariable implementada, y que 
en general no conducen a un estado de alarma en la operación regular. 
 
Para el proceso escogido, se construye un conjunto de datos de entrenamiento a 
partir de las condiciones de estado estable, y al que se le han introducido 
diferentes perturbaciones con magnitud acotada. Las perturbaciones 
introducidas se listan en la tabla 15 y su comportamiento dinámico se ilustra en 
la figura 60.  
 








Concentración reactivo B 





0.3693 0.2585 0.3693 
2 Flujo de agua - entrada 𝐹2(𝑡) 
Paso 
escalón 
14 11 21 
3 





0.95 0.75 1.1 
4 





12.5 10.5 12.5 
5 





5 4 6 
6 





5 4 6 




Figura 60. Perturbaciones identificadas en el sistema –a) P1, b) P2, c) P3, d) P4, e) P5, f) P6 








































Figura 60 (continuación) Perturbaciones identificadas en el sistema –a) P1, b) P2, c) P3, d) 
P4, e) P5, f) P6 
 
Las condiciones anómalas de operación que se analizarán en este caso estudio 
contemplan fallas comunes en procesos químicos como el presentado en esta 
sección. Se describen fallas con ambas dinámicas de interés i.e. paso escalón y 
rampa, de tal manera que se pueda ilustrar detalladamente con un ejemplo tipo, 
el desempeño de las técnicas desarrolladas en el capítulo 3. Una descripción de 
las fallas identificadas se presenta en la tabla 16. 
 
Ítem Descripción Variable Dinámica Magnitud Unidad 
1 









+0.02375 𝑙𝑏𝑚𝑜𝑙𝑒 𝐴/𝑓𝑡3 
3 Flujo fuga válvula vapor 𝐹𝐿1(𝑡) Rampa +0.01 𝑓𝑡
3/𝑚𝑖𝑛/𝑚𝑖𝑛 
4 Flujo fuga válvula agua 𝐹𝐿2(𝑡) Rampa ±0.1 𝑓𝑡
3/𝑚𝑖𝑛/𝑚𝑖𝑛 
Tabla 16. Fallas identificadas en el sistema 
 
A continuación se presenta la evaluación de las técnicas desarrolladas, EWPCA 
y DPTE, en sus diferentes variaciones y parámetros de operación. 



































































4.2 TÉCNICA EWPCA 
 
La ejemplificación de esta técnica se presenta a lo largo de esta sección, donde 
en la sección 4.2.1. se resume el procedimiento general realizado sobre el 
conjunto de datos de entrenamiento y en la sección 4.2.2. se resume el 
desempeño sobre los conjuntos de datos en línea con las diferentes dinámicas 
descritas en la sección 4.1.4. 
 
4.2.1 PROCEDIMIENTO GENERAL FUERA DE LÍNEA 
 
Al analizar la figura 35, identificamos 3 operaciones principales: dos 
caracterizaciones PCA y el cálculo y adición de los estadísticos EWMA de los 
componentes principales a la matriz de observaciones inicial (X+EWMA PC’s). 
Los resultados en cada una de estas operaciones se presentan a continuación. 
 
4.2.1.1 Caracterización PCA fuera de línea I 
 
Las operaciones realizadas en esta etapa se ilustran en la figura 24. Dentro de 
los parámetros más importantes en esta etapa de caracterización encontramos 
la matriz de autovalores y autovectores, dado que estos son insumos para la 
etapa posterior. La descomposición espectral y la reducción dimensional 
utilizando análisis paralelo se ilustran en la figura 61. 
 
 





A partir de la figura anterior, se seleccionan 5 componentes principales y se 








7.819 0 0 0 0
0 3.989 0 0 0
0 0 2.403 0 0
0 0 0 2.084 0
























0.328 0.019 −0.021 −0.026 −0.328
−0.193 0.385 −0.057 0.130 0.156
−0.077 −0.436 −0.056 0.164 0.246
0.334 0.031 −0.196 0.057 0.017
0.151 0.385 −0.251 0.059 0.176
−0.345 0.027 −0.065 0.077 −0.052
0.350 −0.028 0.062 0.009 0.040
0.094 0.422 0.264 −0.001 0.134
0.334 0.045 −0.184 0.051 0.016
0.217 −0.311 0.280 0.014 −0.087
0.228 −0.300 0.271 −0.007 −0.011
0.057 −0.101 0.190 0.141 0.825
0.222 −0.015 −0.472 0.142 0.083
0.221 0.317 0.263 −0.120 0.029
0.002 0.058 0.159 0.655 −0.160
0.002 0.058 0.159 0.655 −0.160
0.270 −0.106 −0.360 0.134 0.076




















En estas matrices reside la estructura estadística de la primera caracterización 
PCA. Para observar el comportamiento de los datos en el conjunto de 
entrenamiento se calculan los estadísticos de Hotelling 𝑇2 y 𝑄. Cabe recordar 
que los umbrales de detección que se ilustran en las figuras 62 y 63 son 
descartados al pertenecer a la primera caracterización fuera de línea. 
 
Figura 62. Reactor endotérmico - EWPCA: Estadístico de Hotelling's T2 









































Figura 63. Reactor endotérmico - EWPCA: Estadístico Q 
 
4.2.1.2 Adición de estadísticos EWMA de componentes 
principales a la matriz de observaciones X 
 
Una vez estimado el número de componentes principales se procede a calcular 
las variables independientes principales utilizando la operación de rotación. 
Posteriormente se procede a calcular el estadístico EWMA para cada 
observación de las variables independientes, utilizando como información 
adicional las varianzas contenidas en la matriz recortada de autovalores. En la 
figura 64 se ilustra el conjunto de estadísticos EWMA de los 5 componentes 
principales. 
 
Figura 64. Reactor endotérmico – EWPCA: Estadístico EWMA de PC’s 




























Estas 5 nuevas variables – estadísticos EWMA de cada componente principal – 
son agregados como variables a la matriz de observaciones inicial. La nueva 
conformación de la matriz de observaciones 𝑋𝑤 se presenta en la tabla 17. 
 
Ítem Descripción Variable Ítem Descripción Variable 
1 Nivel del reactor ℎ(𝑡) 13 Posición de válvula vapor 𝑉𝑃1(𝑡) 
2 Temperatura de salida 
reactor - retrasada 
𝑇𝑑(𝑡) 14 Posición de válvula agua 𝑉𝑃2(𝑡) 
3 Concentración 
reactivo A - salida 
𝐶𝐴(𝑡) 15 Flujo fuga válvula vapor 𝐹𝐿1(𝑡) 
4 Concentración 
reactivo B - salida 
𝐶𝐵(𝑡) 16 Flujo fuga válvula agua 𝐹𝐿2(𝑡) 
5 Concentración 
reactivo C - salida 
𝐶𝐶(𝑡) 17 Flujo reactivo A 𝐹1(𝑡) 
6 Tiempo de retraso 𝑡𝑜(𝑡) 18 Flujo vapor 𝐹𝑤(𝑡) 
7 Flujo de reactor - salida 𝐹(𝑡) 19 Estadístico EWMA 1 PC 𝑍1(𝑡) 
8 Temperatura de serpentín 𝑇𝑐(𝑡) 20 Estadístico EWMA 2 PC 𝑍2(𝑡) 
9 Concentración reactivo B 
– salida retrasada 
𝐶𝐵𝑑(𝑡) 21 Estadístico EWMA 3 PC 𝑍3(𝑡) 
10 Flujo de agua - entrada 𝐹2(𝑡) 22 Estadístico EWMA 4 PC 𝑍4(𝑡) 
11 Concentración 
reactivo A - entrada 
𝐶𝐴𝑖(𝑡) 23 Estadístico EWMA 5 PC 𝑍5(𝑡) 
12 Coeficiente de 




Tabla 17. Matriz de observaciones extendida 
 
4.2.1.3 Caracterización PCA fuera de línea II 
 
Posterior a la adición de información a la matriz de observaciones, se procede a 
realizar una última y definitiva caracterización PCA. En ella se obtendrá el 
modelo estadístico base para la detección de fallas en línea.  
 
 




En la figura 65 se ilustra el resultado de la descomposición espectral utilizando 
análisis paralelo como método de reducción dimensional. Observamos de nuevo 
como el análisis sugiera la utilización de 5 componentes principales para estimar 
el modelo estadístico final. Al igual que en el caso estudio I, se aprecia la adición 
de información al modelo, no solo porque la magnitud de los autovalores 
aumenta, sino porque se obtiene una mayor diferenciación del subespacio 
residual del de variación principal. A modo de ejemplo se presenta la matriz de 








8.291 0 0 0 0
0 5.316 0 0 0
0 0 3.598 0 0
0 0 0 2.378 0







El comportamiento del nuevo conjunto de entrenamiento se ilustra en el cálculo 
de ambos estadísticos de prueba, ilustrados en las figuras 66 y 67. Para este 
caso en particular, el valor de ambos umbrales de detección es el que se 
utilizará en las actividades de monitoreo en línea. Para el caso del estadístico de 
Hotelling 𝑇2, el valor del umbral de control se mantiene constante al no variar el 
número de observaciones 𝑛  o el número de componentes principales 𝑎 . Sin 
embargo el umbral de control del estadístico 𝑄  aumenta de 1.493 a 1.991; 
comportamiento esperado al agregar variables y con ello mayor variación natural 
a la matriz de observaciones.  
 
Figura 66. Reactor endotérmico - EWPCA: Estadístico de Hotelling's T2 II 
 









































Figura 67. Reactor endotérmico - EWPCA: Estadístico Q II 
 
4.2.2 EVALUACIÓN EN LÍNEA DE LA TÉCNICA DESAROLLADA EWPCA 
 
A continuación se describe el comportamiento de la técnica propuesta ante 
perturbaciones y fallas con la dinámica especificada en cada sección y 
previamente presenta en las tablas 15 y 16 respectivamente. 
 
4.2.2.1 Desempeño para fallas con dinámica paso escalón 
 
En las figuras 68a y 68c observamos el comportamiento de los estadísticos de 
prueba para la técnica EWPCA ante una reducción del 50% en el valor de la 
corriente de agua a la entrada del reactor. Dado que el conjunto de datos de 
entrenamiento incluye solo variaciones en un rango de 11 a 21 ft3/min, se 
esperaría obtener una condición de alarma para un valor de 7 ft3/min.  
 
Además, en las figuras 68b y 68d se puede observar el comportamiento de los 
estadísticos de prueba para la técnica de referencia. El procedimiento para 
obtener estos resultados es análogo al presentado en la sección 2.2.5. Para 
obtener los resultados de la técnica DPCA, se obtuvo el modelo estadístico 


































Figura 68. Comparación desempeño ante una falla tipo paso escalón. a) EWPCA – T2, b) 
DPCA T2, c) EWPCA – Q , d) DPCA – Q 
 
Como se observa en la figura anterior, y tal como se describió en las secciones 
previas, se obtiene un mejor resultado con la técnica EWPCA al compararse con 
DPCA. Ku et al. exaltan la sensibilidad de la técnica DPCA a perturbaciones de 
baja magnitud, atribuyéndole tal beneficio a la adición de información temporal a 
la matriz de observaciones. Sin embargo, se puede observar claramente como la 
técnica propuesta mejora ostensiblemente el desempeño de ambos estadísticos 
ante una falla tipo paso escalón.  
 
En general, aunque el cambio parece ser de gran magnitud - reducción del 50% 
en la magnitud de la variable perturbada - en términos del sistema de detección 
de fallas, es un paso escalón de baja magnitud. DPCA tiene un desempeño 
apenas aceptable, logrando detectar la falla en el estadístico 𝑄, pero con un 
desempeño inadecuado en el estadístico de Hotelling 𝑇2. 



















































































































Analizando la tarea de detección utilizando el estadístico de Hotelling 𝑇2, DPCA 
posee una tasa de omisión en la detección de la falla (Error tipo II) mayor al 
50%, mientras que la técnica propuesta tiene una tasa inferior al 5%. No 
obstante, el desempeño para el estadístico 𝑄 es similar para ambas técnicas; 
reaccionando rápidamente al paso escalón en la perturbación y una vez el 
estadístico sobrepasa el umbral de control, este no vuelve a ingresar dentro de 
la zona bajo control. 
 
4.2.2.2 Desempeño para fallas con dinámica incipiente (rampa) 
 
En las figuras 69a y 69c observamos el comportamiento de los estadísticos de 
prueba para la técnica EWPCA ante un incremento proporcional de 0.01 
ft3/min/min en una fuga en la línea de agua a la entrada del reactor. Esta falla 






Figura 69. Comparación desempeño ante una falla incipiente. a) EWPCA – T2, b) DPCA - T2, 
c) EWPCA – Q , d) DPCA – Q 






























































































































De igual manera, en las figuras 69b y 69d se puede observar el comportamiento 
de los estadísticos de prueba para la técnica de referencia. El procedimiento 
para obtener estos resultados es análogo al descrito en la sección 4.2.2.1. 
 
Los resultados obtenidos para esta dinámica incipiente son similares a los 
obtenidos en el caso anterior. Al analizar el estadístico de Hotelling 𝑇2 , 
observamos como ambas técnicas logran incluir la tendencia creciente en la 
desviación de las variables de proceso dentro del estadístico de prueba. 
Realizando un análisis de tendencias a los datos, encontramos que EWPCA 
detecta la falla un 10% antes que DPCA, aunque la tasa de omisión de la 
detección alrededor de dichos instantes tiene una magnitud considerable. 
 
No obstante, el estadístico 𝑄 presenta una perspectiva más clara y favorable 
para la técnica desarrollada. Pese a que la variación del estadístico en la técnica 
EWPCA es considerablemente mayor que para DPCA, se logra una clara 
reducción en el tiempo de detección de la falla, obteniendo una anticipación 
cuantificada en al menos 50%. La tasa de falsas alarmas se encuentra dentro de 
los valores normales definidos por el nivel de significancia de 5%, para ambos 
estadísticos y técnicas.  
 
4.3 TÉCNICA DPTE 
 
La ejemplificación de esta técnica se presenta a lo largo de esta sección, donde 
en la sección 4.3.3. se resume el procedimiento general realizado sobre el 
conjunto de datos de en línea utilizando el método de proyección de pendiente 
(Sección 3.2.3.1.) y en la sección 4.3.4. se resume el procedimiento general 
utilizando el método de minimización del área de predicción sobre el mismo 
conjunto de datos (Sección 3.2.3.2.). Las operaciones fuera de línea de esta 
técnica corresponden a una caracterización PCA y sus resultados son idénticos 
a los descritos en la sección 4.2.1.1. 
 
4.3.1 CARACTERIZACIÓN PCA FUERA DE LÍNEA 
 
Tal como se describió anteriormente, la técnica del estadístico dinámico 
predictivo se ejecuta durante la etapa en línea basada en los resultados de una 
caracterización PCA fuera de línea (Ver figura 50). De esta manera, las 
operaciones fuera de línea de esta técnica son idénticos a los descritos en la 
sección 4.2.1.1. De acuerdo a lo anterior, los valores de los umbrales de control 
necesarios para los cálculos de esta técnica son: 
 
𝑇𝛼
2 = 11.082 𝑄𝛼 = 1.5233 
 
A manera de resumen se ilustra el comportamiento de los estadísticos de prueba 







Figura 70.  Comportamiento estadísticos de prueba caracterización PCA fuera de línea –  
a) Hotelling T2 b) Q 
 
 
4.3.2 CONJUNTO DE DATOS EN LÍNEA – DESCRIPCIÓN DE CONDICIONES 
ÁNOMALAS DE OPERACIÓN 
 
 
El escenario que se plantea para ilustrar la ejecución de este método como 
técnica de detección de fallas incluye: 
 
 Desarrollo, sostenimiento y recuperación de una fuga en la válvula de 
alimentación de agua con una dinámica tipo rampa de magnitud ±0.1 𝑓𝑡3/
𝑚𝑖𝑛/𝑚𝑖𝑛. 
 Aumento en la concentración de reactivo A en la línea de alimentación 
con una dinámica tipo paso escalón de magnitud 0.02375 𝑙𝑏𝑚𝑜𝑙𝑒 𝐴/𝑓𝑡3. 
Aunque esta magnitud se encuentra de los límites normales de operación, 
se introduce esta falla para ejemplificar este caso especial. 
 
El comportamiento de estas variables físicas se ilustra en la figura 71, mientras 
que el comportamiento de los estadísticos de prueba, usando PCA como técnica 
de referencia, se ilustran en la figura 72. 
 
Como puede observarse en la figura 72, las condiciones introducidas en el 
proceso no modifican considerablemente al estadístico de Hotelling 𝑇2, siendo la 
perfecta ilustración de fallas que son más sensibles en solo un estadístico. En 
este caso, es el estadístico 𝑄 el que muestra el efecto de la introducción de las 
perturbaciones descritas. Sin pérdida a la generalidad, se tomará este 
estadístico para la ilustración de las técnicas desarrolladas.  
 



































































Figura 71. Condiciones anómalas de operación – a) Fuga en válvula de agua FL2                 




Figura 72. Comportamiento de los estadísticos de prueba – a) Hotelling T2 – PCA ,              
b) Q – PCA 
 
4.3.3 PROYECCIÓN DE PENDIENTE FINAL 
 
A continuación se ilustra brevemente el procedimiento descrito en la sección 
3.2.3.1, presentado el cálculo del término dinámico predictivo para una iteración 
del algoritmo de detección en línea. Para este caso particular se ha realizado la 
extracción de tendencias con un análisis de ondoletas con a una escala y sin 
reestimación del ruido. Los valores de los parámetros utilizados en el cálculo del 
término estadístico predictivo son: 
 
𝜌 = 0.2 𝜓 = 0.001 

















































































La iteracion ilustrada en la figura 73 corresponde a la iteración (𝑡 = 120 min); 
Para este caso el valor del estadístico de Hotelling 𝑇2 es 0.9917 y el valor del 
estadístico dinámico 𝑇𝐷
2 es 1.149. De tal manera que 
 
𝑇𝑓𝑤
2 = 0.9917 
 
𝑇𝐷
2 = 1.149 
 
𝑡𝐻𝐹 = 40 𝑚𝑖𝑛 
y 
𝛥𝑡𝑎 = 8min  (𝑡 = 152min) 
 
Trazando una recta paralela en el punto de anticipación deseado, se calcula el 
término dinámico predictivo para la iteración actual: 
 
𝛥𝑇𝑖
2 = 0.1573 
 
Finalmente, el valor correspondiente para el estadístico dinámico para esta 
iteración es: 
𝑇𝐷
2 = 1.3063 
 





El comportamiento del estadístico de prueba dinámico para todo el conjunto de 
datos en línea se ilustra en la figura 74. 
 
Figura 74. Comportamiento estadístico dinámico predictivo sobre el conjunto de datos en 
línea – proyección de pendiente final 
 
Es interesante analizar el si el comportamiento del estadístico dinámico 
cualitativamente sigue los lineamientos de diseño conceptual. Una revisión de 
cada una de las categorías dinámicas propuestas se ilustra en la figura 75. 
  
a) b) 
Figura 75. Comportamiento estadístico dinámico - Categorías dinámicas a) CAT i , b) CAT 
II, c) CAT III, d) Paso escalón 









































































Figura 75 (continuación). Comportamiento estadístico dinámico - Categorías dinámicas a) 
CAT i , b) CAT II, c) CAT III, d) Paso escalón 
 
En la figura 75a se ilustra la categoría I – comportamiento ascendente, donde se 
observa como el estadístico dinámico compensa el acercamiento del estadístico 
base al umbral de control. Se observa que entre más se acerca el estadístico, y 
de hecho a medida que aumenta la tasa de acercamiento (incremento en la 
pendiente del estadístico base), aumenta la diferencia entre ambos estadísticos, 
evidenciando una mayor compensación.  
 
En la figura 75b se observa como el estadístico se estabiliza de manera casi 
inmediata cuando el estadístico base presenta una tendencia estática, es decir 
se estabiliza a una distancia determinada del umbral de control. Es este punto, el 
estadístico dinámico debe conservar la compensación acumulada y seguir de 
manera “paralela” el comportamiento.  
 
En la figura 75c se ilustra como el algoritmo permite una desacumulación de la 
compensación dinámica una vez se detecta una tendencia que se aleja del 
umbral de control, acercándose al estadístico de prueba base. Por último, la 
figura 75d ilustra el comportamiento esperado ante una cambio tipo paso 
escalón, donde la técnica desarrollada identifica específicamente dicho 
escenario, deshabilitando la compensación y afectando al estadístico dinámico 
en la misma magnitud que el estadístico base. 
 
Finalmente, aunque es difícil estimar el tiempo de anticipación a la falla, si 
tomamos como punto de referencia inicial el tiempo donde la segunda rampa 
ascendente se introduce al sistema (𝑡 = 800 𝑚𝑖𝑛), el método de detección de 
fallas utilizando el término dinámico predictivo anticipa la falla un 40% antes que 





















































4.3.4 MINIMIZACIÓN DEL ÁREA DE PREDICCIÓN  
 
A continuación se ilustra brevemente el procedimiento descrito en la sección 
3.2.3.2, presentado el cálculo del término dinámico predictivo para una iteración 
del algoritmo de detección en línea. Para este caso particular se ha realizado la 
extracción de tendencias con un análisis de ondoletas con a una escala y sin 
reestimación del ruido. Los valores de los parámetros utilizados en el cálculo del 
término estadístico predictivo son: 
 
𝜌 = 0.2 𝜓 = 0.001 
 
La iteracion ilustrada en la figura 76 corresponde a la iteración (𝑡 = 110 min); 
Para este caso el valor del estadístico de Hotelling 𝑇2 es 0.9917 y el valor del 
estadístico dinámico 𝑇𝐷
2 es 1.149. De tal manera que 
 
𝑇𝑓𝑤
2 = 0.9917 
 
𝑇𝐷
2 = 1.149 
 
𝑡𝐻𝐹 = 40 𝑚𝑖𝑛 
y 
𝛥𝑡𝑎 = 8min  (𝑡 = 142min) 
 












En la figura 77 se muestra una vista aumentada de la región de interés, 




Figura 77. Cálculo estadístico dinámico predictivo - método de minimización del área de 
predicción: vista aumentada 
 
Una vez localizado el punto de anticipación deseado, se calcula el polinomio 
ajustado con restricciones. Los polinomios correspondientes a la tendencia 
original de los datos y el polinomio ajustado con restricciones son 
respectivamente, 
 
𝑦𝑏𝑎𝑠𝑒 = 0.00012 𝑡
2 − 0.0035 𝑡 + 0.1091 
 
𝑦𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑜 = 0.00008 𝑡
2 − 0.00042 𝑡  
 
Una vez calculados ambos polinomios de ajuste, se estima el término dinámico 
predictivo para la iteración actual: 
 
𝛥𝑇𝑖
2 = 0.1573 
 
Finalmente, el valor correspondiente para el estadístico dinámico para esta 
iteración es: 
𝑇𝐷











El comportamiento del estadístico de prueba dinámico para todo el conjunto de 
datos en línea se ilustra en la figura 78. 
 
Figura 78 Comportamiento estadístico dinámico predictivo sobre el conjunto de datos en 
línea – minimización del área de predicción 
 
Al comparar ambos métodos para la estimación del término dinámico predictivo, 
encontramos que la compensación obtenida a partir del método de minimización 
del área de predicción es de menor magnitud en comparación con la calculada 
con el método de proyección de pendiente final. Este comportamiento es 
esperado dado que el polinomio de ajuste con restricción en general pasa más 
cerca al conjunto original de datos, especialmente al dato final de la ventana, 
que la proyección de la pendiente final.  
 
Esta compensación de menor magnitud, hace que el método acumule con 
menos intensidad el comportamiento dinámico desarrollado por el estadístico 
base, traduciéndose en un porcentaje de anticipación a la falla de 5%, tomando 
como referencia el punto final de la ventana. ºFinalmente, al analizar la figura 78 
observamos que la técnica DPTE utilizando el método de minimización de área 
de predicción también logra incorporar las tendencias descritas en las categorías 




5 CONCLUSIONES Y RECOMENDACIONES 
 
Existe una gran diversidad de técnicas de detección y diagnóstico de fallas 
desarrolladas a nivel científico que han incorporado información de proceso en 
cada uno de sus tipos y condiciones. Sin embargo, pese a la urgencia de su 
implementación a nivel industrial, el desarrollo a nivel técnico de paquetes o 
sistemas que ofrezcan sistemas robustos de monitoreo de procesos incluyendo 
detección y diagnóstico de fallas difiere completamente de su contraparte 
científica. 
 
Dentro de las pocas opciones disponibles, encontramos que PCA y algunas 
derivaciones para producción en lotes son las principales – y casi que únicas- 
técnicas que se incluyen dentro de esta oferta limitada. La razón principal para 
esta condición es que PCA es considerada la técnica de referencia más 
importante dentro de la categoría de estrategias basadas en datos históricos. De 
igual manera, su variante dinámica DPCA, es la técnica de referencia para 
agregar información temporal a la matriz de datos.  
 
No obstante, aun siendo las técnicas de referencia en los campos científico y 
técnico, su desempeño ante algunas de las dinámicas de evolución de una falla 
resulta deficiente. PCA y DPCA proveen teóricamente una apropiada 
decorrelación de las variables a nivel espacial y temporal, pero fallan en la 
identificación e inclusión de la dinámica del proceso dentro del estadístico de 
prueba.  
 
Ku et al. concluyen en sus investigaciones que utilizar DPCA en general agrega 
información de la evolución dinámica del proceso, sensibilizándolo al punto de 
detectar una condición anómala de menor magnitud que PCA. Aunque en la 
presente investigación se constataron los resultados obtenidos por Ku et al., se 
agrega que sus resultados son apropiados solo para una dinámica tipo paso 
escalón, obteniendo una respuesta pobre para dinámicas incipientes. Su 
detección se realiza solo cuando su magnitud es comparable a la de un paso 
escalón de amplitud media y no hay evidencia cuantitativa o cualitativa de la 
inclusión de la dinámica incipiente en los estadísticos de prueba. 
 
El desarrollo de técnicas de detección y diagnóstico de fallas que incluyan la 
tendencia del proceso dentro de su metodología ha sido un nicho importante de 
investigación en los últimos 25 años. La mayoría de algoritmos combinan la 
extracción cualitativa de tendencias de proceso, utilizando herramientas 
estadísticas como ajuste por mínimos cuadrados, junto a técnicas de inteligencia 
artificial como lógica difusa y redes neuronales. Aunque estas técnicas se 
consideran, al menos conceptualmente, basadas en datos históricos, necesitan 
la convergencia en la disponibilidad no solo de datos en condiciones normales 
de operación sino una tipificación de las fallas dentro del sistema, además de 
cierto conocimiento decodificado del proceso para la construcción de las bases 




implementación provee un escenario robusto en la detección, su complejidad 
computacional y diversidad en las operaciones requeridas, se exhiben como las 
principales limitantes para su utilización a nivel industrial. 
 
Este escenario es el nicho de la investigación desarrollada en este documento, 
presentando dos técnicas de detección de fallas utilizando dos enfoques 
diferentes. La primera técnica denominada EWPCA integra las metodologías y 
algoritmos PCA, DPCA y la carta univariada EWMA, incorporando el estadístico 
Z de los componentes principales obtenidos en una caracterización PCA al 
conjunto original. La segunda, denominada DPTE, se inspira en el 
comportamiento de un controlador PID e integra la metodología de PCA con 
criterios de compensación basados en el comportamiento dinámico del 
estadístico de prueba base.  
 
La técnica de detección EWPCA presenta un excelente desempeño para la 
detección de tendencias incipientes, no solo por los resultados expuestos a lo 
largo de este documento, sino que se presenta como una solución más sencilla 
y computacionalmente menos compleja que las técnicas dinámica de referencia. 
Dentro de las principales características que aporta EWPCA es una mayor 
diferenciación entre el subespacio de variación principal y el subespacio 
residual, mayor sensibilidad en el estadístico T2 para fallas tipo paso escalón en 
comparación a DPCA, filtrado de ruido (variación natural) manteniendo la tasa 
de falsas alarmas por debajo del 5%, y la inclusión apropiada de la tendencia del 
proceso dentro del estadístico de prueba obteniendo una anticipación en la falla 
en comparación a DPCA para fallas incipientes. 
 
La técnica DPTE se basa en un término dinámico predictivo que compensa el 
comportamiento del estadístico de prueba base dependiendo de 3 categorías 
dinámicas. Estas categorías dinámicas son propuestas por el autor a partir de la 
agrupación de las primitivas propuestas por Venkatasubramanian et al. en el 
desarrollo del método de bisección para extracción de tendencias de proceso. La 
mayor ventaja de esta técnica, es una integración sencilla de técnicas 
estadísticas, conocimiento de proceso y técnicas cualitativas de extracción de 
tendencias, en una implementación sencilla.  
 
Dentro de sus principales características encontramos la parametrización en el 
cálculo del término dinámico predictivo, permitiendo configurar la técnica para un 
porcentaje de anticipación a la falla deseado; esto es una ventaja importante 
para la articulación de análisis de control de calidad, producción en conjunto con 
las labores de mantenimiento, facilitando la implementación una estrategia de 
gestión operacional de procesos. Además, la incorporación de la prueba 
estadística para detección de puntos atípicos incluida en el algoritmo de Dash et 
al. permite una implementación adecuada sin compensaciones exageradas al 






Un resumen de los principales indicadores evaluados para las técnicas 
desarrolladas y la técnica base DPCA se presentan en la tabla 18. 
 
INDICADOR DPCA EWPCA DPTE 
Detección inmediata 
de perturbaciones tipo 
paso escalón a 
Sí Sí Sí 
Tiempo de 
anticipación a la falla b 
- 50% Adaptable c 
Tasa de falsas 
alarmas (Error tipo I) 
5% 5% - e 
Tasa de omisión en la 
detección  
(Error tipo II) d 
50% 5% - e 
a Para dinámicas tipo paso escalón o primer orden cuya magnitud sea suficiente para 
sobrepasar el umbral de falla 
b En comparación a DPCA para fallas incipientes 
c DPTE tiene un tiempo de anticipación parametrizable 
d Medido en fallas incipientes o pasos escalones de baja amplitud donde el estadístico 
EWPCA apenas detectar la introducción de la misma (mayor sensibilidad).  
e Estas características dependerán del estadístico base utilizado para el cálculo del 
término dinámico predictivo.  
Tabla 18. Resumen indicadores de desempeño en técnicas desarrolladas y de referencia 
 
Técnicas como EWPCA abren la posibilidad de mezclar diferentes 
aproximaciones de solución al problema de detección y diagnóstico agregando 
variables especializadas a la matriz de datos original. Esta técnica puede 
computacionalmente ser mejorada si se encontrara la forma de realizar la 
segunda caracterización PCA a partir de la primera, a través del cálculo 
recursivo del modelo estadístico. Esto no solo abriría la posibilidad de mejorar el 
rendimiento computacional, sino de pensar en acciones de reentrenamiento en 
línea a partir de los datos en tiempo real, especialmente necesarios es procesos 
que han envejecido en cierto porcentaje sin desencadenar una condición 
anómala.  
 
Un escenario de mejora más promisorio se presenta para la técnica DPTE. Un 
estudio para la determinación de valores óptimos para los parámetros 𝜌 y 𝜓 
dependiendo del nivel de ruido a partir de la caracterización de la variación 
natural del proceso y el estadístico de prueba, o la determinación a partir de la 
caracterización dinámica de las principales fallas que se presentan en el 
sistema, introduciendo conceptos como una constante de tiempo de evolución 
de la falla. Esto permitiría la configuración del proceso teniendo en cuenta la 





Finalmente, aunque no se enfatizó en este documento, la técnica DVPCA 
basada en la inclusión en la derivada de los componentes principales a la matriz 
original de datos es también una técnica, que aunque en etapas iniciales de 
concepción, puede implementarse en procesos que tengan una tasa de 
adquisición de datos relativamente baja – del orden de minutos – permitiéndole 
al algoritmo de detección ejecutar las rutinas que lo componen. Mejores técnicas 
de filtrado, mejores técnicas para el cálculo de las derivadas finitas, entre otras 
modificaciones, pueden implementarse para mejorar su rendimiento como 
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ANEXO 1: CARTA DE CONTROL DEL PROMEDIO MÓVIL PONDERADO 
EXPONENCIALMENTE - EXPONENTIALLY-WEIGHTED MOVING AVERAGE (EWMA) 
 
La carta de control de promedio móvil ponderado exponencialmente, mejor 
conocida como carta EWMA por sus siglas en ingles (Exponentially Weighted 
Moving Average), ofrece una alternativa para mitigar las desventajas de las 
cartas de control de Shewhart entre otras, que solo utilizan la información del 
proceso contenida en el último punto muestreado y graficado, ignorando 
cualquier información ofrecida por la secuencia completa de puntos.  
 
Esta característica hace que las cartas de control antecesoras sean 
relativamente insensibles a desviaciones pequeñas en los parámetros 
monitoreados del proceso. La carta de control EWMA permite detectar este tipo 
de cambios caracterizados por su magnitud mínima, incluso para la media de las 
variables proceso, que tiene menor variación cuando se compara con la variable 
especifica.  
 
Para el desarrollo de esta carta inicialmente se requiere el promedio ponderado 
de las observaciones anteriormente obtenidas de la variable de proceso a 
evaluar. Lo anterior se calcula a partir de la expresión,  
 
𝑧𝑖 = 𝜆𝑥𝑖 + (1 − 𝜆) 𝑧𝑖−1 
 
Donde 𝜆 es un parámetro unitario (0 < 𝜆 < 1) y el valor inicial del estadístico 
EWMA., 𝑧0, corresponde a la media 𝜇0 de la variable medida, i.e. el valor de la 
variable en condiciones normales de operación.  
 
Ahora bien, los límites de la carta de control EWMA se calculan a partir de las 
siguientes relaciones, 
 
𝑈𝐶𝐿 = 𝜇0 + 𝐿𝜎√
𝜆
2 − 𝜆
[1 − (1 − 𝜆)2𝑖] 
 
𝐿𝐶𝐿 = 𝜇0 − 𝐿𝜎√
𝜆
2 − 𝜆





ANEXO 2: OPERACIÓN DE AUTOESCALAMIENTO – AUTOSCALING 
 
Sea 𝑋 𝜖 ℝ𝑛 × 𝑚  la representación matricial del conjunto de 𝑚  variables 
observadas en 𝑛 instantes de tiempo. 
 
𝑋 = [
𝑥11 𝑥12 … 𝑥1𝑚
𝑥21 𝑥22 … 𝑥2𝑚
⋮ ⋮ ⋱ ⋮
𝑥𝑛1 𝑥𝑛2 … 𝑥𝑛𝑚
] (1) 
 
La operación de autoescalamiento consiste en la substracción de la media 
muestral a cada observación, para posteriormente ser divida por la desviación 
estándar muestral. Como detalle adicional, el cálculo de la media y desviación 
estándar muestral se realiza por cada una de las 𝑚 variables y se operan las 
observaciones de manera correspondiente. De esta manera, la matriz de 
observaciones autoescaladas 𝑋𝑎𝑠 𝜖 ℝ










































Ahora bien, se puede descomponer 𝑋𝑎𝑠 en las siguiente producto matricial, 
 
𝑋𝑎𝑠 = [
𝑥11 − ?̅?1 𝑥12 − ?̅?2 … 𝑥1𝑚 − ?̅?𝑚
𝑥21 − ?̅?1 𝑥22 − ?̅?2 … 𝑥2𝑚 − ?̅?𝑚
⋮ ⋮ ⋱ ⋮








𝑠1⁄ 0 … 0
0 1 𝑠2⁄ … 0
⋮ ⋮ ⋱ ⋮















𝑠1⁄ 0 … 0
0 1 𝑠2⁄ … 0
⋮ ⋮ ⋱ ⋮






𝑠1 0 … 0
0 𝑠2 … 0
⋮ ⋮ ⋱ ⋮








Como segunda descomposición de la ecuación (3), especialmente de la parte 
izquierda del producto matricial tenemos,  
 
𝑋𝑎𝑠 = (𝑋 − [
?̅?1 ?̅?2 … ?̅?𝑚
?̅?1 ?̅?2 … ?̅?𝑚
⋮ ⋮ ⋱ ⋮
?̅?1 ?̅?2 … ?̅?𝑚
] ) [
𝑠1 0 … 0
0 𝑠2 … 0
⋮ ⋮ ⋱ ⋮





Sean ?̅? y Σ𝑥 dos matrices diagonales que almacenen la información estadística 
de cada variable, así:  
 
?̅? = [
?̅?1 0 … 0
0 ?̅?2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … ?̅?𝑚
] Σ𝑋 = [
𝑠1 0 … 0
0 𝑠2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝑠𝑚
] 
 
Podemos definir la operación de autoescalamiento como una operación matricial 
de acuerdo a la siguiente expresión 
 





1 1 … 1
1 1 … 1
⋮ ⋮ ⋱ ⋮
1 1 … 1
]  ∈  ℝ𝑛×𝑚  
 






ANEXO 3: DEMOSTRACIÓN DE Y COMO MATRIZ NO CORRELACIONADA Y SU 
VARIANZA IGUAL AL AUTOVALOR CORRESPONDIENTE DE LA MATRIZ DE COVARIANZA 
DE LA MATRIZ DE OBSERVACIONES 
 
Sea 𝑌 𝜖 ℝ𝑛 × 𝑚  la matriz de observaciones rotadas a partir de la matriz de 
autovectores 𝑉 
 
𝑌 = 𝑋𝑉   (1) 
 






𝑌𝑇𝑌    (2) 
 





(𝑋𝑉)𝑇𝑋𝑉    (3) 
 
Aplicando operaciones matriciales adecuadas y reorganizando los términos del 






𝑋𝑇𝑋𝑉    (4) 
 





𝑋𝑇𝑋   (5𝑎) 
 
𝑆𝑋 = 𝑉Λ𝑉
𝑇   (5𝑏) 
 
Reemplazando la relación media de la ecuación (5a) en (4) tenemos, 
 
𝑆𝑌 = 𝑉
𝑇𝑆𝑋𝑉    (6) 
 
Finalmente, reemplazando la ecuación (5b) en (6) tenemos, 
 
𝑆𝑌 = 𝑉
𝑇𝑉Λ𝑉𝑇𝑉    (7) 
 
Dado de que el 𝑉 es una matriz ortogonal, 𝑉𝑇𝑉 = 𝐼, de tal manera que, 
 
𝑆𝑌 = Λ    (8) 
 
Dado que Λ es una matriz diagonal, este resultado implica que la covarianza de 
una variable 𝑦𝑖  e 𝑦𝑗  es 0, confirmando la teoría de que la matriz 𝑌  es 
efectivamente compuesta de variables decorrelacionadas. Además esta 
demostración explica que la varianza de un componente principal 𝑦𝑖 es igual al 
autovalor 𝜆𝑖 calculado a partir de la descomposición espectral de la matriz de 




ANEXO 4: MÉTODO COMPACTO BASADO EN SERIES DE TAYLOR PARA LA PRIMERA 
DERIVADA HACIA ATRÁS (4TO ORDEN) 
 
La aproximación de métodos compactos propuesta por Lele1 sugiere la siguiente 








(𝑎𝜙𝑖 + 𝑏𝜙𝑖−1 + 𝑐𝜙𝑖−2 + 𝑑𝜙𝑖−3) 
 
Utilizando una aproximación basada en series de Taylor para cada una de los 
términos de la expresión anterior tenemos, 
 
𝜙𝑖 = 𝜙𝑖 
 

















𝑣 + ⋯ 
 

















𝑣 + ⋯ 
 










































𝑣′ + ⋯ 
 





















































































𝑣 + ⋯) = 0 
 
                                            
1 S. K. Lele, “Compact finite difference schemes with spectral-like resolution,” J. 






































































) = 0 
 







𝑎 + 𝑏 + 𝑐 + 𝑑 = 0 
 





































Resolviendo el sistema planteado, 
 
𝛼 = 3 ; 𝑎 =
17
6
 ; 𝑏 = −
3
2
 ; 𝑐 = −
3
12




































ANEXO 5: MODELO PROCESO REACTOR ENDOTÉRMICO 
 
Ecuaciones estequiométricas de la dinámica de la reacción presente en el 
reactor: 
2𝐴 → 𝐵 + 𝐶      (1) 
2𝐶 → 𝐵 + 𝐸      (2) 




𝑅𝑇(𝑡)          1𝑒𝑐, 4𝑖𝑛𝑐 {   𝑟𝐴(𝑡), 𝐶𝐴(𝑡), 𝐶𝐵(𝑡), 𝑇(𝑡)  } 
 
𝑟𝐶(𝑡) = 𝐾0′𝐶𝐴(𝑡)𝐶𝐶(𝑡)     2𝑒𝑐, 6𝑖𝑛𝑐 {   𝐶𝐶(𝑡), 𝑟𝑐(𝑡)  } 
 
Densidad del producto dependiente de la concentración B: 
 
𝜌(𝑡) = 𝜌0 + 𝑑𝐶𝐵(𝑡)       3𝑒𝑐, 7𝑖𝑛𝑐 {   𝜌(𝑡)  } 
 
Balance de masa global: 
𝜌0𝑓1(𝑡) + 𝜌𝑤𝑓2(𝑡) − 𝜌(𝑡)𝑓(𝑡) = 𝐴
𝑑
𝑑𝑡
(ℎ(𝑡)𝜌(𝑡))   4𝑒𝑐, 9𝑖𝑛𝑐 {   𝑓(𝑡), ℎ(𝑡)  } 
 
𝑓(𝑡) = 𝐶𝑣𝑎𝑙√ℎ(𝑡)     5𝑒𝑐, 9𝑖𝑛𝑐 
 
Balance de componte A: 
𝐶𝐴1(𝑡)𝑓1(𝑡) − 𝐶𝐴(𝑡)𝑓(𝑡) − 𝐴𝑟𝐴(𝑡)ℎ(𝑡) = 𝐴
𝑑
𝑑𝑡
(ℎ(𝑡)𝐶𝐴(𝑡))   6𝑒𝑐, 9𝑖𝑛𝑐  
 










(ℎ(𝑡)𝐶𝐵(𝑡))   7𝑒𝑐, 9𝑖𝑛𝑐  
 




𝐴𝑟𝐴(𝑡)ℎ(𝑡) − 𝐴𝑟𝐶(𝑡)ℎ(𝑡) = 𝐴
𝑑
𝑑𝑡
(ℎ(𝑡)𝐶𝐵(𝑡))   8𝑒𝑐, 9𝑖𝑛𝑐  
 
Balance de energía en el reactor: 
𝜌0𝐶𝑝1𝑇1̅𝑓1(𝑡) + 𝜌𝑤𝐶𝑝𝑤𝑇𝑤̅̅̅̅ 𝑓2(𝑡) − 𝜌(𝑡)𝐶𝑝𝑓(𝑡)𝑇(𝑡) + 𝑈𝐴𝑐𝑜𝑖𝑙(𝑇𝑐(𝑡) − 𝑇(𝑡))
+ −𝛥𝐻𝑅𝐴𝐴𝑟𝐴(𝑡)ℎ(𝑡) = 𝐴
𝑑
𝑑𝑡
(ℎ(𝑡)𝜌(𝑡))   9𝑒𝑐, 10𝑖𝑛𝑐  {  𝑇𝑐(𝑡) } 
 
Balance de energía en el serpentín: 
λW(t) − 𝑈𝐴𝑐(𝑇𝑐(𝑡) − 𝑇(𝑡)) = 𝐶𝑝𝑐𝑜𝑖𝑙𝜌𝑐𝑜𝑖𝑙𝐿𝑐𝑜𝑖𝑙
𝑑𝑇𝑐(𝑡)
𝑑𝑡
    10𝑒𝑐, 10𝑖𝑛𝑐 
 




 11𝑒𝑐, 11𝑖𝑛𝑐   { 𝑡0(𝑡)}  
Por lo cual: 
𝐶𝐵𝑑𝑜𝑤𝑛𝑠𝑡𝑟𝑒𝑎𝑚
(𝑡) = 𝐶𝐵(𝑡 − 𝑡0(𝑡))    12𝑒𝑐, 12𝑖𝑛𝑐   {𝐶𝐵𝑑𝑜𝑤𝑛𝑠𝑡𝑟𝑒𝑎𝑚
(𝑡) }  
 
𝑇𝑑𝑜𝑤𝑛𝑠𝑡𝑟𝑒𝑎𝑚
(𝑡) = 𝑇(𝑡 − 𝑡0(𝑡))    13𝑒𝑐, 13𝑖𝑛𝑐   {𝑇𝑑𝑜𝑤𝑛𝑠𝑡𝑟𝑒𝑎𝑚
(𝑡) } 
