The nonnegative inverse eigenvalue problem (NIEP) is to characterize the spectra of entrywise nonnegative matrices. A finite multiset of complex numbers is called realizable if it is the spectrum of an entrywise nonnegative matrix. Monov conjectured that the k th -moments of the list of critical points of a realizable list are nonnegative. Johnson further conjectured that the list of critical points must be realizable. In this work, Johnson's conjecture, and consequently Monov's conjecture, is established for a variety of important cases including Ciarlet spectra, Suleȋmanova spectra, spectra realizable via companion matrices, and spectra realizable via similarity by a complex Hadamard matrix. Additionally we prove a result on differentiators and trace vectors, and use it to provide an alternate proof of a result due to Malamud and a generalization of a result due to Kushel and Tyaglov on circulant matrices. Implications for further research are discussed.
Introduction
The longstanding nonnegative inverse eigenvalue problem (NIEP) is to characterize the spectra of entrywise nonnegative matrices. More specifically, given a finite multi-set (herein list ) Λ = {λ 1 , . . . , λ n } of complex numbers, the NIEP asks for necessary and sufficient conditions such that Λ is the spectrum of an n-by-n entrywise-nonnegative matrix. If Λ is the spectrum of a nonnegative matrix A, then Λ is called realizable and A is a called realizing matrix (for Λ).
It is well-known that if Λ = {λ 1 , . . . , λ n } is realizable, then Λ must satisfy the following conditions: Λ := {λ 1 , . . . ,λ n } = Λ;
(1) 
It is worth noting that these conditions are not independent: Loewy and London [24] showed that the moment condition (3) implies the self-conjugacy condition (1); Friedland [12, Theorem 1] showed that the eventual nonnegativity of the moments implies the spectral radius condition (2) ; and if the trace is nonnegative, i.e., if s 1 (Λ) ≥ 0, then the J-LL condition (4) (established independently by Johnson [15] and by Loewy and London [24] ) implies the moment condition since
Thus, the J-LL condition and the nonnegativity of the trace imply the selfconjugacy, spectral radius, and moment conditions. There is another necessary condition due to Holtz [13] , which was shown to be independent of J-LL, but for brevity, it will not be considered here (for more information regarding the NIEP, there are several articles [2, 6, 11, 17, 26, 32] and monographs [26, 1] that discuss the problem).
Let Λ = {λ 1 , . . . , λ n } ⊂ C (n ≥ 2) be a list, let p(z) = n i=1 (z − λ i ), and let Λ ′ = {µ 1 , . . . , µ n−1 } denote the zeros of p ′ . Monov [27] posed the following conjecture.
The following is due to Johnson [16] .
It is clear that Johnson's conjecture implies Monov's conjecture. Cronin and Laffey [8] established Johnson's conjecture in the cases when n ≤ 4, or when n ≤ 6 and s 1 (Λ) = 0, .
Note that the converse of Conjecture 1.2 is not true; consider the list Λ = {1, 1, −2/3, −2/3, −2/3} and the polynomial p(z) = (z − 1)
, and Λ ′ is realizable [24] . However, it is well-known that Λ is not realizable (see, e.g., Friedland [12] and Paparella and Taylor [28] for a more general result). Note that there are instances when the constant of integration can be selected so that the zeros of an antiderivative form a realizable set (see Section 6) .
In this work, we investigate and constructively prove Conjecture 1.2 for a variety of cases. First, we examine the k th moments of the critical points of a realizable list and establish a sufficient condition for realizability via companion matrices. Next, we explore the d-companion matrix as a construction for a realizing matrix of the critical points and establish a sufficient condition that includes Ciarlet spectra [7] . We then study differentiators following the work of Pereira [29] and show that Johnson's conjecture holds for spectra realizable via complex Hadamard similarities. Along the way, we provide an alternate proof to a result of Malamud [25] and extend the results on circulant matrices by Kushel and Tyaglov [20] . Additionally, we use these results to provide a new proof of a classical theorem on the interlacing roots and critical points for polynomials. Finally, implications for further research are discussed.
Notation
Unless otherwise stated, Λ :
. . , µ n−1 }. Furthermore, we refer to the critical points of p, i.e., the zeros of p ′ , as the critical points of Λ. For n ∈ N, we let n denote the set {1, . . . , n} . We let M m×n (F) denote the set of m-by-n matrices with entries from a field F. In the case when m = n, M m×n (F) is abbreviated to M n (F).
For A ∈ M n (F), we let σ(A) denote the spectrum (i.e., list of eigenvalues) of A; we let A (i) denote the i th principal submatrix of A, i.e., A (i) is the (n − 1)-by-(n − 1) matrix obtained by deleting the i th -row and i th -column of A; and we let τ (A) denote the normalized trace of A, i.e., τ (A) := (1/n) tr A.
We let diag (λ 1 , . . . , λ n ) denote the diagonal matrix whose i th diagonal entry is λ i .
For A ∈ M m (F) and B ∈ M n (F), the direct sum of A and B, denoted A ⊕ B, is the matrix
The Kronecker product of A ∈ M m×n (F) and B ∈ M p×q (F), denoted A ⊗ B, is the (mp)-by-(nq) block matrix
Preliminary Results
Proof. Follows from the fact that the derivative of a real polynomial is real.
Monov [27, Proposition 2.3] provides a formula that relates the moments of a list with the moments of its critical points.
Proof. A straightforward application of Theorem 3.3 yields
With this we see a particular case of the J-LL condition satisfied.
if and only if s
Proof. Following (5),
Inequality (6) is important for the realizability of lists with three elements [24, Theorem 2], as well as generalized Suleȋmanova spectra [21] , which we define in the sequel.
A real list Λ is called a Suleȋmanova spectrum if s 1 (Λ) ≥ 0 and Λ contains exactly one nonnegative entry. A list Λ is called a generalized Suleȋmanova spectrum when s 1 (Λ) ≥ 0 and Λ contains exactly one entry with nonnegative real part.
Friedland [12] and Perfect [30] proved that all Suleȋmanova spectra are realizable by a companion matrix. In particular, they showed that if Λ is a Suleȋmanova spectrum and
then a k ≤ 0 for every k ∈ n . Consequently, the companion matrix
Note that the class of spectra realizable via companion matrices contains spectra other than (generalized) Suleȋmanova spectra (e.g., the n th roots of unity for n ≥ 4).
′ is realizable by a companion matrix.
Proof. By hypothesis,
with a k ≤ 0 for every k ∈ n . Thus, the non-monic coefficients of
Remark 3.7. If p is a polynomial such that C(p) is nonnegative, then, for 1 ≤ k ≤ n − 1, the zeros of p (k) are realizable. Moreover, if the constants of integration are chosen to be nonpositve, then the roots of its successive anti-derivatives are also realizable (see Section 6).
Theorem 3.8. If Λ is a realizable generalized Suleȋmanova spectrum such that
Proof. Laffey andŠmigoc [21] showed that Λ is realizable by a matrix of the form C + αI, where C is a trace-zero companion matrix and α is a nonnegative scalar. Since 0 = s 1 (Λ) = tr(C + αI) = tr C + α tr I = nα, it follows that α = 0. Thus, Λ is realizable by a trace-zero companion matrix, so Λ ′ is realizable.
The following theorem is a classical result on the relationship between polynomial and its critical points when its zeros are real. Theorem 3.9. Let p be a polynomial with real roots λ 1 , . . . , λ n and critical points µ 1 , . . . , µ n−1 , each listed in descending order. Then the critical points of p interlace the roots of p, i.e.,
Theorem 3.9 can be proved via Rolle's theorem and some simple root counting arguments, but the details are somewhat cumbersome. Instead, we defer this proof to Stection 5 to highlight the utility of the results presented there.
While Theorem 3.6 proves that the critical points of Suleȋmanova spectra are realizable, the following is worth noting. Proof. Since p has all real roots, by Theorem 3.9 the critical points must all be real and interlace the zeros. Thus, there is at most one nonnegative critical point. Furthermore, by Theorem 3.2, s 1 (Λ ′ ) ≥ 0, so there must be at least one nonnegative critical point.
The D-Companion Matrix
Just as the roots of a polynomial can be studied with a companion matrix, Cheung and Ng [4] introduced the d-companion matrix to study the critical points of a polynomial. Definition 4.1 (d-companion matrix). Let p(t) = n i=1 (t−λ i ) be a polynomial of degree n ≥ 2 and let D := diag (λ 2 , . . . , λ n ) ∈ M n−1 (C). If I and J denote the (n − 1)-by-(n − 1) identity and all-ones matrices respectively, then the the matrix
Notice that, after relabeling the zeros of p, there are n possible choices for the d-companion matrix. Cheung and Ng [4, Theorem 1.1] showed that the spectrum of any d-companion matrix of a polynomial coincides with its multiset of critical points.
A straightforward calculation reveals that
Remark 4.2. If Λ ⊂ R is realizable, with λ 1 = ρ(Λ), then (7) reveals that Λ ′ is the spectrum of a Metzler matrix, i.e., Λ ′ is realizable by a matrix of the form A = B − αI, with B ≥ 0 and α ≥ 0.
Ciarlet [7] showed that the following condition is sufficient for realizability.
Theorem 4.3 (Ciarlet). Let
From the d-companion matrix, we derive a similar necessary condition for the realizability of critical points.
Theorem 4.4. Let Λ = {λ 1 , . . . , λ n } ⊂ R be realizable and suppose that
Proof. Immediate in view of (7).
Corollary 4.5. The critical points of a Ciarlet spectrum are realizable.
Although not directly applicable to the primary problem considered here, given a polynomial with complex roots, a construction of the d-companion matrix with real entries may be useful elsewhere. Theorem 4.6. If Λ = {λ 1 , . . . , λ m , µ 1 ,μ 1 , . . . , µ n ,μ n }, where Im(λ i ) = 0, ∀i ∈ m and Im(µ i ) = 0, ∀i ∈ n , then the spectrum of the matrix (whose entries are real)
is the critical points of Λ, where
then V is unitary and, for any complex number z,
If A is the the d-companion matrix U := I m×m ⊕ n i=1 V , then U is unitary and U AU * is the desired matrix.
Differentiators and Complex Hadamard Matrices
Pereira [29] , following the work of Davis [9] , studied differentiators and introduced the concept of a trace vector to solve several unsolved conjectures in the geometry of polynomials. Although Pereira studied differentiators and trace vectors in the setting of linear operators on finite dimensional Hilbert spaces, we only consider these objects for matrices and summarize some of his results in this setting.
Definition 5.1. For A ∈ M n (C) and a unit vector z ∈ C n , let P = P (z) := I − zz * ∈ M n (C). If B := P AP | P C n (the matrix B is called the compression of
where p M denotes the the characteristic polynomial of M ∈ M n (C). The following result is due to Pereira.
Theorem 5.4 (Pereira [29, Theorem 2.5]).
If A ∈ M n (C) and z ∈ C n is a unit vector, then P is a differentiator of A if and only if z is a trace vector of A.
In addition, Pereira [29, Theorem 2.10] shows that every matrix possesses a trace vector, i.e., every matrix possesses a differentiator.
Example 5.5. If e i is a trace vector of A ∈ M n (C), where e i (1 ≤ i ≤ n) denotes the i th canonical basis vector of C n , and P = I − e i e ⊤ i , then the compression of A onto P C n is A (i) .
Proposition 5.6. Let A ∈ M n (C) and let z be a trace vector of A. If α is a complex number such that |α| = 1, then αz is a trace vector of A.
Proof. For any nonnegative integer k, notice that
A stronger result is available for diagonal matrices.
for all i ∈ n , then z is a trace vector of D.
Proof. If k is a nonnegative integer, then
i.e., z is a trace vector of D.
Remark 5.8. The converse of Lemma 5.7 fails; indeed, if D is a diagonal matrix, then
Although not relevant to this work, we note the following result.
Proposition 5.9. If z ∈ C n is a trace vector of every n-by-n diagonal matrix,
Proof. Suppose that z ∈ C n is a trace vector of all diagonal matrices and let
and the result is established upon taking square-roots throughout.
Lemma 5.10. If Q = αS, with α ∈ C\{0} and S ∈ GL n (C), then for A ∈ M n (C),
Malamud [25, Proposition 4 .2] provides the following result on the relationship between a polynomial and its critical points.
Proposition 5.11 (Malamud) . If p is a polynomial, then there is a normal matrix A such that σ(A) = Λ and σ(A (n) ) = Λ ′ .
In particular, Malamud shows that if A = U DU * , where D = diag (λ 1 , . . . , λ n ) and U is a unitary matrix satisfying
then the matrix A satisfies the conclusion of Proposition 5.11. Following the work of Pereira, we provide an alternate proof to the above result and generalize it to any principal submatrix of A.
Theorem 5.12. Let Λ = {λ 1 , . . . , λ n } be a list, and let U ∈ M n (C) be a unitary matrix such that for some i ∈ n , |u ij | =
where
Proof. Suffices to show that e i is a trace vector of A. Notice that U * e i is the entrywise complex conjugate of the i th -row of U . By hypothesis, each element of this row has modulus 1 √ n , thus, by Lemma 5.7, U * e i is a trace vector of D. Moreover, if k is any nonnegative integer, then
i.e., e i is trace vector for A.
A proof of Proposition 5.11 is immediate once a unitary matrix is provided that satisfies property (8) . Recall that an n-by-n matrix H is called a Hadamard matrix (of order n) if h ij ∈ {±1} and HH ⊤ = nI. A matrix H is called a complex Hadamard matrix (of order n) if |h ij | = 1 and HH * = nI. Notice that for any complex Hadamard matrix H ∈ M n (C), the matrix U :=
For a fixed positive integer n and the complex scalar ω := exp(−2πi/n), the matrix
is called the discrete Fourier transform (DFT) matrix (of order n). As is wellknown, the DFT matrices are complex Hadamard matrices. Since |ω k | = |ω| k = 1 k = 1 for every integer k, it follows that every row of the unitary matrix
F n satisfies the condition required in Proposition 5.11. Furthermore, if Λ = {λ 1 , . . . , λ n } is a list and A = U DU * , D = diag (λ 1 , . . . , λ n ), then, following Theorem 5.12, σ(A (i) ) = Λ ′ , for every i ∈ n . For S ∈ GL n (C), the set
is called the spectracone of S [18, 19] . It is known that the spectracones corresponding to Hadamard matrices comprise a large class of realizable real spectra [19] . Furthermore, spectracones corresponding to DFT matrices comprise a large class of realizable nonreal spectra [18] . Remark 5.14. There is further evidence that Conjectrure 1.2 is true; recall that Boyle and Handelman [3] found necessary and sufficient conditions for Λ = Λ ∪ {0, . . . , 0} to be the spectrum of a nonnegative matrix. Laffey [22] gave a construction for a realizing n-by-n matrix X. Laffey et al. [23] showed that e n is a trace vector of X, thus the critical points ofΛ are realizable by X (n) .
A matrix of the form
is called a circulant matrix or circulant. It is well-known that a matrix C is a circulant if and only if there is a diagonal matrix D such that C = U DU * , where showed that if p is the characteristic polynomial of C and Λ = σ(C), then σ(C (n) ) = Λ ′ . However, Theorem 5.12 yields a more general result with a simpler proof.
Corollary 5.15. If C is defined as in (9), Λ = σ(C), then σ(C (i) ) = Λ ′ , for every i ∈ n .
Proof. Immediate in view of Theorem 5.12 and Lemma 5.10.
We conclude this section with a proof of Theorem 3.9.
Proof of Theorem 3.9. Let Λ be a real list. Set A = H diag (λ 1 , . . . , λ n ) H −1 , where H is any complex Hadamard matrix. By Lemma 5.10, A is a unitary similarity of a real diagonal matrix, so it is Hermitian. Furthermore, by Theorem 5.12, σ A (i) = Λ ′ , for every i ∈ n . By the Cauchy interlacing theorem [14, Theorem 4.3.17], Λ ′ interlaces Λ.
Concluding Remarks
Since Johnson's conjecture is stronger than Monov's conjecture, we have shown both Johnson's and Monov's conjecture for Suleȋmaonva spectra, Ciarlet spectra, spectra realizable by companion matrices, and spectra realizable by complex Hadamard Similarities. In the general case, Johnson's conjecture remains open for n ≥ 5.
Since the J-LL and trace conditions imply the moment condition, proving that J-LL is satisfied for the critical points of realizable lists is a worthwhile avenue for investigation, as this would prove Monov's conjecture.
Cheung and Ng [5] , recognize that other constructions of a d-companion matrix exist. They provide methods for constructing such matrices which have already proven fruitful in the study of circulant matrices [20] . Future research on finding alternative constructions to the d-companion matrix may be critical to solving this conjecture.
It is simple to show that, for spectra realizable via companion matrices, there exists an anti-derivative with roots that are realizable as well. Notice that if p(t) = t n + n k=1 a n−k t n−k , where each a k ≤ 0, then any anti-derivative is of the form P (t) = 1 n + 1 t n+1 + n k=1 1 n − k + 1 a n−k t n−k+1 + c, a k ≤ 0,
Notice that (n + 1)P is monic and its companion matrix is nonnegative if and only if c is nonpositive. Thus, there are infinitely-many anti-derivatives whose zeros form a realizable list. Bhat and Mukherjee [31] introduced integrators as an analog to differentiatos. While every matrix has a differentiator [29] , the existence of an integrator is neither guaranteed nor unique when an integrator is available. An explicit construction of an integrator is an avenue worthy of further exploration.
