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Abstract. In this demo, we present two applications which allow users
to ‘see’ a geometric interpretation of the Bayes’ rule and interact with a
Na¨ıve Bayes text classifier on a real dataset, namely the Reuters-21578
newswire collection. The main objective of this demo is to show how the
pattern recognition capabilities of the human increase the effectiveness of
the classifier even when technical details are not known in advance or the
user is not an expert in the field. These two applications were developed
with the R package Shiny; they have been deployed online and they are
freely accessible from the links indicated in the paper.
1 Introduction
When we want to quantify the uncertainty of the outcome of an experiment, we
can use Bayesian modelling to build the mathematical model of the experiment.
In this context, Bayes’ rule is used to compute the posterior probability of a
variable given some observed data. Posterior probabilities can be hard to com-
pute; therefore, a “na¨ıve” solution is to make some assumptions that allow for
a factorisation of the posterior probability into simple conditional probabilities
which are easy to compute [3]. Na¨ıve Bayes (NB) classifiers have been widely
used in the literature of Data Mining and Machine Learning since they are easy
to train and reach satisfactory results which are comparable to the results of
more complex state-of-the-art classification algorithms. However, the optimisa-
tion of the parameters of NB classifiers is often not adequate, if not missing at
all. Based on the idea of Likelihood Spaces, a two-dimensional representation
of probabilities [2], we have developed two Web applications which provide an
adequate data and knowledge visualization to teach in a real machine learning
setting how parameter optimisation and misclassification costs affect the perfor-
mance of the classifier. In this demo, we show a geometric interpretation of the
Bayes’ rule which can be used to teach to non-experts how NB works and how
to optimise the parameters of these classifiers in a very intuitive way. In addi-
tion, we present a real text classification problem based on the Reuters 21578
collection.1
1 http://www.daviddlewis.com/resources/testcollections/reuters21578/
2 Mathematical Background
Bayes’ rule gives a simple but powerful link between prior and posterior proba-
bilities of events. For example, assume that we have two classes c1 and c2 and we
want to classify objects according to some measurable features of the objects.
The probability that an object o belongs to c1 is:
posterior︷ ︸︸ ︷
P (c1|o) =
likelihood︷ ︸︸ ︷
P (o|c1)
prior︷ ︸︸ ︷
P (c1)
P (o)
(1)
Bayes’ rule tells us that, starting from a prior probability on c1, we may change
our idea about the probability of class c1 after observing the object o, according
the ‘likelihood’ of that object. If o is represented by a set of features F =
{f1, f2, ..., fj}, a Na¨ıve Bayes approach factorises P (o|c1) as:
P (o|c1) =
∏
j
P (fj |c1) (2)
where features are independent from each other given the class, that is the
conditional independence assumption.
3 Demo
The first part of the demo2 shows the implications of the visual interpretation
of the Bayes’ rule on a two-dimensional space. In the second part of the demo,3
we show how this two-dimensional space can be used in a real scenario of text
classification using the Reuters-21678 newswire collection.
Bayes’ rule If we imagine P (c1|o) and P (c2|o) as two coordinates of a cartesian
space, we can draw objects on the segment with endpoints (1, 0), (0, 1) (since
P (c1|o) = 1−P (c2|o)). In Fig. 1, objects are represented by three binary features
f1, f2, and f3 (this is called a multivariate Bernoulli NB classifier). Each point
in the plot represents an object (three binary features, 23 = 8 objects), when a
point is below the line that passes through the origin (i.e. P (c1|o) > P (c2|o)), it is
classified under c1. The user can change the values of the conditional probability
for each feature and class and see the effect in terms of the position of the points.
The demo allows users to study situations that are more realistic in terms of
real machine learning problems. First, it is often the case that the normalisation
factor P (o) is not computed when classifying the object because it is a constant
that does not change the classification. By de-selecting it from the interface, we
see how the coordinates change accordingly (P (c1|o) ∝ P (o|c1)P (c1)). Users can
also adjust the prior P (c1) and see the effect of an “unbalanced” class situation.
2 https://gmdn.shinyapps.io/bayes2d/
3 https://gmdn.shinyapps.io/shinyK/
Fig. 1. Teaching how Bayes’ rule work on a two-dimensional space.
When normalisation is not active, we can even choose whether to shift points or
rotate the classification line by selecting ‘Odds class line’ (P (c1|o) ∝ P (o|c1)).
In addition, it is possibile to show the coordinates of the objects as logarithms
of probabilities by selecting ‘Log space’ on the interface. Therefore we can study
the problem in terms of log-likelihood, log(
∏
P (fj |c1)) =
∑
log(P (fj |c1)).
Newswires classification task In the second part of the demo, we show a real
text classification problem with a multivariate NB classifier. The interface allows
users to: choose one out of ten categories, select the number of training/validation
folds and features for training the classifier, smooth probabilities to avoid zero
probabilities [5], adjust misclassification costs [4]. In real cases like this one,
the logarithm transformation is necessary. Starting from default parameters, the
user can interact with the model and find the parameters that produce a good
separation between the two classes with little effort and without necessarily being
an expert in the field [1].
4 Conclusions
The objective of this demo was two-fold: to introduce a geometric interpretation
of Bayes’ rule which can be used to teach how NB classifier works in an intuitive
way; to show how the pattern recognition capabilities of the human can improve
Fig. 2. Optimizing a NB classifier on a real text classification problem.
the effectiveness of the default NB classifier even when technical details are not
known in advance. There are still some interesting open questions about the
meaning of the parameters that are found by visual inspection compared to
other solutions found by automatic optimization approaches.
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