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Abstract: An upper bound for the first positive zero of the Bessel functions of first kind J,(z) for p > - 1 is given. This 
upper bound is better than a number of upper bounds found recently by several authors. The upper bound given in 
this paper follows from a step of the Ritz’s approximation method, applied to the eigenvalue problem of a compact 
self-adjoint operator, defined on an abstract separable Hilbert space. Some advantages of this method in comparison 
with other approximation methods are presented. 
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1. Introduction 
In a previous work [ll], a functional analytic formulation of the problem of zeros of an 
ordinary Bessel function J,(z) was given as an application- of the results presented in that paper. 
In fact for every v # -n, n = 1, 2,. . . , a number p(v) # 0, is a zero of J,(z) if and only if 
2/p(~) is an eigenvalue of the linear operator 
L”T,Y (1.1) 
which is defined on an abstract separable Hilbert space with an orthonormal basis e,, n= 
1, 2,... . 
In (1.1) L, is the diagonal operator 
Len = &en, n=l, 2,... (1.2) 
and To = V+ V*, where V is the unilateral shift operator (Ve, = e,,,) and V* its adjoint, is a 
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bounded operator with a purely continuous spectrum in the interval [ - 2, 21. In the case where v 
is real and Y > - 1 the square root of L, exists and the eigenvalue equation 
-U?(v) = (2/P(W(r+ 
is equivalent to the equation 
(1.3) 
S”&) = (2/P(r++), 
where the operator 
f(v) = LY’gW, 0.4) 
S,= L',/2ToL1,/2 0.5) 
is compact and self-adjoint. Thus several properties of the operators L,T, and S, lead to 
alternative proofs of well-known properties of the Bessel functions [ll]. Also, new qualitative 
results with respect to complex and real zeros of J,(z), v E C are given in [12,13]. More precisely 
in [13] it has been proved that every positive zero p(v) of J,,(z) satisfies the inequalities p’(v) > 1, 
v > -1, and P(W(I + v) < P(P)/(~ + P), v > p > - 1. These results unify and improve many 
lower and upper bounds for the zeros p(v) of J,(z). However the upper bounds given in [13] for 
the first positive zero p,,i are worse, for the values of v in the interval - 1 -C v < 6.5, than the 
upper bound p(‘) given in this paper (see Section 2). 
There is an extensive literature with respect to the methods which estimate the eigenvalues of a 
self-adjoint and compact operator. Some effective methods [4] require an integral representation 
of the operator and cannot be applied directly to the present abstract formulation of the 
problem. In this paper we apply the well-known Rayleigh-Ritz (RR) method, for the determina- 
tion of the first positive zero of J,(z). It is well known that in some eigenvalue problems the RR 
method gives poor results (see for instance [15]). In our case a step of this approximation method 
leads to an upper bound which is better than a large number of upper bounds found recently by 
several authors. Moreover we find some advantages of the Ritz’s method, when applied to the 
operator S,,, in comparison with other approximation methods for the determination of the zeros 
of Bessel functions, especially in the interval - 1 < v < 0. 
2. The Ritz’s approximation method for the operator SP 
A straightforward application of the Ritz’s approximation method to the eigenvalue problem 
S, f = Xf leads to the following equation 
I( S,e,, e,) - A, CS,% e2) ,.‘., (Sp% 4 ( 
(S,e2, 4 (qLe23 e2) - x >.*., 
A,= . 
Gy2~ 4 
zz 0 
(S,% 4, (S,% e2) >‘.., @A~ 4 -A 
(see for instance in [18]), where the elements SPe, are given by the relations: 
Spel = 
i(p+l;;p+2) forn=lY 
(2.1) 
Spe, = 
/(r+n;;;L-l) + /()L+“:.;;(l*+“) 
for n > 1 [ll] . 
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According to the results mentioned in the introduction, 2/X,, approximates from above the 
first positive zero p of J,(z) where X,, is the maximum positive zero of the equation A,, = 0. 
Solving An = 0 we can determine approximately the first zero of J,(z) for every p > - 1. In 
order to illustrate the dependence on p, we write the bounds of zeros that can be found by 
solving A, = 0, A, = 0, and A, = 0. 
$3) = [2(/..& + l)(p + 3)]“‘, 
2[2(P + l>(P + 2)(P + 3>(P + 4)l”’ 
p(4)= [ ( )( ) [( 3 p+3 p+2 + p+2)(p+3)(5/~~+25p+38)]~‘*]~‘*’ 
P) = [ ( )( )( 
2h + m + 2)(P + 3)(P + 4)(P + 5)l”” 
2 p + 2 p + 3 p + 4) + [(p + 3)( p5 + 15~’ + 97p3 + 333~~ + 586~ + 408)] “*I “* 
(2.2) 
It can be verified that the upper bound given by (2.2) is better than the upper bounds given in 
[1,2,3,5,6,7,9,10,14,17,19]. 
However the diagonalization of a tridiagonal matrix of the form (2.1) of order of several 
hundred and more, is easy with current powerful techniques and can be done with the help of a 
computer within reasonable time. The zeros can therefore be found with extremely high 
precision. 
3. Comparison with other methods 
It is well known that the Rayleigh-Cayley method [19] of the determination of the first zero of 
Bessel functions of the first kind is based on the inequalities: 
[ 1 o(r) - 1/2r < pFs <[ u(')/u;'+l) 1 l/2 
where ai”) =PE;Sl(l/p2’ ), r = 11 2 
) 
and p is the n th zero of z-‘“J,( z). 
The main difficulty “df” this methbd is the de%mination of crPr ( ) for r large enough and Cayley 
noticed that uir) can be calculated more easily when Y is a power of 2. However, for the upper 
bounds the value of air) is needed for some r which is not a power of 2 and this is not easy to 
find for large r. The advantage of the Ritz method as applied here is that it avoids the difficulty 
of calculating (‘) uP for large Y in order to find the upper bound and leads to the problem of 
calculating the greatest eigenvalue of a tridiagonal operator which is easy with current powerful 
techniques. 
Another method for the evaluation of the zeros of J,(z) for p > 0 has been developed by Grad 
and Zakrajsek [8]. The Ritz’s method applied to the operator S, is more general than the 
Grad-Zakrajsek method since it is proven to hold for p > - 1 instead of p > 0. On the other 
hand the dependence on the parameter p remains visible in our approximations. 
Also, another method [16], which is applied for small values of p, is based on the following 
series expansion of &: 
j,,l = 2(p + l)l’* 1 
+ 
(~+l) 
7(~++)* 
--4-- 
- 
96 
+ 49(~++)~ _ ... 
1152 
836$/6\;ol)4 + 1 , 
(3.1) 
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The convergence of the series (3.1) was proved only for - 1 < p < 0. It can be verified that the 
approximate values of &i, given by the upper bound p(‘) are better than those given by the series 
expansion (3.1): Note that the bound given by p(‘) approximates the zeros from above while the 
bound given by (3.1) approximates the zeros from below. 
Two other methods [3,17], which give lower and upper bounds for the zeros of an analytic 
function, have been applied to the first zero of the Bessel function J,(2&). We observe that the 
upper bounds given there are worse than those which follow from the upper bound p(‘). 
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