Abstract. In this paper we consider Deligne-Lusztig varieties and their analogues when the Frobenius endomorphism is replaced with conjugation by an element in a group, especially a regular semisimple or regular unipotent one. We calculate their classes in the Chow group of the flag variety in terms of Schubert classes. Also we give some sufficient criteria when different elements in the Weyl group result in the same class.
Introduction
Let k be an algebraically closed field and G be a connected reductive group defined over k. If G is in addition defined over F q for q power of char k, we denote by F the geometric Frobenius morphism corresponding to F q . Let W be the Weyl group of G and B be the flag variety of G.
In this article we are interested in a Deligne-Lusztig variety corresponding to w ∈ W , denoted X(w) [DL76] and its analogues when we replace F with conjugation by g ∈ G, denoted Y w,g . We are mainly focused on their homology classes in the Chow group of B, denoted A * (B). [Han99] showed that [X(w)] w∈W form a basis of A * (B) Q , and we strengthen this result so that it is true in Moreover, we analyze properties of Y w,g for g ∈ G. Note that this variety is related to the construction of character sheaves of Lusztig. (Indeed, Y w,g is the same as the fiber of Y w → G defined in [Lus85] .) Especially we are focused on the case when g = s regular semisimple or g = u regular unipotent. (The former case is studied in [Lus80] , and the latter case is studied in [Kaw75] , [Lus11] , and [Lus12] .) In this paper we calculate the class of such varieties in terms of Schubert classes and give some conditions when different elements in W gives the same class in A * (B).
Acknowledgement. I thank George Lusztig for suggesting this topic and giving thoughtful comments.
Notations and definitions
In this paper k is an algebraically closed field of characteristic p which can be zero. We denote by G a connected reductive group over k. We fix a Borel subgroup B and a maximal torus T contained in B. We denote by B − the opposite Borel subgroup of B. Define U, U − to be the unipotent radical of B, B − , respectively. If G is defined over a finite field we usually require that B and T are rational.
Let W be the Weyl group of G, canonically identified with N (T )/T where N (T ) ⊂ G is the normalizer of T . We denote by S ⊂ W the set of simple reflections and by ℓ : W → N the standard length function. We usually write w 0 ∈ W to be the longest element with respect to this length function on W . Note that the following notion is well-defined. Definition 2.2. For w ∈ W , the Schubert variety corresponding to w, denoted C w , is a locally closed subvariety of B defined by
If p = 0 and a variety X over k is defined over F q ⊂ k, then we denote by F a geometric Frobenious morphism corresponding to F q . Define X F to be the set of fixed points in X by F . Also denote F (x) by F x for simplicity. For a finite set A, define |A| to be the cardinal of X. Thus |X F | is the number of fixed points by F on X if finite. If G is a group over F q we let We recall the definition of Deligne-Lusztig varieties.
Definition 2.3. [DL76, 1.4] Suppose G is defined over F q and F is the geometric Frobenius corresponding to F q . For w ∈ W , we define the Deligne-Lusztig variety associated to w by X(w) := {B ′ ∈ B | B ′ ∼ w F B ′ }.
For g ∈ G, we may also define an analogous variety where F is replaced by ad(g). As before we denote g x := ad(g)(x) for an object x to which ad(g) can be applied.
Definition 2.4. For g ∈ G and w ∈ W , we let
We are interested in some special cases when g is either regular semisimple or regular unipotent. We usually denote by s ∈ G a regular semisimple element and by u ∈ G a regular unipotent one.
For a variety X over k, define A * (X) to be the Chow group of X. If X is smooth over k, there is a natural ring structure on A * (X) which we also call the Chow ring of X in this case. For a ring R, we denote A * (X) R := A * (X) ⊗ Z R.
For a subvariety we assume that it is always closed. It might be confusing as Schubert varieties and Deligne-Lusztig varieties are in general not closed. But it will be apparent based on the context. Also for a variety X and a subvariety Y, Z ⊂ X, Y ∩Z always indicates the set-theoretic intersection with reduced scheme structure otherwise specified.
Class of a Deligne-Lusztig variety
In this section char k = p = 0 and assume that G is defined over F q ⊂ k for q some power of p. Let F be the geometric Frobenius corresponding to F q . X(w) is smooth of pure dimension ℓ(w) for any w ∈ W by argument after Definition 1.4. in [DL76] .
We fix a rational Borel subgroup B and a rational maximal torus T ⊂ B of G. We naturally identify B ≃ G/B and W ≃ N (T )/T .
3.1. The number of components of X(w). We first consider the number of (irreducible) components of X(w). To that end we need some lemmas as follows.
Lemma 3.1. X(w) is irreducible if and only if n∈N supp(
Lemma 3.2. Let I = n∈N supp( F n w) ⊂ S. Suppose P I is a rational parabolic subgroup corresponding to I which contains B. We have a Levi decomposition P I = L I U I where L I is the (rational) Levi subgroup that contains T . Then we have an isomorphism of
where X LI (w) is a Deligne-Lusztig variety for L I if we regard w as an element of W I , the parabolic subgroup of W corresponding to I, and where m ∈ N satisfies
Proof. [DMR07, Proposition 2.3.8].
From above we have the following proposition.
Proposition 3.3. The number of components of X(w) is |G F /P F I |, where P I is as defined in Lemma 3.2. Moreover, G F acts transitively on the set of components of X(w).
Proof. Since X LI (w) is irreducible by Lemma 3.1, the components of X(w) is in bijection with the points of Recall that we fixed a rational Borel subgroup B and a rational maximal torus T ⊂ B of G. It is known that the natural projection ϕ : G/T → G/B gives an isomorphism (up to degree shift) of Chow groups
Thus it suffices to show that {ϕ * [X(w)]} w∈W = {[ϕ −1 (X(w))]} w∈W are linearly independent in A * (G/T ) Q . To that end we define the "Q-dual", denoted Y (w) for w ∈ W , as the following. Recall that L : G → G is the Lang map.
Here B − is the opposite Borel subgroup with respect to B. Note that Y (w) is well-defined and of dimension ℓ(w 0 ) − ℓ(w) + dim U where w 0 ∈ W is the longest element in W and U ⊂ B is the unipotent radical of B.
Letπ : G → G/T be the obvious projection map. For w, w ′ ∈ W , we have
sinceπ and L are fiber bundles. Now if ℓ(w) = ℓ(w ′ ), BwB ∩ B − w ′ B is nonempty if and only if w = w ′ and thus so is ϕ −1 (X(w)) ∩ Y (w). Thus [ϕ −1 (X(w))] are linearly independent for w ∈ W of a fixed length, which means that [ϕ −1 (X(w))] are linearly independent for all w ∈ W . This is what we want to prove. Indeed, it is even true if we replace Q by Z[1/(q|G F |)]. Later we refine this result so that we only need to invert "prime to p" part of |G F |.
Proof. Consider the quotient morphism ψ : B → G F \B which is finite of degree |G F |. We construct ψ * : 
is a power of p = char k thus is invertible in Z[1/N ]. For a variety X, define Z * (X) to be a free abelian group generated by irreducible subvarieties of X. For an irreducible subvariety
where the sum is over all the irreducible components
, which we again denote by ψ * . It is known [Ful98, Example 1.7.6] that it is an isomorphism after base change to Q, and the endomorphism ψ * • ψ * (where ψ * :
We claim that ψ * is surjective. Indeed, for any irreducible subvariety
where the sum is over all the irreducible components D of ψ −1 (D ′ ). However, as G F ⊂ G acts trivially on the Chow group and G F acts transitively on the set of irreducible components of 
From Proposition 3.3, we have
where D is some irreducible component of X(w). 
which is a subvariety of G F \B not necessarily irreducible.
We prove that A * (V n ) Z[1/N ] is generated by {[G F \X(w)]} c(w)≤n by induction on n, which implies the claim when n = |W |. For n = 1 it is trivial. In general, let w ∈ W , n = c(w) and recall the following exact sequence.
X(ẇ) → X(w) to be the T wF -torsor on X(w) as in [DL76, 1.8] corresponding to a fixed representativeẇ ∈ N (T ) of w ∈ W . It descends to a morphismπ :
which is also a quotient morphism by T wF . (This is not a T wF -torsor in general.) Using the same argument as in Proposition 3.5 we constructπ
wF is isomorphic to the group of Frobenius-fixed elements in a rational torus of type w of
where the composition is multiplication by |T wF |, hence an automorphism. Now we claim the following.
If this is true, then it implies that
By induction, the result follows. Now we prove the claim. Indeed, consider the following diagram.
Here f is a quotient by U ∩ẇU , g is a quotient by G F , f ′ is a U ∩ẇU -torsor, and g ′ is a G F -torsor. The action of U ∩ẇU on L −1 (ẇU ) is given by right multiplication, and that onẇU is given by 
We claim that g ′ * :
(For a variety X, Z * (X) is a free abelian group generated by irreducible subvarieties of X as in the proof of Proposition 3.5.) But for any irreducible subvariety V ⊂ L −1 (ẇU ),
is in the image of g ′ * by similar argument to the proof of Proposition 3.5. Thus g ′ * :
Since g ′ * • g ′ * is a multiplication by |G F |, hence an automorphism, the above argument implies that g ′ * and g ′ * are both isomorphisms. Since
F . Also similar argument shows that we have an isomorphism g * :
G F with degree shifted by ℓ(w 0 )−ℓ(w). Indeed, the flat pull-back
by functoriality. As the fiber of f ′ * is U ∩ẇU of dimension ℓ(w 0 ) − ℓ(w), we get the result. We have X(w) = v≤w X(v) where v ≤ w is with respect to the (strong) Bruhat order on W . Indeed, let π :
. Since π and L are fiber bundles, we have 
Proof. Note that for w 1 , w 2 , w 3 , w 4 ∈ W such that ℓ(w 1 ) + ℓ(w 2 ) + ℓ(w 3 ) + ℓ(w 4 ) = 2ℓ(w 0 ), we have
To that end, we consider the intersection of O w with
by the length condition and the fact that B ∼ w0 B − . This intersection is nonempty if and only if uwv −1 = w 0 and in such case it consists of a single point. 
It remains to show that this intersection is transversal. Note that if the intersection
Suppose an arbitrary (x 1 , x 2 ) ∈ g × g is given. Then we may find (
is given arbitrary, the result follows.
Remark. For w = id, it is the same as the class of the diagonal in B × B. [Bri04, Lemma 3.1.1]
As a result, if we can calculate (id, F )
] from the proposition above. Indeed it has a simple expression as follows.
Proof. To that end, we consider the intersection product
(For the definition of intersection product, one may refer to [Ful98] .) Indeed, the set-theoretic intersection
which is the Richardson variety corresponding to the pair (u, v) in W . It is clearly irreducible.
where m is the multiplicity of
To calculate m, first we choose an affine open subset 
We have the following cartesian diagram.
where W red , Z red denote W, Z with reduced scheme structure, hence varieties. Also they are irreducible.
We use commutativity and associativity of intersection product [Ful98, Example 7.1.7, 7.1.8]. Note that morphisms on the second row are regular embeddings since C 
, the tangent spaces of the two span the whole tangent space of
The tangent space of
The tangent space of W red at this point is given by
Thus we easily see that the tangent spaces of two subvarieties span the whole tangent space at (B ′ , F B ′ ). Since the choice of (B ′ , F B ′ ) was arbitrary, the transversality follows.
Thus we are done if the intersection multiplicity of
under a → a ⊗ 1. Since Γ ′ F is smooth, thus Cohen-Macaulay, m is equal to the length of
We choose a regular sequence
The inclusions are strict since r 1 , · · · , r ℓ(w0)−ℓ(v) ⊂ JA J is a regular sequence in any order. Also, successive quotients are isomorphic to A J /JA J , thus simple. Since the length of this chain is q ℓ(w0)−ℓ(v) , we are done.
From the two propositions above we have
Thus we conclude the following.
Theorem 3.10. In A * (B) we have
Now we have ingredients to strengthen Proposition 3.5 as promised. 4. An analogue of Deligne-Lusztig varieties corresponding to a regular semisimple element
We obtain an analogue of a Deligne-Lusztig variety by replacing the geometric Frobenius morphism by another endomorphism on G. In this section we mainly focus on the variety using the conjugation by a regular semisimple element. Suppose s ∈ G is a fixed regular semisimple element and consider Y w,s following Definition 2.4. We will see that in many cases Y w,s can be considered as a limit of X(w) as q approaches 1.
In this section the characteristic of k is arbitrary. Recall that by [Lus80, Lemma 1.1] and its following argument, Y w,s is smooth of pure dimension ℓ(w) similar to a Deligne-Lusztig variety X(w).
4.1.
The number of components of Y w,s . We consider the number of (irreducible) components of Y w,s . First we need a lemma. Since Y w,s is of pure dimension ℓ(w), the number of (irreducible) components of Y w,s is the same as the sum of the number of ℓ(w)-dimensional irreducible components of Y
By the lemma above, it is the same as that of
To obtain this number, we first assume that char k = p = 0. (Later we will see that char k = 0 case follows directly from it.) We may also assume thus G is split over F q where q is some power of p and B is rational. Thus it is possible to count the number of F -fixed points of
and f w (q) := w ′ ∈W f w,w ′ (q). We will see in a moment that there is a polynomial f w (x) of degree ℓ(w) independent of q such that f w (q) = f w (q). Then the sum of ℓ(w)-dimensional irreducible components is the same as the leading coefficient of f w (x).
Definition 4.2. The Iwahori-Hecke algebra, denoted H x (W ), is the C[x, x −1 ]-algebra with a linear basis {T w } w∈W with the following relations.
• For w, w ′ ∈ W with ℓ(w) + ℓ(w ′ ) = ℓ(ww ′ ), T w T w ′ = T ww ′′ .
• For s ∈ S, (T s − x)(T s + 1) = 0.
For q ∈ C * , define H q (W ) to be the C-algebra with the same basis and relations with x replaced by q. Note that in H x (W ) this gives a polynomial of x, and f w,w ′ (q) is obtained by evaluating this polynomial at q.
As we assume G is split, the corresponding geometric Frobenius F acts trivially on W . We have a stratification of a Deligne-Lusztig variety X(w) = ⊔ w ′ ∈W X w ′ (w) where
As we sum up over w ′ ∈ W we get the following.
The following theorem is a natural consequence. Proof. Indeed, we have
For Proof. Without loss of generality we assume s ∈ T and consider a rational map f : P 1 T such that f (1) = s and f (0) = id. Denote by U ⊂ P 1 the maximal open subset of P 1 where f is well-defined. Define
Note that each fiber is isomorphic to Y ww ′ ,f (t) . We define Y w ′ ,w similarly. Note that
(similarly for Y w ′ ,w ) since the latter set is clearly closed and contains Y w,w ′ . We claim that ϕ is the identity on Z w,w ′ ∩ B × B × {0} (set-theoretically.) Indeed,
since supp(w) ∩ supp(w ′ ) = ∅. Now it is clear that ϕ acts as the identity on this set. Thus ϕ also acts as the identity on Y w,w ′ ∩ B × B × {0}. In other words, set-theoretically Y w,w ′ ∩ B × B × {0} = Y w ′ ,w ∩ B × B × {0}.
Since the isomorphism ϕ : Y w,w ′ → Y w ′ ,w preserves t, we see that the scheme-theoretic intersection of either Y w,w ′ or Y w ′ ,w with B × B × {t} for any t are also isomorphic. For t = 0, it follows that every irreducible component of the intersection of either Y w,w ′ or Y w ′ ,w with B × B × {0} has the same multiplicity on its scheme-theoretic intersection. In other words, the scheme-theoretic fiber of either Y w,w ′ or Y w ′ ,w at t = 0 has the same class in A * (B × B). We call it [Z] ∈ A * (B × B).
Let V ⊂ U be the set of t ∈ U such that f (t) is regular semisimple. We may assume that the set-theoretic fiber of Y w,w ′ or Y w ′ ,w at 1 ∈ V is equivalent to its scheme-theoretic fiber, i.e. the intersections of Y w,w ′ or Y w ′ ,w and B × B × {1} are transversal, since it is true for generic t ∈ V . (Indeed, it is easy to prove that it holds for any t ∈ V .) On the other hand, by the proof of 4.8, Y w,w ′ on V is the closure of a trivial bundle. Thus the fiber of Y w,w ′ at t ∈ V is the same as the closure of the fiber of Y w,w ′ at t, which is isomorphic to
(Similarly we define F w ′ ,w,f (t) .) Therefore, for t = 0, 1 we have
on A * (B × B).
To conclude, let π 1 : B × B → B be the projection on the first factor. 
Thus we obtain the following.
Theorem 4.12. For s ∈ G regular semisimple and for w ∈ W , we have
Observe that it is equal to [X(w)] if F acts trivially on W and "q = 1".
4.4.
Class of an irreducible component of Y w,s . Y w,s is not in general irreducible by Theorem 4.6. Thus it is natural to ask whether the class of each irreducible component of Y w,s is the same. We claim that this is indeed the case. Let s ∈ T , w ∈ W and I = supp(w). Choose {u j ∈ W } j∈J such that {u j W I } j∈J becomes the complete collection of right W I -cosets. For each u j , we define 
since l and w normalizes U I . Therefore the map ρ j is well-defined. Injectivity of ρ j follows from that
Consider the coproduct of such morphisms
Lemma 4.14. The morphism above is injective and dominant.
Proof. In order to prove ρ is injective, note that for a Borel subgroup B and Y w,s are of pure dimension ℓ(w) with the same number of irreducible components.
Let Y w → T rs be the closure of the whole space of the fiber bundle Y w,s over T rs , the set of regular semisimple elements in T . From the proof of Lemma 4.8, it is a closure of a trivial bundle on T rs , thus Y w is equal to the whole space of the fiber bundle Y w,s and we may write
such that the fiber of each Y w,j at s ∈ T rs is each irreducible component of Y w,s .
Also note that the image of ρ consists of Borel subgroups which is also a Borel subgroup of uj P I for some j ∈ J. Since this is a closed condition, by Lemma 4.14 any B ′ ∈ Y w,s also satisfies the same property. However, it is impossible for a Borel subgroup to be contained in uj P I for different j's. Thus we have a bijection
Since this is true for all s ∈ T rs , we may reorder {Y w,j } j∈J such that every (s,
For any w ′ ∈ W we have a morphism
which clearly induces an automorphism on Y w . Therefore there is a natural W -action on Y w which permutes {Y w,j } j∈J . We claim that W permutes them transitively. Indeed, for B ′ ⊂ uj P I , we have Remark. For a Deligne-Lusztig variety, this is clear since G F acts transitively on the irreducible components of X(w). However, we do not have a direct action of W on Y w,s per se, which makes the proof slightly complicated.
An analogue of Deligne-Lusztig varieties corresponding to a regular unipotent element
It is also reasonable to consider Y w,u for u ∈ G regular unipotent. In this section char k is good, i.e. it does not divide the coefficients of the highest root of the root system of G. Unlike X(w) or Y w,s , we will see that Y w,u is in general not smooth. This is based on the following fact that if Y w,u is defined over F q , the number of F -fixed points is q ℓ(w) . Obviously we have
where F is the geometric Frobenius corresponding to F q , thus the result is obvious. Otherwise, since all regular unipotent elements are conjugate to one another Y w,u is isomorphic for any u ∈ G regular unipotent. We choose u ∈ G such that reduction of Y w,u to F p for some p is well-defined and has the same dimension as the original one. Thus it is also clear.
However, we give an example that the answer of the question above is in general negative.
Example 5.2. Consider G = GL 3 over k = C (thus W = S 3 ) and let B be the set of upper triangular invertible matrices and T be the set of diagonal invertible matrices. Also we let
Let B be the set of complete flags in C 3 . For any F ∈ B, we choose v 1 = (v 11 , v 12 , v 13 ) and Then for w 0 = s 1 s 2 s 1 ∈ W , we may identify
Then there is a morphism π :
Also this is an A 1 -torsor with the action A 1 on Y w0,u as follows.
, respectively. Then the complement of Z in P 1 × P 1 is the union of two hyperplanes of the same class C + D ∈ Pic(P 1 × P 1 ). Thus Pic(Z) ≃ Z. But it implies Y w0,u cannot be an affine space.
However, there are some special cases where it is true. Proposition 5.3. Suppose w ∈ W is elliptic (i.e. has no eigenvalue 1 on the reflection representation of W ) and has a minimal length among its conjugates. Then Y w,u is isomorphic to A ℓ(w) .
Proof. By [Lus12, 0.3(a)], the centralizer Z G (u) of u ∈ G acts transitively on Y w,u . Since the centre of G acts trivially on B, we see that the centralizer Z U (u) in U , isomorphic (as a variety) to an affine space, acts transitively on Y w,u . (Recall that we assume char k is good, thus Z U (u) is connected.) Since Z U (u) is abelian, Y w,u is isomorphic to a quotient group of Z U (u) as a variety, which is also an affine space. Now the result follows from Lemma 5.1.
In general, Y w,u is not quasi-affine. Furthermore, it is neither smooth, normal, nor even rationally smooth. We give an example for this pathology.
Example 5.4. Let G = GL 4 over k = C, thus W = S 4 . As before let B be the set of upper triangular invertible matrices and T be the set of diagonal matrices. Also we let
We have a Plucker embedding B ֒→
which is independent of the choice of v i . By this embedding we identify Then we have
Direct calculation shows that this is well-defined. Since f is an embedding, P 1 ⊂ Y w,u . But it means that Y w,u is not quasi-affine.
On the other hand, we consider the normalization of Y w,u , say π :Ŷ w,u → Y w,u . Direct calculation shows that π is not an isomorphism, thus Y w,u is not normal. Furthermore,Ŷ w,u is indeed smooth, thus π is a resolution of singularity. (This is true when char k = 2.) Also on Z ⊂ Y w,u defined by
(Indeed Z is the singular locus of Y w,u .) Thus we see that the constant sheaf C Yw,u is not equal to IC Yw,u , which means that Y w,u is not rationally smooth, thus not smooth as well.
5.2. Irreducibility of Y w,u . Unlike X(w) or Y w,s for s ∈ G regular semisimple, Y w,u is always irreducible, which we prove in this section. Let U be the set of unipotent elements in G, which is a closed subvariety of G. We have the following lemma.
Lemma 5.5. For any w ∈ W , U ∩ BwB is irreducible of dimension ℓ(w) + dim U .
Proof. As before, it suffices to show for G defined over F q for q some power of prime p = 0. Also we may assume F acts trivially on W and B is rational. Then we have On the other hand, U and BwB are both irreducible and their codimension in G is r and ℓ(w 0 ) − ℓ(w), respectively, where r is the rank of G. Thus each component of U ∩ BwB has codimension ≤ r + ℓ(w 0 ) − ℓ(w), or dimension ≥ ℓ(w) + dim U because G is smooth. But we also have |(U ∩ BwB)
this we conclude that U ∩ BwB is irreducible of dimension ℓ(w) + dim U as desired.
Let C be the set of regular unipotent elements in G, which is a single conjugacy class. Then clearly C ∩ BwB ⊂ U ∩ BwB, thus C ∩ BwB ⊂ U ∩ BwB. Now fix u ∈ C ∩ B and consider the following diagram.
Then π and ρ are fiber bundles and we have π −1 (Y w,u ) = ρ −1 (C ∩ BwB). Thus in particular C ∩ BwB is nonempty and of dimension ℓ(w) + dim B − dim r = ℓ(w) + dim U . In other words, C ∩ BwB is dense in U ∩ BwB, which we state as follows.
Lemma 5.6. C ∩ BwB = U ∩ BwB.
In particular, C∩BwB is irreducible, and its closure in C is the same as C∩BwB = v≤w C∩BvB. As π and ρ are fiber bundles, we have π −1 (Y w,u ) = ρ −1 (C ∩ BwB) which means the following. Proposition 5.8. Let u ∈ G be a regular unipotent element, and Γ u be the graph of ad(u) : B → B.
Then for w ∈ W satisfying supp(w) = S, the intersection of Γ u and O(w) is generically transversal.
As a corollary we have 
′ ∈ g such that the following holds.
Or equivalently we need to find v ∈ g such that
Thus we see that the transversality condition is equivalent to
Let x ∈ g be orthogonal to im(ad(u −1 ) − id) + b ′ with respect to the Killing form on g. Then for any v ∈ g we have
Here we use non-degeneracy of the Killing form. Also (b ′ , x) = 0 is equivalent to x ∈ n ′ , the nilpotent radical of b ′ . Thus im(ad(u
is the set of elements in g fixed by ad(u).
Let U ′ be the unipotent radical of B ′ and Z G (u) be the centralizer of u in G. Since the condition above is equivalent to that
is the centralizer of u in U . Now suppose w ∈ W is a Coxeter element. Then it is clearly elliptic and ℓ(w) is minimal among its conjugates, which is the same as the dimension of Z U (u). Then the stabilizer of B ′ by Z U (u), or B ′ ∩ Z U (u), is isomorphic to an affine space of dimension 0, thus trivial. Thus in this case Γ u and O(w) intersect transversally, which means Γ u and O(w) intersect generically transversally.
For general w ∈ W with supp(w) = S, there exists w ′ ≤ w where w ′ is a Coxeter element. Then
, this is generically true on Γ u ∩ O(w). But this implies the desired statement by argument above.
Remark. The first proof of [Lus11, Corollary 5.6] for a Coxeter element w ∈ W and any g ∈ G does not require that the Killing form on g is nondegenerate. As we only used nondegenracy for the proof in the case of a Coxeter element, Proposition 5.8 is still true without this assumption.
Lemma 5.10. Suppose I = supp(w). Let P I be the parabolic subgroup corresponding to I which contains B. Let L I be the Levi subgroup of P I which contains T and U I be the unipotent radical of P I . Let u I ∈ L I ∩ U be a regular unipotent element in L I , and u ′ ∈ U I such that u = u ′ u I ∈ U is regular unipotent in G. 
and also
Since l ∈ L I normalizes U I , l −1 u ′ lw ∈ BwB, which means ρ(B 
Remark. Here is another strategy to prove Theorem 5.11. Indeed, since G is rational and the set of regular semisimple elements are open dense, we choose a parametrization f : P 1 G such that f (1) = s regular semisimple and f (0) = u regular unipotent. Then it is easy to show that [Y w,s ] and [Y w,u ] are parallel in A * (B) Q . However, it is a little subtle to compute the multiplicity of the fiber at 0, which now we know from Theorem 5.11 is equal to |W |/|W I | where I = supp(w).
Example: type A
For type A, the structure of A * (B) is well-known; if G is of type A n−1 we have (and fix throughout this section) an isomorphism of rings
where J is an ideal generated by symmetric functions and S w0w (x) is called a Schubert polynomial. For more information one may refer to [Man01] or [Ful91] . Here we assume that readers are familiar with this theory.
We reformulate our results in terms of Schubert polynomials. For simplicity, assume that char k is good for G throughout this section.
Theorem 6.1. Let G be of type A n−1 and identify W = S n . If G is defined over F q for q power of char k, let F be the geometric Frobenius morphism corresponding to F q . For w ∈ S n , s ∈ G regular semisimple, u ∈ G regular unipotent, we have
where I = supp(w) and (S n ) I is the parabolic subgroup of S n corresponding to I.
We consider the double Schubert polynomial S w0 (x; y) = i+j≤n,i,j≥1 (x i − y j ). It is known [Man01, Corollary 2.4.8] that S w0 (x; −y) = w∈Sn S w (x)S ww0 (y).
Suppose w ∈ S n has a reduced expression w = s 1 · · · s r where r = ℓ(w). We define ∂ w := ∂ s1 · · · ∂ sr to be the product of divided difference operators. Here
Note that this is well-defined on Z[x 1 , · · · , x n ]/J and the definition of ∂ w does not depend on the choice of the reduced word. We define ∂ x w to be such an operator which only acts on x i 's.
It is known that
Also there exists an involution ω y : Z[y 1 , · · · , y n ]/J → Z[y 1 , · · · , y n ]/J : y i → −y n−i+1 which sends S w to S w0ww0 . Thus
and furthermore (recall that S w (x) is homogeneous of degree ℓ(w))
If we set y i = x i for 1 ≤ i ≤ n, we have the following.
Proposition 6.2. Let G be of type A n−1 and identify W = S n . If G is defined over F q and F acts trivially on S n , then
For s ∈ G regular semisimple and u ∈ G regular unipotent, we have
Thus we have a simple algorithm to calculate the classes of such varieties.
Remark. Proposition 4.9 says [Y w,s ] = [Y w −1 ,s ] for w ∈ S n ; it is trivial to check since the formula has a symmetry. However, it is not combinatorially obvious that
.) It would be interesting to find a purely combinatorial proof of this fact.
We will give some examples of [X(w)] for small groups.
Example 6.3 (Type A 1 ). For G = GL 2 and W = S 2 , F always acts trivially on S 2 , and we have
Note that they are linearly independent if q + 1 = 0 and (q + 1) divides |G F | p ′ . This is expected from Theorem 3.11. If we substitute q with 1 on the former formulae, we see that [Y s1s2,s ] = [Y s2s1,s ] for regular semisimple s ∈ G, which is expected from Proposition 4.9 and 4.10. Also note that [X(w)] w∈S3 form a basis of A * (B) provided (q 2 + q + 1)(q + 1)(q − 1) = 0 in the first case and (q 2 − q + 1)(q + 1)(q − 1) = 0 in the second case. This is also expected from Theorem 3.11 since |G F | p ′ has factors q 2 + q + 1, q + 1, q − 1 in the first case and q 2 − q + 1, q + 1, q − 1 in the second case.
From now on we only check when [Y w,s ] is equal for different w ∈ W . 
