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Abstract
In these notes, we wish to present a new approach to the problem of prescribing Jacobian determinants in dimension two: we
restrict ourselves to the case the datum is a finite sum of Dirac masses. The main point is to show that we may relate this problem to
the search of harmonic maps into a singular space shaped as the symbol ∞. The later problem in turn is closely linked to questions
in complex analysis. A large part of the paper is devoted to a presentation of these mathematical objects and their connections.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Singular harmonic map; Jacobian determinant; Dirac mass; Renormalized energy
1. The problem
1.1. Prescribing Jacobian determinants
An important question in nonlinear analysis is to find, given a scalar function f on a domain Ω in RN , a vector
map u from the domain into RN , whose Jacobian determinant coincides with f , that is a function u which solves the
equation
det∇u = f on Ω. (1)
This problem has several important applications, in particular in geometry. In dimension two, this problem is also
closely linked to the prescription of curvature, but we shall not develop this issue further in the present paper.
Problem (1) has been analyzed and solved under various assumptions on the function f with appropriate boundary
conditions in a very large number of papers, among which we wish to quote [2,8–10,14], but this list is far from being
exhaustive. Besides existence, one of the major goals is to specify the most general class of maps for the solution u
corresponding to a given regularity class for the datum f . Some of the issues we have in mind and actually also many
others have been presented in [6]. In many of the papers we quoted, the function f is assumed to be positive and
bounded away from zero, so that u represents a diffeomorphism from the domain onto its image. In our paper, we will
not assume that f is bounded away from zero, however positivity will also be required in some parts. As a matter of
fact, our data will be measures, and more precisely sums of Dirac masses.
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We restrict ourselves to the two-dimensional case and, in order to avoid problems with boundaries, work on the
whole plane R2. Our datum f will not be a smooth function, but instead a measure represented by a finite sum of
Dirac masses, with integer multiplicity. Notice that in dimension two, we have the identity
det∇u = ux1 × ux2 =
1
2
(
∂
∂x1
(u× ux2)−
∂
∂x2
(u× ux1)
)
. (2)
Since the right-hand side of this identity is a divergence, it has a meaning for maps with low Sobolev regularity, for
instance maps u in W 1,1loc ∩ L∞(R2), or, thanks to Sobolev’s embedding theorem, maps in W 1,3/2loc (R2) (the choice of
the exponent 3/2 here is rather arbitrary).
Let us now present the assumptions on the data. Let  ∈ N∗. Given  points a1, a2, . . . , a points in the plane R2,
and  integers d1, d2, . . . , d, we consider the problem of finding a map u ∈ C1(R2 \⋃i=1{ai})∩W 1,3/2loc (R2) solution
to
ux1 × ux2 =
∑
i=1
diδai on R
2, (3)
where the left-hand side is understood in the sense of distributions, using identity (2).
Remark 1. We expect that a better insight in the properties of solutions to problem (3) will also lead to some insight in
the properties of solutions to problem (1) in the case f is a arbitrary general function in some given class of regularity
or integrability, leading possibly to an answer to some questions raised in [6]. To illustrate this idea, a first approach
would be to approximate the function f by sums of Dirac masses (with the same small weight), and then use suitable
rescalings to pass to the limit, provided good estimates have been obtained for the solution u. To fix ideas, assume for
instance that f belongs to some space Lp(R2), with p > 1, is positive and has compact support. Assume moreover
that f is normalized so that
∫
R2 f (x)dx = 1. Then, given n ∈ N∗, we may find n points ani such that, in that sense of
distributions
1
n
(∑
δani
)
→ f, as n → ∞.
Assume that we are able to find a solution un to unx1 × unx2 =
∑
δani
on R2 with “good” estimates, that allow to find a
limit for the sequence1 ( un√
n
)n∈N∗ . This limit should be a solution to (1).
Let us emphasize rightaway that it is rather straightforward to establish the existence for solutions to (3): a method,
which shows that the set of solutions is extremely large is presented in Section 2.1 below. Set
Ω∗ ≡ R2
∖ ⋃
i=1
{ai},
and consider the set of solutions to Eq. (3) S = {u ∈ W, u solves Eq. (3)}, where W = H 1loc(Ω∗) ∩ W
1, 32
loc (R
2). We
have as a consequence of Lemma 3 in Section 2 below.
Lemma 1. The set S is nonempty.
Our main purpose in this notes is to find solutions with good properties, in particular with respect to the program
outlined in Remark 1. In order to do so, we impose the solution to minimize some appropriate energy. In view of the
existing theory of harmonic maps, the most natural candidate for such an energy is the Dirichlet energy
E(u) =
∫
R2
|∇u|2.
However, solutions to (3) have infinite energy.
1 As a matter of fact, one needs to apply some renormalization procedure to the sequence before taking the limit.
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Proof. This is a consequence of the isoperimetric inequality, which states, that, if w is a map with sufficient regularity
from a ball B into R2, then we have∣∣∣∣
∫
B
wx1 ×wx2
∣∣∣∣ 14π
( ∫
∂B
|wτ |dτ
)2
, (4)
which is a parametrized version of the classical isoperimetric inequality in the plane (Area) 14π (perimeter)2. This
inequality can be extended, with appropriate modifications, to maps in W, so that, for any solution u in S , we have, if
r > 0 is sufficiently small
|di |
r
 1
4πr
( ∫
∂B(ai ,r)
|uτ |dτ
)2
 1
2
∫
∂B(ai ,r)
|∇u|2 dτ.
Integrating this inequality from 0 to r0, choosing r0 so that B(ai, r0) contains no other singularities than ai , we derive
the conclusion. 
In order to renormalize the divergence in the energy, we introduce, as in [1] a small parameter ε > 0, and consider
the set
Ωε = B
(
0,
1
ε
)∖ ⋃
i=1
B(ai, ε), (5)
where B(x, r) denotes the disk of radius r centered at x, as well as the “desingularized” energy Eε defined for u ∈ X0
by
Eε(u) =
∫
Ωε
|∇u|2.
A reasonable strategy for defining optimal solution to (3) could be as follows. For a given ε > 0, show that there exists
uε minimizing the energy Eε among maps in S , that is to consider the minimizing problem
Iε = inf
{
Eε(u), u ∈ S
}
, (6)
and then go to the limit ε → 0. Notice that, making use, as in the proof of Lemma 4 of the isoperimetric inequality in
the plane we are led to the estimate
Iε  2
((
∑
i=1
|di |
)
+
∣∣∣∣∣
∑
i=1
di
∣∣∣∣∣
)
log
(
1
ε
)
+C, (7)
where the constant C depends only on the points ai and on the integers di (the proof is left to the reader). The first term
on the right-hand side of this inequality accounts for a divergence near the singularities, whereas the second accounts
for a divergence at infinity. Unfortunately, we have not been able to solve the first step of the previous strategy, i.e.
to establish the existence of a minimizer uε for (6). Since we do not know if Iε is achieved or not, our program for
the quest of good solutions for (3) will be a little less ambitious: however we hope that, despite the new constraint we
impose, it still captures most of the properties for solutions of the original minimizing problem (6).
The crucial observation is that, if u solves (3), then ux1 × ux2 = 0 on Ω∗ ≡ R2 \
⋃
i=1{ai}. In particular, if u is
sufficiently regular at some point x0 and if the gradient of u does not vanish at this point, then the image by u of some
small neighborhood of x0 lies on a smooth curve. Our idea to construct solutions to (3) is therefore to constraint the
target. More precisely, let Γ be a one-dimensional rectifiable subset in R2: we will restrict ourselves to the subset SΓ
of S defined by SΓ = {u ∈ S such that u(x) ∈ Γ for a.e. x ∈ R2}, and consider instead of (6) the alternate minimizing
problem
Iε,Γ = inf
{
Eε(u), u ∈ SΓ
}
. (8)
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The quest for an optimal solution to (3) given by problem (8) crucially depends on the choice of target Γ . We start
the analysis with a first rather naive choice, and later develop the ideas leading to a much better choice. In the course
of this section several proofs will be left aside and postponed to Sections 3 and 4.
2.1. Singular harmonic maps into the circle
The first candidate which comes in mind for Γ is a circle. Since the Jacobian determinant at the singular points
is prescribed to be an integer, we choose its radius to be r = (√π)−1, so that the area of the corresponding disk is
exactly one. Set therefore
S = {y ∈ R2, |y|2 = π−1}.
Choosing Γ = S, the problem described in Section 1.1, i.e. the existence of minimizers for Iε,Γ and their asymptotic
limit reduces to find harmonic maps into the circle with prescribed singularities at the points ai as considered e.g.
in [1]. More precisely, consider the set of maps
X = X({ai}i=1)= H 1loc(Ω∗,S)∩W 1, 32loc (R2).
For each map u in X we may consider its winding number around the singularity ai , denoted deg(u, ai), that is the
topological degree of its restriction to each small circle around the point ai . For maps in C0(Ω∗,S), it follows from
standard topological arguments that this number is independent of the radius, and it can be proved that this property
carries over to the Sobolev class considered here (see e.g. [1] and the references therein). If this winding number is
nonzero, it can be proved as above that the integral of the square of the gradient of u diverges near ai , and hence,
so does its Dirichlet energy. Next, we prescribe the degrees of the singularities restricting ourselves to the subset
X0 = X0({(ai, di)}i=1) of X defined by
X0
({
(ai, di)
}
i=1
)= {u ∈ X such that deg(u, ai) = di}.
It is rather straightforward to show that X0 is not empty. The reader may easily check that
Lemma 3. If Γ = S, then SΓ = X0 and Iε,S = inf{Eε(u), u ∈ X0}.
Since X0 = SΓ ⊂ S and since X0 is nonempty so is S , and hence Lemma 3 yields the announced proof of Lemma 1.
For a given fixed parameter ε > 0, we may derive the existence and properties of uε , a minimizer of Eε among
maps in X0, following the arguments of [1], the existence of uε raising essentially no new substantial difficulties. It
can be proved that there exists a limiting map u∗ belonging to X0 such that (passing possibly to a subsequence)
uε → u∗, as ε → 0 in C∞loc(Ω∗), where Ω∗ = R2
∖ ⋃
i=1
{ai}. (2.1)
The limiting map u∗ is related to the unique solution ϕ to the linear equation obtained through convolution with the
kernel of the Laplace operator
−ϕ∗ = 2√π
∑
i=1
diδai on R
2. (2.2)
The relation between u∗ and ϕ∗ is as follows
u∗ × u∗x1 =
1√
π
ϕ∗x2 and u∗ × u∗x2 = −
1√
π
ϕ∗x1 . (2.3)
In particular, we have |∇u∗| = |∇ϕ∗|, and the Dirichlet energy densities of u∗ and ϕ∗ coincide. Since the funda-
mental solution of the Laplacian in dimension two is given by − 12π log |x|, it follows that ϕ∗ ∈ W 1,1loc (R2), and hence
u∗ ∈ W 1,1(R2)∩L∞. Therefore, we haveloc
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Since ϕ∗ solves a linear problem, in many cases it is rather easy to compute or to handle. In particular, one may
show
Iε,S = 2
((
∑
i=1
d2i
)
+
(
∑
i=1
di
)2)
log
(
1
ε
)
+ WS(ai, di)+ o
ε→0(1), (2.4)
where the function WS(ai, di) depends only on the locations of the points ai and their degrees di and can be computed
explicitly as
WS(ai, di) = −2
∑
1i =j
didj log |ai − aj |. (2.5)
The second term on the right-hand side of the expansion (2.4), which stems from the divergence at infinity, should be
compared with the corresponding term in inequality (7), in particular the presence of the square here indicates that
taking the circle as the target is presumably not an optimal choice. Going back to the original problem (1) the fact
that we restrict ourselves to maps into a circle introduces, when the total degree is large, high multiplicity wrapping
at infinity. This is certainly not optimal with regard to the energy.
We complete this section recalling that an important tool in the study of harmonic maps is the Hopf differential.
This terminology refers to the function ω(u∗) defined by
ω(u∗) =
∣∣∣∣∂u∗∂x1
∣∣∣∣2 −
∣∣∣∣∂u∗∂x2
∣∣∣∣2 − 2i ∂u∗∂x1 · ∂u∗∂x2 , (2.6)
where the dot on the right-hand side stands for the scalar product in R2. For a harmonic map, it turns out that the
Hopf differential is holomorphic on Ω∗, that is ∂ω(u∗)∂z¯ = 0 on Ω∗. Since u∗ is S-valued, we may write locally u∗ =
1√
π
exp iφ∗. Then we have
ω(u∗) = Λ(u∗)2, (2.7)
where the function Λ(u∗) is globally defined on Ω∗ by
Λ(u∗) = i
(
∂ϕ∗
∂x1
+ i ∂ϕ∗
∂x2
)
= 1√
π
(
∂φ∗
∂x1
− i ∂φ∗
∂x2
)
(2.8)
(the last equality having only a local meaning). Notice that |Λ(u∗)| = |∇u∗|. The function Λ is given in complex
notation by
Λ(u∗)(z) = −i 1√
π
∑
i=1
di
z− ai . (2.9)
Expanding the left-hand side of (2.7), we obtain
−πω(u∗) =
(
∑
i=1
di
z− ai
)2
=
∑
k=1
d2k
(z− ai)2 +
∑
j =k
dkdj
(z− ak)(z− aj ) . (2.10)
On the other hand, we have the identity
1
(z− ai)(z− aj ) =
1
ai − aj
(
1
z− ai −
1
z− aj
)
. (2.11)
Inserting (2.11) into (2.10), we therefore derive
−πω(u∗) =
∑ d2i
(z− ai)2 +
∑ ci(ai, di)
z− ai , (2.12)
i=1 i=1
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ci(ai, di) =
∑
j =i
2didj
ai − aj . (2.13)
Remark 2.1. As seen above, in the case of harmonic functions into the circle, the Hopf function is the square of the
holomorphic function Λ, so that the function Λ is deduce from ω(u∗) taking the square root. On the other hand (see
e.g. [1]) the function Λ permits to retrieve, by integration and up to a multiplicative constant, the map u∗. For that
purpose, we introduce the meromorphic function
F(z) =
z∫
z0
Λ(z)dz. (2.14)
This function is multi-valued in general, since near each singularity ai the function Λ has the form
Λ(z) = − i√
π
di
z− ai +Ri(z),
where Ri is holomorphic near ai . Thus, the real part e(F ) of F is defined up to an integer multiple of 2√π , and
hence the map
v∗ = 1√
π
exp i
[√
πe(F(z))] (2.15)
is a single-valued map with values in the circle S. Since Λ is holomorphic on Ω∗, we have(
∂
∂x1
− i ∂
∂x2
)(e(F ))= Λ, (2.16)
so that ω(v∗) = ω, and v∗ is thus equal, up to a constant rotation to u∗. It is worthwhile to point out also that
the counterimage u−1∗ (
√
π exp iα) of a point
√
π exp iα on S corresponds, up to a constant phase shift, to the set√
πe(F ) = α mod [2π]. Another way to get convinced of this fact is to write, on domains where a local phase φ∗ is
defined, i.e. such that u∗ = √π−1 exp iφ∗
F(z) = 1√
π
z∫
z0
(φ∗x1 − iφ∗x2)(dx1 + i dx2)
= 1√
π
[ z∫
z0
(φ∗x1 dx1 + φ∗x2 dx2)+ i
z∫
z0
(φ∗x1 dx2 − φ∗x2 dx1)
]
(2.17)
and hence
e(F(z))= 1√
π
z∫
z0
(φ∗x1 dx1 + φ∗x2 dx2) =
1√
π
(
φ∗(z)− φ∗(z0)
)
.
Remark 2.2. In the same direction, one may raise the following question. Let ω be a given meromorphic map with
poles {ai}i=1. Under which conditions does there exist a map v∗ from Ω∗ to S such that ω = ω(v∗)? This question
was answered in [1] in the following way. Such a map v∗ exists if and only if all the zeroes of ω in Ω∗ have even
multiplicity and near each pole ai the map ω behaves as
πω(z) = − d
2
i
(z− ai)2 −
ci
z− ai + fi(z) (2.18)
where di ∈ Z, ci ∈ C and the function fi is holomorphic.
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Choosing the circle as the possible target of the solution to (3) is too restrictive, and as already mentioned does
not allow a reasonable approximation of the initial problem (1). In particular this restrictive choice of target forces
many unnecessary and unnatural windings. A much better choice is to take as target Γ the grid G defined by G =⋃
n∈Z({n} × R ∪ R × {n}). Alternatively, the grid G may defined as union of squares of size 1, namely
G =
⋃
(n,m)∈Z2
(
∂
([n,n+ 1] × [m,m+ 1])). (2.19)
The grid G is a smooth manifold, except at the nodes (n,m) where n and m are integers, where it presents branching
points, so we are clearly a singular space. The grid G has a rather rich topology, in particular concerning its funda-
mental group π1. Since we want to prescribe G as the target for problem (3), a natural idea could then be to introduce
harmonic maps into G, prescribing at each singularity a loop into one of the squares composing the grid. However, this
imposes to known a priori which of the squares we have to map, and hence ends with rather tedious combinatorics.
This difficulty can be overcome considering another singular space which we present next.
2.3. Mapping to an ∞ shaped set
We consider in this section another singular space, whose topology is much simpler than the grid G, and whose
use leads eventually to the same results. The set we want to describe has readily the shape of the symbol ∞ (or
equivalently the number 8), that is, consists of two loops glued at one common point: we impose moreover that the
lenght of each of the two loops to be exactly one. As a matter of fact, we will represent it by the symbol ∞ throughout
the paper, though there is of course no relationship with the usual meaning of this symbol. Only its very topology is
of importance for the idea we want to implement here, so that its precise geometric realization is rather unrelevant.
Presumably the simplest mathematical description one might give of ∞ is that of the union of two circle, touching at
one single point, that is we set
∞ ≡ S+ ∪ S−, where S± = S
(
± 1
2π
,
1
2π
)
. (2.20)
Here, for r > 0 and a ∈ C, S(a, r) denotes the circle of radius r centered at the point a. Notice in particular that
S
+ ∩ S− = {0}. The set ∞ is a metric space, with a distance d defined as follows. On the circles S± we consider
the standard arc-lenght distance. The distance between two points on S+ (resp. S−) is then given by the arc-lenght,
whereas for the distance between a point on S− and a point on S+ one adds the distances of each of these points to
the point 0, computed using arc-lenght.
The set ∞ has several interesting topological properties. In contrast with the fundamental group of the circle, the
fundamental group of the set ∞ is not commutative and it has two generators which we denote by α and β . The
generator α (resp. β) corresponds to the homotopy class of the map fα (resp. fβ ) defined from the circle S1 to the
set ∞ by
fα(exp iθ) = 12π (exp iθ + 1)
(
resp. fβ(exp iθ) = 12π (exp iθ − 1)
)
, (2.21)
so that fα (resp. fβ ) maps the circle S+ (resp. S−) with degree one. It can be shown that the generators α and β do
not commute, and that any element in the fundamental group π1(∞) can be expressed as a composition of α’s, α−1’s,
β’s, and β−1’s. Such a combination is usely termed a “word” composed of the letters α’s, α−1’s, β’s, and β−1’s. More
precisely, a word ω is an element of D =⋃∞k=0 Ak , where A is the alphabet A = {α,α−1, β,β−1}. If ω = (ω1, . . . ,ωk)
is an element in D, the corresponding element in π1(∞) is given by T (ω) = ω1 ◦ ω2 ◦ · · · ◦ ωk . The number k which
representes the minimal numbers of letters of A necessary to write ω will be termed the lenght of the word ω, and
denoted by |ω|. In view of invariance of the circle by rotations, circular permutations yield the same element. For
instance, for the commutator γ defined by
γ = αβα−1β−1 (2.22)
and which is central in our discussion, we have γ = βα−1β−1α = α−1β−1αβ = β−1αβα−1.
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the homotopy class of u restricted to any small circle S(ai, r) around ai . This homotopy class does not depend on
r > 0 provided r is sufficiently small so that the disk B(ai, r) does not contain any other singularity than ai . We will
denote this homotopy class u,ai. We will consider classes of maps having prescribed homotopy type at the singular
points ai . In particular, the following class is of importance for further purposes
Y 0 = {u ∈ C0(Ω∗,∞), such that u,ai= γ }.
It is quite straightforward to show that Y 0 is nonempty. Indeed, consider for instance a continuous map Υ from S1
to the set ∞ those homotopy class is γ . Let v be an arbitrary continuous map in X({ai,1)}i=1). Then the map Υ ◦ v
belongs to Y 0. This kind of argument shows in particular that the structure of Y 0 is at least as rich as the structure
of C0(Ω∗) ∩ X({ai,1)}i=1). It turns out that it is in fact much richer. In order to see this, we have to consider the
homotopy type at infinity.
If u ∈ C0(Ω∗,∞), we may define its homotopy class at infinity as the homotopy class of u restricted to any circle
S(0,R), provided R > 0 is sufficiently large so that the disk B(ai, r) contains all the singularities ai . We will denote
u∞ this homotopy class. Recall that in the case the target is the circle, the degree at infinity is exactly the sum of the
degrees at the singularities, so that the degree at infinity is known once the degree at the singularities is known. Here
in contrast, as a consequence of the fact that the fundamental group π1(∞) is not commutative, the homotopy type at
infinity of maps in C0(Ω∗,∞) is in general not completely determined by their homotopy type at the singularities. In
particular, if  > 1, then the set Y 0 has several connected components labelled by their homotopy class at infinity. For
a given arbitrary element χ in π1(∞), we set
Y 0χ =
{
u ∈ Y 0 such that u∞ = χ
}
.
Of course, the set Y 0χ might be empty, this is for instance the case for χ = 0. Moreover Y 0χ1 ∩ Y 0χ2 = ∅, if χ1 = χ2, so
that we obtain a partition of set Y 0. Notice that if v is as above an element of C0(Ω∗) ∩X({ai,1)}i=1) and Υ a map
in the class of γ then the homotopy class at infinity of Υ ◦ v is γ , and hence Υ ◦ v belongs to Y 0
γ 
.
In the sequel, we will focus on the case  is a square, that is  = n2, where n ∈ N and consider the homotopy class
γn ∈ π1(∞) defined by
γn = αα . . . α︸ ︷︷ ︸
n times
ββ . . . β︸ ︷︷ ︸
n times
α−1α−1 . . . α−1︸ ︷︷ ︸
n times
β−1β−1 . . . β−1︸ ︷︷ ︸
n times
.
We will see that the subset Y 0γn of Y
0 is not empty and that if n > 1, γn = γ n.
We complete this section by showing how to related maps in Y 0 and maps into the grid G. Consider first the
mappings Π± from ∞ to S± defined by
Π±(w) = w if w ∈ S± and Π±(w) = 0 otherwise, i.e. if w ∈ S∓. (2.23)
The maps Π± are clearly Lipschitz continuous. Next let G be some open domain in RN , for N ∈ N∗ and let u be a
map in C0(G,∞). We construct maps u± from G to the standard circle S1 = S(0,1) by setting
u± = 2π(Π± ◦ u∓ (2π)−1), (2.24)
so that u± ∈ C0(G,S1). If G = Ω∗ and if moreover u ∈ Y 0, then we claim that
deg
(
u±, ai
)= 0, ∀i = 1, . . . , . (2.25)
Proof of the claim (2.25). Consider first a continuous map Υ from S1 to the set ∞, and let Υ  be its homotopy
class, which we may represent as a word composed of a α,β,α−1 and β−1. Next consider the map Υ ± = 2π(Π± ◦
u ∓ (2π)−1), from S1 to S1. The homotopy class of Υ ± is now represented by the word representing Υ  where all
β’s (resp. α’s ) and β−1’s (resp. α−1’s) are removed from the word. The degree of Υ ± is then deduced counting the
multiplicity of α (resp. β). In the case Υ = γ = αβα−1β−1 we obtain deg(Υ ±) = 0, and the claim follows. 
If u ∈ Y 0, we may find in view of (2.25) a continuous lifting φ± ∈ C0(Ω∗,R) of u± so that
u± = exp iφ± on Ω∗.
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U(x) = 1
2π
(
φ+(x),φ−(x)
)
, for x ∈ Ω. (2.26)
Lemma 5. Let u ∈ Y 0. Then the map U defined by (2.26) is continuous and maps Ω∗ onto the grid G.
Proof. The continuity of the map U is obvious, since the maps φ+ and φ− are continuous. It remains to show that the
image of Ω by U is contained in G. Let z ∈ C. Since ∞ = S+ ∪ S−, there are only two possibilities: either u(z) ∈ S+,
or u(z) ∈ S−. In the first case, that is if u(z) ∈ S+, then u−(z) = 0, so that φ−(z) ∈ Z. Hence U(z) ∈ R × Z ⊂ G.
Arguing similarly in the second case, we obtain U(z) ∈ G, which completes the proof. 
The liftings φ± are uniquely defined up to a integer, so that the map U is uniquely determined up to an element
of Z×Z. To remove this non-uniqueness, one may impose, for a given fixed point z0 ∈ Ω∗ that U(z0) ∈ [0,1)×[0,1).
Under this additional condition, the map U is uniquely determined. We set U = Θ(u), so that the Θ maps Y 0 onto
C0(Ω∗,G). Conversely, given any map V in C0(Ω∗,G), there exists a unique map v ∈ Y 0 and a unique element
(p, q) ∈ Z × Z such that
V = Θ(v)+ (p, q).
Additional remarks on maps in C0(S1,∞) and π1(∞). Let P be the subset of π1(∞) defined by
P = {g ∈ π1(∞), such that if ω is a word representing g, then ω has as many α’s as α−1’s and
as many β’s as β−1’s
}
. (2.27)
It can be checked that this definition does not depend on the word representing the element g. As examples of elements
in P, we have for instance γ, γ n, and γn, for any integer n ∈ N. The reader may easily chek that we have as above:
Lemma 6. Let g ∈ C0(S1,∞). The maps g± = 2π(Π± ◦ g + ∓(2π)−1) from S1 to S1 have degree zero if and only if
that g ∈ P. In that case, there exist functions φ± ∈ C0(S1,R) such that
g± = exp iφ±.
It follows that, if g ∈ P, then we may define as above the map Θ(g) = 12π (φ+(x),φ−(x)), imposing for instance
φ±(1) ∈ [0,2π). The closed curve Θ(g)(S1) in the plane R2 gives a rather good geometrical interpretation of g.
For instance, if g = γ , and if g is given by a standard combination of the maps fα , fβ , f−1α and f−1β as defined
in (2.21), then the image Θ(g)(S1) is up to a translation the set  defined by  = ∂[0,1]2, that is the boundary of
the standard square [0,1]2. Similarly, if g = γ n, then the image Θ(g)(S1) is also : however it is covered with
multiplicity n. On the other hand, if g= γn, then the image Θ(g)(S1) is the set n = ∂([0, n]2), that is the boundary
of a square of edge of size n, covered only once.
We denote by L(g) the length of the curve (Θ(g)(S1)) counted with (algebraic) multiplicity. As a consequence of
Lemma 4.1 of Section 4 we have if g ∈ P,
|g| = min{L(g), g= g}. (2.28)
As examples, we have |γ | = 4 and |γ n| = |γn| = 4n. A related notion is the algebraic area enclose by a C1 parametric
curve ψ : S1 → R2, which, we recall, is given by the formula
A(ψ) =
∫
S1
ψ×ψτ dτ.
This definition is invariant under monotone increasing reparametrization. For g : S1 → ∞ we set
Vol(g) = A[Θ(g)]. (2.29)
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Lemma 7. Let g ∈ P, and let g1 and g2 be two elements of Lip(S1,∞) such that gi ∈ g, for i = 1,2. Then we have
Vol(g1) = Vol(g2), that is Vol(g) does only depend on g.
We shall not provide the proof to Lemma 7 in this paper. We denote by Vol(g) the common value of Vol(g) for
maps g in the same homotopy class g. As examples, we have
Vol(γ ) = ∣∣[0,1]2∣∣= 1, Vol(γ n)= n∣∣[0,1]2∣∣= n and Vol(γn) = ∣∣[0, n]2∣∣= n2.
In analogy to the classical isoperimetric inequality, we have a discrete isoperimetric inequality.
Lemma 8. Let g ∈ P. Then, we have the inequality
∣∣Vol(g)∣∣ (L(g)
4
)2
, (2.30)
and the previous inequality is an identity if and only if g = γn, for some integer n ∈ N∗.
Sketch of the proof. Consider a map g ∈ C0(S1,∞) such that g = g. We may assume for simplicity that the
map g is a composition of maps fα , fβ , f−1α and f−1β as defined in (2.21). Assume first that Θ(g)(S1) is covered
without multiplicity, and consider the projection of Θ(g)(S) onto the horizontal axis (resp. the vertical axis). We call
α-diameter (resp. β-diameter) and denote it Dα(g) (resp. Dβ(g)) the lenght of this projection. We verify that∣∣Dα(g)∣∣+ ∣∣Dβ(g)∣∣ L(g)2 , and ∣∣Vol(g)∣∣ ∣∣Dα(g)Dβ(g)∣∣. (2.31)
Combining these inequalities with the inequality 4ab  (a + b)2, we derive inequality (2.30) in the case there is no
multiplicity. The case of equality requires a = b in the inequality 4ab  (a + b)2, that is |Dα(g)| = |Dβ(g)| as well
as equality in the second inequality of (2.31). This shows that up to translation Θ(g)(S) = n, which yields g = γn.
The case of multiplicities, which is more involved, is left to the reader. 
2.4. Sobolev maps into ∞
Since problem (3) deals with derivatives, we need to define weak first-order derivatives for mappings into ∞. The
task of defined weakly differentiable maps into metric spaces has been undertaken in [4,7]. In our case, the metric
space ∞ is already embedded isometrically into R2, so that the definition of Sobolev spaces is much simpler using
the embedding. Let G be an arbitrary domain in RN , N ∈ N∗. For 1 p ∞, we define the space
W 1,p(G,∞) = {u ∈ W 1,p(G,R2), such that u(x) ∈ ∞ for a.e. x ∈ G}, (2.32)
and the spaces W 1,ploc (G,∞) are defined accordingly. We consider next the space H 1loc(Ω∗,∞).
Lemma 9. Assume u ∈ H 1loc(Ω∗,∞). Then the homotopy class u,ai is well defined.
The type of result is classical in the case the target is a smooth manifold (see e.g. [12,13]). It is presumably well-
known from the experts in the case the target has polyhedral singularities, and can possibly be deduced from the
results and methods in [5]. For sake of completeness, we present a self-contained proof in Section 3.
In view of Lemma 9, we may adapt most of the ideas developed in the last section to the case of maps in
H 1loc(Ω∗,∞). First consider the following variant of Y 0
Y˜ 0 = {u ∈ H 1loc(Ω∗,∞), such that u,ai= γ }.
To each map u in Y˜ 0 we may define the maps u± as maps in H 1loc(Ω∗,S1). Notice that they have degree zero at each
singularity, so that the liftings ϕ± do exist. Thus, we may assign to u the map U = Θ(u) in H 1loc(Ω∗,G) defined
by (2.26). An important observation is
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The proof is left to the reader.
Theorem 1. Let u ∈ Y˜ 0 ∩W 1,
3
2
loc (R
2,C). Then Θ(u) ∈ H 1loc(Ω∗,G)∩W
1, 32
loc (R
2,C) and solves problem (3) with di = 1
for i = 1, . . . , , that is
det
(∇Θ(u))= ∑
i=1
δai on R
2. (2.33)
Proof. We first claim, that
det
(∇Θ(u))= 0 on Ω∗. (2.34)
Indeed, for any compact smooth domain K ∈ Ω∗, the restriction u|K belongs to H 1(K) and thus can be approximated
in H 1(K) by Lipschitz maps into ∞ (see Lemma 3.1). We may hence assume without loss of generality that u and
hence Θ(u) are Lipschitz continuous on K . Then (2.34) follows from the fact that the image of Θ(u) lies in the
one-dimensional set G.
Going back to the divergence form (2), it follows from classical theorems in distribution theory that (2.34) and (2)
imply that det(∇Θ(u)) = ciδai on a small open neighborhood Ui of ai , where ci ∈ R. Integrating the relation on a
small ball B(ai, r) we obtain
ci =
∫
B(ai ,r)
det
(∇Θ(u))= ∫
∂B(ai ,r)
Θ(u)×Θ(u)τ dτ
= A(Θ(u|S(ai ,r)))= Vol(u|S(ai ,r)) = Vol(γ ) = 1. 
Theorem 2. Assume that  = n2, where n ∈ N∗, let u ∈ Y˜ 0 ∩ W 1,
3
2
loc (R
2,C), and assume that u∞ = γn. Then, there
exists (j, k) ∈ Z2 such that
Θ(u)(Ω∗) ⊃n +
{
(j, k)
}
, where n = G ∩ [0, n]2.
Sketch of the proof. Let R be so large that the ball B(R) contains all the singularities ai Since u∞ = γn, Θ(u)
maps R2 \ B(R) onto a set containing n + {(j, k)} for some numbers (j, k) ∈ Z2. On the other hand, near each
singularity, the map Θ(u) maps a neighborhood Ui onto a set containing some small square  + {(ji, ki)} for some
numbers (ji, ki) ∈ Z2. Since we have n2 such squares, and since the interior domain to  is of measure n2, the union
of these squares has to be n + {(j, k)}. 
As a consequence of Theorem 2 the image of Θ(u) grows when n grows, and therefore offers a rather appropriate
approximation of the original problem (1), in suitable rescaling are performed (see Remark 1).
2.5. Singular harmonic maps into ∞
We come back to the minimizing problem (8) choosing now, in view of the previous discussion, the target Γ = ∞,
that is we consider the minimizing problem
Jε = inf
{
Eε(u), u ∈ Y˜ 0
}
. (2.35)
It follows from the theory developed in [4,7] that there exists a map uε ∈ Y 0 which is minimizer for Jε . Adapting
some ideas of [1] to the problem (2.35) we obtain
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(i) We have as ε → 0
Jε = 4
π
[
+ sq()] log 1
ε
+ W∞
({ai}i=1)+ o(1), (2.36)
where the function W∞ depends only on the position of the distinct points {ai}i=1 and where the number sq()
depends only on their total number .
(ii) There exists a constant C > 0 depending on the collection {ai}i=1, but not on ε such that, if ε is sufficiently small,
then, for every z ∈ Ωε ,
|∇uε|(z) C
∑
i=1
1
|z− ai | . (2.37)
(iii) Assume that  is a square, that is  = n2, for n ∈ N. Then the integer sq() is given by sq() = n. If ε is sufficiently
small, then the homotopy class of uε restricted to ∂B(0, 1ε ) is given by γn. Moreover the functional W∞ is scale
invariant, this is for every λ > 0 and every configuration of distinct points {ai}i=1
W∞
({λai}i=1)= W∞({ai}i=1). (2.38)
We will call W∞ the renormalized energy associated to the minimization problem (2.35). Notice that in contrast
with W∞ the renormalized energy WS is not scale invariant except if  = 1, since the explicit formula (2.5) yields
WS({λai}i=1) = WS({ai}i=1) + ( − 1) log(λ). In our opinion, this scale invariance which only holds for the case
 = n2 (see Remark 4.7) is a rather remarkable property, so that problem (2.35) is also of interest by its own.
We turn next to the asymptotic behavior of uε as ε → 0.
Proposition 1. There exists a map u∗ : Ω∗ → ∞ and a subsequence (εm)m∈N with εm → 0 as m → ∞, such that for
every compact set K ⊂ Ω∗, we have, as m → ∞,
uεm → u∗ in strongly in H 1(K) and C(0,α)(K) for any 0 < α < 1. (2.39)
The map u∗ is locally minimizing, that is for every ball B(z0,R) ⊂ Ω∗, u∗ minimizes the Dirichlet energy among all
maps in H 1(B(z0,R)) with the same value on the boundary ∂B(z0,R). It follows in particular that
∂
∂¯z
ω(u∗) = 0 on Ω∗. (2.40)
Moreover, we have the estimate
|∇u∗|(z) C
∑
i=1
1
|z− ai | . (2.41)
The proofs of Theorem 3 and Proposition 1 will be provided in Section 3.
In the rest of this section, we specify the results to the case  = n2, for some integer n ∈ N∗. We may pass to the
limit in (2.37) and the homotopy class on large disks to deduce that
u∗= γn. (2.42)
In particular, we have u∗ ∈ Y 0γn ∩ Y˜ 0 ∩W 1,pLoc (R2,C), for 1 p < 2, so that we may apply Theorems 1 and 2 to assert
that
det
(∇Θ(u∗))=∑
i=1
δai on R
2, and Θ(u∗)(Ω∗) ⊃n +
{
(j, k)
}
, (2.43)
for some point (j, k) ∈ Z×Z. At this stage, we have achieved one of the goals of this paper, that is we have constructed
a solution to (3) with fullfills some optimality conditions. It remains to study the properties of this map.
Remark 2.3. Since the map u∗ is constructed using a compactness argument, involving subsequences, it is not clear
that our construction yields uniqueness.
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The map ω(u∗) is a central tool for the analysis of properties of u∗. Since, in view of (2.40), the map ω(u∗) is
meromorphic on R2, it will be completely determined by its behavior near its poles {ai}n2i=1 and its behavior at infinity.
Specifying to the case  = n2, for some integer n, we have
Proposition 2. There exist n2 numbers (θi (a1, . . . , an2))n
2
i=1 such that ω(u∗) writes
ω(u∗)(z) = −
n2∑
i=1
(
4
π2
1
(z− ai)2 +
θi (a1, . . . , an2)
z− ai
)
.
Moreover, we have
ω(u∗)(z) ∼ −4n
2
π2
1
z2
as |z| → ∞. (2.44)
Remark 2.4. Since we do not know if the map u∗ is unique, as pointed out in Remark 2.3, the same restriction
applies to the numbers (θi (a1, . . . , an2)n
2
i=1, which hence are not (uniquely) defined as functions of the configuration{a1, . . . , an2}. However, we keep this notation to emphasize their dependance on these numbers.
Combining the expansion given in Proposition 2 with the asymptotic behavior at infinity and matching the terms
of order −1 in z, we are immediately led to the relation
n2∑
i=1
θi (a1, . . . , an2) = 0. (2.45)
Similarly matching the terms of order −2 in z we are led to the relation
n2∑
i=1
θi (a1, . . . , an2)ai = 0. (2.46)
Concerning the homogeneity of the numbers θi , we have, modulo the restriction outlined in Remark 2.4 for the very
definition of these numbers, that for every λ > 0
θi (λa1, . . . , λan2) = λ−1θi (a1, . . . , an2).
The results above have to be compared with the corresponding ones for the case the target is the circle S: the
numbers θi (a1, . . . , an2) play here for ω(u∗) exactly the same role as the numbers ci(ai, di) given by formula (2.13)
for the Hopf differential ω(u∗). In contrast with the numbers ci(ai, di) however, the major difference is that we have
not yet found a way to compute the numbers θi . The main challenge in the theory is thus:
Open problem: Compute or estimate the numbers θi in terms of the positions of the singularities {a1, . . . , an2}.
We would also point out another major difference between the two theories: whereas the function ω(u∗) is a square
of a meromorphic function, the function ω(u∗) is not in general. We have
Lemma 11. Assume that n > 1. Then ω(u∗) is not the square of a meromorphic function and it has at least one zero
with odd multiplicity.
Proof. Assume by contradiction that all multiplicity are even. Then it follows from Remark 2.2 combined with Propo-
sition 2 that there exists a smooth harmonic map w∗ from Ω∗ to S1 such that 4ω(w∗) = π2ω∗ = π2ω(u∗). Let Υ be a
geodesic map in the class of γ . The map v∗ = Υ ◦v belongs to Y 0, is harmonic and verifies ω(v∗) = ω(u∗). Changing
possibly υ by a rotation of S1, the reader may check that this implies that v∗ = u∗. This is however impossible since
v∗∞ = γ n2 = γn. 
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ω(u∗) = P/Q, where Q = ∏(z − ai)2, and P is a polynomial of order exactly 2n2 − 2. The zeroes of ω(u∗) are
hence the zeroes of P , so that their number counted with multiplicity equals the degree of P , and is therefore equal
to 2n2 − 2.
2.7. Retrieving u∗ from ω(u∗)
We address here in the case the target is the metric space ∞, an issue which we developed in Remark 2.1 in
the case the target is S1, namely, we show how to reconstruct u∗ from ω(u∗). In view of Proposition 2, the map
w(u∗) is completely determined if the n2 numbers (θi (a1, . . . , an2))n
2
i=1 are known, so that in turn these numbers will
completely determine the map u∗. Throughout we set ω = ω(u∗), and assume that ω is given (in other words we
assume that the numbers θi are known). For the sake of simplicity, we assume that all the zeroes σ1, . . . ,σ2n2−2 of ω
have multiplicity one exactly. Next we consider λ the square root of ω, which hence solves the equation
λ(z)2 −ω(z) = 0. (2.47)
Obviously, if λ(z) is a solution, then −λ(z) is also a solution. If we restrict ourselves to a simply connected domain in
C\{σj }2n2−2j=1 , then one may define locally there a solution to (2.47) which is holomorphic. However, this solution does
not yield a global one, since, if we make a full turn around a zero σj , then the sign of the solution changes. The problem
of the square root is classically solved in complex analysis introducing the Riemann surface S associated to the square
root. This is a two sheets covering of C with can be constructed as the set {(λ, z) ∈ C2, such that λ2 − ω(z) = 0},
or using a method of cuts and pastes on the plane C (cutting segments joining the roots σj ) (see e.g. [3]). Whatever
the method, we end up with a well defined holomorphic λ function on S, and defined up to a sign change of Ω∗. As
for (2.14), we wish to define the “integral”
ζ(z) =
z∫
z0
λ(z) dz. (2.48)
However, as already seen in Remark 2.1, the function ζ is not single-valued, in particular cycles around the poles and
zeroes are not equal to zero, in general. If we wish to define properly ζ on the Riemann surface S, then we have to turn
to the notion of meromorphic differential. In this setting, ζ corresponds to the integral of the meromorphic differential
λ(z) dz. Locally however, that is on a simply connected open subset, the integral (2.48) still gives on appropriate idea
of ζ.
The starting idea, in order to reconstruct u∗ from ω, which we actually already introduced in Remark 2.1 in
the case the target is a circle S, is that the counterimage of a point on ∞ corresponds, at least locally to the set
e(ζ) = Constant. More precisely consider first a point z0 in Ω∗, such that u∗(z0) ∈ S+ \0. By continuity, there exists
an open simply connected neighborhood U0 of z0, such that u∗(U0) ⊂ S+ \ 0. We may therefore consider on U0 the
S
1
-valued map u+∗ ≡ 2π(Π+ ◦ u)− 1. Since
ω= ω(u∗) =
(
4π2
)−1
ω
(
u+∗
)
, on U , (2.49)
we may apply, on U0, Remark 2.1 to u+∗ , so that, for a point z near z0, the counter-image of the point u+∗ (z) ∈ ∞ is
then of the form e(ζ) = Constant, where ζ is defined according to formula (2.48). In view of the definition of u+∗ the
same applies to u∗. Hence, we have established
Lemma 12. Let U0 be as above. On U the fibers (ζ) = Constant of the map u∗ correspond to the sets e(ζ) =
Constant.
In this context, it is worth to notice the following.
Lemma 13. Assume ω(z0) = 0. Then on U the fibers (ζ) = Constant correspond to the integral curves of the vector
field X = ıλ−1.
562 F. Bethuel / J. Math. Anal. Appl. 352 (2009) 548–572Proof. Let z be some point in U and z+z a nearby point which is on the same fiber. We have in the limit z → 0
ζ(z+z)− ζ(z) =
z+z∫
z
λ(z) dz = λ(z)z+ o(z).
Since by assumption we remain on the same fiber, so that e(ζ(z+z)− ζ(z)) = 0, it follows that we have, for some
μ ∈ R, the expansion λ(z)z+ o(z) = iμ. Hence,
z
|z| →
iλ(z)−1
|λ(z)−1| ,
and the conclusion follows. 
Remark 2.5. Since ıλ−1 = ı λ¯|λ|2 , the fibers (ζ) = Ct correspond also to integral curves of ˜X = ıλ¯.
It follows from Lemma 12 that on the punctured set Ω∗ \∪{σj }, the fibers u−1∗ (α), for α ∈ ∞\{0} are smooth sub-
manifolds of (real) dimension one, i.e smooth curves, which are the integral curves of the (smooth) vector field iλ−1.
An important observation which will be made below is that, for α ∈ ∞ \ {0}, the fibers u−1∗ (α) do not tend to the
zeroes σj , so that they are smooth on the whole of Ω∗. To understand more thoroughly the structure of u∗, it remains
to analyze the properties of the fiber corresponding to 0, that is of the set u−1∗ (0). This fiber is strongly related to the
behavior near the zeroes σj of ω in view of the following.
Lemma 14. Let σj be such that ω(σj ) = 0 and such that the multiplicity of ω is odd at σj . Then we have u∗(σj ) = 0,
that is σj ∈ u−1∗ (0).
Proof. The argument is by contradiction. Assume that u∗(σj ) = 0, then u∗(σj ) belongs either to S+\{0} or to S−\{0}.
Assume for instance that we are in the first case, so that in view of identity (2.49), we have ω(u∗) = ω(u+∗ ) near σj .
Since u+∗ has values into S1 it follows from (2.7) that ω is a square of a holomorphic function near σj and therefore
σj is a zero with even multiplicity. This contradicts the assumption of the lemma, and completes the proof. 
We next analyze the properties of u−1∗ (0) near the zeroes {σj }2n
2−2
j=1 , and then, to complete the picture at the other
asymptotic ends, namely near the singularities and also at infinity.
Behavior of the fiber u−1∗ (0) near the zeroes. We assume throughout that the zeroes of ω are of multiplicity one, so
that near a zero σj , we may write
ω(z) = αj (z− σj )+O
(
(z− σj )2
)
as z → σj , (2.50)
where αj ∈ C \ {0}. In order to analyze the behavior of the fibers originating at a zero of ω, we may use an appropriate
holomorphic change of coordinates, so that we may assume without loss of generality, in view of (2.50), that σj = 0,
that αj = 1, and that in our new coordinates denoted z, we have ω(z) = z near 0. In this new coordinate system, we
see that the vector field ˜X has three branches of integral curves emanating from zero, which are actually half-lines
originating at zero. These branches are given as the solutions to the equation ±ı
√
z¯
|z| = z|z| , which is equivalent to the
equation
±ı =
(
z
|z|
) 3
2
. (2.51)
The solutions to (2.51) are the three half lines Dj1 = {z = −r, for r  0}, Dj2 = {z = r exp iπ3 , r  0} and Dj3 =
{z = r exp− iπ3 , r  0}. It can also be checked in the new coordinates that these are the only fibers emanating from 0
and the only ones corresponding to u−1∗ (0), that is, for some neighborhood Uj of σj , we have
u−1∗ (0)∩ Uj =
(
D
j
1 ∪Dj2 ∪Dj3
)∩ Ui . (2.52)
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we have on R2 \B(R), ω(z) = − 4n2
π2z2
(1 + h(z)) where the function h is holomorphic on R2 \B(R), satisfies |h| 12
and h(z) → 0 as |z| → ∞. We may therefore take the square root so that we may write
λ(z) = 2ın
πz
(
1 + g(z)),
where the function g is holomorphic on R2 \ B(R), satisfies |g|  12 and g(z) → 0 as |z| → ∞. Combining this
identity with the fact that u∗∞ = γn, we may deduce that, for R > 0 sufficiently large that the restriction of u∗ to the
circle S(R) provides a monotone covering of the set ∞ and therefore, we deduce that
u−1∗ (0)∩
(
R
2 \B(R))= 4n⋃
k=1
Lk, (2.53)
where the sets Lk are smooth curves, which are asymptotic at infinity, to the half-lines {r exp i( kπ2n +μ), r > 0} where
the number μ ∈ R is some given phase shift.
Behavior of the fiber u−1∗ (0) near the poles. Near a pole ai , the vector field X = iλ−1 behaves as
iλ−1(z) = (z− ai)+O
(
(z− ai)2
)
as z → ai.
It follows by integration of the vector field, that all fibers ending at to the point ai are at first order all rays emanating
from ai , i.e. near the singularity ai they are given in parametric form as z(s) = ai + sαi + o(s), s > 0, where αi ∈ C
is any complex number of modulus one. In particular
u−1∗ (0)∩B(ai, r) =
4⋃
l=1
Cil , (2.54)
where the sets Cil are smooth curves, which are tangent, as z → ai , to the rays {r exp i( kπ2 + μi), r > 0}, where the
number μi ∈ R is some given phase shift.
Reconnecting the ends of the fiber u−1∗ (0). We will present next how the various ends of u−1∗ (0) are connected. Our
statement are given without proofs: however we hope the reader might convince himself of the truth of our statements,
considering for instance the map Θ(u∗).
We start the description by considering the zeroes σj of ω, for which the fiber u−1∗ (0) has three distincts branches,
namely Dj1 ,D
j
2 and D
j
3 . For a given branch D
j
m, m = 1,2 or 3, there are only three possibilities: first, it connects to
another zero ωj ′ (i.e. the other end of the curve is of the form Dj
′
p , for some p = 1,2 or 3), second it connects to a
singularity ai (i.e. the other end of the curve is of the form Cil ), or third, goes at infinity (that is the other end of the
curve is of the form Lk). Indeed, a zero may not connect to himself.
Since, in view of (2.52), a given zero has as three branches of the fiber u−1∗ (0), one might figure out that several
configurations are possible. It turns out actually that only two possibilities may occur, which correspond to the two
following classes of zeroes.
– Zeroes σj of first order. These are the zeroes σj with one branch (say D3j ) going to infinity, whereas the two
other branches (D1j and D2j ) end at two distinct singularities ai1 and ai2 . We will denote J1 the set of indices for the
zeroes of first order, which are therefore given as the collection {σj , j ∈ J1}.
– Zeroes σj of second order. These are the zeroes σj with one branch (say D3j ) going to some other zero σj ′ with
j ′ = j , whereas the two other branches (D1j and D2j ) end at two distinct singularities ai1 and ai2 . We will denote J2
the set of indices for the zeroes of second order, that are therefore given as the collection {σj , j ∈ J2}.
This classification gives rise to a similar classification for the singularities ai . We say that a singularity ai is of first
order if it has at least one connection to a zero of first order, and of second order if not, I1 (resp. I2) being the set of
indices for singularities of first (resp. second) order.
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for the mapping of the outer part of n, that is the square n. Actually it can be shown that all singularities of first
order are connected exactly to two distinct zeroes of first order and that all zeroes of first order are connected to two
distinct singularities of first order. Among the singularities of first order there are 4 exceptional ones, which stand for
the vertices of n: they have also one connection to infinity. This considerations lead to the counting
J1 = 4n− 4 and I1 = 4n− 4, (2.55)
so that
J2 = 2n2 − 4n+ 2 and I2 = n2 − 4n+ 4. (2.56)
Patterns. Having performed the previous connections, one realizes that the one-dimensional set u−1∗ (0) can be viewed,
at least in its interior part, as a union of patterns of mainly two forms:
– Quadrilateral patterns. These patterns involve two singularities, say ai1 and ai2 of second order, and two zeroes,
say σj1 and σj2 , such that both ai1 and ai2 connect to σj1 and σj2 .
– Hexagonal patterns. These patterns involve two singularities, say ai1 and ai2 of second order, and four zeroes,
say σj1 , σj2 , σj3 and σj4 . As before ai1 connects to σj1 and σj2 , but now ai2 connects to σj3 and σj4 , and σj1 is also
connected to σj3 as well as σj2 is connected to σj4 .
A quadrilateral patterns is in contact with four hexagonal patterns, whereas a hexagonal one is in contact with two
other hexagonal ones, and two quadrilateral ones. The patterns connecting to infinity involve one singularity ai of first
order connected to two zeroes of first order.
Recovering the full map u∗. The general rule is that inside each of the previous patterns, the map u∗ maps to one
of the sets S+ or S−. Assume we are given a pattern for which u∗ maps the inside of the pattern to S+. If the pattern
is quadrilateral, and we are crossing it to go to another one, then inside this new patterns u∗ maps to S−. The same
conclusion holds for an hexagonal pattern, except if we cross it through a zero (of ω) to zero connection, in which
case, we still map the inside of the new pattern to S+.
Once we have performed this algorithm, it remains to recover u∗ inside each of the patterns. however, we have to
deal now with maps with values to a circle, and we are may therefore apply the method presented in Remark 2.1.
Conclusion. In order to estimate our solution u∗, it suffices to estimate the map ω(u∗), which is determined by the
numbers θi . It may be of interest to recast some of the previous analysis using the Riemann surface S associated to the
square root. There are in this direction several properties which we have not discussed. In particular it can be shown
that the cycles of ζ are integers.
3. Some properties of Sobolev maps into∞
The purpose of this section is to provide, among some other things, the proof to Lemma 9. We consider more gen-
erally a smooth bounded domain G in R2 and the spaces W 1,p(G,∞) as defined in (2.32). Notice that, when p > 2,
then by Sobolev embedding W 1,p(G,∞) ↪→ C0(G,∞) so that maps in W 1,p(G,∞) have well-defined homotopy
classes. The case p = 2 is critical and the conclusion still holds thanks to an approximation argument. We have
Lemma 3.1. The set Lip(G,∞) is dense in H 1(G,∞).
Before we give the proof to Lemma 3.1 we single out an important tool, which we will use in several places. For
μ> 0, we consider the tubular neighborhood ∞μ of ∞ defined by
∞μ =
{
z ∈ C, such that dist(z,∞) μ}= S+μ ∪ S−μ,
where S±μ = {z ∈ C, such that dist(z,S±μ) μ} = B(± 1 , 1 +μ) \B(± 1 , 1 −μ). We have:2π 2π 2π 2π
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to ∞ and a constant C(μ) 0 depending only on μ which satisfies C(μ) → 0,
sup
z∈∞μ
∣∣dPμ(z)∣∣ 1 +C(μ) and ∣∣Pμ(z)− z∣∣ C(μ).
Proof. Consider the intersection Iμ = S+μ ∩ S−μ which is lens-shaped and of diameter lμ = 2
√
((2π)−1μ+μ2). The
set Iμ is included in each of the angular sector A+μ and A−μ given by
A±μ =
{
r exp iθ ± 1
2π
, θ ∈
(
π
2
± π
2
− θμ, π2 ±
π
2
+ θμ
)
, r ∈
(
1
2π
−μ, 1
2π
+μ
)}
,
where the angle θμ ∈ (0, π2 ) and is defined by sin θμ = lμ2√(2π)−2+μ2 . We set C
±
μ = S±μ \ A±μ , and are now in position
to define a Lipschitz projection map Pμ from ∞μ to ∞ as follows:
Pμ(z) = 0 if z ∈ A+μ ∪ A−μ,
Pμ(z) = 12π
(
exp
iπθ
π − θμ + 1
)
,
if z ∈ C+μ and has the form z = r exp iθ + 12π , where θ ∈ (−π + θμ,π − θμ), and
Pμ(z) = 12π
(
exp i
(
sgn(θ)π
[
1 − π − |θ |
π − θμ
])
− 1
)
if z ∈ C−μ and has the form z = r exp iθ − 12π , where θ ∈ (−π,−θμ)∪ (θμ,π). We check in particular that Pμ(z) = 0
if z ∈ C+μ and θ ∈ {−π + θμ,π − θμ} and if z ∈ C−μ and θ ∈ {−θμ, θμ} so that Pμ is Lipschitz continuous from ∞μ
to ∞. We leave it to the reader to verify that Pμ has the desired properties. 
Proof of Lemma 3.1. The proof is a modification of the argument of [11]. Let v be a given map in H 1(G,∞). We
have to construct a sequence (vn)n∈N of maps in Lip(G,∞) which approximate v in H 1. The first step is to extend
the map v to larger domain Gδ = {x ∈ R2, such that dist(x,G) δ}, for δ > 0 chosen sufficiently small so that Gδ is
a smooth domain. More precisely, there exist a map w ∈ H 1(G,C) such that w(x) = v(x) on G. In a second step, we
regularize w using a mollifier. Let χ be a smooth non-negative function on R2 with compact support in the ball B(1),
set for δ >  > 0, χ = −2χ(x/) and for x ∈ G
w(x) = w  χ(x) =
∫
R2
χ(x − y)w(y)dy,
so that w |G → v in H 1(G). It follows from the Poincaré inequality that
−2
∫
B(x,)
∣∣w(y)−w(x)∣∣2 dy  C ∫
B(x,)
|∇w|2 ≡ R(x).
This implies, since w(y) = v(y) ∈ ∞ for y ∈ G and if  is sufficiently small, that,
dist
(
w(x),∞
)
 3R(x). (3.1)
Notice that the function R converges uniformly to 0 on G as  → 0. Therefore setting μ = 3‖R‖L∞(G), we have
μ → 0 as  → 0, and we obtain for μ = μ
w(x) ∈ ∞μ =
{
z ∈ C, such that dist(z,∞) μ}= S+μ ∪ S−μ . (3.2)
At this point our method differs slightly, due to the singularity at 0, from the original one in [11]. As a matter of that,
we replace the nearest point projection which is used there by the map Pμ provided by Lemma 3.2. For given  > 0
sufficiently small, we consider the map v from G onto ∞ defined by
v(x) = Pμ
(
w(x)
)
for x ∈ G.
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plete. 
Lemma 3.3. Let G be a smooth bounded domain in R2, and let v ∈ H 1(G,∞). Given any sequence (vn)n∈N of maps
in Lip(G,∞) such that vn → v in H 1(G), there exists an integer n0 such that for n,m n0 the maps vn and vm are
in the same homotopy class.
Proof. This result, has been derived in [13] in the case the target is a smooth manifolds. The arguments can be
transposed almost word for word to the case the target is ∞ replacing the nearest point projection which is used there
by the map Pμ constructed above. 
The important consequence of Lemma 3.3 is that we are now in position to define the homotopy class of a given map
v ∈ H 1(G) as the common homotopy class of Lipschitz maps in Lip(G,∞) approximating v in H 1(G). Moreover
we have, as in [13]
Lemma 3.4. The homotopy classes of H 1(G,∞) are stable under weak-convergence in H 1(G).
Proof of Lemma 9. Lemma 9 is an immediate consequence of Lemma 3.3 with G = Ωε . 
4. Minimizing harmonic maps with singularities
The aim of this section is to provide proofs to some results in Sections 2.5 and 2.6, in particular to Theorem 3 and
Proposition 2. We start with a remark about minimizing geodesics.
Lemma 4.1. Let g be an element in π1(∞). We have the identity
inf
{∫
S1
|f˙ |2, f ∈ H 1(S1,∞), f = g}= L(g)2
2π
. (4.1)
Moreover the infimum is achieved by a minimizer γg which is unique of to the invariance by rotation and is a constant
speeds parametrizations of combinations of fα , fβ , f−1α and f−1β corresponding to a minimal length word for g.
We leave the proof as an exercise. Another tool which we shall use in several places is
Lemma 4.2. Let g ∈ π1(∞) and let δ > 0 be given. Assume that f belongs to H 1(S1,∞} with f  = g. There exists
a constant C(δ) > 0 depending only on δ and g, such that C(δ) → 0 as δ → 0 and such that, if∫
S1
|f˙ |2  L(g)
2
2π
+ δ,
then, for some number α ∈ R, we have∥∥f (·)− γg(· exp iα)∥∥H 1(S1)  C(δ). (4.2)
Moreover, there exists a map v : B(1)\B( 12 ) → ∞ such that v(z) = f (z), for z ∈ S1, v(z) = γg(z exp iα) for z ∈ S( 12 ),
and ∫
B(1)\B( 12 )
|∇v|2  log 2L(g)
2
2π
+C(δ). (4.3)
Proof. For the first assertion, we argue by contradiction and assume that such a number C(δ) does not exist.
Then we may find some sequence (fn)n∈N of maps in H 1(S1,∞) with fn = g and a number ν > 0 such that
‖f˙n‖2L2(S1) → L(g)
2
2π and such that, for any α ∈ R∥∥fn(·)− γg(· exp iα)∥∥ 1 1  ν. (4.4)H (S )
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with is hence, in view of Lemma 4.1 of the form γg(· exp iα). Since we have converge of the energies to the energy
the limiting map, the converge is actually strong, which contradicts (4.4).
For the second assertion, we construct v as follows. Choose μ = 2C(δ), where C(δ) > 0 is the constant provided
by assertation (4.2) and set2
v(z) = Pμ1(z)
(
f
(
z
|z|
))
, for
7
8
 |z| 1, where μ1(z) = 8μ
(
1 − |z|),
v(z) = Pμ2(z)
(
γg
(
z
|z| exp iα
))
, for
1
2
 |z| 5
8
, where μ2(z) = 8μ
(
|z| − 1
2
)
,
and finally in the intermediate region we interpolate linearly and reproject so that
v(z) = Pμ
(
s(z)γg
(
z
|z| exp iα
)
+ (1 − s(z))f( z|z|
))
,
where we have set s(z) = 72 −4|z|. We leave it to the reader to verify that v has the desired property, changing possibly
the value of the constant C(δ) in (4.3). 
Next, we consider  points a1, a2, . . . , a in R2 and for ε > 0 sufficiently small the perforated domain Ωε defined
in (5), as well as  + 1 elements g1, . . .g2, . . . ,g,g∞ of the fundamental group π1(∞). Throughout the remainder
of this section, μ0 > 0 will denote a positive number such that, for any i ∈ {1, . . . , }, the ball B(ai,μ0) contains no
other singularity then ai , and such that the ball B(0,μ−10 ) contains all singularities. We assume also throughout that
0 < ε < μ0. We consider the class of maps
Xε(ai,gi ,g∞) =
{
v ∈ H 1(Ωε,∞) s.t. v, aii = gi , for i = 1, . . . , ,∞
}
, (4.5)
where v, aii denotes, for i = 1, . . . ,  the homotopy class of v restricted to any arbitrary small circle S(ai, r), with
ε < r < μ0, and if i = ∞ the homotopy class of the restriction to the external boundary S(0, ε). As a matter of
fact, it can be checked that for continuous maps the knowledge of g1, . . . ,g2, . . . ,g,g∞ completely determines the
homotopy class, and the same holds for H 1 maps in view of Lemma 3.3. We assume throughout that
Xε(ai,gi ,g∞) = ∅. (4.6)
This assumption reduces to a compatibility assumptions on the classes g1, . . . ,g2, . . . ,g,g∞ and therefore involves
only topology. We will consider therefore the subset D(gi ) defined by
D({gi}i=1)= {χ ∈ π1(∞) such that Xε(ai,gi , χ) = ∅}. (4.7)
A first elementary observation is
Lemma 4.3. Let v ∈ Xε(ai,gi ,g∞). Let i ∈ {1, . . . , ,∞} and let μ0 >μ>μ′ > ε. Then∫
Ci (μ,μ′)
|∇v|2  L(gi )
2
2π
log
(
μ
μ′
)
+
∫
Ci (μ,μ′)
∣∣∣∣ ∂v∂ri
∣∣∣∣2, (4.8)
where we have set Ci (μ,μ′) = B(ai,μ) \ B(ai,μ′), ri = |z − ai |, for i = 1, . . . ,  and C∞(μ,μ′) =
B(0,μ′−1) \B(0,μ−1) as well as r∞ = r = |z|.
Proof. In view of Lemma 3.1 we may assume without loss of generality that the map v is Lipschitz. In this case, we
may write, thanks to Fubini’s theorem∫
B(ai ,μ)\B(ai ,μ′)
|∇v|2 =
μ∫
μ′
( ∫
S(ai ,r)
(|∂τ v|2 + |∂rv|2)dτ)dr.
2 Notice that, in contrast with the standard nearest point projection for smooth manifolds, the map Pμ restricted to ∞ is not the identity map, so
that we have to use it even in the first two steps and adjust carefully the values of μ to insure the continuity of v.
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S(ai ,r)
|∂τ v|2 dτ  L(gi )
2
2πr
,
and inequality (4.8) follows by integration for i = 1, . . . , . The case i = ∞ is treated similarly. 
Next we consider the minimizing problem
Jε = Jε(ai,gi ,g∞) = inf
{
E(v), v ∈ Xε(ai,gi ,g∞)
}
. (4.9)
As a consequence of Lemma 3.4, there exists a map uε ∈ Xε(ai,gi ,g∞) which is a minimizer for Jε , that is
Eε(uε) = Jε and uε ∈ Xε(ai,gi ,g∞). (4.10)
It follows from Lemma 4.3 applied with μ = μ0 and μ′ = ε that
Eε(uε)
(
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
)
log
(
1
ε
)
+
∑
i∈{1,...,,∞}
∫
Ci (μ,ε)
∣∣∣∣∂uε∂ri
∣∣∣∣2. (4.11)
Using appropriate comparison functions as in [1], we may prove the upper bound, for some constant C > 0 which
does not depend on ε,
Eε(uε)
(
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
)
log
(
1
ε
)
+C0. (4.12)
Combining (4.11) and (4.12) we deduce that(
∑
i=1
∫
B(ai ,μ0)\B(ai ,ε)
∣∣∣∣∂uε∂ri
∣∣∣∣2
)
+
∫
B(ε−1)\B(μ−10 )
∣∣∣∣∂uε∂r
∣∣∣∣2  2C, (4.13)
whereas arguments of the same flavor yield
∑
i=1
μ0∫
ε
( ∫
S(ai ,r)
|∂τuε|2 − L(gi )
2
2πri
)
dr +
ε−1∫
μ−10
( ∫
S(r)
|∂τuε|2 − L(gi )
2
2πr
)
dr  2C. (4.14)
(Note that the integrands are positive.) In view of (4.14) and the results in [4], we have
Lemma 4.4. There exists a constant C > 0 which is independent of ε, such that, for every z ∈ Ω2ε , we have
|∇uε|(z) C
∑
i=1
1
|z− ai | . (4.15)
Proof. It follows from (4.14) that for any radius μ04  r  4ε, we have∫
B(ai ,2r)\B(ai , r2 )
|∇uε|2  C, (4.16)
where the constant C > 0 does not depend on r . On the other hand, the metric space ∞ has nonpositive curvature in
the sense of [4] so that we may apply Theorem 2.4 there to conclude that, for some universal constant C > 0
sup
z∈B(ai , 3r2 )\B(ai , 3r4 )
|∇uε|2  C
r
∫
B(a ,2r)\B(a , r )
|∇uε|2.  (4.17)
i i 2
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Proposition 1 and which we prove next.
Proof of Proposition 1. Notice that in view of inequality (4.15), we have for any compact subset K ⊂ Ωε , for some
constant Ck depending only on the set K
‖uε‖C1(K)  CK,
we apply this estimate with the sets Km = Ω¯ 1
m
, m ∈ N∗. It follows from standard compactness results in H 1(Km) and
C1(Km), there exists a map u∗ and a subsequence (εn)n∈N tending to zero, such that uε → u∗ in weakly in H 1(K)
and C(0,α)(K) for any 0 < α < 1, and any compact subset K of Ω∗. The fact that actually the convergence is strong
in H 1(K) as well as the locally minimizing property follows from the results in [7], so that (2.39) holds. To establish
(2.41), it suffices to pass to the limit in (4.15), so that the proof is complete. 
Passing to the limit εn → 0 in (4.13) and (4.14), we obtain, for some constant C > 0,(
∑
i=1
∫
B(ai ,μ0)
∣∣∣∣∂u∗∂ri
∣∣∣∣2
)
+
∫
R2\B(μ−10 )
∣∣∣∣∂u∗∂r
∣∣∣∣2 < +∞, (4.18)
and
∑
i=1
μ0∫
0
( ∫
S(ai ,r)
|∂τu∗|2 − L(gi )
2
2πri
)
dr +
+∞∫
μ−10
( ∫
S(r)
|∂τu∗|2 − L(gi )
2
2πr
)
dr < +∞. (4.19)
Combining these two relations, we deduce
Lemma 4.5. The following limit exists and is finite
W∞(ai,gi ,g∞) ≡ lim
μ→0
( ∫
Ωμ
|∇u∗|2 −
[
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
1
μ
))
.
On the other hand, we have
Lemma 4.6. Let 0 <μ<μ0 be given. There exists a constant C(μ) such that C(μ) → 0 as μ → 0 and such that we
have the expansion, for 0 < ε < μ,∣∣∣∣∣Jε −
∫
Ωμ
|∇u∗|2 −
[
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
μ
ε
)∣∣∣∣∣ C(μ)+ oε→0(1).
Proof. Starting from the restriction of u∗ to Ωμ, we are going to construct a comparison map wε defined on Ωε
for Jε . A consequence of (4.19) is that for any i = 1, . . . , , we have
h(μ) ≡
∑
i=1
2μ∫
μ
( ∫
S(ai ,r)
|∂τu∗|2 − L(gi )
2
2πri
)
dr +
μ−1∫
μ−1
2
( ∫
S(r)
|∂τu∗|2 − L(gi )
2
2πr
)
→ 0. (4.20)
By the mean value theorem, there exists some radius μ1 ∈ (μ,2μ) such that, for all i = 1, . . . , , we have∫
|∂τu∗|2  L(gi )
2
2πμ1
+ h(μ)
μ1
,
∫
|∂τu∗|2  L(g∞)
2
2π
μ1 + h(μ)μ1.S(ai ,μ1) S(0,μ1)
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for i = 1, . . . , ,∞ maps vi from Ci (μ1, μ12 ) to ∞ such that∫
Ci (μ1, μ12 )
|∇vi |2  log 2L(gi )
2
2π
+C(h(μ)), for i = 1, . . . , , (4.21)
and such that for i = 1, . . . , , we have vi(z) = u∗(z) on ∂B(ai,μ1), vi(z) = γgi ( z|z| exp iαi) on ∂B(ai, μ12 ), for some
αi ∈ R, and such that v∞(z) = u∗(z) on ∂B(μ
−1
1
2 ) and v∞(z) = γg∞( z|z| exp iα∞) on ∂B(ai,μ1), for some α∞ ∈ R.
We then define wε on Ωε setting wε(z) = u∗(z) on Ωμ1 , wε = vi on B(ai,μ1) \ B(ai, μ12 ), wε = γgi ( z|z| exp iαi) on
B(ai,μ1) \B(ai, ε), wε = v∞ on B(μ−11 ) \B(ai, μ12 ), and wε(z) = γg∞( z|z| exp iα∞) on B(ε−1) \B(μ−11 ). Combin-
ing our previous estimates we are led to∫
Ωε
|∇wε|2 
∫
Ωμ1
|∇u∗|2 +
[
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
μ1
ε
)
+ (+ 1)C(h(μ)). (4.22)
On the other hand, we have, in view of (4.20)∫
Ωμ\Ωμ1
|∇u∗|2 =
[
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
μ
μ1
)
+ h2(μ), (4.23)
where h2(μ) → 0 as μ → 0. Since wε is an admissible comparison map for Jε , we have Jε E(wε) so that combining
with (4.22) and (4.23) we are led to
Jε 
∫
Ωμ
|∇u∗|2 +
[
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
μ
ε
)
+C1(μ), (4.24)
where C1(μ) → 0 as μ → 0. For the opposite inequality, we use the fact that Jε = E(uε) and the fact that uε converges
strongly in H 1(K) to u∗, for any compact subset K of Ωε so that∫
Ωμ
|∇uε|2 =
∫
Ωμ
|∇u∗|2 + o
ε→0(1). (4.25)
On the other hand, we have by Lemma 4.3∫
Ωε\Ωμ
|∇uε|2 
[
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
μ
ε
)
(4.26)
so that
Jε 
∫
Ωμ
|∇u∗|2 +
[
∑
i=1
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
μ
ε
)
+ o
ε→0(1). (4.27)
Combining (4.27) and (4.24), we obtain the desired estimate. 
Combining the results of Lemmas 4.5 and 4.6 we derive the expansion
Jε = W∞(ai,gi ,g∞)+
[
L(gi )
2
2π
+ L(g∞)
2
2π
]
log
(
1
ε
)
+ o
ε→0(1). (4.28)
Notice that, in view of the invariances of the problem, the renormalized energy W∞(ai,gi ,g∞) has the following
scaling property for given λ > 0 (the proof is left as an exercise)
W∞(λai,gi ,g∞) = W∞(ai,gi ,g∞)+ 12π
[
∑
i=1
L(gi )
2 −L(g∞)2
]
logλ. (4.29)
F. Bethuel / J. Math. Anal. Appl. 352 (2009) 548–572 571Remark 4.7. In the case gi = γ , we have as a consequence of Lemma 8, ∑i=1 L(gi )2 −L(g∞)2 = 16−L(g∞)2 =
16 Vol(g∞) − L(g∞)2  0, with equality if and only if  = n2 and g∞ = γn. In particular the function W∞ is scale
invariant only in that last case.
Proof of Theorem 3. We apply the previous results to the specific case gi = γ. It follows from the very definition
of Jε that, setting D ≡ D({gi = γ }i=1), we have
Jε = inf
{
Jε(ai,gi = γ,χ),χ ∈ D
}
.
Set Lopt = inf{L(χ), χ ∈ D}, Dopt = {χ ∈ D, L(χ) = Lopt}, Wopt = inf{W∞(ai,gi = γ,χ),χ ∈ Dopt}, and D˜opt =
{χ ∈ Dopt, W∞(ai,gi = γ,χ) = Wopt}. It follows from the expansion (4.29) that (2.36) holds with
W∞
({ai}i=1)= Wopt, and sq() = Lopt4 . (4.30)
Moreover, uε ∈ X(ai,gi = γ,χ) for some χ in D˜opt. This completes the proof of assertion (i). Assertation (ii) is an
immediate consequence of Proposition 1, letting ε go to zero.
For assertion (iii), where it is assumed that  = n2, for some integer n, we observe first that for any element g ∈ D,
we have |Vol(g)| =  = n2, so that in view of Lemma 2.30 we have therefore L(g)2  16n2, with equality if and
only if g = γn. It follows in the case considered that, in view of (4.30), Dopt = {γn} and Lopt = 4n, which yields
the identity sq() = n. Finally, identity (2.38) follows immediately from identity (4.29). The proof of the theorem is
therefore complete. 
Proof of Proposition 2. Recall that the Hopf differential ω(u∗) is holomorphic on Ω∗, whereas in view of Proposi-
tion 1 we know that ω(u∗) C
∑ |z− ai |−2. Hence there exist numbers βi and θi such that ω(u∗) writes
ω(u∗)(z) =
n2∑
i=1
(
βi
(z− ai)2 +
θi
z− ai
)
.
Next notice that, if u∗(z) = 0, then the hopf differential writes as
ω(u∗)(z) =
[(
∂u∗
∂x1
− i ∂u∗
∂x2
)
(z).e(z)
]2
,
where e(z) denotes the unit tangent vector to ∞ at u∗(z). Near a pole ai , we have thus
ω(u∗)(z) =
[(
(∂τu∗ − i∂ru∗)(z).e(z)
) i(z− ai)
|z− ai |
]2
,
so that βi is real and negative. Going back to (4.14), we obtain
2π |βi |
r
∼
∫
S(ai ,r)
∣∣ω(u∗)∣∣∼ ∫
S(ai ,r)
|∂τu∗|2 ∼ L(gi )
2
2πr
and hence βi = −L(gi )24π2 . The proof of (2.44) follows similar arguments. 
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