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Abstract
Hysteresis is a highly nonlinear phenomenon, showing up in a wide variety of
science and engineering problems. The identification of hysteretic systems from
input-output data is a challenging task. Recent work on black-box polynomial
nonlinear state-space modeling for hysteresis identification has provided promis-
ing results, but struggles with a large number of parameters due to the use of
multivariate polynomials. This drawback is tackled in the current paper by
applying a decoupling approach that results in a more parsimonious represen-
tation involving univariate polynomials. This work is carried out numerically
on input-output data generated by a Bouc-Wen hysteretic model and follows
up on earlier work of the authors. The current article discusses the polynomial
decoupling approach and explores the selection of the number of univariate
polynomials with the polynomial degree, as well as the connections with neural
network modeling. We have found that the presented decoupling approach is
able to reduce the number of parameters of the full nonlinear model up to about
50%, while maintaining a comparable output error level.
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1. Introduction
Hysteresis is encountered in a wide range of engineering and scientific ar-
eas, and its analysis, identification and control are receiving increasing research
interest in recent years [1, 2, 3, 4, 5, 6, 7, 8, 9]. Hysteretic systems exhibit a
nonlinear memory phenomenon, causing that effects of the input to the output
are delayed in time. Different from a phase delay, which is present in all linear
dynamical systems but tends to zero for slowly varying input signals, hystere-
sis is characterized by an input-output looping behavior that persists when the
forcing frequency approaches zero [2].
Identification of hysteretic systems is important for estimation, modeling
and control purposes [4], but poses a challenge because dynamic nonlinearities
are governed by non-measurable internal state variables [4, 5]. Existing methods
for identification of hysteretic systems have been considering mostly white-box
approaches, and to a lesser extent black-box modeling principles. White-box
modeling principles assume a hysteresis model, and need to be tailored towards
a pre-specified model structure [4, 10, 9], but may require prohibitively compli-
cated models for real-life identification tasks. Black-box identification methods
[11, 12, 13, 14, 15, 16] have recently been proposed for the identification of hys-
teretic systems [5, 6], and perform identification by finding some model that
provides an accurate description of the input-output data, such as neural net-
works [17, 18] or polynomial state-space models [16, 5]. Black-box procedures
provide powerful models, but they lack to provide physical intuition, and they
often require a (very) large number of parameters. Therefore any method which
can decrease the number of parameters is of interest.
We develop an approach that aims at combining the benefits of white-box
and black-box approaches. We start by identifying a polynomial nonlinear state-
space (PNLSS) model for the hysteretic system. We use the method of [5], which
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starts by extracting the best linear approximation [13] of the system and esti-
mates the nonlinear distortion level of the system response. From this starting
point, a polynomial state-space model [16] is identified, which is able to reduce
the output error to near the noise level, but requires a large number of param-
eters [5]. We then apply a decoupling procedure that expresses the nonlinear
part of the state-space model using univariate (one-to-one) polynomials in linear
combinations of states and inputs. The decoupling method that is used here is
adopted from [19] and uses the canonical polyadic decomposition (CPD) of a
three-way tensor [20, 21, 22]. This decoupled representation is able to reduce
the number of parameters significantly, and results in an interpretable model
[23]. For the identification of the model we use input and output data generated
by a Bouc-Wen hysteresis model [24, 25, 5], which were provided in the recent
nonlinear system identification benchmark challenge [26]. This work follows up
on the article [23] by the same authors, in which we used a tensor decomposi-
tion approach to find a decoupled polynomial nonlinear state-space model with
fewer parameters, and which resulted in a model with a slightly higher rms error
than the full PNLSS model. In the current article, an algorithm is presented
that manages to find decoupled models having a better rms errors than the full
PNLSS model. Also an additional approach is presented to start from a lower
degree decoupled model and reach a higher degree decoupled model. This pa-
per solely focuses on parameter reduction and not on the interpretation of the
decoupled models.
The paper is organized as follows. In Section 2 the PNLSS structure and
the identification method are introduced. Section 3 discusses the decoupling
procedure. In Section 4 the results are presented and a variation of the PNLSS
model is used to get a better model faster and more efficiently. Section 5 is
devoted to conclusions and future work.
3
2. Nonlinear state-space modeling
In this section, nonlinear state-space modeling is introduced. The polyno-
mial nonlinear state-space (PNLSS) model structure is introduced in Section
2.1. Its connection with the Bouc-Wen hysteretic model is elaborated on in
Section 2.3. The PNLSS identification algorithm is explained briefly in Section
2.2.
2.1. Polynomial nonlinear state-space (PNLSS) models
Let us start by motivating the use of discrete-time polynomial nonlinear
state-space models. Discrete-time polynomial nonlinear state-space models are
introduced in [16, 27, 28]. The estimation of these discrete-time models is com-
putationally less involved than that of their continuous-time counterparts, and
for control applications, discrete-time models are more suitable [28]. This mo-
tivates the choice for discrete-time models. Polynomials are straightforward to
use in computations and it is easy to extend them for multivariable applications
[16], which motivates the choice for polynomials.
In this paper we only consider single input single output (SISO) systems.
For a SISO system the polynomial nonlinear state-space model is
x(t+ 1) = Ax(t) + bu(t) + E ζ(x(t), u(t)),
y(t) = cTx(t) + du(t) + fT η(x(t), u(t)) (1)
where u(t) ∈ R, y(t) ∈ R and x(t) ∈ Rn are the input, output and state vector
at time instance t, respectively. The linear part of the state-space model is
composed of A ∈ Rn×n (the state transition matrix), b ∈ Rn, c ∈ Rn, and d ∈ R.
The vectors ζ(x(t), u(t)) ∈ Rnζ and η(x(t), u(t)) ∈ Rnη contain all possible
monomials in the states and input of degrees two up to d (the linear terms are
already captured by the linear state-space part). The matrix E ∈ Rn×nζ and
f ∈ Rnη contain the corresponding polynomial coefficients. As an illustration,
for a second-order system with one input the monomials of degree two are
ζ(x, u) = η(x, u) =
[
x21 x1x2 x1u x
2
2 x2u u
2
]T
. (2)
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It can be shown that the total number of nonlinear monomials is given by [16](
(n+ 1 + d)!
d!(n+ 1)!
− n− 2
)
(n+ 1). (3)
2.2. PNLSS identification algorithm
The polynomial nonlinear state-space identification algorithm is introduced
in [16] and further developed by [29, 30, 27, 17]. The algorithm is explained in
details in [28, 16]. Here the procedure is introduced briefly.
1. Calculate the best linear approximation (BLA) GˆBLA from the input-
output data and its total covariance σˆGBLA using robust method [13, 14].
2. From GˆBLA, σˆGBLA , and by using a linear subspace identification [31, 32]
method, find an initial estimate for A, b, c, and d.
3. The parametersA, b, c, d, E, and f are calculated by Levenberg-Marquardt
optimization algorithm by minimizing the (weighted) mean-square output
error.
2.3. The Bouc-Wen model for hysteretic systems
The model which is used here to simulate a hysteretic system is a Bouc-Wen
model [33, 25]. The differential equations of this model are
mLy¨ + cLy˙ + kLy + z(y, y˙) = u(t)
z˙(y, y˙) = αy˙ − β(γ |y˙| |z|ν−1 z + δy˙ |z|ν) (4)
where mL, kL, and cL are the linear mass, stiffness and viscous damping co-
efficients, respectively. The coefficients α, β, γ, δ, and ν are the Bouc-Wen
parameters, which are used to tune the shape and the smoothness of the hys-
teresis loop. The Bouc-Wen model parameters are listed in Table 1. Newmark
integration [34, 35] is used to simulate the behavior of the Bouc-Wen model (4)
and is explained in details in [5, 26] for this specific problem.
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Table 1: Parameters of the Bouc-Wen model for data generation.
Parameter mL cL kL α β γ δ ν
Values (in SI unit) 2 10 5× 104 5× 104 1× 103 0.8 −1.1 1
The Bouc-Wen model in (4) can be represented in a nonlinear state-space
form [5]
y˙
y¨
z˙
 =

0 1 0
− kLmL − cLmL − 1mL
0 α 0


y
y˙
z
+

0
1
mL
0
u+

0 0
0 0
−βγ −βδ

|y˙|z
y˙|z|

y =
[
1 0 0
]
y
y˙
z

(5)
Although these are continuous-time state-space equations with non-polynomial
nonlinearities, a discrete-time polynomial nonlinear state-space model can still
obtain promising results [5].
2.4. Earlier obtained results
Since the current paper relies a lot on [5], the results of that paper are
briefly reviewed here. In [5], the signal used for training the model has an rms
value of 50 N. The other characteristics (sampling frequency, frequency lines
of excitation and the number of samples) are the same as in this work. The
PNLSS model contains all possible monomials of the states and the input up
to the chosen polynomial degree. The results are shown in Table 2. It can be
seen that the number of parameters is growing in a combinatorial manner. The
PNLSS model with a polynomial degree of 3 − 5 − 7 has the minimum error.
For this work the PNLSS model of polynomial degree of 2− 3 is estimated from
a multisine of 55 N.
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Table 2: RMS error on validation data for polynomial nonlinear state-space models of various
degrees together with their respective number of parameters. Results from [5].
Polynomial degree RMS validation error (in dB) Number of parameters
2 −85.32 34
2− 3 −90.35 64
2− 3− 4 −90.03 109
2− 3− 4− 5 −94.87 172
2− 3− 4− 5− 6 −94.85 256
2− 3− 4− 5− 6− 7 −97.96 364
3− 5− 7 −98.32 217
3. Parameter reduction by decoupling
3.1. Decoupled nonlinear state-space
The number of parameters in the full polynomial nonlinear state-space model
given by (3) can become very large for large model orders n and/or large non-
linear degrees d.
The polynomial nonlinear state-space can be simplified significantly by rotat-
ing the states and inputs. Indeed, often it is possible to find a new set of linearly
transformed states and inputs in which the nonlinear part can be expressed in
terms of only a few univariate polynomials. The decoupled polynomial nonlinear
state-space model is as follows
x(t+ 1) = Ax(t) + bu(t) +Wxg
V T
x(t)
u(t)
 ,
y(t) = cTx(t) + du(t) + wTy g
V T
x(t)
u(t)
 , (6)
where Wx and w
T
y represent the linear transformations for transforming the
nonlinear univariate polynomial functions in the PNLSS equation and V is the
transformation matrix for transforming states and inputs (see Figure 1. The sys-
tem of multivariate polynomials f(s) with inputs s1, s2, · · · sn+1 is transformed
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Figure 1: The concept of decoupling the model. A multivariate polynomial vector function is
decomposed into a linear transformation V , followed by a set of parallel univariate polynomials
g1, . . . , gr, and another linear transformation W .
into the new representation which is composed of a linear transformation ma-
trix V T , r branches of univariate polynomials g1(s˜1), · · · , gr(s˜r), and a linear
transformation matrix W to transform back to the original output space.
3.2. Decoupled nonlinear state-space model identification algorithm
An initial decoupled model can be found from the canonical polyadic decom-
position of the Jacobian of the multivariate functions in the PNLSS model. The
parameters of this initial decoupled model then can be further optimized using
Levenberg-Marquardt optimization. The following steps present the detailed
algorithm:
1. The Jacobian of the polynomial vector function f(s) is evaluated in a set
of N sampling points s(k), for k = 1, 2, . . . N , which are drawn from a
random normal distribution.
2. The Jacobian matrices are stacked into an (n + 1) × (n + 1) × N tensor
(see Fig. 3.2). We have thus
Jijk =
∂vi(s
(k)
j )
∂sj
. (7)
3. Estimate the rank r of tensor Jijk. This is done by scanning a number
of candidate values for r and selecting the one for which the approxima-
tion error of the CPD is sufficiently small. The rank r corresponds to
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the number of branches. In the exact case, assuming that an underlying
decomposition exists and is sufficiently generic (see [19]), the decoupling
task has a unique solution if
n2(n2 − 1) ≥ 2r(r − 1). (8)
4. The tensor J is decoupled using the canonical polyadic decomposition
CPD as follows (see the figure below)
31
+ ⋅ ⋅ ⋅ +
𝐡𝟏
𝐰𝟏
𝐯𝟏
𝐡𝒓
𝐯𝒓𝐰𝒓
≈
𝑛 + 1
𝑛 + 1
𝑁
Jijk ≈
r∑
`=1
wi` vj` hk`, (9)
where W and V are the CPD factors and hk` = g`
′(s˜(k)` ) is the derivative
of the univariate function g` evaluated in sampling points s˜
(k)
` , for k =
1, . . . , N .
5. For the `th branch g′`(s˜`), we solve the following polynomial fitting
(s˜
(1)
` )
1 (s˜
(1)
` )
2 · · · (s˜(1)` )d−1
(s˜
(2)
` )
1 (s˜
(2)
` )
2 · · · (s˜(2)` )d−1
...
...
(s˜
(N)
` )
1 (s˜
(N)
` )
2 · · · (s˜(N)` )d−1


c′`,1
c′`,2
...
c′`,d−1
 =

h1`
h2`
...
hN`
 , (10)
leading to the coefficients of g′`. The constant and linear terms are not
considered. The symbolic integration
g`(s˜`) =
∫
g′`(s˜`)ds˜`, (11)
determines the functions g` up to the correct value of the integration
constants.
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7. This algorithm, till this point gives an initialization for the decoupled
model. If this initial decoupled model encounters stability problems during
further optimization when it is plugged into the PNLSS model structure,
it is needed to initialize the optimization algorithm from a stable linear
model. This initial model then still contains the univariate polynomial
coefficients (coefficients of g`(s˜`) in (11)) and the matrix V , but the matrix
W is set to zero to make the output of the nonlinear part in this initial
decoupled model zero.
8. We use the Levenberg-Marquardt optimization algorithm to minimize the
(weighted least square (WLS)) output error, initialized with this model.
The decoupled model is iterated until the optimal solution is obtained.
9. Go to step 1 and regenerate another set of random points. Try several
times and select the model which gives the minimum amount of the error
on the validation data set among all candidates.
The obtained model has ((n+1)r+(n+1)r+r(d−1) = (2n+d+1)r) nonlinear
parameters terms. It is worth mentioning two benefits of this approach:
• The number of parameters increases linearly with the degree of nonlin-
earity (d), which is in contrast to the combinatorial increase in the full
polynomial state-space approach.
• The reduction of number of estimated parameters allows for the ability to
increase the degree of the nonlinearity in the estimated model.
3.3. Comparison with neural network
According to the theorem of Weierstrass [36] every continuous function can
be approximated arbitrarily well by polynomials on a closed and bounded inter-
val. Parameters of nonlinear models expressed by polynomials can be optimized
effectively. One drawback of using polynomials is the high orders for approxi-
mating some functions which is not the case in this study where the maximum
order of polynomials is 11. Another drawback is their poor extrapolation ability.
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The latter disadvantage of using polynomials is not the case for neural networks,
however, neural networks have intrinsically the problem of local minima trap
[37]. In the full PNLSS model, the estimation of the polynomial coefficients is
nonlinear in the parameters, and is hence also sensitive to local minima. In the
estimation of the derivatives of the univariate functions g` (10), the polynomial
model can be expressed as one that is linear in the parameters. Although the
tensor decomposition in (9) is nonlinear in parameters, it helps that the problem
is multilinear in the parameters.
The similarity between the PNLSS models (full and decoupled) and neural
networks approaches is that they are typically black-box approaches. In [18],
however, the hysteresis Bouc-Wen model is discretized, and based on this model
a neural network is designed to estimate the Bouc-Wen parameters. Because the
underlying system equations are used, this approach seems a grey-box approach
which is not comparable with the current black-box approaches.
4. Results
In this section the excitation and technical settings are defined, and results
are explained and compared to some other studies that have been done.
4.1. The excitation signal
For exciting the system a few points are taken into account.
• To be able to capture at least the 3rd order nonlinearity, the highest ex-
citation frequency is selected to be at least three times as large as the
resonance frequency (The resonance frequency can be estimated by a sim-
ple swept sine experiment).
• The test duration is set by the frequency resolution.
• To avoid extrapolation problems in the estimated model, the amplitude
(rms level) of the input signal is slightly higher in the training set than in
the test set.
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For these reasons a random phase multisine [13] with the following property is
chosen for the excitation. The standard deviation of the training multisine data
is 55 N and the standard deviation of the test data is 50 N. The random-phase
multisine is generated through the following equation
u(t) = N
− 12
s
k=Ns2 −1∑
k=−Ns2 +1
Uke
j(2pik fsNs t+φk) (12)
where Uk is the amplitude of each frequency line k. The phases φk are chosen
randomly and uniformly from the interval (−pi pi). Furthermore, Ns is the
number of time samples per period and is equal to 8192, fs is the sampling
frequency which is 750 Hz, and j is the imaginary unit. Here the amplitudes Uk
in the excited frequency band are equal. By increasing the number of frequency
lines the distribution of this signal approaches to a Gaussian distribution. The
frequency band of excitation is [5 − 150] Hz.
Moreover, a swept-sine test dataset is available with a sweep from 20 to
50 Hz at a rate of 10 Hz per minute [26].
4.2. Decoupled models
The system is excited with the signal which is generated with the properties
mentioned in Section 4.1. The input/output data is collected. The PNLSS
model is estimated with quadratic and cubic nonlinearities in the state equation.
The Jacobian matrix of E ζ(x, u) is evaluated at N = 500 points. The rank of
the Jacobian tensor Jijk is estimated by the rankest command of the Tensorlab
toolbox [38]. It calculates the rank of the tensor which is defined as the minimum
number of rank-one tensors that generate the tensor as their sum [22]. This rank
is estimated to be 6. It suggests to check all possible number of branches up
to 6. The maximum degree of univariate polynomials is checked from 2 to 11.
All these possible models are re-estimated 5 times with different random grid
points for Jacobians. The generated models are tested on the test data.
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4.2.1. Overview of all decoupled models
Figure 2 shows the rms error (in dB) of all generated decoupled models vs.
the order of the decoupled univariate polynomials on the multisine test data.
Figure 3 shows a similar plot for the swept-sine test data. For each decoupled
model all 5 estimated models are depicted with a marker. The minimum of
each group of five trials are connected with a line for models with the same
number of branches. As a reference, the error of the full PNLSS model is shown
with a dashed line. From Figure 2 it can be observed that the rms error for all
decoupled models with 2nd order univariate polynomials is 20 dB larger than
that of the full PNLSS model. The one branch decoupled model converges to
a fixed error level which is about 10 dB higher than the PNLSS error. The
decoupled model with 2 branches shows a slightly better error than the one
branch model and converges to an rms error that is about 4 dB larger than that
of the full PNLSS model. Models with 3 branches up to 6 branches and 7th to
11th order of polynomials show the error near the PNLSS error. Among these
models the 3-branch model with 10th order of nonlinearity with 51 nonlinear
terms gives an error significantly fewer than PNLSS error especially for the
multisine (see Figure 2), although this model shows a great variation from one
trial to the other. This model is the best model, but largely depends on the CPD
initialization which depends on the choice of points where Jacobian is calculated
(see Section 4.3). It is worth to mention that this model is comparable to PNLSS
models of nonlinear order of 2− 3− 4− 5− 6− 7 and 3− 5− 7 (Table 3 in [5])
where they are the best model of that work, but with 364 and 217 parameters,
respectively. All the decoupled models with polynomials of order 11 show higher
error than PNLSS. It seems from this model order that the decoupled model
starts to overfit.
The same information is shown in Figures 4 and 5, but in a different way.
The horizontal axis shows the number of nonlinear terms in a logarithmic scale.
The decreasing trend in the error of decoupled model is quite obvious. In Figure
4, models with less than 42 parameters have a higher error than the full PNLSS
13
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Figure 2: The rms error (in dB) on the multisine test data of all candidate models with
different number of branches and different order of nonlinearity in univariate polynomial
branches. 1b, 2b, · · · 6b stand for 1, 2, · · · 6 branches. The best decoupled model has 3
branches and 10th order of nonlinearity, and achieves a significant error reduction compared
to the full PNLSS model.
model. From 42 parameters onwards (3-branch model with 7th order nonlinear-
ities), we see that the decoupling approach reduces the number of parameters
significantly (the full PNLSS has 90 nonlinear parameters), while most decou-
pled models still have enough flexibility to capture the behavior of the system.
From 54 parameters onwards, the decoupled models are more flexible and they
all have an error comparable to that of the full PNLSS model. From this figure,
all 2nd order models have nearly the same error. The rms error for the esti-
mated linear model is −76 dB which means the 2nd order model has the same
error level as the linear model. This fact reminds that the system has a sig-
nificant odd nonlinearity [5]. The systems with 2 branches and with nonlinear
order higher than 2 are stagnated at −91 dB, without any significant improve-
ment. This happens also for 1-branch models with nonlinear order higher than
2. They stagnated around −85 dB. It can be seen that some models have the
same number of parameters and the same error level, but a different number
of branches and order of nonlinearity. For example, a 6-branch model with 3rd
14
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Figure 3: The rms error (in dB) on the swept–sine test data of all candidate models with
different number of branches and different order of nonlinearity in univariate polynomial
branches. 1b, 2b, · · · 6b stand for 1, 2, · · · 6 branches. Also for the swept-sine test data, to
obtain an error less than or similar to the full PNLSS model, the decoupled model needs at
least 3 branches and 7th order of nonlinearity.
order nonlinearity has the same number of parameters and error level as a 4-
branch model with 4th order nonlinearity. Similarly, a 5-branch model with 3rd
order nonlinearity and a 2-branch model with 6th order nonlinearity have the
same number of parameters and error level.
It is worth mentioning that the user should make a trade-off between pre-
cision and complexity. From Figure 5, it is seen the user has plenty of models
which can be selected based on the rms error and complexity of the model.
4.2.2. Result of the selected model
Among all of these models the results of the decoupled model with the
minimum amount of rms error in the test data (obtained for a model with
3 branches and 10th order of nonlinearity) is shown in Figures 6, 7, and 8.
The output spectrum of the multisine test data is plotted in Figure 6 together
with the output error spectra of the linear, full PNLSS, and decoupled PNLSS
models. The PNLSS error shows a significantly higher error at higher frequencies
15
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Figure 4: The minimum rms error (in dB) on the multisine test data of all candidate models
with different number of branches and different number of parameters in the decoupled model
(the scale of horizontal axis is logarithmic). 1b, 2b, · · · 6b stand for 1, 2, · · · 6 branches.
The black star in the far right shows the number of parameters of the PNLSS model (90
parameters). A significant parameter reduction can be achieved with a (sufficiently flexible)
decoupled model while maintaining or even improving on the rms error of the full PNLSS
model.
than that of the decoupled model. The PNLSS and decoupled model have a
20 dB lower error around the resonance frequency than the linear model. The
decoupled model has even lower error than the PNLSS model in the higher
frequency part of the spectrum (higher than the resonance frequency). The time
series of the output error of the three models (linear, PNLSS, and decoupled
model) is plotted in Figure 7 for the swept-sine test data. The full and decoupled
PNLSS model have a lower error than the linear model, especially around the
resonance frequency, which in the swept-sine data is reached after about 10000
samples.
The decoupled model’s univariate polynomials are shown in Figure 8. Al-
though the univariate polynomials look very smooth, the polynomials from the
CPD may show some outliers. In other words there would be some points far
from the cluster of other points. The drawback of using polynomials is their
16
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Figure 5: The minimum rms error (in dB) on the swept–sine test data of all candidate models
with different number of branches and different number of parameters in the decoupled model
(the scale of horizontal axis is logarithmic). 1b, 2b, · · · 6b stand for 1, 2, · · · 6 branches.
The black star in the far right shows the number of parameters of the PNLSS model (90
parameters). A significant parameter reduction can be achieved with a (sufficiently flexible)
decoupled model while maintaining or even improving on the rms error of the full PNLSS
model.
’explosive’ behavior outside the domain where they were estimated. In future
works we will consider the use of other basis functions, such as splines or neural
networks.
4.3. Some technical issues
The authors tried two possible alternatives in the decoupling algorithm pre-
sented in Section 3.2, but the results were not satisfactory.
The first alternative is related to the first step in the decoupling algorithm.
Instead of evaluating the Jacobian in random sampling points, the sampling
points were drawn from the states and input of the full PNLSS model. Intu-
itively, this strategy tries to make the approximation of the multivariate polyno-
mial with the decoupled polynomials as good as possible in (some of) the samples
where the full polynomial is evaluated. But the performance of the decoupled
models in this case was not satisfactory. The rms errors ranged from −85.20 dB
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Figure 6: The spectrum of output error on the multisine test data of the selected decoupled
model (in cyan) with 3 branches and nonlinear degree up to 10, the polynomial nonlinear state-
space (PNLSS) model’s output error (in red), the linear model’s output error (in green), and
true output (in blue). The best decoupled model achieves its better performance compared
to the full PNLSS model mainly at the higher frequencies.
to −88.76 dB in 5 trials, which is significantly higher than the −94.56 dB rms
error of the full PNLSS model and the rms errors ranging from −97.47 dB to
−84.18 dB of the decoupled models obtained after evaluating the Jacobian in
random sampling points (see also Figure 2).
The second alternative is related to the observation that the decoupled 3-
branch models with 10th order nonlinearities can perform very well (the best
model has −97 dB error on the multisine test data), but also quite poor (the
worst model has about −84 dB error). The 3-branch models with 3rd order
nonlinearities don’t have so much variability on the error (best: −90 dB, worst:
−87 dB). In the second alternative, the 3-branch models with 10th order nonlin-
earities were initialized from the 3-branch models with 3rd order nonlinearities,
i.e. with the higher-degree coefficients initialized as zeros. With this approach,
however, the models got stuck in a local minimum with an error close to that
of the initial 3-branch models with 3rd order nonlinearities.
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Figure 7: Time series of the output response error of the linear system (in green), PNLSS
model (in red), and the decoupled model (in cyan) with 3 branches and nonlinear degree up to
10, on the swept–sine test data. The frequency band of input swept–sine is [20− 50] Hz. The
natural frequency of the system is 35.59 Hz [26]. The full and decoupled PNLSS model can
significantly improve on the linear model’s prediction of the output to a swept sine, especially
around the resonance frequency.
5. Conclusion and future work
In this article, an algorithm was proposed to decouple the polynomial state-
space model. We found that decoupling a full PNLSS model was able to reduce
the number of model parameters, while maintaining a comparable error level.
Several models of different orders were found that could achieve error levels
comparable to (and even smaller than) those of the full PNLSS model. The
decoupled model showed an acceptable behavior, not only on the multisine test
data set (the training data set also consisted of multisine data), but also for
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Figure 8: Three univariate polynomials in the decoupled model. The dots indicate the points
where these polynomials were evaluated during the filtering on the multisine test data. ’Ex-
plosive’ behavior of the polynomials is avoided here by training the model on data with a
slightly larger excitation amplitude than the test data.
the swept-sine class of test data. As a future work the authors are looking for
a process to select the best model out of all possible candidates. The physical
interpretability would be non-ignorable subject to follow.
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