Abstract. Let B and Tben X« real matrices and r an «-vector and consider the system u = BTu + r. A new sufficient condition is given for the existence of a solution and convergence of a monotone process to a solution. The monotone process is a generalization of the Collatz-Schröder procedure.
Introduction.
Collatz-Schröder [1] consider the system (1.1) u = Tu + r, where ris a given nX n real matrix and r a given n-vector, and prescribe the monotone iterative process
LV + IJ i-T2 Ti
where T = Ti -T2,Ti ^ 0 and T2 2: 0. A sufficient condition for the monotonicity and convergence of the above process is the existence of initial v°, w" satisfying In this work, we consider the system (1.5) u = BTu + r, where B is some n X n real nonsingular matrix, and prescribe the iterative process (2.3). Here, however, the splitting T = Tx -T2\s not monotonie with respect to the nonnegative orthant but with respect to the dual cone generated by the rows of B~l, that is:
B~ly ^ 0 => T,y ^ 0 and T2y è 0.
In Collatz-Schröder [1] , ZT1 = I. A sufficient condition for the monotonicity and convergence of the iteration (2.3) is the existence of v", w° satisfying (2.5). Condition (2.5) guarantees that (1.5) has a solution satisfying ¿TV ^ B~lu ^ B~1w' and u = lim^co (p* + w')/2.
By using Motzkin's theorem of the alternative for linear inequalities [4] , [3] , a sufficient condition (3.2) for (2.5) can be obtained. This condition insures the existence of a solution u to (1.5) and the convergence and monotonicity of the iterative process (2.3) . When applied to Au = b, condition (3.2) gives existence results such as (3.6): If A ^ -I, and A'x ^ 0, x ^ 0 implies that bx = 0, then Au = b has a solution.
(Here and throughout, a prime denotes the transpose.)
A reason for considering the system (1.5) instead of (1.1) is that many of the classical iterative schemes for solving the system Au = b, where A is a given n X n real matrix and b is a given n X 1 real vector, consist of splitting the matrix A into the difference of two n X « real matrices, A = M -N, and using the equivalent system u = M~ 1Nu + M~ 1b to derive the iteration
The Jacobi, Gauss-Seidel and successive overrelaxation methods [5, Chapter 3] fall into this category. If we make the identifications B = M~ 1N, r = M~ 1b, we obtain (1.5), the system under consideration in this work. The present results, then, give a sufficient condition for the monotonicity and convergence of the process (2.3) which can be associated with any of the above classical schemes.
2. The Monotone Splitting and its Convergence. We consider here the problem (2.0) « = BTu + r where B and T are given « X « real matrices with B nonsingular, and r is a given «-vector. We split the matrix T as follows: Proof. We first establish (2.6) by induction. Because of (2.5), (2.6) holds for i = 0.
Assume now that (2.6) holds for i and proceed to show that it also holds for i + 1. which is equivalent to (2.5) having a solution. Q.E.D. By observing that if the system u = BTu + r has a solution ü then the system -u = -BTu + r has a solution -w, we obtain the following result from Theorem (3.1) by appropriate modifications. 
