Abstract. We develop a regularized mixed-norm image restoration algorithm to deal with various types of noise. A mixed-norm functional is introduced, which combines the least mean square (LMS) and the least mean fourth (LMF) functionals, as well as a smoothing functional. Two regularization parameters are introduced: one to determine the relative importance of the LMS and LMF functionals, which is a function of the kurtosis, and another to determine the relative importance of the smoothing functional. The two parameters are chosen in such a way that the proposed functional is convex, so that a unique minimizer exists. An iterative algorithm is utilized for obtaining the solution, and its convergence is analyzed. The novelty of the proposed algorithm is that no knowledge of the noise distribution is required, and the relative contributions of the LMS, the LMF, and the smoothing functionals are adjusted based on the partially restored image. Experimental results demonstrate the effectiveness of the proposed algorithm.
Introduction
The image restoration problem has been studied extensively during the past years. [1] [2] [3] [4] It calls for the recovery of an original scene from a degraded observation. The degradation consists of two distinct processes: the deterministic blur and the random noise. The blur may be due to a number of reasons, such as, motion, defocusing, and atmospheric turbulence. The noise may originate in the image formation process, the transmission process, or a combination of them. An image degradation model that has been widely used and is used in this work has the form 1, 2 yϭHxϩn, ͑1͒
where y, x, n are M Nϫ1 vectors and represent respectively the lexicographically ordered M ϫN-pixel observed degraded image, original image, and additive noise ͑which can represent one noise process or the summation of two or more noise processes͒; and H is the degradation matrix of size M NϫM N, which may represent a spatially invariant or a spatially varying degradation. The mean squared error ͑MSE͒ has traditionally been used in formulating the restoration problem, resulting in the least mean square ͑LMS͒ restoration approach. The reason for this choice is that it leads to mathematically tractable solutions and yields optimal results when the contaminating noise has a Gaussian distribution. 5, 6 There are applications, however, for which the noise is characterized by other distributions, such as the uniform, the Laplacian, or a combination of them. In this case norms of higher order need to be used, and it has been shown that under sub-Gaussian noise, the least mean fourth ͑LMF͒ and other high-order criteria exhibit improved performance compared to the LMS. 7 The reverse is true for Gaussian and super-Gaussian noise signals. The performance of the LMS and the LMF algorithms has been investigated in the literature in the context of adaptive filtering. 8 Also, the combination of the LMS and LMF approaches was applied to the image restoration problem. 9, 10 An important issue in the design of restoration algorithms is their sensitivity to deviations of the assumed noise process. In many cases optimum estimation algorithms can suffer significant degradation in performance for small deviations of the assumed additive noise model. [11] [12] [13] In Ref. 14, a generalized Gaussian function was used to model the additive noise process. The two parameters of such a function determine the shape of the distribution ͑Gaussian, sub-Gaussian, super-Gaussian͒ and its standard deviation. A suboptimal solution approach is followed in Ref. 14, according to which the shape parameter p of the distribution is estimated from the image data first in a separate step, and then an l p -norm maximum-likelihood estimate is obtained iteratively.
In this paper we propose a regularized mixed-norm image restoration algorithm. The weighted sum of the l 2 -norm functional ͑LMS functional͒ and l 4 -norm functional ͑LMF functional͒ is used in dealing with non-Gaussian noise distributions. In addition, a smoothing functional is used in regularizing the ill-posed restoration problem, which is weighted by the regularization parameter. 15 The resulting functional, consisting of the weighted sum of the l 2 and l 4 error norms and the smoothing functional, is then minimized in obtaining an estimate of the original image.
An important issue with this formulation is the determi-nation of the two parameters, the regularization parameter 16, 17 and the parameter, henceforth referred to as the mixed-norm parameter, that determines the convex combination of the l 2 and l 4 norms. Both parameters are evaluated iteratively, along with the restored image, based on the partially restored image at each iteration step. The regularization parameter is defined as a function of the image, so that the overall function is convex. 18 The kurtosis of a random signal is a measure of its Gaussianity. The mixednorm parameter is therefore defined as a function of the kurtosis of the noise, which is also evaluated iteratively from the data using the partially restored image at each iteration step. The novelty of the proposed algorithm is that no prior knowledge about the properties of the noise and the image ͑other than its ''smoothness''͒ is required, and the two required parameters that define the solution are evaluated iteratively.
The paper is organized as follows. In Sec. 2, the kurtosis of a random signal is defined and some of its properties to be later utilized are discussed. The proposed functional to be minimized is described and analyzed in Sec. 3. Its iterative minimization is analyzed in Sec. 4. Finally, experimental results and conclusions are presented in Secs. 5 and 6.
Kurtosis
The kurtosis is utilized to determine the Gaussianity of a random signal. For a zero-mean random variable n, it is defined by
where E͓•͔ denotes the expectation operator. The kurtosis is zero for Gaussian signals; it is positive for superGaussian, or leptokurtic, signals, and negative for subGaussian, or platykurtic, signals. 7 When only one realization of an M ϫN random signal is available, the kurtosis is evaluated according to
where ʈ•ʈ p q denotes the l p norm with an exponent q. The following property of the kurtosis will be used in this work: For uncorrelated zero-mean variables n 1 Since, in addition, for a positive scalar a,
the validity of the property is shown. The meaning of this property is that when two or more noise distributions are combined, the kurtosis of the resulting noise is determined by the kurtosis and the power ͑or signal-to-noise ratio͒ of the individual noise terms.
Regularized Mixed-Norm Image Restoration Algorithm
In obtaining a solution to the image restoration problem described by Eq. ͑1͒, we propose to combine the benefits of the LMS, LMF, and regularization approaches. We therefore propose to obtain a solution to Eq. ͑1͒ by minimizing the following regularized least-mean mixed-norm ͑RLMMN͒ functional:
where the parameter ␥(n) ͑mixed-norm parameter͒ controls the relative importance of the second and fourth norms, and the parameter ␣(x) ͑regularization parameter͒ controls the relative importance of the smoothing term ʈCxʈ 2 2 , where C denotes a high-pass filter. In our experiments, a 2-D Laplacian operator is used for the high-pass filter. In Eq. ͑6͒, we call J(x) the least-mean mixed-norm ͑LMMN͒ functional.
Choice of ␥(n)
With the use of ␥(n) in Eq. ͑6͒ it is desired that in the cases of only Gaussian or super-Gaussian noise the contribution of the fourth norm should be negligible ͓i.e., ␥(n)Ϸ0͔, while for sub-Gaussian noise its relative contribution should be large ͓i.e., ␥(n)Ϸ1͔. On the other hand, for cases of mixed noise, ␥(n) will attain values that will express the relative contributions of the two norms. However, for most practical situations the noise distribution is not known. Therefore, it is desirable that the values of ␥(n) be determined using the available data.
Since the kurtosis is a measure of the Gaussianity of a random signal, ␥(n) is chosen to be a function of the kurtosis of the noise. Summarizing, ␥(n) should be a decreasing function of the kurtosis, and it should be bounded between 0 and 1.
A function that satisfies the above-mentioned requirement is the following:
where c and A are positive scalars. The form of ␥(n) is shown in Figs. 1 and 2 for various values of A and c. It is clearly seen that as c increases, ␥(n) approaches the unit step function. In addition, as A increases the functions are shifted to the left, that is, the contribution of the secondorder term increases. Equation ͑7͒ ensures that for (n)Ͼ0 ͑leptokurtic noise distribution͒, the importance of the fourth norm is reduced relative to the second norm, while for (n)Ͻ0 ͑platykurtic noise distribution͒ the importance of the fourth norm is increased relative to the second norm. Unlike the work in Refs. 7 and 19, where only the sign of the kurtosis is taken into account, the value of the kurtosis itself is used in Eq. ͑7͒. The value of the kurtosis, however, depends on the power of the noise, or the signal-to-noise ratio ͑SNR͒. In addition, it depends on the type of the noise distribution. In particular, the kurtosis of Laplacian noise is approximately twice that of uniform noise of the same power. It is hence not possible to map ␥(n) exactly to zero for all types of super-Gaussian noises and all SNRs, and to one for all subGaussian noises and all SNRs, with one mapping, such as the one in Eq. ͑7͒.
Choice of ␣(x)
The regularization parameter ␣(x) controls the trade-off between fidelity to the data and smoothness of the solution. There are a number of approaches for determining its value, which depend on the amount of prior information about x and n. 17 With constrained least squares, 20 the regularization parameter becomes the Lagrange multiplier, which is determined iteratively for a given estimate of the original image. If bounds on the energy of the contaminating noise and the high-frequency portion of the original image are known, with a set-theoretic approach 21 the regularization parameter is determined in one step. Other approaches to obtain the regularization parameter are cross-validation 16 and maximum likelihood. 17 In this paper, we follow an approach similar to the one in Ref. 18 for determining ␣(x). According to it, no prior knowledge about the degree of smoothness of the original image and the noise statistics is assumed, and the value of ␣(x) is determined using the available data and the partially restored image.
From Eq. ͑6͒ it is observed that the regularization parameter ␣(x)у0 controls the trade-off between the ultrarough solution ͓J(x) is minimum for ␣(x)ϭ0͔ and the ultrasmooth solution ͓ʈCxʈϭ0, that is, xϭconstant, for ␣(x)ϭϱ͔. Therefore, when M (x) increases, the values of ␣(x) should also increase so as to decrease the value of M (x), whereas when M (x) decreases, so should the value of ␣(x), since for J(x)ϭ0, ␣(x) should also be zero. Based on these considerations, we propose that
where f (•) is an increasing function. An additional requirement is that M (x) in Eq. ͑6͒ be convex. It is shown in a straightforward manner that M (x) is convex when f (•) is a linear function of M (x). 18 since ʈCʈϭ1.
Iterative Solution and Convergence Analysis
We propose to use a successive-approximations algorithm for obtaining a solution to the minimization problem of Eq. ͑6͒. The gradient of M (x) with respect to x is equal to
Since ٌ x ␣(x)ϭ0 when ٌ x M (x)ϭ0, the successiveapproximation iteration becomes where ␤ is the relaxation parameter used to control the convergence rate as well as the convergence of the iterative algorithm, and P(x k ) is a diagonal matrix with elements
with z i the i'th element of the vector z.
There are various approaches to estimate ␥(n). One is to estimate it in advance using a region of the observed image y in which x is approximately constant ͑flat region͒. Alternatively, ␥(n) can be estimated iteratively, using the partially restored image. It can be updated at each iteration step, or after a given number of iterations or after the iteration ͑12͒ has converged with a fixed ␥(n), in order to short a new iteration cycle. Thereby, ␥(n) in Eq. ͑12͒ is replaced by ␥(n k ).
The value of ␥(n) in Eq. ͑7͒ estimated from the observed image may fail to correctly estimate the relative contribution of the LMS and the LMF, depending on the support region and the type of point spread function ͑PSF͒ and the SNR. Therefore, it is necessary to estimate ␥(n) at each iteration step from the partially restored image. As mentioned before, ␥(n) updated at each iteration step requires one to show the convexity of the functional to obtain a unique minimizer. Although no form of ␥(n) has been shown rigorously to assure convexity, Eq. ͑7͒ with nϭn k works well. In that case, the last term in Eq. ͑11͒ turns out to be very small, and therefore it is omitted in the following analysis. It is also confirmed experimentally that the restoration results are indistinguishable with and without the use of that term.
According to the contraction mapping theorem, 22 a sufficient condition for convergence of Eq. ͑12͒ is
is a positive definite matrix, this condition becomes
where (A) represents the maximum eigenvalue of matrix A. When H and C are normalized so that max (H T ) ϭ max (H)ϭ(C T C)ϭ1, the sufficient condition for convergence can be rewritten as
Experimental Results
A number of experiments have been contacted with various images and degradations. In the set of such experiments the 256ϫ256-pixel ''Lena'' and ''Cameraman'' images were used. Both are blurred by 7ϫ7 uniform motion blur. Uniform ͑sub-Gaussian͒, Laplacian ͑super-Gaussian͒, Gaussian, and a combination of sub-Gaussian and super-Gaussian distributed noise signals were added to the blurred image. We tested the proposed algorithm for various SNRs. For 
͑17͒
was used for terminating the iteration. Also, 1/ ϭ2ʈy ʈ 2 2 was used for the slope of the linear function f (•), since the lower bound of 1/ was chosen as Eq. ͑10͒. We also tested the proposed algorithm with the step function ␥(n k ) such that In Tables 1 and 2 , comparative results are shown for different noise distributions and SNRs for the ''Lena'' and ''Cameraman'' images. In all cases the blur used is the 7 
Aϭ1, cϭ1
Step function
Step function Tables 1 and 2 , we observe that the LMS approach is fairly insensitive to the noise type. On the other hand, the LMF approach is very sensitive to the noise type. In comparing the LMS and LMF approaches to the proposed algorithms ͑LMMN and RLMMN͒, it is clear that the LMMN algorithm performs similarly to the LMF algorithm for the uniform-noise case and similarly to the LMS algorithm for the Laplacian case, as expected. We also tested the algorithms for the values shown in Figs. 1 and 2 , and with the step function of Eq. ͑18͒. In all cases the results are very similar, indicating insensitivity to the exact path ␥(n) follows in transition from 1 and 0 ͑or 0 to 1͒. It is also observed from the tables that the RLMMN algorithm performs slightly better in terms of ⌬ SNR than the LMMN, especially in the cases with heavy noise, as expected. The logarithm of the error squared between the original and restored images is compared for 10-dB uniform and Laplacian noises for the LMS, LMF, LMMN, and RLMMN approaches in Figs. 13 and 14 , respectively. In all cases ͑different noise types and SNRs͒, the RLMMN approach converges to the smallest error, since the smoothing constraint yields a system with a better condition number, as mentioned before. As shown in the figures, the RLMMN has higher computational cost than the LMS and the LMF, because the LMF property requires more iteration steps to terminate the iterative solution, and because of the smoothing constraint incorporated in the solution. However, the RLMMN has the capability to keep the minimum mean squared value for long times, which means that can avoid the noise amplification that the LMS displays as the iteration proceeds. 
Step function Figures 15 and 16 show the value of the mixed-norm parameter ␥(n k ) as a function of the iteration number for Aϭ1 and cϭ1 in Eq. ͑7͒. For uniform noise, ␥(n k ) is close to 1, so that only the l 4 norm is used, while for Laplacian noise, ␥(n k ) is close to 0, so that only the l 2 norm is used. The combined noise in Fig. 16 is composed of 10-dB uniform, 20-dB Laplacian, and 10-dB Gaussian noise. The results show that the updated mixed-norm parameter at each iteration step works well to determine the contaminating noise type, resulting in efficient control of the relative contribution between the LMS and the LMF.
The values of the estimated kurtosis at each iteration step are shown in Fig. 17 for various noise types at 20-dB SNR. Finally, the values of the regularization parameter ␣(x k ) as a function of the iteration number for two different noise distributions are shown in Figs. 18 and 19 , respectively. Considerably heavier smoothing is applied to the 10-and 20-dB uniform-noise cases than to the 10-and 20-dB Laplacian-noise cases.
Conclusions
In this paper, we have proposed an iterative regularized mixed-norm restoration algorithm. A new smoothing functional combining the LMS and LMF functionals is proposed. The algorithm performs similarly to the LMS approach for Gaussian, super-Gaussian, and mixed noise distributions, and similarly to the LMF approach for subGaussian noise distributions. The two parameters ͑the mixed-norm parameter controlling the relative contribution between the LMS and LMF functionals, and the regularization parameter controlling the ratio between the mixednorm functional and the smoothing functional͒ are determined in such a way that overall smoothing functional is convex.
The iterative regularized mixed-norm restoration approach proposed in this paper iteratively extracts the information required by the restoration process. As shown, the approach is very useful and efficient. However, in more general cases, the contaminating noise may be nonzeromean or nonsymmetric. In such cases, the inclusion of higher-order terms may result in better performance. Such an approach is related to robust functionals. It may therefore be of value to look closer at the similarities between the regularized mixed-norm approach and the robust functional approach.
Two parameters have been utilized to control the relative importance of the l 2 and l 4 norms and the weighting between the mixed-norm functional and the smoothing functional. The incorporation of local information is under investigation. With such information, a more sophisticated formulation can be derived. 
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