Abstract-Automatic, synchronous and of course reliable population of the condition database is critical for the correct operation of the online selection as well as of the offline reconstruction and data analysis. We will describe here the system put in place in the CMS experiment to automate the processes to populate centrally the database and make condition data promptly available both online for the high-level trigger and offline for reconstruction. The data are "dropped" by the users in a dedicated service which synchronizes them and takes care of writing them into the online database. Then they are automatically streamed to the offline database, hence immediately accessible offline worldwide. This mechanism was intensively used during 2008 and 2009 operation with cosmic ray challenges and first LHC collision data, and many improvements were done so far. The experience of this first years of operation will be discussed in detail.
I. INTRODUCTION
T HE primary goal of the Compact Muon Solenoid (CMS) experiment [1] is to explore physics at the TeV energy scale, exploiting the collisions delivered by the Large Hadron Collider [2] . A key element to the success of the experiment is the adequate design, implementation and smooth operation of the "non-event data" processing workflow from the detector to the end user analysis. This paper describes in detail the management and distribution of the condition and calibration constants via the CMS conditions database system.
II. NON-EVENT DATA DESCRIPTION
For each sub-detector, the non-event data to be stored in the CMS databases can be classified in different groups, according to their needs for metadata (i.e., data to describe the data):
• Construction data During the construction of the detector, data were gathered from both the production process and the produced items. Some of the construction data also belong to the data types described below, and therefore were moved to the common data storage at the end of construction. The different CMS sub-detector groups agreed M. De Gruttola is with INFN Sezione di Napoli, 80126 Naples, Italy, Università degli studi di Napoli "Federico II", 80138 Naples, Italy, and CERN, 1211 Geneva 23, Switzerland (e-mail: michele.de.gruttola@cern.ch).
S. Di Guida and V. to keep their construction data available for the lifetime of the experiment in order to be able to trace back production errors. The construction data and their storage will not be described in this document.
• Configuration data The data needed to bring the detector into any running mode are classified as configuration data. They comprise voltage settings of power supplies as well as programmable parameters for front-end electronics. Configuration data require a version and time validity information as metadata.
• Condition data The data describing the state of any detector subsystem are defined as condition data. These conditions are measured online. They include environment parameters, such as temperatures and bias voltages, as well as data quality indicators, such as bad channel lists and detector parameters, that are needed for offline analysis.
• Calibration data The data describing the calibration and the alignment of the individual components of the different sub-detectors are labeled as calibration data. These quantities (such as drift velocities, alignment constants, etc.) are evaluated by running dedicated algorithms offline. Calibrations must match the corresponding raw data coming from the collision events revealed by the detector. Calibration data can be grouped by the version and the time range in which they are valid.
III. THE DATABASE ARCHITECTURE
Different data usage and access between online and offline determines the overall database architecture for the CMS experiment. CMS is located at the P5 LHC pit near the French village of Cessy, at about 10 km from the main CERN computing site located in Meyrin. Security reasons and the requirement of being able to take data even if the network link to CERN is not available have determined the network and database layout of the CMS experiment. Indeed all essential services including online databases are located in the P5 network. All offline databases, that contain all conditions needed for offline reconstruction, are located at the Meyrin computing centre. In the online network, data are mainly written into the database, so that the time for a database transaction to be committed is critical, while, in the offline network, data are mainly read from the databases. Moreover the online data are written asynchronously and typically on parameter value change, while offline data must give a snapshot of the detector status at each event time. Since online data are used for error tracking, different data items must be accessible in order to be compared between each other; on the other hand, offline data must be grouped before they are read, so that they can be decoded according to predefined rules. The general non-event data flow can be described as follows (see Fig. 1 ): every subproject calculates and measures in advance all the parameters needed to set up its hardware devices, mainly related to the detector, DAQ and trigger. Hence, configuration data are prepared for both hardware and software. Different hardware setups can be stored at the same time in the configuration database, but only one will be loaded before the run starts. During data taking, the detector produces many kind of conditions, to be stored in the online database called OMDS, from the slow control (PVSS [3] ) and from other tools like DAQ (XDAQ), Run Control and data quality monitoring (DQM). Part of OMDS data, needed by the High Level Trigger (HLT) and offline reconstruction, will be transferred to the database called ORCON. A software application named PopCon (Populator of Condition Objects [4] ) operates the online to offline condition data transfer (the so-called O2O procedure), and encapsulates the data stored in relational databases as C++ objects. PopCon adds metadata information to non-event data, so that they can be retrieved by both the HLT and the offline software.
In addition to condition data transferred from OMDS to ORCON by the O2O procedure, calibration and alignment data determined offline are also written to ORCON using PopCon. Finally, data are transferred to the offline database named ORCOFF, which is the main condition database for the CMS Tier-0, using ORACLE streaming. For massively parallel read-access, the ORCON and ORCOFF databases are interfaced with a cache system referred to as Frontier, which in case of ORCOFF is the mechanism used to distribute conditions data to the Tier-1 and Tier-2 centres outside CERN. Caching servers (squids) are used to cache requested objects to avoid repeated access to the same data, significantly improving the performance and greatly reducing the load on the central database servers. Further details can be found in [5] .
As data taking proceeds detector understanding improves, therefore a new version of calibrations is often required. When it is available, it will be uploaded into ORCON using PopCon, and then streamed offline to ORCOFF. So CMS needs a centralized system that ensures the resynchronization of online and offline condition databases and the reassignment of the conditions metadata in order to match with the new reprocessed data.
A. The Online Master Database
In the CMS experiment, the non-event data needed to set up the detector, or being produced by the detector itself, are stored in OMDS. The online database must allow for accessing individual, self describing data items: hence a pure ORACLE access and manipulation structure has been chosen for OMDS.
The data size is expected to become very large (several TBs), and, since condition data will constantly flow into the database, the time needed to store these data in OMDS is a critical issue. To fulfill these requirements, each sub-detector has designed its own database schema, reflecting as far as possible the detector structure.
The total amount of data stored in OMDS is about 1.5 TB in 100 days of data taking. This rate was estimated by extrapolating from experience gained during the 2008 and 2009 cosmic runs: in particular, in the account on OMDS for non-event data coming from the electromagnetic calorimeter (ECAL), about 1 GB of data per day are stored.
B. Offline Database
As shown in Fig. 1 , the CMS database infrastructure envisages two offline databases intended for condition data:
• ORCON is a part of the database infrastructure at P5, but directly connected to the offline CERN site. It contains CMS condition and calibration data and serves as an input source to the HLT. It is also an intermediate storage element of the latest condition objects.
• ORCOFF is the offline master database for condition data.
It is located at the Tier-0 (CERN Meyrin). It contains a copy of the data in ORCON, and the entire history of all CMS non-event data needed for the HLT and offline reconstriction is saved there as back-up. It hosts all condition data for the offline reconstruction. The data in ORCOFF are accessed from the Tier-0, and from all Tier-1 and Tier-2 centres via the Frontier caching mechanism. ORCON and ORCOFF databases are synchronized using OR-ACLE streaming.
ORCON possess identical "schemas" as ORCOFF, optimized for the offline usage.
The data access (both insertion and retrieval) is controlled only by the C++ API. In the offline databases, only a subset of configuration data and condition data, as well as all calibration data, must be stored. All these data need a tag, labeling their version, and an interval of validity for describing their time information, as metadata. The interval of validity (IOV [6] ) is the contiguous (in time) set of events for which non-event data are to be used in reconstruction. According to the use-case, the IOV will be defined in terms either of GPS-time (mainly for condition data) or "run-number" range (usually for calibrations). Whilst the IOV for some electronic related conditions (e.g., pedestals and noise) is identical to the time interval in which these data were used in the online operations, some calibration data may possess an IOV different from the time range in which they were defined. For this reason, the IOV assignment for a given set of condition data is carried out at the offline level. Each payload object, i.e., each data stored in ORCOFF, is indexed by its IOV and a tag, a label describing the calibration version, while the data themselves do not contain any time validity information.
For offline data reconstruction and Monte Carlo simulation approximately 200 different calibrations and conditions are needed. The list of tags chosen for a given processing type and for a given period are grouped in a Global Tag.
The size of condition data stored in ORCON and ORCOFF, where only a subset of condition data will be uploaded, is decreased by a factor of 20 with respect to OMDS. This is a great success of the entire architecture.
In Section 4 more information about the online-to-offline (O2O) transfer operated by PopCon is given, with a detailed description on how the synchronization between the online and offline is guaranteed.
IV. CENTRAL POPULATION OF THE CMS CONDITION DATABASES
PopCon [6] is a mini-framework within the CMS software CMSSW [7] that transfers the condition objects from a user-defined data source to the offline databases. It is possible to use different data sources such as databases, ROOT files, ASCII files, and so on. A C++ object type (built in type, structure, class, template class) which contains the non-event data, must be defined in the CMS software framework. For each condition object (payload) class a PopCon application is created. PopCon also serves to implement some additional functionality such as:
• Locking mechanism • Transfer logging • Payload verification (IOV sequence)
• Application state management • Database output service. Any transaction towards ORCON is logged (in ORCON itself) by PopCon and the process information is sent to a database account as well. A monitoring tool for this information was developed, in order to check the correctness of the various transactions and to keep trace of every upload for condition data, see Section 4.1.
A central procedure was set up in 2008, and used since then, for populating the CMS condition databases: it exploits a central account, explicitly devoted to the deployment of tools and services for the condition databases, in the CMS online network. On that account, a set of automatic jobs was centrally set up for any single sub-detector user, in order to both populate ORCON and monitor any transactions to it.
Two possibilities are given to users: 1) to run automatically the application that reads from any online source, assigns tag and interval of validity, and uploads the constants into ORCON (mainly for condition data). The time interval of the automatic jobs is negotiated with the users; 2) to use the account as a drop-box: users copy the calibrations in the light format into a dedicated folder for each sub-detector, and then these data are automatically exported in ORCON (mainly for offline calibration data). Fig. 2 shows a sketch of the central system used to populate the condition database, and to ensure the synchronization between online and offline. Each sub-detector responsible person may transfer the payload onto the central PopCon PC, that then automatically manages the exportation into the ORCON database (using a specific set of Subdetector Export scripts). Other automatic scripts (e.g., ECALO2O, DTO2O ) check to see if new conditions have appeared online, and, if so, perform the data transfer from OMDS to ORCON. The PopCon applications transfer each payload into the corresponding account, and create some log information which is subsequently stored in the PopConLog account on ORCON itself.
Each automatic job is associated with a "watchdog" tool that monitors its status. The job monitoring information are also logged into the PopConLog account on ORCON.
A. PopCon Web Based Monitoring
A dedicated web based application, PopCon monitoring [8] was set up on a CMS web server in order to look at all the logged information, hence monitoring the activity on the condition databases. The architecture of PopCon monitoring is illustrated in Fig. 3 The PopCon web interface represents information about database transactions in different types: both charts and tables. The main page shows ORCOFF activity during the day, and a summary of the the transactions status (success or error), the payload, IOV and tag transferred. Fig. 4 shows how it appears during a recent day with LHC 7 TeV collisions.
A user can easily add or remove columns by clicking the checkbox and columns can also be sorted. Information could be grouped according to different filters.
The PopCon web interface represents information about database transactions in different types: both charts and tables. A user can easily add or remove columns by clicking the checkbox and columns can also be sorted. Information could be grouped according to different filters.
In addition, two other web pages, very useful for database transaction monitoring and error detection, are produced: 1) an activity summary, in which the number of ORCON transactions, the subsystem involved, the IOV and tag can be displayed, according to the user requests. An example is shown in Fig. 5 . 2) the logs of all the central scripts, as produced by the watchdog tools. Looking at those logs, the correct behaviour of the central uploader machine is controlled, so that an alarm system can recognize if some exports were not successful and, eventually, inform the end-user of the error occurred. If that is the case, the users can recognize the error and request a new transaction, thus preventing the online to offline calibration synchronization to fail and the assignment of wrong conditions to the reconstructed data and the HLT. A screenshot of the page is shown in Fig. 6 . Fig. 5 reports all the transactions towards the condition database accounts occurring in a two months of 7 TeV collisions data taking in 2010. As the summary plot points out, all sub-detectors used PopCon to upload calibration constants to the condition databases. An average of more than one hundred PopCon applications per day were run during the test runs in [2008] [2009] and 2010 data taking, hence more than one hundred connections per day to the condition databases took place.
Throughout the 2009 commissioning exercises, the total amount of condition data written in the online database was TB. The data in ORCON/ORCOFF amount to 30 GB. Similar rates and volumes have been experienced the first two months of LHC collision data. This result is an impressive reduction factor if one considers that only the ORCON/OR-COFF data are used for data analysis and offline reconstruction and are distributed over the Grid to the users. Moreover, no network problems were detected, neither for the online-offline streaming, nor for Frontier. All the conditions and calibrations V. CONCLUSION A central database population system has been set up in order to upload, store and retrieve all non-event data for the CMS experiment, and ensure the synchronization between the constants taken online and the offline assignment of the calibration to the event data. The whole chain was deployed and tested successfully during 2008 and 2009 challenges with cosmic rays, and has been further improved and upgraded for 2010 collision data taking. The system behaved very well during the first two months of LHC 7 TeV collisions era and is robust enough for the long 2010-2011 collision data taking period.
