Introduction
The appearance and development of various new multimedia services have need for higher coding efficiency. The ITU-T/ISO/IEC Joint Video Team established the newest video coding standard known as H.264/AVC (Joint Video Team (JVT), 2002) . H.264/AVC offers a significant performance improvement over previous video coding standards such as H.263++ and MPEG-4 part 2 (Erol et al., 1998; Topiwala et al., 2001 ). New and advanced techniques are introduced in this new standard, such as intra prediction for I-frame encoding, multi-frames inter prediction, small block-size transform coding, context-adaptive arithmetic entropy coding, de-blocking filtering, etc. These advanced techniques make this new standard provides approximately 50% bit rate saving for equivalent perceptual quality relative to the performance of prior standards. To achieve the best coding efficiency, H.264/AVC employs the rate-distortion (RD) optimization technique to get the best result consider of the visual quality and bit rate. For a macroblock in I-slice, RD optimization exhaustively searches the predefined 13 intra modes (9 modes for 4x4 block and 4 modes for 16x16 block) to produce the best encode mode for this macroblock. However, the latest H.264/AVC standard also defines 9 intra prediction modes for 8x8 block, for simplicity in this chapter only intra 4x4 and 16x16 blocks are considered. When a macroblock is in P-slice, it may be coded in intra mode or inter mode, so RD optimization employs a brute force algorithm to search through all possible inter modes and intra modes to find the best choice. RD optimization ofcourse will get the best encode mode for a macroblock, but it is at the great expanse of higher computational complexity at the encoder. To reduce computational complexity of H.264/AVC, a number of efforts have been made to explore the fast algorithm in motion estimation, intra mode prediction and inter mode prediction for H.264/AVC video coding (Chen et al., 2002; Feng et al., 2005; Han & Lee, 2005; Kim et al., 2006; Lim et al., 2003; Sarwer et al., 2008; Sarwer & Wu, 2009; Yang et al., 2004) . The number of inter modes is reduced by using the amplitude of edge vector (Lim et al., 2003) . To reduce the complexity of intra mode decision, H.264/AVC reference software suggested sum of absolute difference (SAD) and sum of absolute transform difference (SATD) based cost functions. These two cost functions reduce computation significantly but performance of RD characteristics is not good enough. In (Chiang & Zhang, 1997) and (Coebera & Lei, 1999) rate models were observed from the quantizer (Q)-domain. But these are considered only for rate control. To improve the RD performance, an enhanced cost function for intra 4x4 mode decisions was proposed in (Tseng et al., 2006) . In this cost function, sum of absolute integer transform difference (SAITD) is used in distortion part and a rate prediction algorithm is used in rate part. The major drawback of this cost is that the bit estimation method cannot give the very good estimation. In this chapter, we propose a shortcut way to get the number of entropy coded bits as soon as the transform coefficients are quantized. A method for estimation of rate for cost function of intra and inter mode decision is proposed. This method is based on the properties of context-based adaptive variable length coding (CAVLC) and observation of VLC tables. The total number of bits need to encode a quantized residual block is predicted by estimating the rate of each symbols of CAVLC separately. The remainder of this chapter is organized as follows. Section 2 provides the review of intra and inter mode and rate distortion optimized mode decision technique. In section 3, Context-based adaptive variable length coding (CAVLC) is briefly described. In section 4, we present the proposed fast bit rate estimation method. The performance results of the proposed method are presented in section 5. Finally, section 6 concludes the chapter. 
M A B C D E F G H

Overview of Mode Decision
Intra mode in H.264/AVC
The H.264/AVC video coding standard supports intra prediction for variable block size. If a macroblock (MB) is encoded in intra mode, a predicted block is formed based on previously encoded and reconstructed upper and left blocks so it exploits the spatial correlation between the adjacent MB. Then the residual data between the current to be coded MB and predicted one is DCT transformed, quantized and entropy coded. For each luma samples, the prediction block may be formed for each 4x4 block (denoted as I4MB) or for an entire MB (denoted as I16MB). When using the I4MB prediction, each 4x4 block of the luma component utilizes one of the nine prediction modes. Besides DC prediction, eight directional modes are specified. When utilizing I16MB, which is well suited for homogeneous area of image, 4 prediction modes are supported. Another 4 prediction modes 
Inter mode in H.264/AVC
Inter-prediction is to reduce the temporal correlation with help of motion estimation and compensation. In H.264, the current picture can be partitioned into the MBs or the smaller blocks. A MB of 16x16 luma samples can be partitioned into smaller block sizes up to 4x 4. There are altogether conceptually 7 different block sizes ( 16x16, 16x8, 8x16, 8x8, 8x4, 4x8, 4x4 ) that are used in a MB that is encoded in inter mode. These block sizes can be classified as 16x16, 16x8, and 8x16 and P8x8. Each 8x8 block of P8x8 MB can be one of the subtypes such as 8x8, 8x4, 4x8 or 4x4. Figure 2 shows the different block sizes in a MB of inter mode. The smaller block size requires larger number of bits to signal the motion vectors and extra data of the type of partition, however the motion compensated residual data can be reduced. Therefore, the choice of partition size depends on the input video characteristics. In general, a large partition size is appropriate for homogeneous areas of the frame and a small partition size may be beneficial for detailed areas. 
Rate Distortion optimized mode decision
To take the full advantages of all modes, the H.264 encoder can determine the mode that meets the best RD tradeoff using RD optimization mode decision scheme. The optimization approach is based on the assumption that the distortion and rate incurred in coding a MB are independent each other. Let us denote t S as a block of any rectangular size in a frame at time t ; while
C is a reconstructed block of the same block size as t S located in the previously coded frame at time   t ( 0   in intra frame coding). Then the best mode for every block that produces the minimum rate-distortion cost is given by
where QP is the MB quantization parameter, m  is the Lagrangian multiplier and m is the candidate mode. In (Sullivan & Wiegand, 1998) , a strong connection between the local Lagrangian multiplier and the QP was found experimentally as
In (1), SSD is the sum of squared difference between original block and reconstructed block, defined separately in terms of intra and inter frame coding
where (i, j) represent the ith and jth element and (mv i , mv j ) represents the motion vector in the inter-frame case. The R in (1) reflects the number of bits associated with choosing the mode which includes the bit consumption of quantized transform coefficients, motion vector data and the header. Thus R can be written as
where header R and motion R means the number of bits need for header information and motion vectors respectively. It should be noted that in case of intra frame coding 0  motion R
. res R indicates the number of bits need to encode a quantized residual block.
Residual data
Compute RD Cost In intra-frame coding, the final mode decision is selected by the member (either from I4MB or I16MB) that minimizes the Lagrangian cost in (1). In inter-frame coding, motion estimations with 7 different block-size patterns, as well as the other members in three members (I4MB, I16MB, and SKIP), are calculated. The final decision is determined by the mode that produces the least Lagrangian cost among the available modes. Figure 3 shows the computational process of RD cost of H.264 video coding standard. As indicated in Figure 3 , in order to compute RD cost for each mode, same operation of forward and inverse transform/quantization and variable length coding is repetitively performed. All of these processing explains the high complexity of RD cost calculation. In order to calculate RD cost using (1) (Feng et al., 2005; Kim et al., 2006; Yang et al., 2004) focused on how to eliminate unnecessary modes. However, it is noted that the remaining modes should be performed RD optimization. So it still introduces a great deal of computation complexity because of the transform, quantization/inverse quantization and entropy coding to get distortion and bit-rate. A bit rate estimator by modeling the coded bits consumption as a function of the number and levels of the nonzero quantized transform coefficients is introduced in (Yu et al., 2006) . In (Tseng et al., 2006) , a rate predictor for 4x4 quantized residual blocks is proposed as follows
where c T is the total number of non-zero coefficients, o T is the number of trailing +/-1 values,  and  are the positive constants and the P equal to 0 for the probable mode and 1 for the other modes. From simulation it is shown that this method cannot achieve very good rate estimation. This is because only two parameters are not enough to estimate the bit rate. In this chapter a rate prediction scheme is introduced based on the properties of CAVLC entropy coding method. Before we propose the new estimation method, review of the CAVLC encoding method is described at following section.
Review of Context based adaptive variable length coding (CAVLC)
Context based Adaptive Variable Length Coding (CAVLC) is designed to take advantage of several characteristics of quantized 4x4 blocks. The block is encoded by five syntax elements. These elements are described as follows: 1. coeff_token: Both the total number of nonzero coefficients and the number of trailing +/-1s are coded as combined event. If number of trailing +/-1s is greater than 3, last 3 trailing +/-1s of zig-zig ordered block are consider as trailing +/-1s and remaining trailing +/-1s are consider as normal coefficient. One out of 4 VLC tables is used (ITU-T Rec., 2002) . Since the number of non-zero coefficients in neighboring blocks are usually correlated, the selection of VLC table is depends on the number of non-zero coefficients in neighboring blocks (Richardson, 2003) .
Sign of trailing +/-1:
One bit is used to signal sign information of trailing +/-1s. 0 is used for positive and 1 is used for negative. 3. Level: The magnitude (level) of non-zero coefficients gets larger near the DC coefficient and gets smaller around the high frequency coefficients. CAVLC takes advantage of this by making the choice of the VLC look-up table for the level adaptive in a way where the choice depends on the recently coded levels (Richardson, 2003) . One out of 7 VLC tables is used to encode the level information (ITU-T Rec., 2002). 4. Total_zeros: The codeword Total_zeros is the number of zeros between the last nonzero coefficient of the zig-zag scan and its start. One out of 15 VLC tables is chosen based on the number of non-zero coefficients (ITU-T Rec., 2002). 5. Run_before: Run_before means the number of preceding zeros before each non-zero coefficient and Zeros_left called the number of zeros left before each non-zero coefficient. Based on Run_before and Zeros_left, one out of 7 VLC tables is used to encode this element (ITU-T Rec., 2002). For example, the coefficients in the zig-zag order of a 4x4 block are [4,-2,0,1,0,1,-1,1,0,0…]. Here total number of non-zero coefficients (T c ) is 6, total number of zero before the last nonzero coefficients (T z ) is 2, number of trailing one's (T o ) is 3. Based on the VLC tables (ITU-T Rec., 2002) as shown in Table 1 , the transmitted bit stream for this block is 0000010001010110001011111010.
Proposed Fast Bit Rate estimation Method
To estimate the bits for quantized transform coefficients, we estimate the number of bits for each of five different types of symbols of CAVLC separately.
1. The coefficient token (the number of coefficients, the number of trailing ones): Four VLC tables are used for encoding coefficient token. Selection of VLC table is context adaptive.
Figure 4(a) shows the plot of actual bit rate to encode the coefficient token versus the number of coefficients of foreman video sequence at QP=28. Similar results were found for other video sequences. It is clearly shown that bit consumption to encode the coefficient token is increased with number of coefficients. Based on VLC tables (ITU-T Rec., 2002), it is also shown that bit rate for coefficient token is decreased with number of trailing ones. Based on this criteria, we propose the number of bits require to encode the coefficient token is
where T c and T o are same as equation (6) 
3. The level of nonzero coefficients: From the observation of level-VLC tables (ITU-T Rec., 2002), it is shown that bit requirement is increased with magnitude of non-zero coefficients. Number of bits to encode the level information is proposed as follows:
with the SAT l given by (9) is valid. Let us consider two coefficients are encoded using multiple level_VLC tables. If the earlier coefficient is not larger than the other coefficient, by observing the all level_VLC tables (ITU-T Rec., 2002) there is
. In some times,
but fortunately this event does not occur high frequently and is slightly influence the estimation result. zero VLC tables, it is shown than bit consumption to encode the total zero is increased with number of total zero. So we can propose the estimated bits for total zero is as follows
where 5 w is a positive constant and z T is the total number of zeros before the last non zero coefficients. Here w 5 =1, which is found in similar way of w 4 .
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Encode each run of zeros:
After the DCT transform, the high frequency coefficient usually has small energy. By quantization, more zeros are found at the high frequency position of quantized transform block. So the value of Run for the high frequency non-zero coefficients is larger. From the observation of run VLC tables, it is shown that more bits are required for large value of run. So bit consumption is higher to encode the run of high frequency non-zero coefficients. Based on this idea, we propose the rate for run of each non-zero coefficients as follow:
where, f k is the frequency of k th non-zero coefficient of recorded block and 6 w is the positive constant. For example, given a string of coefficients [0, 3, 0, 1,-1,-1, 0, 1, 0, 0…], frequency of first non-zero coefficient (3) is 1 and frequency of last non-zero coefficient (1) is 7. The weighting factor w 6 =0.3 is found in similar way of w 4 . Figure 5 shows the zig-zag scan of a residual block with corresponding value of frequency. From above analysis, we have estimated the bits needed to encode a 4x4 residual block (
By putting the values of different constants, the proposed rate estimator becomes Figure 6 shows the probability of estimation error of four different types of symbols. Estimation error of the symbol is the absolute difference between actual bit rate and estimated bit rate of that symbol. Y-coordinate of Figure 6 is the probability of corresponding estimation error. It is shown that most of the estimation errors of each symbol are between 0 to 4 and the probability of each symbol that the estimated rate perfectly match with CAVLC is about 40%.
Simulation Results
To verify the proposed technique, JM 8.3 reference software is used in simulation. Six well known video sequences are used as test materials. The test conditions are as follows: a) Hadamard transform is used b) RD optimization is enabled c) CAVLC is enabled. d) Frame rate is 30 e) MV search range is 32  pels for QCIF and CIF f) Fast motion estimation algorithm is used (Chen et al., 2002) . A group of experiments were carried out on the test sequences with different quantization parameters. Comparison results were produced based on the percentage of difference of coding time (  T %), the PSNR difference (  P snr ) and percentage of the bit rate difference (  Bit %). In order to evaluate complexity reduction,  T (%) is defined as follows
where, T original denotes the total encoding time of the JM 8.3 encoder with rate distortion optimization and T proposed is the total encoding time with proposed fast rate estimation technique. 
Experiments with all intra frame sequences
In this experiment, a total number of 100 frames are used for each sequence, and period of Iframe is set to 1, i.e., all the frames in the sequence are intracoded. In (Tseng et al., 2006) , a rate predictor for 4x4 intra mode decisions is introduced based on the number of non-zero coefficients and number of trailing ones. Figure 7 shows the comparison of our proposed method with actual rate and the rate predictor described in (Tseng et al., 2006) for the Foreman sequence. Data is collected from the first 100 4x4 block of first frame of IIIIII sequence. QP factor is set as 28. It is shown that the proposed method is very closely matched with actual rate as compared to rate predictor in (Tseng et al., 2006) . By using the proposed estimation method, Figure  8 shows Fig. 9 . Rate-distortion performance of proposed rate estimation method of different video sequences while all frames are intra coded.
To evaluate the rate distortion performance six different sequences (Akiyo, Foreman, Mobile, Paris, Table tennis and Stefan) are used in simulation. As shown in Table 2 , it is clear that PSNR loss and bit rate increment is negligible. Figure 9 shows the rate-distortion curves of different sequences. The proposed method is very close with RD optimized curve. Comparing with the original H.264/AVC encoder with RD optimization, the proposed algorithm achieves about 47% time reduction of total encoding time on average. As shown in Figure 10 , for the sequence "Mobile" and "Paris", the coding speed is high because both the sequences contains high detail such as different books in bookshelf of "Paris". On the other hand sequence "Akiyo" show strong spatial homogeneity and low detail. Therefore, the time saving of this sequence is not much as compared to other sequences. Figure 10 also indicates that percentage of complexity reduction is decreased with increasing the QP values. This is because there is large number of non-zero coefficients at small QP values. If true encoding process is used large entropy coding time is spent at small QP values whereas in our proposed method no entropy coding is required during mode-decision process. 
Experiments with IPP sequences
To evaluate the performance of proposed method during inter frame coding, several test video sequences are used. In this experiment total number of frames is 100 for each sequence, and the period of I-frame is 3. Figure 11 shows the actual and predicted rates of foreman and Stefan at different QP values. Data is generated as similar ways of intra frame coding. Experimental results are tabulated as Table 4 which means that PSNR reduction and bit rate increments are negligible. The positive values mean increments whereas negative values mean decrements. From the experimental results in Table 5 , it is observed that the proposed approach has reduced the encoding time by 34% on average. RD performances are given in Figure 12 which shows that the proposed method is closely matched with actual RD curves. Figure 13 presents the plot of computational complexity with quantization parameter of different sequences. Figure 13 show the general tendency that time saving increases as QP decreases. This is understandable that at small QP, coding quality is high and many detailed are retained. From this figure it is also shown that computation saving is large for those sequences which have high motion and large detail. 
Experiments with IBPBP sequences
In this experiment, there is one B-frame between any two I-or P-frames with different frame skip values. Period of I-frames is set to 100. Number of frames is 100. Experimental results were tabulated at table 6. As shown in table 6, the proposed algorithm achieves time saving of about 32% (on average) with slight increment in bit rate. Rate-distortion performances of different sequences are shown in Figure 14 with different frame skip value.
Experiments with Full Search Motion Estimation
It is well known that motion estimation requires major portion of the processing power. In all of the previous experiments, fast motion estimation technique described in (Chen et al., 2002 ) is utilized. In order to show the complexity of proposed method with full search motion estimation technique, several video sequences are encoded. In this experiment, IPP sequence is used and number of frames is set to 50. Experimental results are tabulated at (Tseng et al., 2006) 
Comparison with other methods
In this experiment, the proposed method is compared with two different methods in terms of RD performance and complexity. Fast motion estimation technique described in (Chen et al., 2002) is used. Table 8 shows the comparison of our proposed method with rate estimation method defined in (Tseng et al., 2006) . In this simulation, only intra 4x4 modes are used. RD performance of proposed method is better from method (Tseng et al., 2006) . Positive value of  T% means complexity reduction and negative value means increment of complexity. It is shown that as compared with (Tseng et al., 2006) , this algorithm reduces about 1% of bit rate and increases about 0.10 db PSNR with slight increment (about 4%) of computational time. Table 9 shows the RD performance as well as complexity reduction of this algorithm as compared with fast inter mode decision algorithm described in (Lim et al., 2003) . IPP sequences are used in this comparison. Complexity reduction is about 14% (on average) for medium and high motion i.e. foreman, mobile and stefan sequences. It is also shown that the proposed method increases about 7% (on average) of computation of low motion sequence such as akiyo as compared with mode decision method stated in (Lim et al., 2003) . RD performance is better for all types of sequences. 
Sequence
Experiments with CABAC entropy coding method
In all of the above experiments CAVLC entropy coding method was used. Although the proposed algorithm is developed based on CAVLC, it is also suitable during mode decision of CABAC. This is because the proposed algorithm is used only for RD optimization. After selection of best mode, true entropy coding is used. To justify the performance of proposed rate estimation with CABAC entropy coding method, some video sequences are tested. IPP sequence is used in simulations and number of frames was set to 50. Table 10 shows the experimental results in terms of PSNR and bit rate. Table 11 shows the complexity reduction is also significant. The rate-distortion performance is given in Figure 15 , which shows that the proposed algorithm is also suitable while CABAC entropy coding method is used. The proposed method is very close to RD optimized curves.
Conclusion
In this chapter, simple and fast bit rate estimation method for mode decision of H.264/AVC is proposed. This method is based on the VLC tables used in CAVLC entropy coding method. The experimental results verified that the proposed technique is suitable both for inter and intra mode decision of H.264/AVC. With the proposed scheme, entropy coding can be skipped during the mode decision process. The proposed technique reduces encoding time by 47 %, 34% and 32 % on average during intra frame, IPP sequences and IBPBPBP sequences respectively. The RD performance of this algorithm is better than both methods stated in reference (Tseng et al., 2006) and (Lim et al., 2003) . The proposed method is also suitable for mode decision while CABAC entropy coding method is utilized.
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