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Abstract
A robot introduced into an animal group, accepted by the animals as con-
specifics, and capable of interacting with them is a very efficient tool for etho-
logical research, particularly in studies of collective and social behavior. In this
paper, we present the implementation of an autonomous mobile robot developed
by the authors to study group behavior of chicks of the domestic chicken (Gallus
gallus domesticus). We discuss the design of the robot and of the experimental
setup that we built to run animal-robot experiments. The robot design was
experimentally validated, it was demonstrated that the robot can be socially
integrated into animal groups. The designed system opens new opportunities in
the study of behavior in domestic fowl by using mobile robots. Being socially
integrated into the animal group, mobile robots can profit from the positive
feedback mechanism that plays key roles in animal collective behavior. They
have potential applications in various domains, from pure scientific research to
applied areas such as control and ensuring welfare of poultry.
Keywords: Animal-robot interaction, Autonomous mobile robots, Visual
IThe authors would like to thank the Swiss National Science Foundation for the support
of this work and all the colleagues who contributed to this work.
∗Corresponding author
∗∗Principal corresponding author
Email addresses: alexey.gribovskiy@epfl.ch (A. Gribovskiy ),
jose.halloy@univ-paris-diderot.fr (J. Halloy ), jldeneub@ulb.ac.be (J.L. Deneubourg),
francesco.mondada@epfl.ch (F. Mondada)
Preprint submitted to Elsevier February 22, 2018
tracking, Sound localization, Collective animal behaviour
1. Introduction
Many animal species live in groups [1], group living gives to an individual
many benefits such as reduced predation risk, better foraging efficiency and
easier mate access. In exchange group living demands animals to synchronize
their activities. Collective movement of insects, fish, birds or herds of ungulates
is among the most remarkable examples of such synchronization [2]. It is com-
monly accepted that the collective movement phenomenon emerges as a result of
interactions between individuals, but precise individual decision making mech-
anism and the role of the behavior of other group members in this mechanism
is still a question under study [3].
In our research we use the domestic chicken (Gallus gallus domesticus) as a
model of social bird species. We apply our study to small groups allowing the
analysis of the behavior of all individuals with good precision. Under natural
conditions, chickens live together in flocks forming social groups [4]. The key
question we are interested in is how to establish the link between the individ-
ual behavior and the collective response (e.g., how the local interactions among
group members maintain spatial cohesion). Most of the models of collective
behavior hypothesize that individuals are similar and thus involve the same
interaction rules. Whether this assumption holds in all cases is questionable.
Many species are capable of inter-individual recognition and/or display stable
relationships among group members. However, few studies have tackled collec-
tive decision as a function of social relationships and the role of a leader [5]. Our
main objective is to study the link between individual behavior, interaction be-
tween individuals, and collective responses. To solve this question, the classical
approach combines theoretical models and experiments at the individual and
collective levels. In some studies animals trained to perform specific movements
were introduced to the group to study this link [6, 7]. The alternative is a recent
approach to use robotic devices to study animal behavior [8]. The main idea is
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to make robots be accepted by animals as conspecifics or heterospecifics. Once
this goal is achieved, the robot can be programmed to execute specific behav-
iors, and the animal response is observed. It makes this approach very efficient,
particularly in studies of collective and social behavior, comparing with afore-
mentioned methods based on pure behavioral observations or use of specifically
trained animals. Indeed, robots allow us to test the animal response to vari-
ous signals very precisely, as every element of the robot behavior, including the
signals emitted, can be individually controlled.
In [9] specially designed autonomous mobile robots were introduced as con-
specifics into groups of cockroaches. A mixed group were released on the arena
with two shelters of different opacity, and a collective decision-making process
of shelter selection were studied. It was demonstrated that robots can mod-
ulate the collective decision-making process and produce a global pattern not
observed in their absence. These results demonstrate the possibility of using
robots to study and control animal group behavior.
Robotic fishes presented in [10, 11, 12] were designed to interact with live
fish. In these studies robots share the same mechanical design approach, they
consist of two modules: a replica fish fixed on the magnetic base and a miniature
mobile robot guiding the replica fish from below the experimental tank.
Different robotic devices were also used to interact with flocks of birds. For
instance, in [13] a remotely controlled robotic chick was used to study an ag-
gregation behavior in Australian brush-turkey. An influence of the autonomous
robot on the exploratory behavior in quail chicks were studied in [14]; for this
the robot was equipped with a heat source stimulating chicks to follow it.
In this paper, we present the implementation of an autonomous mobile robot
developed by the authors to study the group behavior of chicks. The robot
was integrated into animal groups as a surrogate hen and was accepted by
animals thanks to the filial imprinting mechanism. Three sample snapshots from
experimental videos are presented on Figure 1, they show chicks interacting with
one or several robots, solitary and in groups. In this study our main interest
was the collective movement phenomenon and the role of the leader represented
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Figure 1: Three sample snapshots from videos taken with an overhead camera show chicks in
individual and group experiments with one and several robots.
by the robot, and most experiments that we did were the “following” tests,
where robots and chicks were released on the arena, robots were wandering on
the experimental field and we observed the behavior of chicks. In experiments
the robot receives information about its position and chicks positions in the
real-time from the external vision system, and the acoustic information from
the microphone array; this later can be mounted on the robot or used in the
stand-alone mode. Output of the vision system is also displayed to the user
in the intuitive way through monitoring tools. After the experiments precise
trajectories of animals can be extracted by using the off-line tracker. Some
elements of our experimental setup have been presented earlier in conferences,
for instance, the design of the robot and the tracking system was discussed
at [15], its audition module was presented in [16], finally, the safety system
was reported at [17]. The goal of this paper is to give a comprehensive global
view on the designed system, to provide a more detailed presentation of its
elements’ design, and to report experimental results on the validation of the
social integration of the robot into the animal group.
The paper is organized as follows: Section 2 provides an overview of the
experimental framework that we developed: an experimental arena with a mon-
itoring system and the visual tracking system; in Section 3 we describe the
mobile robot that we designed for experiments with chicks: its basic configura-
tion, control system, and extension modules. Section 4 presents our efforts to
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Figure 2: Overview of the experimental setup. Chicks (individually or in group) and one or
two robots are placed on the experimental arena. Video data from the overhead camera and
audio data from the microphone array are transferred to the experimental PC, where they are
processed, and the results are sent to the robots.
make the robot safe. Section 5 presents results validating the social integration
of the robot into the animal group and gives several examples of application of
our system in behavior experiments. Finally, Section 6 concludes this paper.
2. Experimental environment for interacting with domestic chickens
In this section we present the experimental arena and the visual tracking
system. An overview of the experimental setup is presented in Figure 2.
2.1. Experimental arena
The experimental arena is a flat square of 3 m by 3 m, surrounded by a
wooden wall of 60 cm in height (Figure 2). The floor is painted in black to
simplify the tracking task. We run open-field tests, where animals and robots
are released on the arena and their behavior is observed. The room temperature
was kept constant at 22◦C.
To make the experiments possible it is crucial that the robot is accepted by
the animals as a conspecific leader. The mechanism that helps us to achieve
this goal is the filial imprinting mechanism. Imprinting is a special form of
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learning, during which a newly hatched chick may learn the characteristics of a
parent. Imprinting occurs during a sensitive period that lasts for 5-25 hours after
hatching [18]. Chicks have an innate tendency to develop a social attachment to
the first moving object they see and to treat it as a parent [19]. To carry out the
imprinting procedure, we place on the arena four wooden boxes 150 × 15 × 30
cm, where one wall is a transparent plexiglass. Each box has ten compartments
of 15 cm × 15 cm to house one chick. For the imprinting procedure, these
boxes are placed on the experimental arena, two along one wall of the arena
and two along an opposite wall, at distances to the walls of about 30 cm, the
transparent side facing the wall as shown in Figure 3. Thus, 40 chicks can
be treated simultaneously. Imprinting sessions are done shortly after hatching:
chicks are placed in the individual compartments, and robots move along the
walls in front of boxes at a distance of about 100 mm, forward and backward,
at the speed of 60 mm/sec, one robot for every box. The robots emit calls and
display a specific color pattern. As a call we used a calibrated sound with a
frequency of 6 kHz, a beep duration of 150 ms and interval between two beeps
of 350 ms. These features have been chosen in correspondence to the range of
chick audition [20, 21]. We selected such an artificial sound to make this call
unrelated to natural chick or hen calls, such as alarm calls or clucking; this was
made for auditory imprinting not oriented towards a special message signal.
The same call was played back in the hatching room during the incubation and
hatching time.
The duration of each imprinting session is one hour, and it is repeated three
times for every chick with one hour resting intervals. This type of imprinting
setup corresponds to the state of the art [22, 23], and even goes beyond it in
some characteristics. For example, in modern studies, computer screens are
used to expose the imprinting object; we, on the other hand, provide a real
agent that is moving and vocalizing. Besides this, the imprinting capacity of
our device is higher, since each robot treats several chicks simultaneously, ten
in our tests. The robot allows also to test the multi-modality of the imprinting
learning by allowing the separate and programmable control of color, sound and
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Figure 3: Design of the imprinting apparatus. Each box has ten individual compartments to
house chicks. During the imprinting session robots move along the walls in front of the boxes,
giving chicks a chance to observe it and to develop an attachment.
movement patterns.
2.2. Visual tracking of animals and robots
We use a Scout scA1000-30gc color camera by Basler Vision Technologies
with a CS-mount T3Z2910CS varifocal lens by Computar. The camera is based
on a Sony CCD sensor and has a resolution of 1032×778 pixels and a maximum
frame rate of 30 frames per second. Twelve lamps were uniformly fixed on the
ceiling to provide lighting conditions as homogeneous as possible. A common
daylight lamp is a source of a strong infrared (IR) emission that affects the IR
sensors of the robot. To resolve this issue, we used lamps with reduced infrared
emission FQ49W/965 by OSRAM.
The camera uses a Gigabit Ethernet connection to transfer video to the PC.
The experimental PC has an eight-core Intel CoreTM2 Quad processor and 2 GB
of RAM. It runs the monitoring and recording software and the Graphics User
Interface module of the robot control system. It also serves as a temporary
storage of the experimental data recorded during the day, before the data is
transferred to external hard drives.
We used two different approaches to track chicks – one solution for a real-
time tracking that provides only positions of chicks without keeping individ-
ual trajectories and another solution for an off-line data analysis that extracts
trajectories for every animal. Two different techniques were used for several
reasons, first of all, during the experiments what we need to know are positions
of robots and animals to make the robot respond to the group displacement;
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in the same time reliable individual trajectories are less important here. In
contrast, for understanding individual behaviors the trajectories are essential as
they form the basis for further analysis. Another reason is the complexity of the
fully automated tracking in cases when simultaneously several chicks are hid-
den occasionally behind the robot during an experiment that makes the reliable
automatic trajectory association a difficult task, and thus an option to correct
results manually is needed.
For real-time tracking we used the SwisTrack software. SwisTrack is an open
source component based cross-platform tracking software initially developed to
track cockroaches and robots [24]. For image processing, SwisTrack relies on the
OpenCV computer vision library [25]. The routine to track robots and chicks
displacements is presented in Figure 4a. The robot position and orientation
are defined by three color markers on top of it (see Section 3). Markers can
be detected by subtracting the color of the markers from the input image and
binarizing the result with a predefined threshold. The same approach is used
to track the positions of individual chicks at each video frame. We also esti-
mate the group position as a whole, that is, the group center of mass and size.
Several appropriate components were implemented to the SwisTrack to do this
task. Estimated robot position and orientation, chick positions and group pa-
rameters are transferred to the robot control system through the wireless radio
connection. SwisTrack is also used for recording the experiments.
In the off-line tracker for the image segmentation we use the Gaussian mix-
ture model (GMM) based clustering approach that is one of the popular tech-
niques for image segmentation; the variational Bayesian approach used for train-
ing is more robust than the classical maximum likelihood (ML) method that
suffers from the over-fitting problem in cases when some chicks are acciden-
tally hidden behind the robot. The variational Bayesian approach handles this
problem by adapting the number of components and pruning the components
that are not used [26, 27]. It is also free from the singularities problem of the
ML-based training approach. Figure 5 demonstrates the result of the sample ex-
perimental image clustering by using the variational Bayesian GMM approach.
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(a) Data flow in the real time vision system. The robot position and orientation are defined
by three color markers on top of it. Chick detection is also color based. Estimated robot
position and orientation, chick positions and group parameters are subsequently sent to the
robot control systems.
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(b) Data flow in the off-line tracker. The variational mixture of Gaussians approach is used
for the image segmentation, and particle filters are used to initialize mixture parameters. If
necessary, tracking results can be manually corrected.
Figure 4: Tracking overview. Two approaches to track chicks are used: a solution for a
real-time tracking and another one for an off-line trajectories extraction.
The initial values for the parameters are chosen, as suggested in [26].
A well-known limitation of the GMM based clustering lies in the mixture
parameters initialization procedure: to get good segmentation results, we must
provide reliable initial conditions. Moreover, while detecting positions of chicks,
the clustering provides no information about their behavior in time (i.e. no data
association). Hence, it is desirable to combine the clustering with some method
able to track chicks by probabilistically integrating all measurements available
up to the current time. It was shown that particle filters provide an effective
way to track acoustic and visual targets [28, 29]. Using a sequential Monte
Carlo method, particle filters recursively estimate the probability density of the
unknown source state conditioned on all the received data up to and including
the current frame.
At time t we model every chick c = 0, 1, ..., C − 1 by using P particles at
positions x
(t)
c,p, each with its weight w
(t)
c,p. The state vector for particles has four
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Figure 5: Detection of the chick positions. On the left: the GMM clustering suffers from
over-fitting when some chicks are not visible. On the right: a variational Bayesian GMM
automatically adapts the number of components in the mixture.
dimensions, two for position and two for speed:
s(t)c,p =
 x(t)c,p
x˙
(t)
c,p
 .
We use the sampling importance resampling algorithm with a predictor in
the form, used in [28], as it was shown to work well in practice. The model is
defined as
x˙(t) = ax˙(t−1) + bFx, x(t) = x(t−1) + ∆T x˙(t),
where a = e−α∆T , b = β
√
1− a2, Fx is a normally distributed random variable
and ∆T is the time interval between two frames. The positions of the chicks,
predicted by the filters, are used as initial means values of the Gaussians for the
clustering procedure. The tracking routine is shown in Figure 4b. Our tracking
approach is similar to ones used to track flies in off-line [30] and fish in on-line
[10] tracking software.
For about 0.7% of the frames, the tracker fails to associate chicks to the
corresponding trajectories; usually this happens when several chicks form a
dense group or are simultaneously hidden behind a robot. In such cases, tracking
results had to be corrected in a manual mode that is specially provided in the
tracker for this purpose.
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Figure 6: The remote monitoring interface gives a virtual representation of experiments in
real time.
The coordinates of the robots and the animals extracted from the video
were mapped to the real-world coordinates (in mm) by using the calibration
routine based on the Tsai’s calibration technique [31]. For our setup, the average
absolute calibration error is 3.1 mm and the maximal calibration error is 6.1
mm.
2.3. Remote viewer to monitor experiments in real time
To avoid bias in the behavior of the animals, nobody is allowed to be in the
experimental room while the experiments are running. To remotely observe a
situation on the arena, we developed a lightweight and simple multi-platform
remote viewer that connects to the SwisTrack through TCP/IP and provides a
3D representation of the arena (Figure 6). The data stream is coded by using
the NMEA 0183 protocol; since only coordinates are transferred, the load on
the network is considerably lower than if we would transfer a video stream.
An useful feature of the remote viewer is an embedded robot failure detection
module presented in Section 4.2.
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3. The PoulBot robot
In this section, we discuss in detail the hardware design of the PoulBot robot,
its control system, and the audition system designed for the robot.
3.1. Hardware design
The design of the body and the behaviors of a robot dedicated to experiments
with animals have to take into account relevant sensory modalities and behaviors
of the animal under study [32]. As it was mentioned, to make the robot accepted
by the animals we used the filial imprinting mechanism. The primary tendency
to follow is inherited by chicks, but they learn what to follow. Still, there are
inherited constraints on what they may learn: chicks are more likely to imprint
if the object is about the size of a hen than if it is much smaller [18]; they
prefer the patterned object to the plain [33], and the moving objects are more
attractive than the stationary [34]. Chicks are likely to be imprinted if the
color of the object is strongly distinguishable from the background, with red
and blue to be the most attractive colors [35]. Auditory stimuli are also of high
importance for imprinting; the chicks are more likely to imprint if the object
emits calling sounds than if it is silent [36].
Based on this results, in the beginning of this project we draw up the fol-
lowing specification for the robot: dimensions of the robot have to correspond
to the dimensions of an adult chicken; it has to be able to travel in an envi-
ronment conducive to chicken experimentation, indoor or outdoor, considering
droppings; the battery runtime has to be up to several hours, depending on the
type of the experiment. The robot has to carry a color pattern, to be capable
of emitting a sound from a library of available sounds and to be capable of
detecting and reacting on sounds emitted by animals. Finally, the robot has to
provide wireless communications with a central fixed processing unit.
The robot that we built and named PoulBot is presented in Figure 8. This
track-type mobile robot is a configuration of the marXbot robot [37] – a mod-
ular research robot developed at EPFL. Thanks to its modular structure, the
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Figure 7: Overview of the hardware architecture of the PoulBot robot.
marXbot can be adapted to various research projects: we can remove modules
that are not needed, and we can also develop new modules, depending on the
specifications that the robot has to fulfill. For the PoulBot robot we used two
modules of marXbot: a base module providing energy, means for locomotion,
motion and rotation sensors, short-range proximity sensors and a speaker, and a
main computer board featuring an ARM processor, Wi-Fi and Bluetooth mod-
ules, a speaker, and an omnidirectional camera. The following modules were
developed in our project: a pattern module allowing a robot to carry a specific
pattern, a plexiglass bumper providing passive protection to chicks, an extra
ring of proximity sensors placed above the color pattern module, and a micro-
phone array. On the top of the robot we fixed three color markers used to track
the robot position and orientation as it will be shown below.
Every module of the robot consists of one or several Microchip dsPIC33
microcontrollers that drive the sensors and/or actuators of the module (Figure
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Figure 8: The basic configuration of the PoulBot robot consists of six modules providing the
robot with locomotion, sensing and communication capabilities.
7). The microcontrollers have a processing power of 40 MIPS and are connected
with each other and with the main computer of the robot through the controller-
area network (CAN) bus [38] that supports both multiple masters and master-
slave mode and provides velocity up to 1 Mbit/s. Such a distributed processing
allowed us to achieve a real parallelism of control, based on an event-based
communication among modules [39].
The standard configuration of the PoulBot robot is presented in Figure 8 and
consists of the following modules: the base module, the bumper, the pattern
module, the main computer board, the wall detection module; the microphone
array can be additionally installed on the robot.
The base module has two treels – a combination of tracks and wheels that
guarantee stable contact with the ground and remarkable maneuverability. The
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module is also equipped with a gyroscope, an accelerometer, an RFID reader,
24 short range infrared proximity sensors around the robot used to detect and
avoid obstacles, and eight infrared ground sensors facing down. The power is
provided by a replaceable 38Wh lithium polymer battery. To protect chicks
from the tracks of robots we use the plexiglass bumper. The bumper is not
transparent so as to prevent the chicks from been imprinted on the wheels
especially since the bumper is a part of the robot that is at eye level of a young
chick. It has windows for IR sensors.
It was said above that a pattern placed on the imprinting object improves
the imprinting results. A plastic tube is mounted above the base module, it
envelopes the top IR sensors module. A paper color pattern can be fixed on it
and was used in first experiments, later, to have a possibility to change color
pattern dynamically we developed a RGB LEDs pattern module inside the tube.
In this latter case the plastic tube serves as a light diffuser. The module consists
of three rings of RGB LEDs mounted one above another and a nontransparent
replaceable pattern tube. Every LEDs ring consists of 24 diodes that are driven
by a dsPIC33 microcontroller and isolated from one another by nontranspar-
ent horizontal and vertical partitions to clearly separate the light sources. The
intensity and color of every LED can be set separately, thus allowing the pro-
duction of a variety of colors and spatial combinations (Figure 9). Thanks to
the replaceable pattern tube, different shapes of pattern elements can be tested.
This technique is similar to the approach used in studies on cognition abilities
in domestic chicken, where LCD screens are used to show different shape and
colors [23, 40].
We needed the robot to be capable of moving safely on the arena, minding
walls and chicks. The IR sensor ring at the base was not enough since it informed
us about all types of obstacles (walls and chicks), and such was not desirable
since we wanted the robot to react differently on their presence. To address
this limitation, an additional short range proximity infrared sensors ring with
24 sensors was placed on the top of the robot. Being high enough to guarantee
that it does not perceive the chicks, this ring is used to detect and avoid walls.
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Figure 9: A color pattern is placed on the robot to improve the quality of imprinting. A paper
color pattern (on the leftmost image) can be used in the simplest case, alternatively we can
use a RGB LEDs pattern module to produce various color patterns that can be dynamically
changed.
Figure 10: The microphone array and the acquisition board. Here the microphone array is
mounted on the support to be used separately from the robot.
The distributed microcontrollers of the robot efficiently cope with managing
the motors and most of the sensors, as well as with running low level behaviors.
But for higher level activities (e.g., mapping, localization, path finding, or nav-
igation) and to manage sensors demanding a significant computational power
(such as vision or audition), a more powerful processing unit is needed. The
PoulBot main board central computer is a 533MHz Freescale i.MX31 with 128
MB of RAM. It runs Linux 2.6.33; the communication with microcontrollers is
carried out through the translator that links CAN network with a serial port of
the i.MX31. A three megapixels camera facing up is connected to the central
computer and provides an omnidirectional vision. The main board also provides
Wi-Fi and Bluetooth wireless connectivity.
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To endow the robot with a capability to localize several sound sources we
developed an audition module for the PoulBot robot. It consists of a micro-
phone array and the acquisition board that can be mounted on the robot or
used separately. The circular array consists of 16 microphones and has a diam-
eter of 15 cm that corresponds to the diameter of the robot (Figure 10). The
uniform circular array geometry was chosen, since comparing with the linear
array geometry it is free of such limitation of a latter one as left-right ambi-
guity, non-unique direction vectors resulting in grating lobes, and non-uniform
resolution over the entire horizon [41]. When selecting number of sensors we
considered two variants: 8 and 16 microphones, since with more microphones the
computational burden would be too heavy for the main processor of PoulBot.
The analysis of squared aperture smoothing function |W (~k)|2 and of maximum
sidelobe level function [42, 43] showed that the array of 16 microphones has
significantly better anti-aliasing properties than the array of 8 microphones (see
Figure 11 for details). In the acquisition board we use a Cypress FX2 host
controller for data acquisition and transfer; the board is capable of sampling 16
microphones synchronously, with 16-bit resolution and sample frequencies up
to 50 kHz. The data acquisition is done in real time and the acquired data is
transferred via USB 2.0 High-Speed. The board can be connected directly to
the USB port of the i.MX31 main board of the robot or to the external PC [16].
The robot lifespan without recharging is about one hour if the RGB LEDs
pattern module is used and up to three hours without it. That in principle could
limit the maximum experiment duration, but thanks to the marXbot’s multi-
battery recharging station developed for the collective robotics experiments [37]
and the robot hot swap capability, the battery can be automatically replaced
during the experiment.
Four PoulBot robots were built thus we could run multi-robot experiments
and to have several spare robots.
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Figure 11: Design of the PoulBot audition system, comparing cases of 8 and 16 microphones.
From left to right: (a) sensors locations on circular arrays of 8 and 16 microphones; (b) values
of |W (~k)|2 for two cases, here W (~k) is the aperture smoothing function and the vector ~k is the
wavenumber vector those direction corresponds to the direction of a plane wave propagation
and |~k| = 2pi/λ, where λ is a wavelength [42]. Here fmax is taken to be equal to 10 kHz and
the white circle corresponds to wavenumber vectors up to 2kmax = 2
2pifmax
c
, where c is the
speed of sound [43]. The mainlobe is given by W (0), we can also observe a number of sidelobes
(smaller amplitude peaks not located at zero wavenumber). Sidelobes correspond to directions
from which we will pick up an interference while listening from a given direction. It can be
seen that the array of 16 microphones has significantly better anti-aliasing properties than
the array of 8 microphones array, as the latter has ghost peaks whose values are almost equal
to the mainlobe. (c) The radial profile (blue) and maximum sidelobe level (red) functions
characterize anti-aliasing properties for two microphone arrays [43]. It can be seen that for
16 microphones, a ratio between the mainlobe and sidelobes is around 2.5.
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Figure 12: The localization of a calling chick by a microphone array. (a) The view of the arena
from the side and (b) an overhead camera. (c) The call waveform. (d) The call spectrum.
(e) The result of applying the sound localization system. The rectangular marks a chick
producing calls. (f) The detected sound sources directions, corresponding to maximal peaks
of the beamformer output energy. The sound sources directions due to reflections can be
filtered out, as it is described in [16].
3.2. Sound source localization with a microphone array
As was mentioned, vocal communication plays an important role for birds.
The principal sound signals of the domestic fowl chicks, as well as for youngsters
of many other species of birds, are the calls of distress and of pleasure; these
calls reflect a state of security or insecurity felt by the chick [20]. Thus to react
to such calls the robot has to be able to detect them and to localize chicks that
call.
In last two decades acoustic arrays have been used in biology to localize
wild-life animals and monitor their interactions; for an overview see [44]. In
such applications usually the large array are used distributed in the wild that
allows to provide a more detailed and precise data. In robotics, the field of
robot audition is still in its infancy, it is far behind artificial vision. However,
currently, this field is a subject of much research [28]. The most advanced of
the modern robotic audition systems, HARK by Kyoto university [45], however,
to work in real time, this system demands a modern multicore processor with a
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sufficient amount of RAM which is not available for the moment on small mo-
bile robots. There were attempts to adapt advanced acoustic methods to run
on DSP [46], but the resulting performance was significantly below the original
one. For this reason, less computationally expensive methods are usually used
in audition systems for mobile robots. For example, a delay and sum beamform-
ing is a common method for sound sources localization [47, 48]. In the sound
localization systems, based on the beamforming approach, microphone arrays
are steered to multiple directions and the maxima of output signal energy are
then searched. An advantage of this approach over other sound localization
methods, such as for example those based on time-difference of arrival informa-
tion or techniques adopting spectral analysis concepts, is that beamforming can
be used for wideband signals and multi-speaker cases [49].
We use the interpolation beamforming – a modification of the delay and
sum beamforming method [50]. Let xm(t) be an input signal for the m-th
microphone, m = 1, 2, ...,M , and let θ be an arbitrary direction in the plane of
the microphone array, θ ∈ [0, 2pi). The output of the classical delay-and-sum
beamforming steered to the direction θ has the following form:
yθ(n) =
M∑
m=1
xm(n− τˆθm),
where τˆθm is an approximation in sample units of τ
θ
m – a time of arrival difference
between the m-th microphone and the array centroid. The output energy of the
beamformer steered to direction θ over a frame of the length N is given by:
E(θ) =
N∑
i=1
yθ(i)2. (1)
If a sound source is located in direction θ′, then the beamformer output energy
E(θ) will have the local maximum at the point θ′.
The main drawback of the delay-and-sum beamforming lies in the sampling
procedure: to approximate time delays τθm required for beam steering with a
reasonable precision, signals have to be sampled at a rate much greater than
the Nyquist frequency. The interpolation beamforming method overcomes this
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constraint by temporally interpolating the sensor data before the beamforming
operation. It allows the sampling of input data at Nyquist rate. The interpo-
lation is performed by zero padding the sensor data and passing the resulting
sequence through a finite impulse response (FIR) low-pass filter.
To guarantee that all microphones of the array have the same gain we use
the microphone gain self-calibration procedure proposed in [51]. The procedure
is based on a projection of microphone coordinates on the direction of sound
arrival line, followed by an approximation of received energy levels.
3.3. Robot control
To build the control system of the PoulBot we used a behavior based ap-
proach [52]. Behavior based systems are known to work well in dynamic en-
vironments where fast reaction and high adaptability are important. These
characteristics make the behavior based approach a natural choice when design-
ing a control system for a robot that interacts with animals. The PoulBot is
equipped with a set of primitive behaviors tightly bonded with the sensors and
actuators of the robot. Each primitive behavior serves to achieve a particu-
lar goal or to perform a specific activity. Examples of primitive behaviors are
“follow-wall”, “emit-sound”, “go-to-target”, etc. These behaviors are executed
on the microcontrollers of modules of PoulBot. Some primitive behaviors can
be executed in parallel, for instance, “follow-wall” and “emit-sound” behaviors,
while others might produce conflicting commands, such as “avoid-obstacle” and
“go-to-target” behaviors. In such case we use the priorities base arbitration [53]
to select the primitive behavior to be executed (Figure 13). Some primitive
behaviors in addition receive information on robot’s position and on positions
of chicks from the external vision system described in Section 2.2 through the
wireless connection (Wi-Fi or Bluetooth), for instance in the “go-to-target”
primitive behavior robot’s position is used to compute a heading and a distance
to the goal.
Poulbot’s primitive behaviors are combined to generate complex behaviors
necessary for specific experiments. Complex behaviors can run on the robot
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main board, or on the experimental PC (for debug and demonstration reasons).
On the Figure 13 we show an example of the complex behavior called “wan-
dering”. It was used in the experiments where we studied the robot following
dynamics of the animal group (see Seciton 5.2 for details). When executing
the “wandering” behavior, the robot with an activated pattern and emitting a
sound travels on the experimental arena. It goes straight by executing the “go-
forward” behavior until it meets a wall, then the “avoid-wall” behavior with
a higher priority is activated and the robot turns against the wall and then
again goes straight. Besides, the chick safety behaviors are activated that are
described in details in the next Section. A number of complex behaviors were
implemented, among them the “imprinting” behavior used in the imprinting
procedure, the “remote-controlled” behavior that allows the user to control the
robot very much as a toy car, the “bring-chicks-to-targer-behavior” that serves
to carry out the group following with feedback experiment that we will describe
in Section 5.2.
activate-color-pattern
avoid-chick
emit-sound
avoid-wall
go-forward
avoid-running-over-chick
Behaviors
speaker
color pattern
motor control
Actuators
Priority based
coordination of
output commands
accelerometer
IR sensors (top)
IR sensors (base)
Sensors
Figure 13: Six primitive behaviors are combined to generate the complex “wandering” behav-
ior. The primitive behaviors are sorted in the order of priority, the behavior on top has the
highest priority. Among the competitive behaviors the priority-based arbitration is used that
allows to give the behavior with the highest priority the control of the actuators.
Complex behaviors are activated by the user in the dedicated graphical user
interface (GUI) that runs on the experimental PC; it is presented in Figure 14.
This GUI also allows the user to specify parameters affecting behaviors (e.g.,
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speed, sensors thresholds, etc.) as shown in Figure 15; for instance for the
“wandering” behavior the user can set the following relevant parameters: robot
speed, the color pattern used, sound modulation, accelerometer threshold. The
GUI also provides the user with the information on the status of the robot, such
as battery charge level and current executed behavior.
Figure 14: The graphical user interface of the PoulBot control system. On the left side is
the virtual view of the experimental arena that receives data on robot’s and chicks’ positions
from the external vision system, while on the right side is the list of connected robots and the
control elements of the selected robot that allow the user to activate a specific behavior and
to specify its parameters.
4. Safety measures for animal experiments
In experiments where animals and robots share the same physical environ-
ment, there is always a risk of a robot accident that can lead to animal injuries.
Besides fundamental ethical reasons, in the case of an accidental injury or death
of an animal before the end of experiment, the data collected on this animal
most of the time cannot be used for further analysis as it is not complete; in the
case of the experiments on the collective and especially social behavior, when
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Figure 15: The graphical user interface provides an access to parameters of robots behaviors
such as speed, thresholds for different sensors, etc.; the parameters are logically grouped in
several tabs.
animals are observed in groups, it is even worse, since in this case the whole
group is impaired and has to be removed from further tests. Thus in projects
where the robotic devices are used in biological studies, safety becomes a key
issue. However the topic of robotic safety in experimental biology has not been
given sufficient attention yet, to best of our knowledge there are no studies that
addresses this issue. In our work to design a safe robot we adapted the safety
recommendations originating from the field of physical human-robot interaction
[54]. The safety elements were introduced in the mechanical design of the robot,
its control system and into the experimental environment.
4.1. PoulBot on-board safety systems
To make PoulBot safer for chicks, we used a combination of several passive
and active safety measures. First of all, in the mechanical design, the plexiglass
bumper was used as a passive mechanical protection (Figure 8). The tracks of
the robot are very efficient on the rough terrain, but they constitute a danger
to the chicks since chicks have relatively long toes which can get stuck between
the track lugs. This could lead to injuries, or even to make a robot run over
a chick, and such can be life-threatening. The plexiglass bumper reduced the
potential for wounds.
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Second, safety behaviors were implemented that rely upon the proximity
sensors and the accelerometer at the robot base to detect and avoid collisions.
For a collision avoidance the “avoid-chick” behavior was added that serves to
reduce the risk of collision with a chick and to minimize the eventual effects of
such a collision. This behavior uses the data from the IR sensors of the base and
top modules; these sensors have a short range: the values that they provide are
reliable up to 3 cm. As an obstacle avoidance technique we use the vector field
histogram (VFH) method [55]; in this method, once the IR sensors of the robot
detect an obstacle, the sensors data is used to create a local occupation polar
histogram. A threshold value is used to determine the obstacles’ free directions.
Then, a direction closest to the original moving direction is selected and the
corresponding steering angle is set. This behavior runs on the microcontroller
of the base module responsible for driving the IR sensors.
The second safety behavior is called “avoid-running-over-chick” and comple-
ments the “avoid-chick” behavior in those cases when IR sensors do not detect
a chick, for instance, if a chick has fallen asleep during the experiment and
hence lies below the level of the sensors. In such cases, a collision risk grows
and there is the possibility that the robot will run over the chick. The “avoid-
running-over-chick” behavior was designed to reduce the potential injuries of
such a collision. It uses the accelerometer readings to detect when a robot is
not on a flat ground anymore. In this case, it makes the robot to roll back and
to turn away from the initial direction of movement. Safety behaviors have a
higher priority with resepct to standard experimental behaviors.
Still sometimes the robot can be unaware that his behavior is not normal
anymore, due to the fact that it has access only to the local information. In
this an external failure detection system can be used that observes the situation
on the arena and interrupts the experiment if a non-planned situation happens.
Such a system is presented in the next section.
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4.2. External failure detection systems
In Section 2.3 we presented a remote viewer that connects to the SwisTrack
through TCP/IP and provides a 3D representation of the arena. An additional
plug-in to this viewer was developed that automatically analyses the experi-
mental situation to detect abnormal situations. This can be done thanks to the
typical predictability and repeatability of the robotic behavior in the animal
experiments, guaranteeing that experiments can be repeated many times in the
same conditions, potentially allow us to replace a human observer by a trained
automatic classifier. The idea is to train the classifier to automatically recog-
nize behaviors executed by the robot, in this case the unexpected behavior (due
to an accident or malfunctioning of the robot, for instance) will be considered
as an outlier and the system has to warn the user. For this purpose we used
the novelty detection technique based on the extreme value theory (EVT), in-
troduced in [56]. This technique uses a Gaussian mixture model to represent
the data distribution, then it examines the distribution tails and estimates the
probability that a given instance is a extreme value in the distribution model.
To train the model to recognize behaviors the following parameters can be used:
duration of the behavior, mean linear speed of the robot, mean absolute rotation
speed of the robot, mean distance from the robot to the closest wall, etc. More
detail on the system and experimental results can be found in [17].
5. Experiments
In this section we demonstrate that the PoulBot robot can be successfully
integrated into the animal group and give several examples of application of our
system in behavior experiments.
5.1. Validation of social integration
As it was mentioned earlier, there are many factors that can affect the quality
of imprinting. We want to show that the imprinting mechanism allows the social
integration of the PoulBot robot into the animal group. After the imprinting
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procedure every chick was tested individually in the “following” test. Every
test was recorded, then an expert looked through videos and labeled the chicks
according to their behavior. A chick was considered to be imprinted on the
robot if it stayed close to the robot and follow it around the arena during the
experiment. Out of 212 chicks 126 were labeled as imprinted resulting in the
imprinting rate of 59.43 % that is comparable and even exceeds the results
reported in the classical studies on imprinting [18, 57].
To show that the phenomenon of the chicks following the robot is related
to the imprinting procedure we compared the reaction on the robot of chicks
in the control groups that did not undergo the imprinting procedure with the
reaction of chicks from experimental groups that had the imprinting sessions.
We analyzed 60 following experiments done with 30 experimental groups and
20 experiments with 6 control groups. Figure 16 gives two examples of arena
occupancy grids corresponding to a typical control group and to a typical exper-
imental group. As it is illustrated by the image, chicks from the control group
tend to stay close to the border of the arena and to move very little, while
chicks from experimental groups travel a lot following the robot. To quantify
this different attitude to the robot we compared for every experiment distances
between the chick group centers and the robot, averaged for the whole exper-
iment. The Kruskal-Wallis test shows that the two datasets are statistically
different (p = 0.52× 10−6), see also Figure 17. We can see that chicks from the
control never stayed close to the robot.
Thus, we have demonstrated that, first, the mobile robots can be successfully
integrated into the animal society by using the imprinting mechanism and that,
second, groups composed of chicks that were subject to the imprinting procedure
demonstrated the robot following behavior that was never observed in groups
composed of chicks that did not undergo the imprinting procedure.
5.2. Demonstrations
Here we give several examples of behavioral experiments that we did by using
the PoulBot robots. All experiments that we conducted are open field, that is,
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Figure 16: Examples of arena occupancy grids for two groups of chicks: on the top left plot
is a test group composed of chicks that underwent the imprinting procedure and on the top
right plot is a control group composed of chicks that were never imprinted on the robot. The
step of the grid is 50 mm. On the two plots below are the corresponding trajectories of the
robot. It can be seen that the chicks from the control group stay immobile unlike the chicks
from the test group that travel a lot around the arena.
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Figure 17: Boxplots corresponding to the four datasets, where the first two are composed of
values of mean distances between a chick group and a robot in group following experiments,
collected for the control groups (B-groups), composed of the chicks that didn’t undergo the
imprinting procedure, and for the experimental groups (H -groups), composed of chicks that
were subject to the imprinting procedure. For every box, the central mark corresponds to the
median value, the top and bottom edges of the box are the 25th and 75th percentiles. The
whiskers mark two the most extreme data points.
the animals and robots are released on the flat arena, and their behavior is then
observed. A number of publications have been prepared based on the collected
data and are being submitted to biological journals.
5.2.1. The following dynamics analysis
In these experiments, robots and chicks were released together on the arena.
The robot emits a calibrated beeping sound and moves at a constant speed; when
it reaches a wall of the set-up it turns away with a random angle. We observe the
behavior of chicks. This type of experiments was done with individual chicks
and in groups. In individual tests we tested the reaction of animals on the
presence of the robot and estimated the level of imprinting of every chick, this
experiment was usually done in the very beginning of each batch of experiments
with the freshly hatched and imprinted chicks and then repeated in the very end
of experiments to check how the following behavior changed as a result of ageing
and learning. In group experiments we investigated the group dynamics in the
robot following, and how individual imprinting level and the social interactions
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between chicks affect it. The main focus in our studies was on this type of
experiments.
5.2.2. The following with feedback experiments
In these experiments, we investigated how introduction of behavioral feed-
back from the robot to the group could improve the following dynamics. The
task for the robot was to bring chicks from one point of the arena to another.
The robot was provided with the positions of chicks and could adapt its behav-
ior by executing one of several strategies: if the chicks stayed behind the robot
could wait for them, or it could go to the goal position and back towards the
chicks, as if indicating where to go. Alternatively, the robot could come back
and pass by the group to pick it up.
5.2.3. Two-choice experiments
We did several types of binary choice experiments, the first one is a following
experiments with a group of chicks, but here instead of one we introduced two
identical robots on the arena and studied how the group selects which one to
follow.
In the second type of binary choice we again use two robots equipped but
this time with different color patterns. The robots were moving in the opposite
parts of the arena. One robot carried the pattern that was familiar to the chicks
since it was used during the imprinting procedure, the second had a pattern that
was different in color or in shape. Chicks were released in the center of the arena
and we observed which robot they selected to join.
6. Conclusion
Robotic devices are becoming a common tool in behavioral biology research,
thanks to the ability to test in an automatic way the animal reaction to various
isolated or multimodal stimuli. However, their complexity, perceptual capabili-
ties, autonomy, and ability are usually very limited. Very few research projects
30
work on robots capable of interacting autonomously with animals by using social
mechanisms.
The aim that we pursued in this study was to build an autonomous mobile
robot that can be accepted by chickens as a part of the group. As a model ani-
mal, we selected the domestic chicken. We developed the mobile robot PoulBot
– a modular mobile robot that can be expanded with various extension modules
if necessary. To do indoor animal-robot experiments, we built an experimen-
tal setup composed of an experimental arena with controlled light conditions,
a video camera fixed on top of the arena, and a PC responsible for recording
the experimental video, running the computer vision system, and providing the
robot with the coordinates of detected objects through a Wi-Fi connection. We
used the presented robots and monitoring tools to run more than 500 hours of
experiments. We have demonstrated that the PoulBot robot can be successfully
socially integrated into the animal group, thanks to the imprinting mechanism
that is confirmed by the following behavior demonstrated by imprinted chicks.
The designed system opens new opportunities in the study of behavior in
domestic fowl by using mobile robots. Being socially integrated into the animal
group, mobile robots can profit from the positive feedback mechanism that plays
key roles in animal collective behavior. The predictability and repeatability of
the robotic behavior guarantees that experiments can be repeated many times
in the same conditions; that is not the case when specially trained animals or
teleoperated robots are used for the same purpose. In the first case, an animal
must be trained for a long time and even in this case we have a less flexible
control over its behavior. Moreover, when a real animal is used, we cannot
test the reaction of animals to “non-natural” behaviors. In the second case,
operators of the robot introduce an inevitable bias into the robotic behavior.
To summarize, in this paper we presented a novel work that achieved so-
cial integration of several robots into a group of vertebrates. We believe that
our system provides a useful toolset in the study of fundamental social mecha-
nisms and advance our understanding of collective animal behavior. The field
of animal-robot interaction is young and we foresee numerous new and promis-
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ing directions of research. One direct field of application is research in animal
behavior. A number of monitoring and data analysis tools was recently devel-
oped to produce automated quantitative ethograms [30, 58, 59]. By combining
embedded social robotic lures with automated ethograms we can achieve an
unparalleled automation of ethological experimentation. In the long term, we
believe that our work could be a basis for the intelligent systems able to man-
age domestic and wild life animal pests or resources. Many domesticated animal
species are social animals, e.g., poultry, cattle, sheep, goat [60]. The concepts
presented here could be applied to such animal societies leading to various agri-
cultural applications such as low-stress management of live-stock. We can also
imagine intelligent systems capable of interacting and influencing the behavior
of unwanted pests to move them away of specific places [61]. Or, on the other
hand, to attract valuable animals used as natural resources, for example, schools
of fish. Finally, by designing mixed societies of animal and robots we open the
way to hybrid systems, where the artificial agents are enhanced by animal ca-
pabilities and, in the opposite way, provide their capabilities to animals. For
example, animals have very good perception abilities for sounds, vision, and
more importantly smell. Artificial agents presenting similar capabilities are still
very far from animal perceptual efficiency. One can also envision animals mak-
ing use of the artificial agent capabilities such as long range communication that
is easily performed by robots. This would lead to novel group behavior based
on natural short range and artificial long range perception.
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