We consider linear nonautonomous second order parabolic equations on R N . Under an instability condition, we prove the existence of two complementary Floquet bundles, one spanned by a positive entire solution -the principal Floquet bundle, the other one consisting of sign-changing solutions. We establish an exponential separation between the two bundles, showing in particular that a class of signchanging solutions are exponentially dominated by positive solutions.
1 Introduction
In this paper we consider the linear nonautonomous parabolic equation
where a ∈ L ∞ (R N × R) and J = (s, ∞) for some s ∈ R or J = R. We have chosen (1.1) as a model for a class of more general equations of the form
where L(x, t) is a time-dependent second-order elliptic operator of divergence form with sufficiently regular coefficients. While the simple form of (1.1) allows us to explain our results and methods without a notational burden, it is representative enough for the whole class (1.2). Indeed, as we demonstrate in the last section, our methods are straightforward to adapt to the more general setting. If R N in (1.1) is replaced by Ω, a bounded domain in R N , and (1.1) is complemented with a suitable boundary condition, there is a number of papers devoted to properties of solutions of (1.1) analogous to properties of principal eigenfunctions of time-independent (elliptic) or time-periodic parabolic problems, see for example [11, 12, 14, 15, 16, 24, 25, 26, 29, 32, 33] . Typical results can briefly be summarized as follows. Let X be a suitable state space for (1.1) (a Banach space in which the initial-boundary value problem is well posed). Then X can be written as the direct sum
where the time-dependent subspaces X 1 (t), X 2 (t), t ∈ R, have the following properties. The space X 1 (t) is the (one-dimensional) span of a positive function, X 2 (t) \ {0} does not contain any nonnegative function; the families X i (t), t ∈ R, i = 1, 2, are invariant for (1.1): if u 1 (·, t), u 2 (·, t) are solutions with u i (·, s) ∈ X i (s), then u i (·, t) ∈ X i (t) for all t > s. Finally, for any such solutions, assuming u 1 is nontrivial, we have the exponential separation estimate ||u 2 (·, t)|| X ||u 1 (·, t)|| X ≤ Ce −γ(t−s) ||u 2 (·, s)|| X ||u 1 (·, s)|| X (t ≥ s), (1.4) where C, γ > 0 are positive constants. The one-dimensional bundle X 1 (t), t ∈ R, referred to as the principal Floquet bundle, is uniquely determined; it is an analogue of the principal eigenfunction for elliptic operators. The exponential separation is a generalization of the fact that the principal eigenvalue of an elliptic operator is larger than the real part of any other eigenvalue. See [14, 16, 25, 26] for a more detailed discussion of the connection of principal Floquet bundles with principal eigenvalues and eigenfunctions. The study of principal Floquet bundles and exponential separation in nonautonomous parabolic equations with general time-dependence originated in [21] , [33] . This research was motivated by some open questions in nonlinear parabolic equations, in particular, the problem of typical asymptotic behavior in periodic-parabolic equations (see [32, 33, 9] ). Other applications can be found in [15, 16, 17, 22, 23, 24, 25, 26, 37] . We also mention that in one space dimension Floquet bundles corresponding to any nodal number can be established, thus extending the classical Sturm-Liouville theorem (see [4, 5, 38] ).
On unbounded domains, similar results for nonautonomous equations do not seem to be available. Of course, one does not expect the exponential separation between positive and sign-changing solutions to be valid in general (consider the Laplace operator on R N , for example). Even in the autonomous case, for the existence of a principal eigenvalue with exponential separation one needs an assumption that the "top of the spectrum" of the underlying operator be larger than the "top of the essential spectrum". In case the essential spectrum is known to be contained in the left half-plane, one needs to assume the existence of a positive eigenvalue, or equivalently, an instability condition on the corresponding semigroup. Under such additional conditions, the existence of a principal eigenvalue and eigenfunction with similar properties as on bounded domains can be proved; see [35] for classical results on autonomous operators and [6, 7] for extensions to time-periodic parabolic operators.
In this paper, we give sufficient conditions under which principal Floquet bundle exponentially separated from a complementary invariant bundle can be established for equations with general time-dependence. The conditions involve an instability assumption on (1.1) as well as a sign condition on the function a (a ≤ 0 near |x| = ∞). Note that in the time-autonomous case, the latter condition guarantees that the essential spectrum of ∆ + a is in the left half-plane.
At this stage we are not attempting to prove the results in their most general form. Rather, our main goal is to understand the effects of the nonautonomous structure of the equation in combination with the unboundedness of the domain on the relative behavior of positive and sign-changing solutions. Even in the simplest example of the nonautonomous equation on R N , the extension of available results on exponential separation (for bounded domains or for autonomous or time-periodic equations on R N ) is far from straightforward. We carry out a natural approach -obtaining the principal Floquet bundle as the limit of the principal Floquet bundles for Dirichlet problems on large balls. The key issues in this approach are uniform (radius independent) estimates of solutions on large balls, which facilitate the passage to a nontrivial limit solution and guarantee that the exponent in the separation does not shrink to zero as the balls expand.
The paper is organized as follows. In Section 2 we collect our standing hypotheses and formulate the main results. Section 3 contains reference material which will be used in the proof of the main theorems. These proofs occupy Sections 4-7. In Section 8 we give an example illustrating the importance of some of the hypotheses. Finally, in Section 9 we state our results in a more general setting of equation (1.2) and indicate the necessary modifications of the proofs.
Main results

Standing hypotheses and some terminology
Throughout the paper we assume that either conditions (A) and (H1) below hold simultaneously or that (A) and (H2) hold. We will specify which of these assumptions are imposed, but as we shall later show, they are equivalent.
(A) There are positive constants d 0 and ρ 0 such that ||a|| L ∞ (R N ×R) ≤ d 0 and a(x, t) ≤ 0 for almost all (x, t) ∈ R N × R with |x| ≥ ρ 0 .
To state the next assumption consider the following problem u t = ∆u + a(x, t)u in B R × (s 0 , ∞),
where s 0 ∈ R, R > 0, and B R stands for the ball in R N centered at the origin with radius R.
(H1) There exist positive constants C 0 , 0 , R 0 with the following property.
For each s 0 ∈ R, problem (2.1) with R = R 0 has a positive solution u
We remark that it can be proved that (H1) holds for all large R 0 if it holds for some R 0 , see Lemma 4.1.
(H2) There exist positive constantsC 0 ,˜ 0 with the following property. For each s 0 ∈ R there exists a (possibly sign-changing) solution φ of (1.1)
Hypotheses (H1) and (H2) are the "instability" conditions mentioned in the introduction; (H2) is formulated in terms of (1.1) and (H1) in terms of the approximation of (1.1) by the Dirichlet problem on a large ball. In Theorem 2.4 we will show that (H1) and (H2) are equivalent.
To simplify the exposition we will adopt the following terminology. The statement "the constant C depends on the given quantities" means that C is determined by (some of) the constants appearing in the conditions (A), (H1), and (H2) above. More specifically, if we assume that (A) and (H1) hold then C may depend (at most) on N , d 0 , ρ 0 , C 0 , 0 , R 0 and if we assume that (A) and (H2) holds then C may depend on N , d 0 , ρ 0 ,C 0 ,˜ 0 .
We will frequently make use of the adjoint problem to (1.1) 4) and the adjoint problem to (2.1) (with s 0 = −∞)
Replacing t with −t in (2.4) we obtain a new equation of the same form as (1.1). We will see below that if conditions (A) and (H1) (or (A) and (H2)) are satisfied for (1.1) then the same is true for this new equation. Thus any result which is stated for equation (1.1) (or (2.1)) can be reformulated to apply to (2.4) (or (2.5)) by replacing t with −t. We will use this observation in the sequel, often without notice.
Statement of the main results
We call a solution of (1.1) (and similarly for other equations in this paper) an entire solution if it is a solution on J = R. The first result establishes the existence of "well behaved" positive entire solutions of (1.1) and (2.4).
Theorem 2.1. Assume (A) and (H1). Then there exist positive entire solutions ϕ, ψ of (1.1) and (2.4), respectively, such that for all
and for all t ≥ s
Here, 0 is as in (H1) and c 1 , c 2 , c 3 are positive constants depending only on the given quantities.
Our main result is the following theorem on exponential separation and principal Floquet bundles. We denote by u(·, t; s, u 0 ) ∈ L ∞ (R N ) the solution of (1.1) with the initial condition u(·,
Theorem 2.2. Assume (A) and (H1). Let ϕ, ψ be as in Theorem 2.1 and let
Then the following statements hold true.
(ii) There are constants C, γ > 0 depending only on the given quantities such that for any u 0 ∈ X 2 (s) one has
We refer to the collection of the one-dimensional spaces X 1 (t), t ∈ R, as the principal Floquet bundle of (1.1) and to X 2 (t), t ∈ R, as its complementary Floquet bundle. Property (ii) is an exponential separation between these two bundles, C and γ are referred to as the constant and exponent of the separation. As discussed in the introduction, the existence of the Floquet bundles with exponential separation extends in a natural way properties of the principal eigenvalue of time-independent (or time-periodic) parabolic problems. The positive entire solution ϕ serves as an analogue of the principal eigenfunction. It is worth mentioning that its exponential spatial decay is related to the exponential decay of eigenfunctions corresponding to isolated finite-multiplicity eigenvalues of elliptic operators (cp. [1, 2, 34] ). Remark 2.3. In statement (ii), the L ∞ -norms can be replaced by L 2 -norms. More precisely, the following statement holds true. There are constants C,γ > 0 depending only on the given quantities such that for any
We include the proof of this fact at the end of Section 5. Since
Note that by Theorem 2.1 the conditions (A) and (H1) imply that (H2) is satisfied withC 0 = c 2 and˜ 0 = 0 . Our next result shows that in fact the conditions (H1) and (H2) are equivalent (assuming (A)). To state it let us recall that it has been proved in [16] that for any R > 0 there exists a unique positive entire solution ϕ R of (2.1) such that ||ϕ R (·, 0)|| L ∞ (B R ) = 1.
Theorem 2.4. Assume (A) and (H2). Then (H1) holds. More precisely, assume that for some s 0 ∈ R there exists a solution φ of (1.1) satisfying (2.3). Then for each 0 <˜ 0 there exist R 0 and C 0 such that
The constants R 0 and C 0 depend only on˜ 0 − 0 and the given quantities (which in this case are N , d 0 , ρ 0 ,C 0 ,˜ 0 ). Consequently, hypothesis (H1) in Theorems 2.1 and 2.2 can be replaced by (H2).
It is natural to ask whether the positive entire solution given by Theorem 2.1 is a unique positive entire solution, up to scalar multiples. The following result gives the uniqueness in a class of localized solutions. This is hardly an optimal result, although restricting the class of admissible solutions is probably necessary for the uniqueness. Similar uniqueness problems for bounded domains have been addressed in several papers, see for example [11, 13, 14, 16, 23, 24, 29] . A different result for nonautonomous equations on time-dependent domains can be found in [28] . Proposition 2.5. Assume that (A) and (H1) or (A) and (H2) hold. Let ϕ be as in Theorem 2.1 and letφ be a positive entire solution of (1.1) such that ϕ(·, t) ∈ L ∞ (R N ) for all t and for some positive constants R, k one has
Then there exists a constant q > 0 such thatφ ≡ q ϕ on R N × R. An analogous conclusion holds for positive entire solutions of (2.4). Theorem 2.4 can be interpreted as a robustness of the instability condition when R N is replaced by a large ball. There are many other robustness results that one can address in connection with exponential separations, see [16] for an account of such results for bounded Lipschitz domains. Many of these results can be carried over to the problem on R N using the methods of the present paper. To keep the length of the paper within reasonable limits, we only prove one of the most basic results, the robustness of the instability condition (and hence the existence of the principal Floquet bundle and exponential separation) for equations with a perturbed coefficient a. We thus consider the problem 
Remark 2.7. (i) If is close to˜ 0 and δ is chosen small enough, specifically, if δ <˜ 0 /2 < , then (2.15) and Theorem 2.4 imply the existence of an exponential separation for (2.13) with constantC and exponentγ depending only on the indicated quantities. Indeed, to apply Theorem 2.4, one first uses the transformation u → e −δt u. This produces the coefficientã − δ, which is negative outside B ρ 0 (by (A) and the condition a −ã L ∞ (R N ×R) < δ) and the transformed positive entire solution ϕ(·, t)e −δt still has an exponential growth.
(ii) Once (H2) holds for some exponent˜ 0 > 0, so that an entire positive solution ϕ is given by Theorems 2.4 and 2.2, the maximal exponential growth in (H2) is achieved by taking φ = ϕ. In particular, we can choose˜ 0 arbitrarily close to (but smaller than) the exponent 16) usually referred to as the lower singular exponent (or sometimes, the lower Lyapunov exponent) of ϕ.
Preliminary results
In this section we collect results that will be used frequently throughout the paper. First, we state the interior Harnack inequality ( [3, 27] ).
Then there is a positive constant C depending only on δ, T , D, d and the given quantities such that
for each t, s ∈ R such that s ≥ δ 2 and
The next result is a generalization of the previous theorem; it has been proved in a more general form for supersolutions of second order linear parabolic equations in [30, Lemma 3.5] . Here, we state it in a simplified form tailored to our needs. In the following text we denote by f + (f − ) the positive (negative) part of a real valued function f . Theorem 3.2. Given R > 0, τ < τ 1 < τ 2 < τ 3 < τ 4 , there is a positive constant κ determined only by R, τ 1 − τ , τ 2 − τ 1 , τ 3 − τ 2 , τ 4 − τ 3 , and the given quantities such that the following holds.
Consider now the following initial value problem
where Γ(x, t; y, s) is the weak Green's function [3] . We refer to [3, Theorem 10] for basic properties of Γ(·, ·; ·, ·). In particular, a simple comparison argument with the heat kernel shows that for any t > s, s ∈ R, it satisfies the following inequality
where d 0 is as in (A). As a consequence we obtain the following lemma. Lemma 3.3. Let u be a solution of (3.3) with u 0 ∈ L ∞ (R N ) such that u 0 (x) = 0 for |x − x 0 | ≤ σ, where x 0 ∈ R N and σ > 0 are fixed. Then for any t > 0 we have
where c(N ) depends only on N .
Proof. First an elementary computation for β > 0 shows that
wherec(N ) > 0 depends only on N . Suppose t > 0. Using (3.4), (3.5), and our assumption on u 0 we obtain
Substituting η = (ξ − x 0 ) / √ 4t in the integral above and using (3.7), we conclude
The following result is an immediate consequence of the standard maximum principle ( [18] ).
Replacing R N by B R , the same estimate holds for solutions of the initial value problem associated with (2.1).
As in this proposition, we often shorten the notation and suppress the argument x of solutions; thus we write u(t) or u(·, t) with the same meaning.
Next, we state another version of the maximum principle.
Lemma 3.5. Suppose (A) holds. Let u be a solution of (3.
. Then for all t > 0 we have
Proof. Denote the right hand side in (3.9) by M . Then the condition (A) guarantees that u − M is a bounded (continuous up to the boundary) subsolution of (1.1) on (R N \B ρ 0 ) × (0, t), which is nonpositive on the parabolic boundary of that set. If the solution u were classical then [18, Theorem 8.
Even though u may not be classical, since we only assume that a is bounded, due to the more general version of the maximum principle for strong solutions [20, Theorem 7 .1], the proof of [18, Theorem 8.1.4] also works in our more general setting.
For future use we formulate here the following corollary which readily follows from Lemma 3.5 and a continuity argument. Note that in this corollary we only assume
Remark 3.7. (i) Obviously, there is nothing special about the interval (0, ∞) in the above results. These results hold in the same way on any interval (s, ∞) with s ∈ R.
(ii) Lemma 3.5 and and Corollary 3.6 apply equally well to solutions of the initial value problem associated with (2.1).
Proof of Theorem 2.1
Throughout the section we assume that hypotheses (A) and (H1) are satisfied. We first collect some known properties of positive entire solutions of the homogeneous Dirichlet problem on bounded domains. For R ≥ ρ 0 + R 0 + 1 (ρ 0 as in (A) and R 0 as in (H1)) consider the problems
and
It is proved in [16] that there are unique positive entire solutions ϕ R , ψ R of (4.1) and (4.2), respectively, with
Moreover, by [16, Lemma 3.9 ] one has
where C(R) > 0 depends only on R and the given quantities, and the same estimate holds for ψ R . We want to prove the existence of entire solutions of (1.1) and (2.4) by taking the limits of ϕ R and ψ R as R → ∞. We prepare the limiting procedure by a sequence of lemmas in which we prove that ϕ R and ψ R have properties similar to those stated in Theorem 2.1 for ϕ and ψ.
We start by proving that the growth of u in (2.2) forces a similar growth of ϕ R for all R > ρ 0 + R 0 + 1 (independently of R).
Lemma 4.1. There is a positive constant c 6 depending only on the given quantities such that for all R ≥ ρ 0 + R 0 + 1 one has
where 0 is as in (H1).
Proof. We first prove that estimate (4.4) holds with 0 replaced with some 1 . Take the solution u as in (H1). We will repeatedly use a comparison between (multiples of) u and ϕ R , with R > R 0 . This is legitimate (on B R 0 ) as they solve the same equation and
This implies, by comparison and (2.2), that for
The Harnack inequality (3.1) then implies
where C(ρ 0 ) > 1 is independent of R. By Proposition 3.4, we also have
. Combining this fact with (4.7), we obtain
is independent of R. Thus (4.5) holds with C(R) replaced byC andt replaced by t 0 +1. We now take τ = (1/ 0 ) ln(2C(ρ 0 )C/C 0 ) (with C(ρ 0 ) as in (4.7)) and obtain, estimating as in (4.6), that
Arguing as above, we consequently establish the existence of t 1 ∈ (t 0 + 1,
where we used (4.7) in the last inequality. We can repeat this process (from now on τ stays fixed) indefinitely to find a sequence {t i } ∞ i=0 with the following properties. For each i ≥ 0, we have t i+1 ∈ (t i + 1,
By the maximum principle (Proposition 3.4), we also have
This and (4.8) imply that estimate (4.4) holds for any t ≥ s ≥ t 0 and some positive constant c 6 and some exponent 1 ∈ (0, 0 ] replacing 0 . The constants c 6 and 1 depend only on the given quantities. Since t 0 ∈ (t,t+τ R ], the estimate holds for any t ≥ s ≥t + τ R and, since there was no restriction ont, it holds for any t ≥ s.
We still need to show that (4.4) holds with the specific exponent 0 (and a possibly larger c 6 ). We first claim that inequality (4.5) still holds for each t if the constant C(R) is replaced by some constant c −1 7 > 0 depending only on the given quantities. If this is true then we are done, for replacing in (4.6) t by s and τ R by t − s we get (4.4) with c 6 = c 7 C 0 . Let us now prove the claim. Using (4.4) (with 0 replaced by 1 ) we find τ , determined by c 6 and
We then use similar arguments as at the beginning of the proof. By Corollary 3.6 (cf. Remark 3.7(ii)), (4.9) implies that for eacht ∈ R there exists
. Then, by the Harnack inequality and Proposition 3.4, we have for t =t + 2τ and
where c 1 and c 7 are positive constants determined by the given quantities. Sincet is arbitrary, this implies the desired estimate. The proof of the lemma is now complete.
For future use, we display here the following property established in the proof of Lemma 4.1.
Corollary 4.2.
There exists c 7 > 0 depending only on the given quantities such that for all R ≥ ρ 0 + R 0 + 1
Let us remark that by [16, Lemma 3.9 and (7.
2)] c −1
where c 8 > 0 depends only on the given quantities. Obviously, inequalities (4.11) and (4.4) (with R = ρ 0 + R 0 + 1) imply
In view of (4.12), the above arguments adapted to the adjoint problem (4.2) give the following lemma.
Lemma 4.3. There exists a positive constant c 9 such that for all R ≥ ρ 0 + R 0 + 2 the following inequality holds
where 0 is as in (H1) and c 9 depends only on the given quantities. Moreover, estimate (4.10) also holds with ϕ R replaced by ψ R .
Estimates (4.4) and (4.13) will enable us to prove (2.7) for a suitable limit ϕ of ϕ R . We now prove a spatial exponential decay estimate for ϕ R (ψ R ) which will enable us to prove (2.6).
Lemma 4.4. For any R ≥ ρ 0 + R 0 + 2 the following inequality is satisfied
14)
where c 6 and 0 are as in Lemma 4.1. The same estimate holds if ϕ R is replaced by ψ R and c 6 is replaced by c −1 9 , with c 9 as in Lemma 4.3.
Proof. Replacing ϕ R (x, t) by e − 0 t ϕ R (x, t) (which does not affect (4.14)), we can assume for a while that a(x, t) ≤ − 0 < 0 for (x, t) ∈ R N × R with |x| ≥ ρ 0 . Given any t 0 < t we define
where q = (1/c 6 )||ϕ R (·, t)|| L ∞ (B R ) and c 6 is as in Lemma 4.1. It is a routine calculation (similar to that in [31, Proof of Lemma 2.4]) to verify that for each t 0 < t the function ζ R is a supersolution of (4.1) on the set Q = {(x, s) ∈ (B R \ B ρ 0 ) × (t 0 , t)} dominating ϕ R on the parabolic boundary of Q. By the maximum principle, ζ R then dominates ϕ R on all of Q, in particular,
By the definition of q and since c 6 ≤ 1 (take t = s in (4.4)), the same estimate is trivially satisfied for x ∈ B ρ 0 . This proves the lemma.
We are now ready for the proof of Theorem 2.1.
Proof of Theorem 2.1. Let R n → ∞ as n → ∞ and let ϕ Rn be the unique positive entire solution of (4.1) with R = R n satisfying ||ϕ Rn (·, 0)|| L ∞ (B Rn ) = 1. Corollary 4.2, Harnack inequality, and the maximum principle imply that for some c > 0 we have ||ϕ Rn (·, t)|| L ∞ (B Rn ) ≤ c e c |t| for all t ∈ R and all n ∈ N. More specifically, for t ≥ 0 this is a direct consequence of Proposition 3.4. To prove it for t ≤ 0, one combines the maximum principle with (3.1) and (4.10). We next use a standard limiting argument (see [3] , for example) to find a limit of ϕ Rn in C loc (R N ×R). It goes as follows. The bound on ϕ Rn just established and parabolic interior estimates imply that on any fixed compact subset K of R N × R the functions ϕ Rn with n sufficiently large are Hölder continuous and have a Hölder norm bounded by a constant independent of n. Consequently, passing to a subsequence if necessary, ϕ Rn (·, ·) converges locally uniformly in R N × R to a nonnegative solution ϕ of (1.1). Corollary 4.2 and the normalization assumption on ϕ Rn imply that ϕ is nontrivial and hence (by Harnack inequality) positive on R N × R. Moreover, Lemma 4.4 shows that the convergence of ϕ Rn (·, ·) to ϕ is uniform on R N × [−t, t] for all t > 0. Using this fact, Lemma 4.4, and Lemma 4.1, one immediately obtains (2.6) and (2.7) for ϕ. The same arguments apply equally well to ψ Rn and we establish the existence of a positive entire solution ψ of (2.4) with the properties as stated in Theorem 2.1. The proof is thus complete.
Proof of Theorem 2.2
Let ϕ and ψ be as in Theorem 2.1. The proof of statement (i) uses the following identity for solutions of (1.1) and its adjoint equation (2.4).
. Using (3.4), the Fubini theorem, and [3, Theorem 10], we can compute for any t ∈ (a, b]
completing the proof.
Proof of Theorem 2.2(i). The fact that
, t ∈ R, as stated in (i), follows from (5.1). The invariance of X 1 (t), t ∈ R, is obvious. Since ψ(t) > 0, the space X 2 (t) contains no (nontrivial) nonnegative function. On the other hand, X 1 (t) is spanned by a positive function, hence
. This in conjunction with a dimension-codimension count yields (2.8).
The next result follows from Lemma 5.1 and the maximum principle. The details of the proof are the same as for bounded domains [14, 29] and are therefore omitted.
The proof of statement (ii) of Theorem 2.2 was inspired by some ideas of [12] . We feel that it may be helpful for the reader if we first give a heuristic outline. Let u be as in Theorem 2.2(ii). Define
where t ≥ s. Lemma 5.2 states that the function ξ(t) is nonincreasing. It has been proved in [29] , where equations on smooth bounded domains Ω ⊂ R N are considered, that the corresponding function is in fact exponentially decreasing (uniformly for all u). It was also shown in [29] , that this exponential decay can be used for the proof of an exponential separation estimate. In the case of Ω = R N , ξ may fail to be exponentially decreasing (uniformly in u), however, it is still useful in our analysis. To establish estimate (2.9) we use the following strategy. For a specified unit of time, τ 0 , we analyze the relative decrease of u with respect to ϕ during that time. More precisely, if
. This "trade off" between the relative decay of u with respect to ϕ and the decay of ξ is sufficient for the exponential separation estimate.
We start with some useful estimates on the functions ϕ and ψ.
Lemma 5.3. (i)
There is a constant C 1 depending only on the given quantities such that
(ii) For any r > 0 there is a positive constant C 2 (r) depending only on r and the given quantities such that
Proof. We first prove (ii). By Proposition 3.4 and (2.7), we have
where C ϕ > 0 depends only on the given quantities. Referring to the Harnack inequality (Theorem 3.1), we see that estimate (5.3) for ϕ is a consequence of (5.4), (2.6). The arguments for ψ are similar. Now, by Lemma 5.1, ϕ(·, t), ψ(·, t) ≡ const. This in conjunction with (5.3), and (2.6) readily imply (5.2).
In the following text we denote by f + (f − ) the positive (negative) part of a real valued function f . For the remainder of this section we define C and τ 0 by
where c 2 and 0 are as in Theorem 2.1. Note that τ 0 depends only on the given quantities and that inequalities (2.7), (3.8) (applied to ϕ, with s = 0, t = 1) force τ 0 > 2.
Lemma 5.4. Let u be a solution of (3.3) with u 0 ∈ L ∞ (R N
. Then there is a positive constant µ < 1 depending only on the given quantities such that if
Proof. Let u 1 , u 2 be the positive solutions of (3.3) with initial conditions equal to u 0+ and u 0− , respectively. Note that by uniqueness of solutions of (3.3) we have u = u 1 − u 2 . Our first goal is to prove the following claim. For all r > 1 sufficiently large there exists c 10 (r) > 0, depending only on r and the given quantities, such that c −1
First note that our assumptions and Proposition 3.4 imply that
(5.8) These inequalities and Corollary 3.6 imply the existence of t 0 ∈ (1,
(otherwise replace u by −u). These considerations and Proposition 3.4 imply the following estimates
whereC > 0 depends only on the given quantities. It then follows from Proposition 3.4 and the Harnack inequality (3.1) that
for all r ≥ ρ 0 and some C 1 (r) > 0 depending only on r and the given quantities.
We next prove a similar estimate for u 2 . The assumption u 0 , ψ(0) = 0 and Lemma 5.1 imply
Taking r = ρ 0 in (5.9), and combining the resulting inequality with (5.3), we obtain
whereC 3 depends only on the given quantities. Now, by (5.2) and (5.4),
, and hence
with C 3 depending only on the given quantities. On the other hand, by Proposition 3.4,
and we have the exponential estimate (2.6) for ψ. Therefore, for some r 0 = r 0 (C 3 , C, c 1 ) > 0 (c 1 is as in (2.6)) we must have
Consequently, there is a point x 0 ∈ B r 0 such that
. This inequality in conjunction with (3.1) and Proposition 3.4 imply (5.9) with u 1 replaced by u 2 . Obviously, inequality (5.9) used for both u 1 and u 2 implies (5.7), finishing the proof of the claim. Fix r = ρ 0 in the inequalities (5.7) and (5.9) above. An elementary estimate using (5.7) gives
Inequalities (5.9) (applied to both u 1 and u 2 ), (5.3), and (2.6) imply that for i = 1, 2
Bρ 0
for some positive constants C 5 , C 6 depending only on the given quantities. Using (5.11), (5.12), and Lemma 5.1 we obtain
We thus get the desired claim with µ = 1 − C 6 c −1
10 (ρ 0 ), which clearly depends only on the given quantities.
Lemma 5.5. Let u be a solution of (3.3) with u 0 ∈ L ∞ (R N ) such that u 0 , ψ(0) = 0. Then there exists δ 0 > 0 depending only on the given quantities such that the following implication holds (with ξ(t) = |u(t)|, ψ(t) ):
Here τ 0 and C are the constants defined in (5.5).
Proof. For r > 0 to be specified below we write
where χ r : R N → R is a smooth function such that 0 ≤ χ r ≤ 1 and χ r (x) = 1 for x ∈ B r and χ r (x) = 0 if |x| ≥ r + 1. Let u i , i = 1, 2, be the solution of (3.3) with u 0 = u i0 so that u = u 1 + u 2 . We first estimate
In that we can assume without loss of generality that u 2 ≥ 0. Indeed, otherwise, writing u 20 = u 20+ − u 20− , we would estimate each of the nonnegative solutions of (3.3) with the initial condition u 20+ (u 20− ). Define the set
If M is empty then by Corollary 3.6
If, on the other hand, M is nonempty, then by Proposition 3.4 and Lemma 3.3 we have the following estimates for any
Choosing r = r 0 > 1 sufficiently large (independently of u 0 ) we obtain It is clear to see that there exists r 1 > 1 depending only on N , d 0 , τ 0 , r 0 , and
. We finally need to estimate |u 1 (x, τ 0 )| for x ∈ B r 1 . For that we let C 2 = C 2 (r) be as in (5.3) with r = r 0 + 1. Using successively (5.16), (5.3), (5.2), and the assumption on ξ(0), we obtain for any x ∈ B r 1
Combining the above results we have proved that with δ 0 chosen as above we have
finishing the proof of Lemma 5.5.
With the above preparation we can complete the proof of Theorem 2.2 using similar arguments as in [12, Proof of Theorem 4.2].
Proof of Theorem 2.2(ii).
The symbols τ 0 , C have the same meanings as above, see the paragraph preceding Lemma 5.4, and δ 0 is as in Lemma 5.5. Let t ≥ s be arbitrary and let u(t) = u(·, t, s, u 0 ) with u 0 ∈ X 2 (s). Define
or set t 1 = t if this set is empty. Note that the definition of t 1 implies that we either have
and then t 1 = s. Also, using (2.6) and (5.2), we get
(5.19) We next prove the estimate 20) whereC > 0,ν ∈ (0, 1) depend only on the given quantities. If t 1 − s < τ 0 , then such an estimate readily follows from Proposition 3.4 and (2.7); in fact
for some C 3 > 0 depending only on the given quantities. Next assume t 1 − s ≥ τ 0 . Set κ := [(t 1 − s)/τ 0 ] (the integer part of (t 1 − s)/τ 0 ) andτ j = t 1 − κτ 0 + jτ 0 , j = 0, . . . , κ. Lemma 5.4 implies that for each j = 0, . . . , κ − 1 we have the following two (mutually exclusive) possibilities:
Suppose that (a) occurs exactly l times (hence (b) occurs κ − l times). We distinguish two scenarios:
Assume that (j) holds. Note that by the definition of C and τ 0 (cf. (5.5)), and by Proposition 3.4 and (2.7) we have
Using (5.23), (5.22) κ − l times and (a) l times we obtain
(in the last estimate we used (5.21) with t 1 replaced byτ 0 and (j)).
We now show that a similar estimate holds in the case (jj) as well. This time we use (5.18), the nonincrease of ξ (see Lemma 5.2), estimate on ξ in (b) (κ − l times), and (5.19), to derive 
for each such j. This situation falls into the scenario (j) considered above and hence
Combining estimates (5.20) and (5.26), we conclude that for some constantsC 1 > 0, ν ∈ (0, 1) depending only on the given quantities we have
Taking γ = − ln ν, we obtain the desired inequality. This finishes the proof of statement (ii).
To conclude this section, we prove that the exponential separation estimate holds with the L ∞ -norms replaced by L 2 -norms, as stated in Remark 2.3. We use the following result.
Lemma 5.6. Given any ν > 0 there exists a constant K 0 = K 0 (ρ 0 , ν) with the following property. Let u be a solution of (1.1) on an interval (t 1 , t 2 ] having the initial value
and satisfying the estimate
We claim that the conclusion of the lemma holds with K 0 = K 0 (ρ 0 , ν) chosen so large that as in hypothesis (A) ). To show this assume that (5.27) is satisfied. A standard energy inequality for (1.1) and (A) give
(5.30) Next, by (5.27) we have
and hence
Substituting this in (5.30) and using (5.29), we discover that e −νt u(t) L 2 (R N ) is nonincreasing in t, which gives (5.28).
Proof of Remark 2.3. In this proof C 7 -C 10 denote positive constants depending only on the given quantities (appearing in hypotheses (A) and (H1)).
By the Gaussian estimate on the Green's function, see (3.5), we have the following estimates on the solutions
The estimates on ϕ given in Theorem 2.1 imply 
Now, (2.9) (with s replaced by s + 1 and u 0 replaced by u(·, s + 1; s, u 0 )) in conjunction with (5.31), (5.33) and (5.34), give
for any t > s + 1 and
There is one last L ∞ -norm in (5.35) to be replaced by the L 2 -norm. Let K 0 be as in Lemma 5.6 with ν = 0 /2. Denoting u(t) = u(·, t; s, u 0 ) for brevity, set
if the set is nonempty; otherwise set
If t 1 = t we just use this estimate. If t 1 ∈ [s + 1, t), we first combine (5.34) with the estimate ||u(t)|| L 2 (R N ) ≤ e 0 (t−t 1 )/2 ||u(t 1 )|| L 2 (R N ) (which follows from Lemma 5.6 and the choice ν = 0 /2), to obtain
Subsequently we estimate the right hand side of (5.37) using (5.36) . In either, case we get the desired estimate (2.10) with a suitable constantC and with γ = min{γ, 0 /2}.
Proof of Theorem 2.4
In the whole section we assume that (A) holds and that for some s 0 ∈ R there exists a solution φ of (1.1) satisfying (2.3). The constantsC 0 ,˜ 0 are as in (2.3). We first show the following estimates on φ which are analogous to estimates on the function φ R proved above.
Lemma 6.1. The following statements hold true.
(i) There is a constant c 1 depending only on the given quantities such that
(ii) Given any τ > 0 there is a constant c 2 (τ ) > 0 depending only on τ and the given quantities such that
Proof. The proof of statement (i) is a straightforward modification of the proof of Lemma 4.4 and is omitted. Statement (ii) follows readily from (2.3) and Proposition 3.4.
The proof of Theorem 2.4 is based on a series of lemmas below. The first one states that if the positive part of φ(·, τ ) significantly dominates the negative part of φ(·, τ ) then φ(·, t) becomes (and stays) positive in B ρ 0 for all t ≥ τ + 4.
Lemma 6.2. There exist T 0 > 0, α > 1, c 3 > 0 depending only on the given quantities with the following property. If for some τ ≥ s 0 + T 0 one has
Proof. Let us first fix T 0 > 3 such that
where c 1 is as in (6.1). Fix further R ≥ ρ 0 + 1 such that c 1 e − √˜ 0 (R−1) ≤ 1/4. Obviously, T 0 and R depend only on the given quantities and (6.1) implies that
We are going to use Theorem 3.2 with R as above, τ as in (6.3), τ i = τ +i, i = 1, 2, 3, and τ 4 = τ + 3 + T 0 . We get
where κ > 0 depends only on the given quantities and without loss of generality we can assume κ ∈ (0, 1]. By a comparison argument, u(x, t; τ, φ
Then using the maximum principle we get
As a consequence of (6.7) and (6.8),
We claim that the assertion of the lemma holds with 
where we used the definition of α in the last inequality. Using (6.11), (6.6) and (2.3), we obtain
Plugging (6.12) with s = τ + 1 into (6.9) and using (6.3), we obtain
Next, the positivity of φ in B R ×[τ +3, τ +3+T 0 ] and the maximum principle (Lemma 3.5 applied to −φ) give
As above (see (6.8)), we also have
Now, taking s = τ + T 0 in (6.12) and using successively (6.3), (6.15), and (6.14), we obtain
Then our choice of T 0 (see (6.5)) and (6.16) imply
Repeating the above argument with α fixed as in (6.10) and with τ replaced by τ + T 0 , we obtain inequalities (6.13) and (6.17) with τ replaced by τ + T 0 . Continuing in this way indefinitely, it is easy to conclude that
We are ready to prove (6.4). Fix any x ∈ B ρ 0 and t ≥ τ +4. By (6.18) and (6.6) there exists x 0 ∈ B R−1 such that ||φ(·, t − 1/2)|| L ∞ (R N ) = φ(x 0 , t − 1/2). By the Harnack inequality we then have
where C > 0 depends only on the given quantities. Finally, noting that R − 1 ≥ ρ 0 and using Lemma 6.1(ii), we obtain the claim.
The further exposition will be simpler with the following result.
Lemma 6.3. There exist a C 2 -function β : [s 0 , ∞) → R and constants c 4 > 0, θ 2 ≥ θ 1 > 0 depending only on the given quantities such that
Proof. Let τ > 0 be defined byC 0 e˜ 0 τ = 2, so that, by (H2) and Proposition 3.4,
for any integer k ≥ 0. It is then easy to find a C 2 -function η such that η(s 0 + kτ ) = ln ||φ(·, s 0 + kτ )|| L ∞ (R N ) for each k ∈ Z and the slope of η is in the interval [ln 2/τ, d 0 ] everywhere. Then, obviously, β := e η satisfies θ 2 β ≥ β ≥ θ 1 β > 0 with θ 1 = ln 2/τ and θ 2 = d 0 . Note that τ and hence θ i , i = 1, 2, depend only on the given quantities. We claim that this function also satisfies (6.19) . Indeed, given any integer k ≥ 0 and t ∈ [s 0 +kτ, s 0 +(k+1)τ ], we use (6.2) and the monotonicity of β to obtain
Since τ is determined byC 0 and˜ 0 , c 4 := c 2 (τ ) depends only on the given quantities. Thus β has all the desired properties.
It will be convenient in the following to rescale the equation (1.1) by β(t), where β is the function given by Lemma 6.3. Obviously, u is a solution of (1.1) on (t, ∞), t ≥ s 0 , if and only ifũ defined byũ(·, s) = u(·, s)/β(s), s > t, is a solution of the following equation
Below we will use the fact that by (A) and the properties of β (see Lemma 6.3) one has
With T 0 and α as in Lemma 6.2 define the following numbers
where we define the infimum to be ∞ if the set is empty. By Lemma 6.2, replacing φ by −φ if necessary, we may assume T + 1 ≤ T − 1 = ∞ (so that the set in (6.24) is empty) and we then have
The proof of Theorem 2.4 uses a family of subsolutions of (6.20) as given in the following lemma.
Lemma 6.4. For each 0 <˜ 0 there exist R 0 > ρ 0 , T 0 > T 0 + 1, depending only on˜ 0 − 0 and the given quantities such that the following holds. For each t 0 ≥ s 0 + T 0 there exists a subsolutionũ ∈ C(B R 0 × [t 0 , ∞)) of (6.20) on B R 0 × (t 0 , ∞) with the following properties:
(i) For some c 5 > 0 depending only on the given quantities one has
Before proving the lemma, we show how it implies Theorem 2.4.
Proof of Theorem 2.4. Assume that s 0 and φ satisfy the hypotheses of the theorem and fix 0 <˜ 0 . We prove that (2.11) holds for suitable R 0 , C 0 . Let R 0 , T 0 be as in Lemma 6.4 and, given any t ≥ s ≥ s 0 + T 0 , letũ be as in Lemma 6.4 with t 0 = s. Taking R = R 0 + 1 in (4.3), we have 27) whereC(R 0 ) > 0 depends only on R 0 and the given quantities. Using this in conjunction with the Harnack inequality and maximum principle, we find a positive constant C( 0 ), depending only on˜ 0 − 0 and the given quantities, such that
where β is as in Lemma 6.3. Thenφ R 0 +1 is a positive entire solution of (6.20) on B R 0 +1 × R vanishing on ∂B R 0 +1 × R and (6.27) and (6.28) still hold if we replace ϕ R 0 +1 byφ R 0 +1 .
For any x ∈ B R 0 29) where the constant k is chosen such that the equation holds. Since the subsolutionũ is equal to zero on
Consequently, by (6.29), (6.26),
This estimate together with (6.28) (applied toφ R 0 +1 ) imply that the above inequality holds for any t ≥ s ≥ s 0 with a possibly smaller constant replacing c 5 /C(R 0 ) but still depending only on˜ 0 − 0 and the given quantities. Using Lemma 6.3 and the assumption (2.3), we get
The last two inequalities and the definition ofφ R 0 +1 then imply
for some C 0 > 0 depending only on˜ 0 − 0 and the given quantities. Taking R 0 = R 0 + 1 we have thus proved the desired estimate (2.11).
It remains to prove Lemma 6.4.
Proof of Lemma 6.4. Fix an arbitrary 0 <˜ 0 . Defineφ = φ/β, where β is as in Lemma 6.3. Then, as noted above,φ is a solution of (6.20) on R N × (s 0 , ∞). Using Lemma 6.3 and (6.25) we obtain
These inequalities together with (6.1) guarantee the existence of R ≥ ρ 0 + 1, T ≥ T 0 depending only on the given quantities such that
Again using (6.1) and (6.31) , it is easy to show that for each δ > 0 there exist R(δ) ≥ R + 1, T (δ) ≥ T depending only on δ and the given quantities such that
We choose δ > 0 sufficiently small so that
and another condition specified below is satisfied. For the corresponding R(δ), T (δ), set t 0 = s 0 + T (δ) + 1 and let w δ be the solution of the following initial-boundary value problem
That such a solution exists is guaranteed by standard existence theory (see [19] ) and the fact that max{φ + (·, t 0 − 1), δ} is a continuous function equal to δ on ∂B R(δ) .
With θ 1 as in Lemma 6.3, set ν := min{θ 1 ,˜ 0 − 0 } and
We show thatũ has the stated properties. For this goal we first collect some properties of the solution w δ . By (6.33), (6.35) , w δ dominatesφ + on the parabolic boundary of B R(δ) × (t 0 − 1, ∞). Therefore, by the comparison principle
Thus, by (6.32) and the Harnack inequality we have 37) where C depends only on the given quantities. In view of (6.34) and (6.31), applying the maximum principle we obtain 38) withC > 0 depending only on the given quantities. Next we verify thatũ is a subsolution of (6.20) on B R(δ) × (t 0 , ∞). For any (x, t) in that set we have (omitting the argument (x, t) of w δ for brevity)
Since w δ ≥ 0, (6.22) and our choice of ν imply that the last expression is nonpositive, for any δ > 0, if |x| ≥ ρ 0 . On the other hand, if |x| < ρ 0 , then by (6.37) and the bound onã (see (6.22) ) this expression is nonpositive whenever δ ≤ min{C/2, νC/(2(d 0 + θ 2 ))}. One can therefore choose δ > 0 depending only on˜ 0 − 0 and the given quantities such that (in addition to (6.34))ũ is a subsolution of (6.20) on B R(δ) × (t 0 , ∞). Fix such δ and denote R 0 = R(δ), T 0 = T (δ). Note that these numbers depend only on˜ 0 − 0 and the given quantities. It remains to verify (i) and (ii) in Lemma 6.4.
Obviously, by the definitions of w δ andũ, we haveũ = 0 for |x| = R 0 , t ≥ t 0 , verifying (ii).
To verify (i), note that ν ≤˜ 0 − 0 and δ ≤ C/2, where C is as in (6.37) . Using this, (6.37) and (6.38) we get for any t ≥ t 0
Hence estimate (6.26) holds with c 5 = C/(2C + C).
Proofs of Proposition 2.5 and Theorem 2.6
Proof of Proposition 2.5. Using the notation as in Theorem 2.2, we first choose q ∈ R such that u :=φ − qϕ satisfies u(·, 0) ∈ X 2 (0), that is,
. By Lemma 5.1, we then have u(·, t) ∈ X 2 (t) for all t ∈ R. We show that u ≡ 0.
Assume not. Then u(t 0 ) ≡ 0 for some t 0 (in fact, this is true for any t 0 by backward uniqueness), and using the exponential separation we obtain
, by assumption (2.12) and Proposition 3.4, we also have
Using this and the Harnack inequality, we conclude that
converges to ∞ and hence also
On the other hand, by Lemma 5.3,
for some constants C 1 , C 2 . By Lemma 5.1 the last integral is independent of t and we have a contradiction to (7.1).
Proof of Theorem 2.6. Fix any <˜ 0 and set 1 =˜ 0 − . Applying Theorem 2.4 with 0 =˜ 0 − 1 /4, we find positive constants C 0 , R 0 depending only on the given quantities (N , d 0 , ρ 0 ,C 0 ,˜ 0 ) and 1 such that (2.11) holds for each s 0 ∈ R. We now use a robustness result for (2.1). For that we denote bỹ ϕ R 0 the positive entire solution of (2.1) with a replaced byã (assuming the usual normalization ||φ R (·, 0)|| L ∞ (B R ) = 1). Then by Proposition 8.3 of [16] there exist positive constants δ and C 1 depending only on 1 and the given
Combining this with (2.11), we obtain
Finally, we transform equation (2.13) by u → e − 1 t/2 u to obtain
If δ is greater than 1 /2 we replace it by 1 /2 and then a −ã L ∞ (R N ) < δ guarantees that the coefficient in (7.3) is nonpositive outside B ρ 0 . Further, e − 1 2 tφ R 0 (·, t) is the positive entire solution of (2.1) with a replaced byã− 1 /2. Hence, by (7.2), Theorem 2.1 applies to (7.3), which readily implies the conclusion of Theorem 2.6.
A remark on the hypotheses
In this section we show that even if hypothesis (A) holds in the strict sense (a < 0 outside a ball), condition (H2) cannot be relaxed by allowing˜ 0 = 0 and requiring instead that the solution φ decay exponentially as |x| → ∞. Counterexamples exist even in the autonomous case. 
Note that for such a the conclusion of Theorem 2.2 (with ϕ(x, t) = ψ(x, t) = ϕ(x)) cannot hold. Indeed, ϕ is an eigenfunction of ∆ + a(|x|) with eigenvalue 0. The conclusion of Theorem 2.2 (see also Remark 2.3) would imply that 0 is an isolated eigenvalue in contradiction to (iii). The proposition also provides another example of an operator ∆ + a(|x|) which has an embedded eigenvalue with exponentially decaying eigenfunction (an example with a periodic a is given [8] ).
Proof of Proposition 8.1. Define
where the function η : [π/4, ∞) → [−1, 0) is to be defined below in such a way that
Defining further ϕ(x) = cos(|x|) (|x| < π/4), (8.5) 6) it is easy to check that ϕ is a positive C 1 -function satisfying ∆ϕ(x) + a(|x|)ϕ(x) = 0 for all x ∈ R N \ {|x| = π/4} and hence it is a positive solution of this equation.
The proof will be completed if we define a function η in such a way that (8.4) and statements (i), (iii) of Proposition 8.1 hold.
We define sequences
by setting a 1 = π/4 and
Observe that (8.3), (8.8), (8.9) , and the fact that c i ≥ 2 i−3 π (which follows from (8.7)) ensure that a(r) < 0 for all r sufficiently large belonging to the intervals
Next we extend η by . Moreover, as a(x) < 0 for all large x the essential spectrum of ∆ + a(x) is contained in (−∞, 0]. Finally, since we know that 0 is a an eigenvalue with an exponentially decaying positive eigenfunction, it is must be the largest eigenvalue (see [35] ) hence σ(∆ + a(x)) = (−∞, 0], completing the proof of Proposition 8.1.
Generalizations
In this section we discuss extensions of our results to more general equations. As we do not want to make the paper significantly longer, we only consider a class of equations for which the results can be proved with only minor modifications of the proofs given above. We consider an equation
where L(x, t) is a time-dependent second-order elliptic operator in divergence form:
(we use the summation convention, and the notation ∂ i = ∂/(∂x i )). The adjoint equation to (9.1) is
where
We make the assumption (A) on the coefficient a (see Section 2.1) and the following assumptions on the remaining coefficients:
(B) (i) The functions a ij , a i , b i are of class C 1 b with respect to x. This means that these functions and their first order x-derivatives are continuous and bounded on R N × R. We let d 0 denote a common bound on all these functions and derivatives, as well as on a (as in (A)). We also assume that for some α 0 > 0 the ellipticity condition is satisfied.
(ii) With ρ 0 as in (A), one has (using the summation convention again)
These are rather strong assumptions, but they allow for the simplest proofs of our results; in fact, the proofs are almost identical to those for the model equation (1.1). The point is that with the assumed regularity we can rewrite equation (9.1) in the nondivergence form,
Hence, similarly as in the case of (1.1), we can take advantage of both forms -the divergence form in applications of the weak Green's function and energy estimates, and the nondivergence form for the maximum principle and construction of sub-and super-solutions. In these constructions, it is also needed that A(x, t) ≤ 0 for |x| ≥ ρ 0 , which is guaranteed by (B)(ii). Similar remarks apply to the adjoint equation (9.2) . With more general equations in either divergence or nondivergence form, significantly more involved arguments seem to be necessary.
We remark that one can relax (B)(ii) to require that for some ρ 0 ∂ i a i (x, t), ∂ j b j (x, t) ≤ 1 (|x| ≥ ρ 0 , t ∈ R), where 1 > 0 is sufficiently small (smaller than 0 or˜ 0 in hypotheses (H1)' and (H2)' formulated below). This is satisfied, in particular, if ∂ i a i , ∂ i b i decay to zero as |x| → ∞, uniformly in t.
Given u 0 ∈ L ∞ (R N ), s ∈ R, we consider the unique weak solution (in the sense of [3, 19] ) of (9.1) with the initial condition u(·, s) = u 0 . The solution, further denoted by u(x, t; s, u 0 ), has again the integral representation (3.4), where Γ(x, t; y, s) is the weak Green's function of (9.1) (cf. [3, Theorem 10] ). At the same time, u(x, t; s, u 0 ) is a strong solution (in the sense of [18, 20] ) on R N × (s, ∞), by our regularity assumption. To reformulate our main results in the more general setting, we introduce similar instability assumptions as in Section 2: (H1)', (H2)' read as (H1), (H2), respectively, with (1.1) replaced by (9.1). Given quantities now refer to N , d 0 , α 0 , ρ 0 , C 0 , 0 and R 0 if (A), (B), and (H1)' are assumed, and to d 0 , α 0 , ρ 0 ,C 0 , and˜ 0 if (A), (B), and (H2)' are assumed. Here ν 0 , c 1 , c 2 , c 3 are positive constants depending only on the given quantities.
Note that the only difference, compared to Theorem 2.1, is that we can no longer specify ν 0 = √ 0 in (9.4). The exponential separation theorem holds in the same form as for (1.1):
Theorem 9.2. The statement of Theorem 2.2 remains valid if instead of (A), (H1) one assumes (A), (B) and (H1)', and the reference to Theorem 2.1 is replaced by the reference to Theorem 9.1.
As (H1), (H2), the hypotheses (H1)', (H2)' are equivalent: Finally, we state a theorem on robustness of the instability condition. We formulate it in a slightly different way than Theorem 2.6 so that we only need minimal assumptions on the perturbed equation. We consider the perturbation in the form u t =L(x, t)u in R N × J, (9.6) whereL (x, t)u = ∂ i (ã ij (x, t)∂ j u +ã i (x, t)u) −b i (x, t)∂ i u +ã(x, t)u.
We assume thatã ij ,ã i ,b i ,ã ∈ L ∞ (R N × R) and that the ellipticity condition (9.3) is satisfied with a ij replaced byã ij and α 0 replaced by someα 0 > 0. For R > 0 we denote byφ R the unique positive entire solution of u t =L(x, t)u, in B R × R, u = 0 on ∂B R × R, (9.7)
normalized by ||φ R (·, 0)|| L ∞ (B R ) = 1 (see [16] ). where · means · L ∞ (R N ×R) , thenφ R 0 satisfies the estimate
This conclusion implies that (H1)' holds for the perturbed equation. If the perturbed coefficients satisfy a hypothesis similar to (B) and δ is chosen sufficiently small, then one can further prove the existence of a positive entire solution of (9.6) and the corresponding exponential separation as in Theorem 2.6 and Remark 2.7(i).
To prove the above results, only minor modifications in the proofs of the corresponding theorems for (1.1) are needed. Indeed, our arguments in Sections 3-7 mostly rely on general tools, such as the maximum and comparison principles, Harnack inequality (including its extension in Theorem 3.2), and the week Green's functions. All these apply equally well in the more general setting thanks to the regularity assumptions we have made on the coefficients of (9.1). The only difference at this general level is that the Gaussian estimate on the week Green's function now reads as follows: 0 < Γ(x, t; y, s) ≤ e d 1 (t−s) (4π(t − s)) −N/2 e −|x−y| 2 /d 2 (t−s)
((x, y) ∈ R N × R N ), where d 1 and d 2 are positive constants depending on the given quantities (see [3] ). This estimate is to replace (3.5) in arguments involving the Green's function, in particular in the proofs of Lemmas 3.3, 5.1, and 5.5. The specific form of equation (1.1) was used only in the proof of Lemma 4.4 (the construction of a supersolution) and in the proof of Lemma 6.4 (the construction of a subsolution). In the latter, it is sufficient to replace ∆ by L(x, t) and the arguments go through in the more general setting. In the former, one needs to change the definition (4.15) of the function ζ R as follows:
ζ R (x, s) = q e − 0 (s−t 0 ) + q e −ν(|x|−ρ 0 ) (x ∈ R N , s ∈ [t 0 , t]).
Here q has the same meaning as in (4.15) and ν > 0 has to be chosen sufficiently small (but depending only on the given quantities) for ζ R to be a subsolution. See [31, Proof of Lemma 2.4] for a computation which shows that such a choice of ν is possible (the nondivergence form of the equation is needed for this computation). After the above modifications and other obvious changes (like replacements of references to the theorems in Section 2.2 by references to their counterparts in this section), the proofs of Theorems 2.1-2.4, and Proposition 2.5 become proofs of Theorems 9.1-9.3, and Proposition 9.4. The proof of Theorem 9.5 is a straightforward modification of the proof of Theorem 9.5 up to (7.2) . The perturbation result of [16] used in the proof also applies in the more general setting of Theorem 9.5.
