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ON THE ORBITAL STABILITY OF FRACTIONAL SCHRO¨DINGER
EQUATIONS
YONGGEUN CHO, GYEONGHA HWANG, HICHEM HAJAIEJ, AND TOHRU OZAWA
Abstract. We show the existence of ground state and orbital stability of standing waves of
fractional Schro¨dinger equations with power type nonlinearity. For this purpose we establish
the uniqueness of weak solutions.
1. Introduction
In this paper we consider the following Cauchy problem:{
i∂tΦ + (−∆)sΦ = N(x,Φ) in R1+n,
Φ(0, x) = ϕ(x) in Rn.
(1.1)
Here n ≥ 1, 0 < s < 1, Φ : R1+n → C and N : Rn × C→ C.
The equation (1.1), called fractional nonlinear Schro¨dinger equation, appears in many
fields in science and engineering. Other domains of applications of such equations, involving
the fractional powers of the Laplacian, arise in medicine (RMI and heart diseases). It is also
of a great importance in astrophysics, signal processing, turbulence, and water waves, where
the cases s = 1
4
and s = 3
4
are the most relevant (see [12] and references therein).
We will focus our attention on the orbital stability of standing waves of this Schro¨dinger
equation. Our results generalize those of [1] and [9]. The paper [1] seems to be the first
one dealing with the orbital stability in the fractional case. The authors studied (1.1) for
s = 1
2
, n = 1 with an autonomous cubic power nonlinearity. In [9] the authors extended
the previous paper to general nonlinearities for n ≥ 2, but without showing the uniqueness
of weak solutions. In our work, we use the concentration-compactness lemma to prove the
orbital stability of standing waves, as stated by Cazenave and Lions, but without introducing
a problem at infinity. See Proposition 1.1 below. We also establish the uniqueness of weak
solutions to the Cauchy problem (1.1) under suitable conditions on V and f . Unlike the
usual Schro¨dinger equation (s = 1), it is not an easy matter to show the uniqueness in
the fractional setting, since we cannot utilize the standard Strichartz estimates due to a
regularity loss ([7]). Here we exploit weighted Strichartz estimates without regularity loss.
Instead, some integrability conditions on a, V are necessary to treat the weights. The details
of uniqueness of weak solutions will be discussed in Section 4.2.
To present our results let us set N(x,Φ) = V (x)Φ + f(x,Φ) and describe assumptions:
The functions V : Rn → R and f : Rn × C → C are measurable and f satisfies that
f(x, z) = z
|z|
f(x, |z|) for z ∈ C \ {0}, and for some ℓ with 0 < ℓ ≤ 4s
n−2s
and nonnegative
1
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measurable functions a, b
|f(x, z)| ≤ a(x)|z|ℓ+1,(1.2)
for all x ∈ Rn and
|f(x, z1)− f(x, z2)| ≤ b(x)(|z1|ℓ + |z2|ℓ)|z1 − z2|.(1.3)
for all x ∈ Rn and z1, z2 ∈ C. Let us also set F (x, |Φ|) =
∫ |Φ|
0
f(x, α) dα. Then we define a
functional J by
J(Φ) =
1
2
‖(−∆) s2Φ‖2L2 −
1
2
∫
V (x)|Φ|2 dx−
∫
F (x, |Φ|) dx
and also M by M(Φ) =
∫ |Φ|2 dx. By a standing wave of (1.1) we mean a solution Φ(t, x)
of the form eiωtu for some ω ∈ R, where u is a solution of the equation
(−∆)su− ωu = V (x)u+ f(x, u).(1.4)
Some authors have studied the existence of u under suitable conditions on f . For this purpose
they showed that if (uk) is a minimizing sequence of the problem
Iµ = inf{J(u) : u ∈ Sµ}, Sµ = {u ∈ Hs(Rn,C) : M(u) = µ}
with a prescribed positive number µ, then uk → u in Hs up to a subsequence, where u is a
solution of (1.4) for some ω. Now by following the definition of Cazenave-Lions, we set
Oµ = {u ∈ Sµ : J(u) = Iµ}.
Our first result is the existence of ground states.
Proposition 1.1. Let n ≥ 1, 0 < s < 1 and 0 < ℓ < 4s
n
. Suppose that
0 ≤ V ∈ Lp1loc + Lp2(|x| > 1)
for n
2s
< p1, p2 <∞ and f satisfies (1.2) with a ∈ Lq1loc+Lq2(|x| > 1) for 2n4s−nℓ < q1, q2 <∞,
and that there exist κ,R,N, δ > 0 and β, σ > 0 such that
nβ
2
+ δ − 2s < 0
and
F (x, |z|) ≥ κ|x|−δ|z|2+β,(1.5)
for any |z| ≤ N and |x| ≥ R and
F (x, θ|z|) ≥ θ2+σF (x, |z|)(1.6)
for all x, z, θ > 1. Then Oµ is not empty for any µ > 0. When ℓ = 4sn , we assume that
a ∈ Lq(|x| ≥ 1) ∩ L∞ for some q with n2
4s2
< q <∞ if n ≥ 2 and 1 < q <∞ if n = 1. Then
Oµ is not empty for sufficiently small µ > 0.
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When a ∈ L∞, by adding some natural asymptotic conditions on V and f , one can show
the existence of ground state. See [8] and [11]. But if we assume the radial symmetry
of V (x), f(x, ·) in x, then using the compactness of embedding Hsrad →֒ Lp, 12 < s < n2 ,
2 < p < 2n
n−2s
(see [6]), we have the following.
Proposition 1.2. Let n ≥ 2, 1
2
< s < 1 and 0 < ℓ < 4s
n
. Let 0 ≤ V ∈ L∞rad,loc satisfy∫
|x|>1
V (x)|x|−(n−2s) dx <∞(1.7)
and f(x, ·) be radially symmetric with a ∈ L∞. If F satisfies (1.5) and (1.6), then Oµ∩Hsrad
is not empty for any µ > 0. When ℓ = 4s
n
, Oµ is not empty for sufficiently small µ > 0.
We say that Oµ is stable if it is not empty and satisfies that for any ε > 0, there exists a
δ > 0 such that if ϕ ∈ Hs with
inf
u∈Oµ
‖ϕ− u‖Hs < δ,
then
inf
u∈Oµ
‖Φ(t, ·)− u‖Hs < ε
for all t ∈ [−T1, T2]. Here Φ is the unique solution to (1.1) in C([−T1, T2];Hs) with
M(Φ(t)) =M(ϕ) and J(Φ(t)) = J(ϕ) for all t ∈ [−T1, T2].
Let us introduce our main result.
Theorem 1.3. Suppose that s, ℓ, V and f satisfy all conditions as in Proposition 1.1, and
that (1.1) has the unique solution in C([−T1, T2];Hs) with M(Φ(t)) = M(ϕ) and J(Φ(t)) =
J(ϕ) for all t ∈ [−T1, T2]. Then Oµ is stable.
Theorem 1.4. Suppose that s, ℓ, V and f satisfy all conditions as in Proposition 1.2, and
that (1.1) has the unique solution in C([−T1, T2];Hs) with M(Φ(t)) = M(ϕ) and J(Φ(t)) =
J(ϕ) for all t ∈ [−T1, T2]. Then Oµ ∩Hsrad is stable.
In view of the well-posedness results in Section 4.2 below, by assuming that V, a, b are
smooth and have suitable decay at infinity, we get the orbital stability for 1
2
< s < 1,
0 < ℓ ≤ 4s
n
and ℓ < ℓ0, where ℓ0 =∞, if n = 1, 2s−12s(1−s) if n = 2 and n(2s−1)(n−2s)(n−1) if n ≥ 3. The
critical case ℓ = 4s
n
can be included when n = 1, 2, 3.
Our paper is organized as follows. In Section 2 we will prove the existence of ground
states by showing the compactness of the minimizing sequences of the constrained variational
problem. This is a key step to show the orbital stability of standing waves. This goal is
achieved in Theorem 1.3 and Theorem 1.4, which will be shown in Section 3. In the last
section, we will discuss the uniqueness of solutions of the Cauchy problem for a large class
of nonlinearities.
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2. Ground state
2.1. Proof of Proposition 1.1. If 0 < ℓ < 4s
n
, p1, p2 >
n
2s
and q1, q2 >
2n
4s−nℓ
, then from
Gagliardo-Nirenberg’s and Young’s inequalities it follows that for any u ∈ Sµ there exist λ
such that
J(u) =
1
2
‖(−∆) s2u‖2L2 −
∫
V (x)|u|2 dx−
∫
F (x, |u|) dx
≥ 1
2
‖(−∆) s2u‖2L2 − ‖V ‖Lp1(|x|≤1)‖u‖2L2p′1 − ‖V ‖Lp2 (|x|>1)‖u‖
2
L
2p′
2
− ‖a‖Lq1 (|x|≤1)‖u‖ℓ+2
L
(ℓ+2)q′1
− ‖a‖Lq2 (|x|>1)‖u‖ℓ+2
L
(ℓ+2)q′2
≥ 1
4
‖(−∆) s2u‖2L2 − λ
∑
i
µθi (θ1 = θ2 = 2, θ3 = θ4 = ℓ).
(2.1)
Thus Iµ > −∞ for all µ > 0. If 0 < ℓ < 4sn , p1, p2 > n2s , a ∈ L∞ then there exist λ, θi > 0,
i = 1, 2
J(u) =
1
2
‖(−∆) s2u‖2L2 −
∫
V (x)|u|2 dx−
∫
F (x, |u|) dx
≥ 1
2
‖(−∆) s2u‖2L2 − ‖V ‖Lp1(|x|≤1)‖u‖2L2p′1 − ‖V ‖Lp2 (|x|>1)‖u‖
2
L
2p′
2
− ‖a‖L∞‖u‖ℓ+2L(ℓ+2)
≥ 1
4
‖(−∆) s2u‖2L2 − λ
∑
i=1,2
µθi − C‖a‖L∞µ 4sn ‖(−∆) s2u‖2L2.
(2.2)
So, if C‖a‖L∞µ 4sn < 14 , then Iµ > −∞.
We show that
Iµ < 0 for all µ > 0.(2.3)
In fact, for 0 < λ≪ 1 letting ψλ(x) = λn2ψ(λx) for a nonnegative, rapidly decreasing radial
smooth function ψ in Sµ with ψ ≤ N , we see that ψλ ∈ Sµ and
J(ψλ) =
1
2
‖(−∆) s2ψλ‖2L2 −
1
2
∫
V (x)(ψλ)
2 dx−
∫
F (x, ψλ) dx
≤ λ2s1
2
‖(−∆) s2ψ‖L2 − κλ
n(β+2)
2
−n+δ
∫
|x|≥R
|x|−δ(ψ(x))β dx.
Since 0 < λ ≪ 1 and ψ is smooth and rapidly decreasing, there exist constants C1, C2 > 0
such that
J(ψλ) ≤ λ2s(C1 − λ
nβ
2
+δ−2sC2),
which is strictly negative from (1.5) if λ is sufficiently small.
On the other hand, from the proof of Lemma 3.1 of [11] one can easily show that Iµ is
continuous on (0,∞).
For each µ > 0 and θ > 1 we take ε < −Iµ(1−θ−σ2 ) and v ∈ Sµ such that Iµ < J(v) < Iµ+ε.
Then from (1.6) it follows that
Iθµ ≤ J(
√
θv) ≤ θ1+σ2 J(v) ≤ θ1+σ2 (Iµ + ε) < θIµ,
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which means
Iµ < Iν + Iµ−ν for all 0 < ν < µ.(2.4)
For this see [14].
Let (uj) ⊂ Sµ be a minimizing sequence such that J(uj)→ Iµ. From (2.1) we deduce that
(uj) is bounded in H
s. To show Oµ 6= ∅ we will use the concentration-compactness (see
[14]). Let the concentration function mj be defined by
mj(r) = sup
y∈Rn
∫
|x−y|<r
|uj(x)|2 dx for r > 0.
Set
ν = lim
r→∞
lim inf
j→∞
mj(r).
Then 0 ≤ ν ≤ µ and there exists a subsequence uj (still denoted by uj) satisfying the
following properties1.
(1) If ν = 0, then ‖uj‖Lp → 0 as j → ∞ for all p with 2 < p < s∗, s∗ = 2nn−2s if n > 2s
and s∗ =∞ if n = 1 and 1
2
≤ s < 1.
(2) If ν = µ, then there exists a sequence (yj) ⊂ Rn and u ∈ Hs such that for any p with
2 ≤ p < s∗
uj(·+ yj)→ u as j →∞ in Lp
and given ε > 0 there exists j0(ε) and r(ε) such that∫
|x−yj |<r(ε)
|uj|2 dx ≥ µ− ε, whenever j ≥ j0(ε).
(3) If 0 < ν < µ, then there exist (vj), (wj) ⊂ Hs such that
supp vj ∩ supp wj = ∅,(2.5)
‖vj‖Hs + ‖wj‖Hs ≤ C‖uj‖Hs ,(2.6)
limj→∞M(vj) = ν, limj→∞M(wj) = µ− ν,(2.7)
lim infj→∞
(‖(−∆) s2uj‖2L2 − ‖(∆) s2vj‖2L2 − ‖(∆) s2wj‖2L2) ≥ 0,(2.8)
limj→∞ ‖uj − vj − wj‖Lp = 0, 2 ≤ p < s∗.(2.9)
If ν = 0, then for 0 < ℓ < 4s
n
we have
1
2
∫
V (x)|uj|2 dx+
∫
F (x, |uj|) dx
≤ C‖V ‖Lp1+Lp2‖uj‖2
L
2p′
1+L2p
′
2
+ C‖a‖Lq1+Lq2‖uj‖L(ℓ+2)q′1+L(ℓ+2)q′1 → 0
1One can verify the concentration-compactness by following the arguments in [14] or [2]. We omit the
details.
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as j →∞. Here Ll1 + Ll2 denotes Ll1(|x| ≤ 1) + Ll2(|x| > 1). For ℓ = 4s
n
we also have
1
2
∫
V (x)|uj|2 dx+
∫
F (x, |uj|) dx
≤ C‖V ‖Lp1+Lp2‖uj‖2
L
2p′1+L2p
′
2
+ C‖a‖L∞‖uj‖
L
2n+4s
n
→ 0
as j → ∞. This implies Iµ = limj→∞ J(uj) ≥ 12 lim inf ‖(−∆)
s
2uj‖2L2 ≥ 0 and contradicts
(2.3).
If 0 < ν < µ, then from the support condition (2.5) it follows that
J(uj)− J(vj)− J(wj)
=
1
2
(‖(−∆) s2uj‖2L2 − ‖(∆) s2 vj‖2L2 − ‖(∆) s2wj‖2L2)
− 1
2
∫
V (x)(|uj|2 − |vj + wj |2) dx−
∫
(F (x, |uj|)− F (x, |vj + wj |)) dx.
From (2.8) and (2.9) we deduce that
lim inf
j→∞
(J(uj)− J(vj)− J(wj)) ≥ 0
and thus
Iµ = lim
j→∞
J(uj) ≥ lim inf
j→∞
J(vj) + lim inf
j→∞
J(wj).
Since M(vj)→ ν and M(wj)→ µ− ν, by the continuity of Iµ on (0,∞) we get
Iµ ≥ Iν + Iµ−ν ,
which contradicts (2.4).
Therefore ν = µ. Set u˜j(x) = uj(x + yj). Then u, u˜j ∈ Sµ and u˜j → u in Lp for all
2 ≤ p < s∗. On the other hand, (uj) is bounded in Hs. So, there is a subsequence (still
denoted by uj) converging to v weakly in H
s and strongly in Lploc for any 1 ≤ p < s∗. Now
for any ε > 0 we can find R, j0 > 1 such that∫
|x|>R
V (x)(|uj|2 + |v|2) dx ≤ C‖V ‖Lp2 (|x|>R) < ε
4
,∫
|x|≤R
V (x)(|uj|+ |v|)|uj − v| dx ≤ C‖V ‖Lp1 (|x|≤R)‖uj − v‖L2p′1 (|x|≤R) <
ε
4
,
(when 0 < ℓ < 4s
n
)∫
|x|>R
a(x)(|uj|ℓ+2 + |v|ℓ+2) dx ≤ C‖a‖Lq2 (|x|>R) < ε
4
,∫
|x|≤R
a(x)(|uj|ℓ+1 + |v|ℓ+1)|uj − u| dx ≤ C‖a‖Lq1 (|x|≤R)‖uj − v‖L(ℓ+2)q′1 <
ε
4
,
(when ℓ = 4s
n
)∫
|x|>R
a(x)(|uj|ℓ+2 + |v|ℓ+2) dx ≤ C‖a‖Lq(|x|>R) < ε
4
,∫
|x|≤R
a(x)(|uj|ℓ+1 + |v|ℓ+1)|uj − u| dx ≤ C‖a‖L∞(|x|≤R)‖uj − v‖
L
2n+4s
n
<
ε
4
,
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if j > j0. Set P (w) ≡ J(w) − 12‖(−∆)
s
2w‖2
L2
. Then P (uj) → P (v) as j → ∞. Suppose
that (yj) is unbounded. Then up to subsequence we may assume that |yj| → ∞. Since
u˜j → u in L2, uj − u(· − yj) → 0 in the sense of distributions. But u(· − yj) → 0 and
uj → v in the sense of distributions and thus v = 0. That is, P (uj) → 0 as j → ∞. This
implies that Iµ = limj→∞ J(uj) ≥ 0, which contradicts (2.3). So, (yj) is bounded. Now let
R∗ = supj≥1 |yj|. Then for any ε > 0 we have∫
|x|<R∗+r(ε)
|uj|2 dx ≥
∫
|x−yj |<r(ε)
|uj|2 dx ≥ µ− ε, if j ≥ j0.
and thus
M(v) ≥
∫
|x|<R∗+r(ε)
|v|2 dx ≥ lim
j→∞
∫
|x|<R∗+r(ε)
|uj|2 dx ≥ µ− ε.
This means M(v) ≥ µ, while the semi-continuity of weak limit implies M(v) ≤ µ. Then
v ∈ Sµ. Since P (uj)→ P (v), we have
Iµ ≤ J(v) ≤ lim inf ‖(−∆) s2uj‖2L2 + P (v) = lim inf(J(uj)) = Iµ.(2.10)
Therefore J(v) = Iµ. This completes the proof of Proposition 1.1.
2.2. Proof of Proposition 1.2. Set Sµ = {v ∈ Hsrad : M(v) = µ} and Iµ = infv∈Sµ J(v).
From Proposition 1 of [6] we see that
|u(x)| ≤ C|x|−(n2−s)‖(−∆) s2u‖L2
a.e x ∈ Rn, if u ∈ Hsrad, 12 < s < n2 . So, given ε > 0 we can find an R > 0 such that∫
|x|>R
V (x)|x|−(n−2s) dx < ε. From this we get∫
|x|>R
V (x)|u|2 dx ≤ C
∫
|x|>R
V (x)|x|−(n−2s) dx‖(−∆) s2u‖2L2 ≤ Cε‖(−∆)
s
2u‖2L2.
In view of (2.1) and (2.2), Iµ > −∞. From (1.5) and (1.6) it follows that Iµ < 0 and
Iµ < Iν + Iµ−ν for all 0 < ν < µ. Now let us take a minimizing sequence (uj) ⊂ Sµ such
that J(uj)→ Iµ. Then from the concentration-compactness we get (1), (2), (3) with yj = 0.
By the same argument as above it follows that there exists a function u ∈ Hs such that
J(u) = Iµ, provided we can show that there exists a subsequence (uj) (denoted by uj again)
P (uj) → P (u) as j → ∞. In fact, by the compact embedding Hs →֒ Lp, 2 < p < 2nn−2s , we
can find a subsequence (uj) such that uj → u in Lp. So, it is clear that
∫
F (x, |uj|) dx →∫
F (x, |u|) dx for a ∈ L∞. Now it remains to show that ∫ V |uj|2 dx→ ∫ V |u|2 dx. By (1.7)
we deduce that for any ε > 0 there is an R > 0 such that∫
|x|>R
V |uj|2 dx ≤ C
∫
|x|>R
V (x)|x|−(n−2s) dx‖(−∆) s2uj‖2L2 ≤
ε
2
.
Since V ∈ L∞loc and the embedding Hs →֒ L2loc is compact, (up to a subsequence) there exists
j0 > 0 such that
|
∫
|x|≤R
V |uj|2 dx−
∫
|x|≤R
V |u|2 dx| ≤ 2√c‖V ‖L∞(|x|≤R)‖uj − u‖L2(|x|≤R) ≤ ε
2
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if j ≥ j0. This completes the proof of Proposition 1.2.
3. Proof of Theorems 1.3, 1.4
Since the proofs of Theorems 1.3, 1.4 are quite the same, we only consider the proof of
Theorem 1.3. The proof proceeds by contradiction. Suppose that Oµ is not stable, then
either Oµ is empty or there exist w ∈ Oµ and a sequence Φj0 ∈ Hs such that
‖Φj0 − w‖Hs → 0 as j →∞
but
inf
v∈Oµ
‖Φj(tj, ·)− v‖Hs ≥ ε0(3.1)
for some sequence tj ∈ R and ε0, where Φj(t, ·) is the solution of (1.1) corresponding to
the initial data Φj0. Let wj = Φ
j(tj , ·). Since w ∈ Sµ and J(w) = Iµ, it follows from the
continuity of L2 norm and J in Hs that
‖Φj0‖L2 → µ and J(Φj0)→ Iµ.
Thus we deduce from the conservation laws that
‖wj‖L2 = ‖Φj0‖L2 → µ, J(wj) = J(Φj0)→ Iµ.
Therefore if wj has a subsequence converging to an element w ∈ Hs such that ‖w‖L2 = µ
and J(w) = Iµ. This shows that w ∈ Oµ but
inf
v∈Oµ
‖Φj(tj , ·)− v‖Hs ≤ ‖wj − w‖Hs,
which contradicts (3.1). Since Oµ is not empty, to show the orbital stability of Oµ one has
to prove that any sequence (wj) ⊂ Hs with
‖wj‖L2 → µ and J(wj)→ Iµ(3.2)
is relatively compact in Hs. Since Iµ is continuous w.r.t µ ∈ (0,∞) and ℓ ≤ 4sn , by the
arguments in the proof of Proposition 1.1 we may assume that (wj) is bounded in H
s and
also verify from (2.10) that by passing to a subsequence there exists w ∈ Hs such that
wj ⇀ w in H
s and lim
j→∞
‖(−∆) s2wj‖L2 = ‖(−∆) s2w‖L2.(3.3)
This implies wj → w in Hs and thus the relative compactness.
4. Uniqueness and well-posedness
In this section we show the existence of weak solutions and its uniqueness.
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4.1. Uniqueness of weak solution. We first consider the existence of weak solutions to
(1.1).
Proposition 4.1. Let n ≥ 1, 0 < s < 1 and 0 < ℓ < s∗−2, s∗ = 2n
n−2s
if n > 2s and s∗ =∞
if n = 1 and 1
2
≤ s < 1. Let V ∈ Lp1loc + Lp2(|x| > 1) for n2s < p1, p2 ≤ ∞. Let f satisfy
(1.2) and (1.3) with a, b ∈ Lq1loc + Lq2(|x| > 1) for q0 < q1, q2 ≤ ∞, where q0 = 2n2n−(ℓ+2)(n−2s)
if n > 2s, and q0 = 1 if n = 1 and
1
2
≤ s < 1. Then there exists a weak solution Φ such that
Φ ∈ L∞(−Tmin, Tmax;Hs) ∩W 1,∞(−Tmin, Tmax;H−s),
M(Φ(t)) =M(ϕ), J(Φ(t)) ≤ J(ϕ)
for all t ∈ (−Tmin, Tmax), where (−Tmin, Tmax) is the maximal existence time interval of Φ
for given initial data ϕ.
Proof of Proposition 4.1. To show the existence of weak solutions we follow the standard
regularizing argument (for instance see [2]). For this purpose we have only to verify that
‖N(x,Φ) − N(x,Ψ)‖H−s ≤ C(K)‖Φ− Ψ‖Hs, provided ‖Φ‖Hs + ‖Ψ‖Hs ≤ K. In fact, since
pi >
n
2s
, i = 1, 2, we can always find ri, li ∈ [2, s∗) such that
‖V (Φ−Ψ)‖
L
l′
1+Ll
′
2
≤ ‖V ‖Lp1+Lp2‖Φ−Ψ‖Lr1+Lr2
for 1
ri
= 1− 1
li
− 1
pi
. If n > 2s and q0 < qi ≤ ∞,
‖f(x,Φ)− f(x,Ψ)‖
L
l˜′1+Ll˜
′
2
≤ C‖b‖Lq1+Lq2 (‖Φ‖ℓLr˜1+Lr˜2 + ‖Ψ‖ℓLr˜1+Lr˜2 )‖Φ−Ψ‖Lr˜1+Lr˜2
≤ C‖b‖Lq1+Lq2 (2Kℓ)‖Φ−Ψ‖Lr˜1+Lr˜2
for ℓ+1
r˜i
= 1− 1
qi
− 1
l˜i
. Here we used the Sobolev embedding Hs →֒ Lr˜i . If n = 1 and 1
2
< s < 1,
for any 1 < q1, q2 ≤ ∞ we can find r˜i, l˜i ∈ [2,∞) such that 1
l˜i
= 1
q i
+ 1
r˜i
. Thus from the
embedding Hs →֒ L∞ we have
‖f(x,Φ)− f(x,Ψ)‖
L
l˜′1+Ll˜
′
2
≤ C‖b‖Lq1+Lq2 (‖Φ‖ℓL∞ + ‖Ψ‖ℓL∞)‖Φ−Ψ‖Lr˜1+Lr˜2
≤ C‖b‖Lq1+Lq2 (2Kℓ)‖Φ−Ψ‖Lr˜1+Lr˜2 .
If n = 1 and s = 1
2
, then for any 1 < q1, q2 ≤ ∞, we can find r˜i, l˜i ∈ [2,∞) and p˜i ≫ 1 such
that 1
l˜i
= 1
q i
+ ℓ
p˜i
+ 1
r˜i
. So, we have
‖f(x,Φ)− f(x,Ψ)‖
L
l˜′
1+Ll˜
′
2
≤ C‖b‖Lq1+Lq2 (‖Φ‖ℓLp˜1+Lp˜2 + ‖Ψ‖ℓLp˜1+Lp˜2 )‖Φ−Ψ‖Lr˜1+Lr˜2
≤ C‖b‖Lq1+Lq2 (2Kℓ)‖Φ−Ψ‖Lr˜1+Lr˜2 .
This proves Proposition 4.1. 
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4.1.1. 1-d uniqueness.
Proposition 4.2. Let n = 1, 1
2
< s < 1, and 0 < ℓ <∞. Suppose that V and f satisfy the
conditions of Proposition 4.1 and further V, b ∈ L∞. Then the Hs-weak solution to (1.1) is
unique.
Proof of Proposition 4.2. The solution Φ constructed in Proposition 4.1 satisfies the integral
equation
Φ(t) = U(t)ϕ− i
∫ t
0
U(t− t′)N(·,Φ(t′)) dt′ a.e. t ∈ (−Tmin, Tmax),(4.1)
where U(t) = eit(−∆)
s
. Let Ψ be another weak solution of (1.1) with the same initial data as Φ
on the interval [−T1, T2] ⊂ (−Tmin, Tmax). Assume that ‖Φ‖L∞(−T1,T2;Hs)+‖Ψ‖L∞(−T1,T2;Hs) ≤
K. Then for any interval [−t1, t2] ∈ [T1, T2] we have
‖Φ−Ψ‖L∞(−t1,t2;L2)
≤ C
∫ t2
−t1
(‖V (Φ−Ψ)‖L2 + ‖b(|Φ|ℓ + |Ψ|ℓ)|Φ−Ψ|‖L2) dt′
≤ C
∫ t2
−t1
(‖V ‖L∞ + ‖b‖L∞(‖Φ‖ℓL∞ + ‖Ψ‖ℓL∞))‖Φ−Ψ‖L2 dt′
≤ C(t1 + t2)(‖V ‖L∞ + ‖b‖L∞(2Kℓ))‖Φ−Ψ‖L∞(−t1,t2;L2).
So Φ = Ψ on [−t1, t2] for sufficiently small t1, t2. Let I = (−a, b) be the maximal interval
of [−T1, T2] with ‖Φ − Ψ‖L∞(−c,d;L2) = 0 for c < a, d < b. Suppose that a < T1 or b < T2.
Without loss of generality, we may assume that a < T1 and b < T2. Then for a small ε > 0
we can find a < t1 < T1, b < t2 < T2 such that
‖Φ−Ψ‖L∞(−t1,t2;L2)
≤ C
∫ t2
−t1
(‖V ‖L∞ + ‖b‖L∞(‖Φ‖ℓL∞ + ‖Ψ‖ℓL∞))‖Φ−Ψ‖L2 dt′
≤ C(‖V ‖L∞ + ‖b‖L∞(2Kℓ))
∫
−t1,t2
‖Φ−Ψ‖L2 dt′
= C(‖V ‖L∞ + ‖b‖L∞(2Kℓ))(t1 + t2 − a− b)‖Φ−Ψ‖L∞(−t1,t2;L2)
≤ (1− ε)‖Φ−Ψ‖L∞(−t1,t2;L2).
This contradicts the maximality of I. Thus I = [−T1, T2]. Since [−T1, T2] is arbitrarily taken
in (−Tmin, Tmax), we finally get the whole uniqueness. 
4.1.2. Conditional uniqueness for n ≥ 2. The weak solution can be shown to be unique
under an weighted integrability condition. For this purpose we introduce a mixed norm
‖h‖Lmρ Lm˜σ , defined by (
∫∞
0
(
∫
S1
|h(ρσ)|m˜ dσ)mm˜ ρn−1dρ) 1m for 1 ≤ m, m˜ <∞. The case m =∞
or m˜ = ∞ can be defined in the usual way. We set ℓ0 = 2s−12s(1−s) if n = 2 and n(2s−1)(n−2s)(n−1) if
n ≥ 3, and set δ = n+2s
q
− n
2
. Then we have the following.
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Proposition 4.3. Let n ≥ 2, 1
2
< s < 1, and 0 < ℓ < ℓ0 if n = 2. Suppose that V and f
satisfy the conditions of Proposition 4.1 and further that |x|δV ∈ Lm1ρ Lm˜1σ , |x|δb ∈ Lm2ρ Lm˜2σ
for
1
m1
=
1
2
− 1
q
,
1
m˜1
=
2s
q
− 1
2
n− 1
and
1
m2
=
1
2
− 1
q
− ℓ(n− 2s)
2n
,
1
m˜2
=
2s
q
− 1
2
n− 1 −
ℓ(n− 2s)
2n
with 1
2
+ (n−1)ℓ(n−2s)
2n
≤ 2s
q
≤ s. Then the Hs-weak solution to (1.1) is unique.
Proof of Proposition 4.3. For the uniqueness we will use the following weighted Strichartz
estimate (see for instance Lemma 6.2 of [3] and Lemma 2 of [4]).
Lemma 4.4. Let n ≥ 2 and 2 ≤ q < 4s. Then we have
‖|x|−δU(·)ϕ‖
Lq(−t1,t2;L
q
ρL
q˜
σ)
≤ C‖ϕ‖L2,(4.2)
where δ = n+2s
q
− n
2
, 1
q˜
= 1
2
− 1
n−1
(
2s
q
− 1
2
)
and C is independent of t1, t2.
In [3] it was shown that
‖|x|−δD
2s
q
− 1
2
σ U(·)ϕ‖Lq(−t1,t2;LqρL2σ) ≤ C‖ϕ‖L2 .
The inequality (4.2) can be derived by Sobolev embedding on the unit sphere. Here Dσ =√
1−∆σ, ∆σ is the Laplace-Beltrami operator on the unit sphere.
We first consider the 2-d case. From (4.2) one can readily deduce that
‖|x|−δ
∫ t
0
U(t− t′)g(t′)‖
Lq(−t1,t2;L
q
ρL
q˜
σ)
. ‖g‖L1(−t1,t2;L2)(4.3)
Set g = N(x,Φ)−N(x,Ψ). Then from (4.1) we have
‖|x|−δ(Φ−Ψ)‖
L
q
(−t1,t2)
L
q
ρL
q˜
σ
.
∫ t2
−t1
‖N(·,Φ)−N(·,Ψ)‖L2 dt′
.
∫ t2
−t1
‖V (Φ−Ψ)‖L2 dt′ +
∫ t2
−t1
‖b(·)(|Φ|ℓ + |Ψ|ℓ)|Φ−Ψ|‖L2 dt′.
By Ho¨lder’s inequality with 1
2
= 1
q
+ 1
m1
= 1
q˜
+ 1
m˜1
and 1
2
= 1
m2
+ ℓ(n−2s)
2n
+ 1
q
= 1
m˜2
+ ℓ(n−2s)
2n
+ 1
q˜
we have
‖|x|−δ(Φ−Ψ)‖
L
q
(−t1,t2)
L
q
ρL
q˜
σ
. ‖|x|δV ‖
L
m1
ρ L
m˜1
σ
∫ t2
−t1
‖|x|−δ1(Φ−Ψ)‖
L
q
ρL
q˜
σ
dt′
+
∫ t2
−t1
‖| · |δb‖
L
m2
ρ L
m˜2
σ
(‖Φ‖ℓ
L
2
1−s
+ ‖Ψ‖ℓ
L
2
1−s
)‖|x|−δ(Φ−Ψ)‖
L
q
ρL
q˜
σ
dt′.
Our q and ℓ for n = 2 guarantee the well-definedness of the Ho¨lder exponents m1, m˜1, m2, m˜2.
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If (−t1, t2) ⊂ [−T1, T2] and ‖Φ‖L∞(−T1,T2;Hs) + ‖Ψ‖L∞(−T1,T2;Hs) ≤ K, then by Sobolev’s
and Ho¨lder’s inequalities we have
‖|x|−δ(Φ−Ψ)‖
L
q
(−t1,t2)
L
q
ρL
q˜
σ
≤ CV,f,K(t1 + t2)1−
1
q ‖|x|−δ(Φ−Ψ)‖
L
q
(−t1,t2)
L
q
ρL
q˜
σ
,
where CV,f,K = C
(
‖ · |δV ‖
L
m1
ρ L
m˜1
σ
+ ‖| · |δb‖
L
m2
ρ L
m˜2
σ
(2Kℓ)
)
. So Φ = Ψ on [−t1, t2] for suffi-
ciently small t1, t2. By the same argument as in 1-d case we can extend this uniqueness to
(−Tmin, Tmax).
We can proceed with the almost same way as the proof of uniqueness for high-d case. The
only difference is the range of ℓ. For the proof we need 1
m2
, 1
m˜2
≥ 0, for which we must have
ℓ ≤ n(2s− 1)
(n− 1)(n− 2s) , ℓ <
n(2s− 1)
2s(n− 2s) , n ≥ 2,
respectively. In 2-d, the former is bigger than the latter and vice versa in high-d. 
4.1.3. Unconditional uniqueness. If we restrict q in Proposition 4.3, then we can get the
unconditional uniqueness as follows.
Corollary 4.5. If n = 2, 1
4s
< 1
q
≤ min
(
1
2
− ℓ(1−s)
s
, 1
1+2s
)
, then the uniqueness as in
Proposition 4.3 occurs in C((−Tmin, Tmax);Hs).
Proof of Corollary 4.5. In view of the proof of Proposition 4.3, we have only to show that
C((−Tmin, Tmax);Hs) ⊂ Lqloc(−Tmin, Tmax; |x|
2+2s
q
−1LqρL
q˜
σ),
where 1
q˜
= 1
2
− 1
n−1
(
2s
q
− 1
2
)
. Since q ≥ 1 + 2s, q˜ ≤ q and thus
Lqloc(−Tmin, Tmax; |x|
2+2s
q
−1Lqx) ⊂ Lqloc(−Tmin, Tmax; |x|
2+2s
q
−1LqρL
q˜
σ).
Using Hardy inequality2 that ‖|x|−α u‖Lp . ‖u‖
H˙
α+n( 12−
1
p )
for 0 < α < n
p
and 2 ≤ p < ∞,
since 1− 2+2s
q
< 0 and q ≥ 2 > 2s for the above q, we get
‖|x|1− 2+2sq u‖Lqx . ‖u‖H˙ 2sq . ‖u‖Hs.
By this we deduce that Hs ⊂ |x| 2+2sq −1Lqx. This completes the proof of corollary. 
By exactly the same way, we have the following.
Corollary 4.6. If n ≥ 3, max
(
1
2
, ns
n+2s
, 1
2
+ (n−1)ℓ(n−2s)
2n
)
< 2s
q
≤ ns
n+2s−1
and 0 < ℓ ≤
n(2s−1)
(n−2s)(n+2s−1)
, then the uniqueness as in Proposition 4.3 occurs in C((−Tmin, Tmax);Hs).
2Such inequality can be shown by the interpolation between the estimates ‖|x|−α u‖L2 . ‖u‖H˙α and
‖u‖BMO . ‖u‖
H˙
n
2
.
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4.2. Well-posedness. By using the argument of [2] one can show that the uniqueness im-
plies actually well-posedness and conservation laws:
• Φ ∈ C(−Tmin, Tmax;Hs) ∩ C1(−Tmin, Tmax;H−s),
• Φ depends continuously on ϕ in Hs,
• M(Φ(t)) = M(ϕ) and J(Φ(t)) = J(ϕ) ∀ t ∈ (−Tmin, Tmax).
We leave the details to the readers. In this section we remark on the global well-posedness.
4.2.1. Remarks on global well-posedness. We discussed that the conditions on V and f of
Propositions 4.1-4.3 give the uniqueness and local well-posedness of (1.1). In this section we
study some conditions guaranteeing the global well-posedness.
(1) If f(x, |τ |) ≤ 0 for all x and τ , and Φ is the unique solution to (1.1), then
J(ϕ) = J(Φ) ≥ 1
2
‖(∆) s2Φ‖2L2 − ‖V ‖Lp1+Lp2‖Φ‖L2p′1+L2p′2 .
Since 2 < 2p′i < s
∗, from Gagiliardo-Nirenberg inequality it follows that for some
0 < θi < 1
J(ϕ) ≥ 1
2
‖(∆) s2Φ‖2
L2
−C‖V ‖Lp1+Lp2 (‖ϕ‖2(1−θ1)L2 ‖(−∆)
s
2Φ‖2θ1
L2
+ ‖ϕ‖2(1−θ2)
L2
‖(−∆) s2Φ‖2θ2
L2
).
By Young’s inequality we get ‖Φ(t)‖2Hs ≤ CV ‖ϕ‖2L2 +4J(ϕ) for all t ∈ (−Tmin, Tmax).
The continuity argument implies the global well-posedness that Tmin = Tmax =∞.
(2) If ℓ < 4s
n
and qi >
2n
4s−nℓ
(> 2n
2n−(ℓ+2)(n−2s)
), then Gagliardo-Nirenberg inequality gives
the uniform bound of ‖Φ(t)‖Hs . More precisely,
J(ϕ) = J(Φ) ≥ 1
2
‖(−∆) s2Φ‖2L2 − ‖V ‖Lp1+Lp2‖Φ‖2L2p′1+L2p′2
− ‖a‖Lq1+Lq2‖Φ‖ℓ+2
L
(ℓ+2)q′
1+L(ℓ+2)q
′
2
.
Since qi >
2n
4s−nℓ
, 2 < (ℓ+2)q′i <
2n
n−2s
. As above we get ‖Φ(t)‖2Hs ≤ CV,a‖ϕ‖2L2+4J(ϕ)
for all t ∈ (−Tmin, Tmax) and thus global well-posedness.
(3) If n = 1, 1
2
< s < 1, V = 0 and f(x,Φ) = λ|Φ|2Φ, then in [10] the authors showed
global well-posedness in L2 by using Bourgain space argument. For another global
well-posedness we refer the reader to [13], where a problem with s = 1
4
and combined
cubic nonlinearity is treated.
(4) If ℓ = 4s
n
, then since
J(ϕ) = J(Φ) ≥ 1
2
‖(−∆) s2Φ‖2L2 − ‖V ‖Lp1+Lp2‖Φ‖2L2p′1+L2p′2
− ‖a‖L∞‖ϕ‖
4s
n
L2
‖(−∆) s2Φ‖2L2 ,
we have ‖Φ(t)‖2Hs ≤ C‖ϕ‖2L2 + 4J(ϕ) for ‖a‖L∞‖ϕ‖
4s
n
L2
< 1
8
.
(5) If q and ℓ satisfies the condition of Corollary 4.5 and 4.6, then the well-posedness is
unconditional.
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4.2.2. Well-posedness of radial solutions. From now on we consider the well-posedness of
radial solutions to (1.1) when ℓ ≤ 4s
n−2s
. In [3] the authors considered the well-posedness
for Hartree type nonlinearity by using various Strichartz estimates. Indeed, they utilized
weighted or angularly regular Strichartz estimate to control the Hartree type nonlinearity.
However, if the power type nonlinearity f is involved, then the situation is quite different.
It is not easy to handle angular regularity for which we need a high regularity of f . To avoid
this we assume the radial symmetry of f and initial data.
Let us introduce radial Strichartz estimate of U(t) (see [5]): for n
2n−1
≤ s < 1, 2 ≤ q ≤
∞, 2 ≤ r <∞ with 2s
q
+ n
r
= n
2
and (q, r) 6= (2, 4n−2
2n−3
)
‖U(·)ϕ‖Lq(−T1,T2;Lrx) . ‖ϕ‖L2.(4.4)
We call such pair (q, r) s-admissible one. The constant involved in (4.4) is independent of
T1, T2. The estimate (4.4) can be extended to Besov type as follows:
‖U(·)ϕ‖Lq(−T1,T2;Bsr) . ‖ϕ‖Hs.(4.5)
Here Bsr = B
s
r,2 is the inhomogeneous Besov space. Using Christ-Kiselev lemma we get the
inhomogeneous Strichartz estimates: Let (q, r) and (q˜, r˜) be s-admissible pairs with q > q˜′.
Then
‖
∫ t
0
U(t− t′)g(t′) dt′‖Lq(−T1,T2;Bsr) . ‖g‖Lq˜′
T
Bs
r˜′
.(4.6)
Under the fractional and power type setting, an alternative Besov norm is useful, which
is stated as follows: for 0 < s < 1, 1 ≤ r <∞
‖g‖Bsr ∼ ‖g‖Lr +
(∫ ∞
0
(α−s sup
|y|≤α
‖g(·+ y)− g(·)‖Lr)2 dα
α
) 1
2
.(4.7)
The following is the local well-posedness result.
Proposition 4.7. Suppose that V (x) = V (|x|) ∈ L∞, (−∆) s2V ∈ Lns , f(x, z) = f(|x|, z),
a, b ∈ L∞ and ϕ(x) = ϕ(|x|) ∈ Hs. Let
r0 =
n(ℓ+ 2)
n + sℓ
, q0 =
4s(ℓ+ 2)
ℓ(n− 2s)
for n
2n−1
≤ s < 1, and 0 < ℓ ≤ 4s
n−2s
. Then there exists T1, T2 > 0 such that (1.1) has a
unique radial solution u ∈ C([−T1, T2];Hs) ∩ Lq0(−T1, T2;Bsr0).
The pair (q0, r0) is s-admissible one and q0 > 2.
Proof of Proposition 4.7. For simplicity we only consider the well-posednss on [0, T ]. Let
(XρT , dX) be a metric space with metric dX defined by
XρT = {Φ ∈ L∞T Hs ∩ Lq0T Bsr0 : Φ is radial and ‖Φ‖L∞T Hs ∩Lq0T Bsr0 ≤ ρ},
dX(Φ,Ψ) = ‖Φ−Ψ‖L∞
T
L2∩L
q0
T
Lr0 .
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LqTB denotes Lqt ([0, T ];B) for some positive T and Banach space B. Since Hs and Bsr0 are
reflexive Banach space, one can readily show that XρT is complete. We define a mapping N
on XρT by
N (Φ)(t) = U(t)ϕ− i
∫ t
0
U(t− t′)[N(·,Φ)](t′) dt′.(4.8)
We use the standard contraction mapping argument. For any Φ ∈ XρT we have from (4.5)
and (4.6) with q0, r0 that
‖N (Φ)‖L∞
T
Hs∩L
q0
T
Bsr0
. ‖U(·)ϕ‖Lq0
T
Bsr0
+ ‖V Φ‖L1
T
Hs + ‖f(·,Φ)‖
L
q′0
T
Bs
r′
0
.(4.9)
From the fractional Leibniz rule, we have
‖V Φ‖L1
T
Hs . T (‖V ‖L∞‖Φ‖L∞T Hs + ‖(−∆)
s
2V ‖
L
n
s
‖Φ‖
L∞
T
L
2n
n−2s
)
. T (‖V ‖L∞ + ‖(−∆) s2V ‖Lns )‖Φ‖L∞T Hs.
(4.10)
On the other hand, since 1
r′0
= ℓ
r
+ 1
r0
for 1
r
= n−2s
n(ℓ+2)
which equals 1
r0
− s
n
, from the condition
(1.2) and Sobolev embedding Bsr0 →֒ Lr it follows that
‖f(·,Φ)‖
L
r′0
x
. ‖Φ‖ℓLrx‖Φ‖Lr0x . ‖Φ‖ℓ+1Bsr0 .
From (1.3) we have
|f(x+ y,Φ(x+ y))− f(x,Φ(x))|
. min(1, |y|)|Φ(x+ y)|ℓ+1 + (|Φ(x+ y)|ℓ + |Φ(x)|ℓ)|Φ(x+ y)− Φ(x)|.
So, we get as above
‖f(·+ y,Φ(·+ y))− f(·,Φ(·))‖
L
r′0
. min(1, |y|)‖Φ‖ℓ+1Bsr0 + ‖Φ‖
ℓ
Bsr0
‖Φ(·+ y)− Φ(·)‖Lr0 .
Thus we get from (4.7)
‖f(·,Φ)‖Bs
r′0
. ‖Φ‖ℓ+1Bsr0 (1 +
(∫ ∞
0
[α−smin(1, α)]2
dα
α
) 1
2
) . ‖Φ‖ℓ+1Bsr0 .(4.11)
Now let us turn to the nonlinear estimate (4.9). We take Ho¨lder’s inequality in t-variable
with
1
q′0
=
ℓ+ 1
q0
+
1
q1
.
From the condition of ℓ we have 1/q1 ≥ 0, and 1/q1 = 0 when ℓ = 4sn−2s . Thus we get
‖N (Φ)‖L∞
T
Hs∩L
q0
T
Bsr0
≤ ‖U(·)ϕ‖Lq0
T
Bsr0
+ CT‖Φ‖L∞
T
Hs + CT
1
q1 ‖Φ‖ℓ+1
L
q0
T
Bsr0
. ‖U(·)ϕ‖Lq0
T
Bsr0
+ CTρ+ CT
1
q1 ρℓ+1.
If ℓ < 4s
n−2s
, then since ‖U(·)ϕ‖Lq0
T
Bsr0
. ‖ϕ‖Hs, T can be chosen to be dependent only on
C and ‖ϕ‖Hs to guarantee N (Φ) ∈ XρT . If ℓ = 4sn−2s , then we first choose T, ρ such that
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C(Tρ + T
1
q1 ρℓ+1) ≤ ρ/2 and then choose smaller T such that ‖U(·)ϕ‖Lq0
T
Bsr0
≤ ρ
2
, which
means N (Φ) ∈ XρT .
Now we show that N is a Lipschitz map for sufficiently small T . Let Φ,Ψ ∈ XρT . Then
from the same estimates as above we have
dX(N (Φ),N (Ψ)) ≤ C‖V (Φ−Ψ)‖L1
T
Hs + C‖f(·,Φ)− f(·,Ψ)‖
L
q′0
T
L
r′0
≤ CT (‖V ‖L∞ + ‖(−∆) s2V ‖Lns )‖Φ−Ψ‖L∞T Hs
+ CT
1
q1 (‖Φ‖ℓ
L
q0
T
Bsr0
+ ‖Ψ‖ℓ
L
q0
T
Bsr0
)‖Φ−Ψ‖Lq0
T
Lr0
≤ C(T + T 1q1 (2ρℓ)) dX(Φ−Ψ).
Thus for smaller T and ρ the mapping N is a contraction and there is a fixed point Φ of N
satisfying (4.1). The uniqueness and time continuity follows easily from the equation (4.1)
and Strichartz estimate. We omit the details. 
Remark 1. The mass and energy conservations are straightforward from the uniqueness.
One can also show the conservation laws by the argument for Strichartz solutions of [15].
The global well-posedness follows easily from the conservations in case that f(x, |τ |) ≤ 0 and
ℓ < 4s
n−2s
, or ℓ < 4s
n
, or f(x, |τ |) ≤ 0 and ℓ = 4s
n−2s
and ‖ϕ‖Hs is small.
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