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Abstract
This paper presents a goodness-of-fit test for parametric regression models with scalar re-
sponse and directional predictor, that is, vectors in a sphere of arbitrary dimension. The testing
procedure is based on the weighted squared distance between a smooth and a parametric regres-
sion estimator, where the smooth regression estimator is obtained by a projected local approach.
Asymptotic behavior of the test statistic under the null hypothesis and local alternatives is pro-
vided, jointly with a consistent bootstrap algorithm for application in practice. A simulation
study illustrates the performance of the test in finite samples. The procedure is also applied to
a real data example from text mining.
Keywords: Local linear regression; Goodness-of-fit test; Directional data; Bootstrap calibration.
1 Introduction
Directional data (data on a general sphere of dimension q) appear in a variety of contexts being the
simplest one provided by observations of angles on a circle (circular data), for instance, from wind
directions or animal orientation (Mardia and Jupp, 2000). Stars positions could be seen as data on a
two-dimensional sphere and quite recently, directional data in higher dimensions have been consid-
ered in text mining (Srivastava and Sahami, 2009). In order to identify a statistical pattern within
a certain collection of texts, these objects may be represented by a vector on a sphere where each
vector component gives the relative frequency of a certain word. For instance, from this vector-space
representation, text classification (see Banerjee et al. (2005)) can be performed, but other interesting
problems such as popularity prediction could be tackled. Such a characterization can be done, for
instance, for articles in news aggregators, where popularity prediction in web texts (news) can be
quantified by the number of comments or views (see Tatar et al. (2012)). In addition, in order to
model or predict the popularity of a certain web entry based on its contents (in a vector-space form),
a linear-directional regression model could be used.
When dealing with directional and linear variables at the same time, the joint behavior could be
modeled by considering a flexible density estimator, as the one proposed by García-Portugués et al.
(2013). Nevertheless, a regression approach may be more useful, allowing at the same time for
explaining a relation between the variables and for making predictions. Nonparametric regression
estimation methods for linear-directional models have been proposed by different authors. For in-
stance, Cheng and Wu (2013) introduced a general local linear regression method on manifolds,
and quite recently, Di Marzio et al. (2014) presented a local polynomial method for the regression
function when both the predictor and the response are defined on spheres.
Despite the fact that these methods provide flexible estimators which may capture the regression
shape, in terms of interpretation of the results, purely parametric models may be more convenient.
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In this context, goodness-of-fit testing methods can be designed, providing a tool for assessing a
certain parametric linear-directional regression model. Goodness-of-fit tests for directional data, or
including a directional component in the data generating process, have not been deeply studied. For
the density case, Boente et al. (2013) provide a nonparametric goodness-of-fit test for directional
densities and similar ideas are used by García-Portugués et al. (2014) for directional-linear densi-
ties. Except for the exploratory tool and lack-of-fit test for linear-circular regression developed by
Deschepper et al. (2008) there are no other works in the regression context. A goodness-of-fit test
for parametric regression models will be presented in this paper. The test is based on a squared
distance between the parametric fit and a nonparametric one. Specifically, a modified local linear
estimator, similar to the one proposed by Di Marzio et al. (2014) will be introduced with this pur-
pose. Theoretical properties of the test statistic will be studied, and its effectiveness in practice will
be confirmed by simulation results.
The paper is organized as follows. Basic notation is introduced in Section 2, where the projected local
regression estimator is also analyzed. Section 3 includes the main results, regarding the asymptotic
behavior of the test statistic. A consistent bootstrap strategy is also presented. The performance
of the proposed method is assessed for finite samples in a simulation study, provided in Section 4.
Section 5 shows a real data application on news popularity prediction. An appendix contains the
proofs of the main results. Proofs of technical lemmas and further information on the simulation
study, jointly with more simulation results, are provided as supplementary material.
2 Nonparametric linear-directional regression
Some basic concepts in nonparametric directional density and linear-directional regression estima-
tion will be provided in this section. Basic notation will be introduced, jointly with some motivation
for the regression estimator proposal that will be used in the testing procedure.
Let Ωq =
{
x ∈ Rq+1 : x21 + · · · + x2q+1 = 1
}
denote the q-sphere in Rq+1, with associated Lebesgue
measure denoted by ωq (when there is no possible confusion, the surface area of Ωq will be denoted by
ωq = 2pi
q+1
2
/
Γ
( q+1
2
)
, q ≥ 0). A directional density f on Ωq satisfies
∫
Ωq
f(x)ωq(dx) = 1. Consider
a random sample X1, . . . ,Xn in Ωq, from a directional random variable X with density f . A kernel
density estimator for f was introduced by Hall et al. (1987) and Bai et al. (1988). For a given point
x ∈ Ωq, the kernel density estimator is defined as
fˆh(x) =
1
n
n∑
i=1
Lh (x,Xi) , Lh(x,y) = ch,q(L)L
(
1− xTy
h2
)
, (1)
where L is a directional kernel, h > 0 is the bandwidth parameter and the normalizing constant
ch,q(L) is given by
ch,q(L)
−1 = λh,q(L)hq = λq(L)hq + o (1) (2)
with λh,q(L) = ωq−1
∫ 2h−2
0 L(r)r
q
2
−1(2− rh2) q2−1 dr and λq(L) = 2
q
2
−1ωq−1
∫∞
0 L(r)r
q
2
−1 dr.
In many practical situations, the interest lies in the analysis of the directional variable X jointly
with a real random variable Y . The joint behavior of both variables (X, Y ) may be studied by a
density approach, as in García-Portugués et al. (2013). However, a regression approach may be more
suitable in some situations. Assume that the directional random variable X with density f may be
the covariate in the following regression model
Y = m(X) + σ(X)ε, (3)
2
where Y is a scalar random (response) variable, m is the regression function given by the conditional
mean (m(x) = E [Y |X = x]), and σ2 is the conditional variance (σ2(x) = Var [Y |X = x]). Errors are
collected by ε, a random variable such that E [ε|X] = 0, E [ε2|X] = 1 and E [|ε|3|X] and E [ε4|X]
are bounded random variables.
The regression and density functions m, f : Ωq −→ R can be extended from Ωq to Rq+1\ {0} by
considering a radial projection (see Zhao and Wu (2001) for the density case). This allows for the
consideration of derivatives of these functions and the use of Taylor expansions.
A1. m and f are extended from Ωq to Rq+1\ {0} by m (x) ≡ m (x/ ||x||) and f (x) ≡ f (x/ ||x||).
m is three times and f is twice continuously differentiable and f is bounded away from zero.
The continuity up to the second derivatives of f and up to the third derivatives of m, together with
the q-spherical compact support, guarantees that these functions are in fact uniformly bounded. As
a consequence of the radial extension, the directional derivative ofm in the direction x and evaluated
at x is zero, that is, xT∇m(x) = 0.
Consider, from now on, that a random sample from model (3), namely (X1, Y1), . . . , (Xn, Yn) inde-
pendent and identically distributed (iid) vectors in Ωq×R, is available. Given two points x,Xi ∈ Ωq,
under assumption A1, the one-term Taylor expansion of m at Xi, conditionally on X1, . . . ,Xn, can
be written as:
m(Xi) = m(x) +∇m(x)T (Xi − x) +O
(
||Xi − x||2
)
= m(x) +∇m(x)T (Iq+1 − xxT ) (Xi − x) +O (||Xi − x||2)
= m(x) +∇m(x)TBxBTx (Xi − x) +O
(
||Xi − x||2
)
≈ β0 + βT1 BTx (Xi − x),
with Bx = (b1, . . . ,bq)(q+1)×q the projection matrix. For a given x ∈ Ωq, let {b1, . . . ,bq} be a
collection of q resulting vectors that complete x to an orthonormal basis {x,b1, . . . ,bq} of Rq+1
(given, for example, by Gram-Schmidt). The projection matrix Bx = (b1, . . . ,bq) is a (q + 1) × q
semiorthogonal matrix, i.e. BTxBx = Iq, with Iq the identity matrix of dimension q. By the spectral
decomposition theorem, BxBTx =
∑q
i=1 bib
T
i = Iq+1 − xxT .
With this setting, the first coefficient β0 ∈ R captures the constant effect in m(x) while the second
one, β1 ∈ Rq, contains the linear effects of the projected gradient of m given by BTx∇m(x). It should
be noted that β1 has dimension q (an appropriate dimension in the q-sphere Ωq, instead of having
dimension q + 1, the one that will arise from an usual Taylor expansion in Rq+1). The previous
Taylor expansion provides the motivation for the projected local estimator of the regression function
m at x ∈ Ωq that will be introduced and analyzed in the next section.
2.1 The projected local estimator
As in the previous section, consider (X1, Y1), . . . , (Xn, Yn) a random sample from model (3) and
recall the expansion of the regression function derived under assumption A1:
m(Xi) ≈ β0 + βT1 BTx (Xi − x).
The projected local estimator proposed in this work is obtained as a local fit by weighting the
constants β0 or the hyperplanes β0 + βT1 BTx (Xi − x) according to the influence of Xi over x. Both
situations can be formulated together as a weighted least squares problem:
min
β∈Rq+1
n∑
i=1
(
Yi − β0 − δp,1 (β1, . . . , βq)T BTx (Xi − x)
)2
Lh(x,Xi), (4)
3
where δp,q is the Kronecker Delta, used to control both the local constant (p = 0) and local linear
(p = 1) fits, and Lh are the directional kernels, defined as in (1). The solution to the minimization
problem (4) is given by
βˆ =
(X Tx,pWxX x,p)−1X Tx,pWxY, (5)
where Y is the vector of observed responses,Wx is the weight matrix and X x,p is the design matrix.
Specifically:
Y =
 Y1...
Yn
 ,Wx = diag (Lh(x,X1), . . . , Lh(x,Xn)) , X x,1 =
 1 (X1 − x)
TBx
...
...
1 (Xn − x)TBx

and X x,0 = 1n, with 1d denoting a column vector of length d with all entries equal to one and
whose dimension will be omitted and determined by the context. The projected local (constant or
linear) estimator at x is given by the estimated coefficient βˆ0 = mˆh,p(x) and is a weighted linear
combination of the responses:
mˆh,p(x) = βˆ0 = e
T
1
(X Tx,pWxX x,p)−1X Tx,pWxY = n∑
i=1
W pn (x,Xi)Yi, (6)
where W pn (x,Xi) = eT1
(X Tx,pWxX x,p)−1X Tx,pWxei (ei denotes a unit canonical vector).
It should be noted that, for p = 0 (local constant), W 0n (x,Xi) =
Lh(x,Xi)∑n
j=1 Lh(x,Xj)
. This corresponds to
the Nadaraya-Watson estimator for directional predictor and scalar response, introduced by Wang
et al. (2000).
Remark 1. Di Marzio et al. (2014) have recently proposed a local linear estimator for model (3),
but from a different approach. Specifically, these authors consider another alternative for developing
the Taylor expansions of m based on the tangent-normal decomposition: Xi = x cos ηi + ξi sin ηi,
with ηi ∈ [0, 2pi) and ξi ∈ Ωq satisfying that ξTi x = 0. This approach leads to an overparametrized
design matrix of q + 2 columns which makes X Tx,pWxX x,p exactly singular. This problem can be
avoided in practice by computing a pseudo-inverse. Although both approaches come from different
motivations, it can be seen that their asymptotic behavior is the same (conditional bias, variance
and asymptotic normality). This can be checked by considering the different parametrization used in
Di Marzio et al. (2014), where the smoothing parameter is κ ≡ 1/h2. It should be also noted that,
for the circular case (q = 1), the projected local estimator corresponds to the proposal by Di Marzio
et al. (2009). See supplement for a detailed discussion of particular cases.
2.2 Properties
Asymptotic bias and variance for the estimator (5), jointly with its asymptotic normality, will be
derived in this section. Some further assumptions will be required:
A2. The conditional variance σ2 is uniformly continuous and bounded away from zero.
A3. The directional kernel L is a continuous and bounded function L : [0,∞) → [0,∞) with
exponential decay: L(r) ≤Me−αr, ∀r ∈ [0,∞), with M,α > 0.
A4. The sequence of bandwidths h = hn is positive and satisfies h→ 0 and nhq →∞.
Conditions A2 and A4 are the usual ones for the multivariate local linear estimator (see Ruppert
and Wand (1994)). Condition A3 allows for the use of non-compactly supported kernels, such as
the von Mises kernel L(r) = e−r, and implies condition A2 in García-Portugués et al. (2014).
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Theorem 1 (Conditional bias and variance). Under assumptions A1–A4, the conditional bias and
variance for the projected local estimator with p = 0, 1 are given by
E [mˆh,p(x)−m(x)|X1, . . . ,Xn] = bq(L)
q
Bp(x)h
2 + oP
(
h2
)
+ δp,0OP
(
h√
nhq
)
,
Var [mˆh,p(x)|X1, . . . ,Xn] = λq(L
2)λq(L)
−2
nhqf(x)
σ2(x) + oP
(
(nhq)−1
)
,
uniformly for all x ∈ Ωq, where the terms in the bias are given by (tr stands for the trace):
Bp(x) =
{
2∇f(x)
T∇m(x)
f(x) + tr [Hm(x)] , p = 0,
tr [Hm(x)] , p = 1,
bq(L) =
∫∞
0 L(r)r
q
2 dr∫∞
0 L(r)r
q
2
−1 dr
.
Remark 2. As it happens in the Euclidean setting, the conditional bias is reduced from the local
constant fit to the local linear one, whereas the variance remains the same for both estimators. The
expressions and residual terms obtained in this setting agree with their Euclidean analogues (see Fan
et al. (1996)), with the role of the kernel’s second moment played by q−1bq(L) and the integral of the
squared kernel by λq(L2)λq(L)−2.
From Theorem 1, an equivalent kernel expression can be obtained. Such a result allows for an explicit
form of the weights W pn (x,Xi), resulting an estimator asymptotically equivalent (in probability) to
(6). This formulation, for p = 1, provides a simpler form for the weighting kernel than the one given
in (6). In addition, the asymptotic expression will only depend on the datum (Xi, Yi) and not on
the whole data sample. This feature will be crucial for developing the goodness-of-fit test in Section
3 and the asymptotic normality of the estimators, collected in the next result.
Corollary 1 (Equivalent kernel). Under assumptionsA1–A4, the projected local estimator mˆh,p(x) =∑n
i=1W
p
n (x,Xi)Yi for p = 0, 1 satisfies uniformly in x ∈ Ωq:
mˆh,p(x) =
n∑
i=1
L∗h(x,Xi)Yi (1 + oP (1)) , L
∗
h (x,Xi) =
1
nhqλq(L)f(x)
L
(
1− xTXi
h2
)
.
Note that the equivalent kernel is the same for p = 0 and p = 1, as it happens in the Euclidean case
when estimating the regression function (see pages 64–66 of Fan and Gijbels (1996) with ν = 0 and
p = 0, 1).
Theorem 2 (Asymptotic normality). Under assumptions A1–A4 and for p = 0, 1, for every fixed
point x ∈ Ωq such that E
[
(Y −m(x))2+δ|X = x] <∞, for some δ > 0,
√
nhq
(
mˆh,p(x)−m(x)− bq(L)
q
Bp(x)h
2
)
d−→ N
(
0,
λq(L
2)λq(L)
−2
f(x)
σ2(x)
)
.
3 Goodness-of-fit test for linear-directional regression
In this section, a test statistic for assessing if the regression function m belongs to a class of para-
metric functionsMΘ = {mθ : θ ∈ Θ ⊂ Rs} will be introduced. Assuming that model (3) holds, the
goal is to test the null hypothesis
H0 : m(x) = mθ0(x), for all x ∈ Ωq, versus H1 : m(x) 6= mθ0(x), for some x ∈ Ωq,
with θ0 ∈ Θ known (simple hypothesis) or unknown (composite hypothesis) and where the statement
for all holds except for a set of probability zero and for some holds for a set of positive probability.
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The proposed statistic to test H0 compares the projected local estimator introduced in Subsection
2.1 with a parametric estimator inMΘ throughout a squared weighted norm:
Tn =
∫
Ωq
(
mˆh,p(x)− Lh,pmθˆ(x)
)2
fˆh(x)w(x)ωq(dx)
where Lh,pm(x) =
∑n
i=1W
p
n (x,Xi)m(Xi) represents the local smoothing of the function m from
measurements {Xi}ni=1 and θˆ denotes either the known parameter θ0 (simple null hypothesis) or
a consistent estimator (composite null hypothesis; see condition A6 below). This smoothing of
the (possibly estimated) parametric regression function is included to reduce the asymptotic bias
(Härdle and Mammen, 1993). In order to mitigate the effect of the difference between mˆh,p and mθˆ
in sparse areas of the covariate, the squared difference is weighted by a kernel density estimate of
X, namely fˆh. Furthermore, by the inclusion of fˆh, the effects of the unknown density both on the
asymptotic bias and variance are removed. Optionally, a weight function w : Ωq −→ [0,∞) can also
be considered for removing possible boundary effects.
Two additional assumptions regarding the smoothness of the parametric regression function and the
estimation of θ0 in the composite hypothesis are required for deriving the distribution of Tn under
the null hypothesis:
A5. mθ is continuously differentiable as a function of θ, and this derivative is also continuous for
x ∈ Ωq.
A6. Under H0, there exists an
√
n-consistent estimator θˆ of θ0, i.e. θˆ − θ0 = OP
(
n−
1
2
)
and such
that, under H1, θˆ − θ1 = OP
(
n−
1
2
)
for a certain θ1.
Theorem 3 (Limit distribution of Tn). Under conditions A1–A6 and under the null hypothesis
H0 : m ∈MΘ (that is, m(x) = mθ0(x), for all x ∈ Ωq),
nh
q
2
(
Tn − λq(L
2)λq(L)
−2
nhq
∫
Ωq
σ2θ0(x)w(x)ωq(dx)
)
d−→ N (0, 2ν2θ0) ,
where σ2θ0(x) = E
[
(Y −mθ0(X))2|X = x
]
is the conditional variance under H0 and
ν2θ0 =
∫
Ωq
σ4θ0(x)w(x)
2 ωq(dx)× γqλq(L)−4
∫ ∞
0
r
q
2
−1
{∫ ∞
0
ρ
q
2
−1L(ρ)ϕq(r, ρ) dρ
}2
dr,
ϕq(r, ρ) =
 L
(
r + ρ− 2(rρ) 12
)
+ L
(
r + ρ+ 2(rρ)
1
2
)
, q = 1,∫ 1
−1
(
1− θ2) q−32 L(r + ρ− 2θ(rρ) 12) dθ, q ≥ 2,
γq =
{
2−
1
2 , q = 1,
ωq−1ω2q−22
3q
2
−3, q ≥ 2.
It should be noted that the convergence rate as well as the asymptotic bias and variance agree
with the results in the multivariate setting given by Härdle and Mammen (1993) and Alcalá et al.
(1999), except for the cancellation of the design density effects in bias and variance, achieved by the
inclusion of fˆh in the test statistic. The use of a local estimator with p = 0 or p = 1 (local constant
or local linear) does not affect the limiting distribution, given that the equivalent kernel is the same
(as stated in Corollary 1). Finally, the general complex structure of the asymptotic variance (see
also Zhao and Wu (2001) and García-Portugués et al. (2014) for the density context) turns much
simpler if a von Mises kernel (see Subsection 2.2) is used:
ν2 =
∫
Ωq
σ4(x)w(x)2 ωq(dx)× (8pi)−
q
2 .
6
The contribution of this kernel to the asymptotic bias is λq(L2)λq(L)−2 =
(
2pi
1
2
)−q.
The power of the proposed test statistic is also investigated for a family of local alternatives that is
asymptotically close to H0. Denote these local alternatives by H1P :
H1P : m(x) = mθ0(x) + cng(x), for all x ∈ Ωq,
where mθ0 ∈ MΘ, g : Ωq −→ R and cn is a positive sequence such that cn → 0, for example
cn =
(
nh
q
2
)− 1
2 . With this notation, H1P becomes H0 when g is such that mθ0 + c
− 1
2
n g ∈MΘ (g ≡ 0,
for example) and H1 when the previous statement does not hold for a set of positive probability.
The following conditions are required for deriving the limiting distribution of Tn under H1P :
A7. The function g is continuous.
A8. Under H1P , the
√
n-consistent estimator θˆ also satisfies θˆ − θ0 = OP
(
n−
1
2
)
.
Theorem 4 (Power under local alternatives). Under conditions A1–A5, A7–A8 and under the
hypothesis H1P ,
nh
q
2
(
Tn − λq(L
2)λq(L)
−2
nhq
∫
Ωq
σ2θ0(x)w(x)ωq(dx)
)
d−→

∞, c2nnh
q
2 →∞,
N
(∫
Ωq
g(x)2f(x)w(x)ωq(dx), 2ν
2
θ0
)
, c2nnh
q
2 → δ, 0 < δ <∞,
N (0, 2ν2θ0), c2nnh
q
2 → 0.
The critical sequence cn, which is of order
(
nh
q
2
)− 1
2 , reflects the asymptotic power that is bounded
away from 1 (first case) and the level of the test (third case). In this case, the effect of g in the
limiting distribution of the test statistic appears in the asymptotic bias and the test asymptotically
detects all kinds of local alternatives from H0 whose component g has a positive squared weighted
norm.
To illustrate the effective convergence of the statistic to the asymptotic distribution, a simple numer-
ical experiment is provided. The regression setting is the model Y = c+ε, with c = 1, ε ∼ N (0, σ2),
σ2 = 12 and X uniformly distributed on the circle (q = 1). The composite hypothesis H0 : m ≡ c, for
c ∈ R unknown (test for no effect), is checked using the local constant estimator (p = 0) with von
Mises kernel and considering the weight function w ≡ 1. Figure 1 presents two QQ-plots computed
from samples
{
nh
1
2
(
T jn−
√
pi
4 nh
)}500
j=1
obtained for different sample sizes n. Two bandwidth sequences
hn =
1
2×n−r, r = 13 , 15 are chosen to illustrate the effect of the bandwidths in the convergence to the
asymptotic distribution, and, specifically, that the effect of undersmoothing boosts the convergence
since the bias is mitigated. The Kolmogorov-Smirnov (K-S) and Shapiro-Wilk (S-W) tests are ap-
plied on to measure how close the empirical distribution of the test statistic is to a N (0, 2ν2θ0) and
to normality, respectively.
3.1 Bootstrap calibration
As it usually happens in smoothed tests (see Härdle and Mammen (1993) or García-Portugués et al.
(2014)), the asymptotic distribution cannot be used to calibrate the test statistic for small or mod-
erate sample sizes due to the slow convergence rate and due to the presence of unknown quantities
depending on the design density and the error structure. In this situation, bootstrap calibration is
an alternative.
7
The main idea is to approximate the distribution of Tn under H0 by one of its bootstrapped version
T ∗n , which can be arbitrarily well approximated by Monte Carlo by generating bootstrap samples
{(Xi, Y ∗i )}ni=1. UnderH0, the bootstrap responses are obtained from the parametric fit and bootstrap
errors that imitate the conditional variance by a wild bootstrap procedure: Y ∗i = mθˆ(Xi) + εˆiV
∗
i ,
where εˆi = Yi − mθˆ(Xi) and the variables V ∗1 , . . . , V ∗n are independent from the observed sample
and iid with E [V ∗i ] = 0, Var [V ∗i ] = 1 and finite third and fourth moments. A common choice is
considering a binary variable with probabilities P
{
V ∗i = (1 −
√
5)/2
}
= (5 +
√
5)/10 and P
{
V ∗i =
(1 +
√
5)/2
}
= (5−√5)/10, which corresponds to the golden section bootstrap. The bootstrap test
statistic is
T ∗n =
∫
Ωq
(
mˆ∗h,p(x)− Lh,pmθˆ∗(x)
)2
fˆh(x)w(x)ωq(dx),
where mˆ∗h,p and θˆ
∗
are the analogues of mˆh,p and θˆ, respectively, obtained from the bootstrapped
sample {(Xi, Y ∗i )}ni=1.
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Figure 1: QQ-plot comparing the quantiles of the asymptotic distribution given by Theorem 3 with the
sample quantiles for
{
nh
1
2
(
T jn −
√
pi
4 nh
)}500
j=1
with n = 102 (left) and n = 5× 105 (right).
The testing procedure for calibrating the test is summarized in the next algorithm, stated for the
composite hypothesis. If the simple hypothesis is considered, then set θ0 = θˆ = θˆ
∗
.
Algorithm 1 (Test in practice). Consider {(Xi, Yi)}ni=1 a random sample from model (3). To test
H0 : m ∈MΘ, set a bandwidth h and a weight function w and proceed as follows:
i. Compute θˆ and obtain the fitted residuals εˆi = Yi −mθˆ(Xi), i = 1, . . . , n.
ii. Compute Tn =
∫
Ωq
(
mˆh,p(x)− Lh,pmθˆ(x)
)2
fˆh(x)w(x)ωq(dx).
iii. Bootstrap resampling. For b = 1, . . . , B:
(a) Obtain a bootstrap random sample {(Xi, Y ∗i )}ni=1, where Y ∗i = mθˆ(Xi)+ εˆiV ∗i and V ∗i are
iid golden section binary variables, i = 1, . . . , n.
(b) Compute θˆ
∗
as in i, but now from the bootstrap sample from (a).
(c) Compute T ∗bn =
∫
Ωq
(
mˆ∗h,p(x)− Lh,pmθˆ∗(x)
)2
fˆh(x)w(x)ωq(dx).
iv. Approximate the p-value by 1B
∑B
b=1 1{Tn≤T ∗bn }.
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Bootstrap strategies may be computational expensive. In this case, it should be noted that the test
statistic can be written as Tn =
∫
Ωq
(∑n
i=1W
p
n(x,Xi)εˆi
)2
fˆh(x)w(x)ωq(dx), using the equivalent
kernel notation. The bootstrap test statistic T ∗n is the same, just taking εˆi
∗ = Y ∗i −mθˆ∗(Xi) instead
of εˆi, so there is no need to recompute the other elements of Tn in the bootstrap resampling.
In order to prove the consistency of the resampling mechanism detailed in Algorithm 1, that is, that
the bootstrapped statistic T ∗n has the same asymptotic distribution as the original statistic Tn, a
bootstrap analogue of assumption A6 is required:
A9. The estimator θˆ
∗
computed from {(Xi, Y ∗i )}ni=1 is such that θˆ
∗ − θˆ = OP∗
(
n−
1
2
)
, where P∗ is
the probability law conditional on {(Xi, Yi)}ni=1.
Based on this assumption and on the previous ones, it is proved from Theorem 3 that the probability
distribution function (pdf) of T ∗n conditional on the sample converges always in probability to a
Gaussian pdf, which is the same asymptotic pdf of Tn if H0 holds.
Theorem 5 (Bootstrap consistency). Under conditions A1–A6 and A9 and conditionally on
{(Xi, Yi)}ni=1,
nh
q
2
(
T ∗n −
λq(L
2)λq(L)
−2
nhq
∫
Ωq
σ2θ1(x)w(x)ωq(dx)
)
d−→ N (0, 2ν2θ1)
in probability. If the null hypothesis holds, then θ1 = θ0.
4 Simulation study
The finite sample performance of the goodness-of-fit test is explored in four regression models,
considering different sample sizes, dimensions and bandwidths. Given the regression model (3) and
taking Tn as test statistic, the following components must be specified: the density of the predictor
X, the regression function m, the noise σ(X)ε and the deviations from H0.
−4 −2 0 2 4 −4 −2 0 2 4 −4 −2 0 2 4 −4 −2 0 2 4
Figure 2: Parametric regression models for scenarios S1 to S4, for circular and spherical cases.
The parametric regression functions with directional covariate and scalar response are shown in
Figure 2, with the following codification: the radius from the origin represents the response m(x)
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for a x direction, resulting in a distortion from a perfect circle or sphere. The noise considered is
ε ∼ N (0, 1), with two different conditional standard deviations given by σ1(x) = 12 (homocedastic,
Hom.) and σ2(x) = 14 + 3fM16(x) (heteroskedastic, Het.), with fM16 being the density of the M16
model in García-Portugués (2013). In order to define the design densities, some models introduced
by García-Portugués (2013) have been considered: M1 (uniform), M4, M12 and M20 are used as
single densities or as part of mixture distributions, as in S2 and S3 (see Table 1). The alternative
hypothesis H1 is obtained by adding the deviations ∆1(x) = cos(2pix1)(x3q+1−1)/ log(2+|xq+1|) and
∆2(x) = cos(2pix
2
1x2) exp {xq+1} to the true regression function mθ0(x). The different combinations
considered in S1 to S4 are given in Table 1 (see supplementary material also for further details).
Scenario Regression function Parameters Density Noise Deviation
S1 m(x) = c c = 0 M1 Het. 3
4
∆1(x)
S2 m(x) = c+ ηTx c = 1, η =
(− 3
2
, 1
2 q
)
3
5
M4 + 2
5
M1 Het. − 3
4
∆1(x)
S3 m(x) = c+ a sin(2pix2) + b cos(2pix1) c = 0, a = 1, b = 32
3
5
M12 + 2
5
M1 Hom. 3
4
∆2(x)
S4 m(x) = c+ a sin
(
2pib (2 + xq+1)
−1 ) c = 0, a = 3, b = 4 M20 Hom. 1
2
∆2(x)
Table 1: Specification of simulation scenarios for model (3).
The tests based on the projected local constant and local linear estimators (p = 0, 1) are com-
pared in these four scenarios, under H0 and H1, for a grid of bandwidths, different sample sizes
n = 100, 250, 500 and dimensions q = 1, 2, 3. M = 1000 Monte Carlo trials and B = 1000 bootstrap
replicates are considered. Parametric estimation is done by nonlinear least squares, which is justi-
fied by their simplicity and asymptotic normality under certain conditions (Jennrich, 1969), hence
satisfying assumption A6.
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Figure 3: Empirical sizes (first row) and powers (second row) for significance level α = 0.05 for the different
scenarios, with p = 0 (solid line) and p = 1 (dashed line). From left to right, columns represent dimensions
q = 1, 2, 3 with sample size n = 100. Green, blue, red and orange colors correspond to scenarios S1 to S4,
respectively.
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The empirical sizes of the goodness-of-fit tests are shown using the so called significance trace (Bow-
man and Azzalini, 1997), that is, the curve of percentages of empirical rejections for different band-
widths. These empirical rejections are computed from the same generated samples and bootstrap
replicates. As it is shown in Figure 3, except for very small bandwidths that result in a conserva-
tive test, the significance level is stabilized around the 95% confidence band for the nominal level
α = 0.05, for the different scenarios, dimensions and sample sizes. With respect to the power, given
the mild deviations from the null hypotheses (see Supporting Information for quantification), the
power performance of the proposed tests seems quite competitive. Despite the fact that the test
based on the local linear estimator (p = 1) provides a better power for large bandwidths in certain
scenarios, the overall impression is that the test with p = 0 is hard to beat: the powers with p = 0
and p = 1 are almost the same for low dimensions, whereas as the dimension increases the local
constant estimator performs better for a wider range of bandwidths. This effect could be explained
by the spikes that local linear regression tends to show in the boundaries of the support (design
densities of S3 and S4), which become more important as the dimension increases. More simula-
tion results are available in the supplement, including the interpretation of power variation between
scenarios.
5 Application to text mining
A challenging field where directional data techniques may be applied is text mining. In different
applications within this context, it is quite common to consider a corpus (collection of documents)
and to determine the so-called vector space model: a corpus d1, . . . ,dn is codified by the set of
vectors {(di1, . . . , diD)}ni=1 (the document-term matrix ) with respect to a dictionary (or a bag of
words) {w1, . . . , wD}, such that dij represents the frequency of the dictionary’s j-th word in the
document di. Since large documents are expected to have higher word frequencies, a normalization
is required. For instance, if the Euclidean norm is used, di/ ||di||, then the documents can be re-
garded as points in ΩD−1 providing therefore a set of directional data. Some recent references using
directional statistics in text mining are Banerjee et al. (2005), Buchta et al. (2012) and Surian and
Chawla (2013).
In this example, the corpus that is analyzed was acquired from the news aggregator Slashdot
(wwww.slashdot.org). This website publishes summaries of news about technology and science
that are submitted and evaluated by users. Each news entry includes a title, a summary with links
to other related news and a discussion thread gathering users comments. Obviously, not all the
news have the same impact in terms of popularity (or participation), measuring this variable as the
number of comments for each entry. The goal of this application is to test a linear model that takes
as a predictor the topic of the news (a directional variable) and as a response the log-number of
comments. The consideration of simple linear models seems frequent in this context. For instance,
Tatar et al. (2012) consider linear regression models for providing a ranking on online news based
on the number of comments at two different time moments after the news publication. Asur and
Huberman (2010) present simple linear models for predicting the box-office of a film from tweets
information, and show that a simple linear regression performs better in predicting the box-office
than artificial money markets. Also in favor of linear models, it can be also argued that in text
classifications, it has been checked that non-linear classifiers hardly provide any advantage with
respect to linear ones (Joachims, 2002).
Titles, summaries and number of comments in each news appeared in 2013 were downloaded, re-
sulting in a collection of n = 8121 documents. After that, the next steps were performed with the
help of the text mining R library tm (Meyer et al., 2008): 1) merge titles and summaries in the same
document, omitting user submission details; 2) deletion of HTML codes; 3) conversion to lowercase;
4) deletion of stop words (defined in tm and MySQL), punctuation, white spaces and numbers; 5)
11
stemming of words. The distribution of the document frequency (df, number of documents con-
taining a particular word) is highly right skewed and more than 50% of the processed words only
appeared in a single document, while in contrast a few words are repeated in many documents. To
overcome this problem, a pruning was done such that only the words with df between quantiles 95%
and 99.95% were considered (words appearing within 58 and 1096 documents). After this process,
the documents are represented in a document term matrix formed by the D = 1508 words.
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Figure 4: Significance trace of the local constant goodness-of-fit test for the constrained linear model.
(int) conclud gun kill refus averag lose obama declin climat snowden stop wrong
4.97 2.56 2.13 1.86 1.77 1.74 1.72 1.68 1.63 1.53 1.44 1.43 1.35
war polit senat tesla violat concern slashdot ban reason health pay window american
1.34 1.31 1.27 1.26 1.25 1.22 1.22 1.19 1.15 1.14 1.14 1.12 1.10
told worker man comment state think movi ask job drive know problem employe
1.10 1.09 1.09 1.04 1.00 0.97 0.96 0.95 0.94 0.91 0.87 0.87 0.87
nsa charg feder money sale need microsoft project network cell imag avail video
0.84 0.80 0.80 0.80 0.78 0.76 0.52 −0.46 −0.51 −0.69 −0.70 −0.73 −0.78
process data materi nasa launch electron robot satellit detect planet help cloud hack
−0.81 −0.82 −0.88 −0.92 −0.92 −0.94 −0.95 −0.96 −1.04 −1.06 −1.06 −1.08 −1.10
open lab mobil techniqu vulner mission team supercomput abstract simul demo guid
−1.15 −1.15 −1.16 −1.17 −1.21 −1.23 −1.50 −1.89 −1.97 −1.99 −2.01 −2.02
Table 2: Fitted constrained linear model on the Slashdot dataset, with R2 = 0.25. The significances of each
coefficient are lower than 0.002.
In order to construct a plausible linear model, a preliminary variable selection was performed using
LASSO regression with (tuning) parameter λ selected by an overpenalized three standard error rule
(see Hastie et al. (2009)). After removing some extra variables by using a backward stepwise method
with BIC, we obtain a fitted vector ηˆ ∈ RD with d = 77 non-zero entries. The test is applied to
check the null hypothesis of a candidate linear model with coefficient η constrained to be zero except
in these previously selected d words, that is H0 : m(x) = c + ηTx, with η subject to Aη = 0 for
an adequate choice of the matrix A(D−d)×D. The significance trace in Figure 4 shows no evidence
to reject the linear model for a wide grid of bandwidths, using a local constant approach (local
linear was not implemented due to its higher cost and computational limitations). Table 2 shows
the fitted linear model under the null hypothesis. As it can be seen, news where stemmed words like
“kill”, “climat”, “polit” appear have a strong positive impact on the number of comments, since these
news are likely more controversial and generate broader discussions. On the other hand, scientific
related words like “mission”, “abstract” or “lab” have a negative impact, since they tend to raise more
objective and higher specific discussions.
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Supplement
Three extra appendices are included as supplementary material, containing particular cases of the
projected local estimator, the technical lemmas and further results for the simulation study.
A Main results
A.1 Projected local estimator properties
Proof of Theorem 1. The proof is divided in three sections: the conditional bias is first obtained for
p = 1, then the result for p = 0 follows by restricting the computations to the first column of X x,p
and the variance is proved to be common to both estimators.
Bias of mˆh,1. Working conditionally, by (3) and (5),
E [mˆh,p(x)|X1, . . . ,Xn] = eT1
(X Tx,pWxX x,p)−1X Tx,pWxm, (7)
where m = (m(X1), . . . ,m(Xn))T . The proof is based on Theorem 2.1 in Ruppert and Wand (1994)
but adapted to the projected local estimator. First of all, consider the Taylor expansion of m(Xi) of
second order around the point x ∈ Ωq, which follows naturally by extending the one given in Section
2 (since xTHm(x)x = 0, where Hm(x) is the Hessian of m):
m(Xi) =m(x) +∇m(x)TBxBTx (Xi − x) + (Xi − x)TBxBTxHm(x)BxBTx (Xi − x)
+ o
(
||Xi − x||2
)
.
The Taylor expansion can be expressed componentwise (also for the orders) as
m = X x,1
(
m(x),BTx∇m(x)
)T
+
1
2
Qm(x) + o (Rm(x)) ,
with Qm(x) the vector with i-th entry given by (Xi−x)TBxBTxHm(x)BxBTx (Xi−x) and remainder
term of order Rm(x) =
( ||X1 − x||2 , . . . , ||Xn − x||2 )T , uniform in x ∈ Ωq since the third derivative
of m is bounded by assumption A1. Then, by (7), the first term in the Taylor expansion is
eT1
(X Tx,pWxX x,p)−1X Tx,pWxX x,1 (m(x),BTx∇m(x))T , (8)
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which for p = 1 equals m(x) and hence the conditional bias is given by eT1
(X Tx,pWxX x,p)−1X Tx,p
times the remaining vector. By using the results i , ii and iv of Lemma 1, it follows that, compo-
nentwise,
n−1X Tx,pWxX x,p
=
1
n
n∑
i=1
(
Lh(x,Xi) Lh(x,Xi)(Xi − x)TBx
Lh(x,Xi)B
T
x (Xi − x) Lh(x,Xi)BTx (Xi − x)(Xi − x)TBx
)
=
(
f(x)
2bq(L)
q ∇f(x)TBxh2
2bq(L)
q B
T
x∇f(x)h2 2bq(L)q Iqf(x)h2
)
+ oP
(
11T
)
. (9)
This matrix can be inverted by the inversion formula of a block matrix, resulting in
(
n−1X Tx,pWxX x,p
)−1
=
(
f(x)−1 −f(x)−2∇f(x)TBx
−f(x)−2BTx∇f(x)
(
2bq(L)
q f(x)h
2
)−1
Iq
)
+ oP
(
11T
)
. (10)
Now the quadratic term of the Taylor expansion yields by results v–vi of Lemma 1:
n−1X Tx,pWxQm(x)
=
1
n
n∑
i=1
(
Lh(x,Xi)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x)
Lh(x,Xi)B
T
x (Xi − x)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x)
)
=
(
2bq(L)
q tr [Hm(x)] f(x)h2 + oP
(
h2
)
oP
(
h31
) ) . (11)
Finally, the remaining order is oP
(
h2
)
, because
eT1
(
X Tx,pWxX x,p
)−1X Tx,pWxRm(x)
=
(
f(x)−1 + oP (1) ,−f(x)−2∇f(x)TBx + oP
(
1T
)) (OP (h2) , oP (h31T ))T ,
by setting Hm(x) ≡ Iq+1 and using v–vi from Lemma 1. Joining (10) and (11), then
E [mˆh,1(x)−m(x)|X1, . . . ,Xn] = bq(L)
q
tr [Hm(x)]h2 + oP
(
h2
)
.
Bias of mˆh,0. For the case p = 0 the product in (8) is not m(x) but slightly different. By (10),
eT1
(
n−1X Tx,0WxX x,0
)−1
= (f(x) + oP (1))−1 and also by (9) and i–ii in Lemma 1,
n−1X Tx,0WxX x,1 =
(
f(x) + oP (1) ,
2bq(L)
q
∇f(x)TBxh2 + oP
(
h21T
)
+OP
(
h√
nhq
1T
))
.
Then, (8) turns into m(x)+ 2bq(L)q
∇f(x)T∇m(x)
f(x) h
2 + oP
(
h21T
)
+OP
(
h√
nhq
1T
)
because the coefficient
in m(x) is exactly one. Adding this to the bias of mˆh,1, the result follows since the contribution of
the linear part in (11) and in the remaining order is negligible.
Variance of mˆh,p. By the variance property for linear combinations,
Var [mˆh,p(x)|X1, . . . ,Xn] = eT1
(X Tx,pWxX x,p)−1X Tx,pWxVWxX x,p (X Tx,pWxX x,p)−1 e1,
where V = diag
(
σ2(X1), . . . , σ
2(Xn)
)T . By results vii–ix of Lemma 1,
n−1X Tx,pWxVWxX x,p
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=
1
n
n∑
i=1
(
L2h(x,Xi)σ
2(Xi) L
2
h(x,Xi)(Xi − x)TBxσ2(Xi)
L2h(x,Xi)B
T
x (Xi − x)σ2(Xi) L2h(x,Xi)BTx (Xi − x)(Xi − x)TBxσ2(Xi)
)
=
(
λq(L2)λq(L)−2
hq σ
2(x)f(x) 0T
0 00T
)
+ oP
(
h−q11T
)
. (12)
Therefore, by (10) and (12), the common variance expression follows.
Proof of Corollary 1. Note thatW pn (x,Xi) = eT1
(X Tx,pWxX x,p)−1(1, δp,1(Xi−x)TBx)T Lh(x,Xi).
Then, by expression (10), uniformly in x ∈ Ωq it follows that
mˆh,p(x) =
1
nf(x)
n∑
i=1
Lh(x,Xi)Yi(1 + oP (1))
+
δp,1∇f(x)TBx
f(x)2
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)Yi(1 + oP (1)).
By (1) and (2), the first addend is 1nhqλq(L)f(x)
∑n
i=1 Lh(x,Xi)Yi(1+oP (1). The second term is oP (1)
(see iii in Lemma 1) and negligible in comparison with the first one, which is OP (1). Then, it can
be absorbed inside the factor (1 + oP (1)), proving the corollary.
Proof of Theorem 2. For a fixed x ∈ Ωq, the next decomposition is studied:
√
nhq(mˆh,p(x)−m(x)) =
√
nhq (mˆh,p(x)− E [mˆh,p(x)|X1, . . . ,Xn])
+
√
nhq (E [mˆh,p(x)|X1, . . . ,Xn]−m(x))
=N1 +N2.
Term N1. From the proof of Theorem 1, N1 =
√
nhqeT1
(X Tx,pWxX x,p)−1X Tx,pWx (Y −m). By the
Cramér-Wold device, if n−1aTX Tx,pWx (Y −m) = n−1
∑n
i=1 Vn,i = V¯n is asymptotically normal for
any a ∈ Rpq+1, then n−1X Tx,pWx (Y −m) is also asymptotically normal. To obtain the asymptotic
normality of V¯n the Lyapunov’s Central Limit Theorem (CLT) for triangular arrays {Vn,i}ni=1 is
employed, this is: if for δ > 0
lim
n→∞
(
n
δ
2Var [Vn]1+
δ
2
)−1
E
[
|Vn − E [Vn]|2+δ
]
= 0,
where Vn = Lh(x,X)(Y − m(X))aT
(
1, δp,1B
T
x (X − x)
)
, then
√
n V¯n−E[Vn]√
Var[Vn]
d−→ N (0, 1). From
E
[ |Vn − E [Vn]|2+δ ] = O(E[ |Vn|2+δ ]) and the use of Lemma 6, it holds that:
E
[
|Vn|2+δ
]
=
ch,q(L)
2+δ
ch,q(L2+δ)
∫
R
(
(y −m(x))aT (1, δp,1BTx (x− x)))2+δ fX,Y (x, y) dy (1 + o (1))
=
λq(L
2+δ)a2+δ1
λq(L)2+δh(1+δ)q
f(x)E
[
(Y −m(x))2+δ|X = x
]
(1 + o (1))
=O
(
h−(1+δ)q
)
.
Note that E
[
(Y −m(x))2+δ|X = x] <∞ is required for a δ > 0 and that byA3 the kernel L2+δ plays
the same role as L. By using this result with δ = 0, it follows that Var [Vn] ≤ E
[
V 2n
]
= O (h−q).
Therefore,
E
[
|Vn − E [Vn]|2+δ
]
n
δ
2Var [Vn]1+
δ
2
= O
(
h−(1+δ)q
n
δ
2h−(1+
δ
2
)q
)
= O
(
(nhq)−
δ
2
)
,
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so byA4 and the Cramér-Wold device
√
nhqX Tx,pWx (Y −m) d−→ Npq+1(0,Σ), with the covariance
matrix arising from (12):
Σ =
(
λq(L
2)λq(L)
−2σ2(x)f(x) 0T
0 00T
)
.
On the other hand, by (10), eT1
(
n−1X Tx,pWxX x,p
)−1 converges in probability to (f(x)−1,−f(x)−2
∇f(x)TBx) if p = 1 and to f(x) if p = 0. The desired result then follows by the use of Slutsky’s
theorem:
N1 =
√
nhqeT1
(X Tx,pWxX x,p)−1X Tx,pWx (Y −m) d−→ N (0, λq(L2)λq(L)−2f(x) σ2(x)
)
.
Term N2. By the conditional bias expansion of Theorem 1 N2 converges in probability as
N2 =
√
nhq
bq(L)
q
Bq(x)h
2(1 + oP (1)) + δp,0oP (1) ,
so adding this bias to N1 the asymptotic normality is proved by Slutsky’s theorem.
A.2 Asymptotic results for the goodness-of-fit test
Proof of Theorems 3 and 4. Both theorems are proved at the same time by assuming that H1P holds
and considering H0 a particular case with g ≡ 0. The proof follows the steps of Härdle and Mammen
(1993) and Alcalá et al. (1999) and makes use of the equivalent kernel representation for simplifying
the computations and applying de Jong (1987)’s CLT. The test statistic Tn can be separated into
three addends by adding and subtracting the true smoothed regression function:
Tn =
∫
Ωq
(
mˆh,p(x)− Lh,pmθˆ(x)
)2
fˆh(x)w(x)ωq(dx)
= (Tn,1 + Tn,2 − 2Tn,3)(1 + oP (1)), (13)
where, thanks to result i from Lemma 1, the addends are:
Tn,1 =
∫
Ωq
( n∑
i=1
W pn (x,Xi) (Yi −mθ0(Xi))
)2
f(x)w(x)ωq(dx),
Tn,2 =
∫
Ωq
(Lh,p (mθ0 −mθˆ) (x))2 f(x)w(x)ωq(dx),
Tn,3 =
∫
Ωq
(mˆh,p(x)− Lh,pmθ0(x))Lh,p
(
mθ0 −mθˆ
)
(x)f(x)w(x)ωq(dx).
By Slutsky’s theorem, the asymptotic distribution of Tn will be the one of Tn,1 +Tn,2− 2Tn,3, so the
proof is divided in the examination of each addend.
Terms Tn,2 and Tn,3. By a Taylor expansion on mθ(x) as a function of θ (see A5),
Tn,2 =
∫
Ωq
(
Lh,p
((
θˆ − θ0
)T ∂mθ
∂θ
∣∣∣
θ=θn
)
(x)
)2
f(x)w(x)ωq(dx)
=
∫
Ωq
((
θˆ − θ0
)TLh,p (OP (1)) (x))2 f(x)w(x)ωq(dx)
=OP
(
n−1
)
,
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with θn ∈ Θ. The second equality holds by the boundedness of ∂mθ(x)∂θ for x ∈ Ωq, where the last
holds by A6 and A8. On the other hand,
Tn,3 = (θ0 − θˆ)T
∫
Ωq
(mˆh,p(x)− Lh,pmθ0(x))Lh,p
(
∂mθ
∂θ
∣∣∣
θ=θn
)
(x)f(x)w(x)ωq(dx)
=OP
(
n−
1
2
) ∫
Ωq
(mˆh,p(x)− Lh,pmθ0(x)) f(x)w(x)ωq(dx)
=OP
(
n−1
)
,
because of the previous considerations used and i from Lemma 2. As a consequence, nh
q
2Tn,2 =
OP
(
h
q
2
)
and nh
q
2Tn,3 = OP
(
h
q
2
)
, so by A3 it happens that
nh
q
2Tn,3
p−→ 0 and nh q2Tn,2 p−→ 0. (14)
Term Tn,1. Now, Tn,1 can be dealt with the equivalent kernel of Corollary 1:
Tn,1 =
∫
Ωq
( n∑
i=1
L∗h (x,Xi) (1 + oP (1)) (Yi −mθ0(Xi))
)2
f(x)w(x)ωq(dx)
= T˜n,1 (1 + oP (1)) .
Using again Slutsky’s theorem, the asymptotic distribution of Tn,1, and hence of Tn, will be the one
of T˜n,1. Now it is possible to split
T˜n,1 = T˜
(1)
n,1 + T˜
(2)
n,1 + 2T˜
(3)
n,1 (15)
by recalling that Yi−mθ0(Xi) = σ(Xi)εi+cng(Xi) by the model definition (3) and hypothesis H1P .
Specifically, under H1P the conditional variance can be expressed as σ2(x) = E
[
(Y − mθ0(X) −
cng(X)
)2|X = x] = σ2θ0(x)(1 + o (1)), uniformly in x ∈ Ωq since g and σθ0 are continuous and
bounded by A2 and A7. Therefore,
T˜
(1)
n,1 =
∫
Ωq
( n∑
i=1
L∗h (x,Xi)σ(Xi)εi
)2
f(x)w(x)ωq(dx),
T˜
(2)
n,1 = c
2
n
∫
Ωq
( n∑
i=1
L∗h (x,Xi) g(Xi)
)2
f(x)w(x)ωq(dx),
T˜
(3)
n,1 = cn
∫
Ωq
n∑
i=1
n∑
j=1
L∗h (x,Xi)L
∗
h (x,Xj)σ(Xi)εig(Xj)f(x)w(x)ωq(dx).
By results ii and iii of Lemma 2, the behavior of the two last terms is
nh
q
2 T˜
(2)
n,1 = nh
q
2 c2n
∫
Ωq
g(x)2f(x)w(x)ωq(dx)(1 + oP (1)) and nh
q
2 T˜
(3)
n,1 = oP (1) . (16)
If c2nnh
q
2 →∞, then nh q2 T˜ (2)n,1 →∞, making the asymptotic distribution degenerate. If c2nnh
q
2 → 0,
then nh
q
2 T˜
(2)
n,1 = oP (1). For these reasons, we assume that cn =
(
nh
q
2
)− 1
2 on the rest of the proof.
For the first addend, consider now
T˜
(1)
n,1 =
∫
Ωq
n∑
i=1
(L∗h (x,Xi)σ(Xi)εi)
2 f(x)w(x)ωq(dx)
+
∫
Ωq
∑
i 6=j
L∗h (x,Xi)L
∗
h (x,Xj)σ(Xi)σ(Xj)εiεjf(x)w(x)ωq(dx)
17
= T˜
(1a)
n,1 + T˜
(1b)
n,1 .
From result iv of Lemma 2 and because σ2(x) = σ2θ0(x)(1 + o (1)) uniformly,
nh
q
2 T˜
(1a)
n,1 =
λq(L
2)λq(L)
−2
h
q
2
∫
Ωq
σ2θ0(x)w(x)ωq(dx)(1 + o (1)) + oP (1) . (17)
The asymptotic behavior of T˜ (1b)n,1 is obtained using Theorem 2.1 in de Jong (1987). This result states
that the sum Wn =
∑n
i,j=1Wijn, with Wijn random variables depending on the sample size and on
independent variables Xi and Xj , converges as Wn
d−→ N (0, v2) under the following conditions:
a) the random variables Wijn are clean, i.e. E [Wijn +Wjin|Xi] = 0 for 1 ≤ i < j ≤ n,
b) Var [Wn]→ v2,
c)
(
max1≤i≤n
∑n
j=1Var [Wijn]
)
v−2 → 0,
d) E
[
W 4n
]
v−4 → 3.
In order to apply this result, let us denote first
Wijn =
{
nh
q
2
∫
Ωq
L∗h (x,Xi)L
∗
h (x,Xj)σ(Xi)σ(Xj)εiεjf(x)w(x)ωq(dx), i 6= j,
0, i = j.
Then, nh
q
2 T˜
(1b)
n,1 = Wn =
∑
i 6=jWijn and the random variables on which Wijn depends are (Xi, εi)
and (Xj , εj). Condition a) is easily seen to hold by E [ε|X] = 0 and the tower property, which
implies that E [Wijn] = 0. Because of this, the fact that Wijn = Wjin and Lemma 2.1 in de Jong
(1987), we have for condition b):
Var [Wn] = E
[(∑
i 6=j
Wijn
)2]
= 2E
[∑
i 6=j
W 2ijn
]
= 2n(n− 1)E [W 2ijn] . (18)
Then, by v in Lemma 2 and the fact that σ2(x) = σ2θ0(x)(1 + o (1)), E
[
W 2ijn
]
= n−2ν2θ0 (1 + o (1))
and as a consequence Var [Wn]→ 2ν2θ0 . Condition c) follows easily from the previous computation:(
max
1≤i≤n
n∑
j=1
Var [Wijn]
)
v−2 ≤
(
max
1≤i≤n
n−1ν2θ0 (1 + o (1))
)
(2ν2θ0)
−1 = (2n)−1(1 + o (1))→ 0.
To check condition d), note that E
[
W 4n
]
can be split in the following form in virtue of Lemma 2.1
in de Jong (1987), as Härdle and Mammen (1993) stated:
E
[
W 4n
]
=E
[ ∑
i1 6=j1
∑
i2 6=j2
∑
i3 6=j3
∑
i4 6=j4
Wi1j1nWi2j2nWi3j3nWi4j4n
]
= 8
∑
i,j
6= E
[
W 4ijn
]
+ 12
∑
i,j,k,l
6= E
[
W 2ijnW
2
kln
]
+ 48
∑
i,j,k
6= E
[
WijnW
2
iknWjkn
]
+ 192
∑
i,j,k,l
6= E [WijnWjknWklnWlin] , (19)
where the notation
∑6= stands for the summation over all pairwise different indexes (i.e., indexes
that satisfy i 6= j for their associated Wijn). By the results given in v of Lemma 2, E
[
W 4ijn
]
=
18
O ((n4hq)−1), E [WijnWjknWklnWlin] = O (n−4h2q) and E [WijnW 2iknWjkn] = O (n−4). Therefore,
by (18) and (19),
E
[
W 4n
]
= 12
∑
i 6=j
∑
k 6=l
E
[
W 2ijnW
2
kln
]
+ o (1) = 3
(
2
∑
i 6=j
E
[
W 2ijn
] )2
+ o (1) = 3Var [Wn]2 + o (1)
and by A4, E
[
W 4n
]
= 3Var [Wn]2 + o (1), so condition d) is satisfied, having that
nh
q
2 T˜
(1b)
n,1
d−→ N (0, 2ν2θ0) . (20)
Finally, using decompositions (13) and (15) and results (14) and (16), it holds
nh
q
2Tn =nh
q
2
([
T˜
(1a)
n,1 + T˜
(1b)
n,1 + T˜
(2)
n,1 − 2T˜ (3)n,1
]
(1 + oP (1)) + Tn,2 + 2Tn,3
)
=
(
λq(L
2)λq(L)
−2
h
q
2
∫
Ωq
σ2θ0(x)w(x)ωq(dx) + nh
q
2 T˜
(1b)
n,1
+
∫
Ωq
g(x)2f(x)w(x)ωq(dx)
)
(1 + oP (1))
and the limit distribution follows by Slutsky’s theorem and result (20).
Proof of Theorem 5. The proof mimics the steps of the proof of Theorem 3. First of all, the bootstrap
test statistic T ∗n can be separated as
T ∗n =T
∗
n,1 + T
∗
n,2 − 2T ∗n,3, (21)
where:
T ∗n,1 =
∫
Ωq
( n∑
i=1
W pn (x,Xi)
(
Y ∗i −mθˆ(Xi)
))2
fˆh(x)w(x)ωq(dx),
T ∗n,2 =
∫
Ωq
(Lh,p(mθˆ −mθˆ∗)(x))2 fˆh(x)w(x)ωq(dx),
T ∗n,3 =
∫
Ωq
(
mˆ∗h,p(x)− Lh,pmθˆ(x)
)Lh,p(mθˆ −mθˆ∗)(x)fˆh(x)w(x)ωq(dx).
Terms T ∗n,2 and T ∗n,3. By assumption A9 and analogous computations to the ones in the proof of
Theorem 3, it follows that nh
q
2T ∗n,2
p∗−→ 0 and nh q2T ∗n,3
p∗−→ 0, where the convergence is stated in the
probability law P∗ that is conditional on the sample {(Xi, Yi)}ni=1.
Term T ∗n,1. By the resampling procedure of Algorithm 1, εˆiV ∗i = (Yi−mθˆ(Xi))V ∗i and the dominant
term can be split into
T ∗n,1 =
∫
Ωq
n∑
i=1
(W pn (x,Xi) εˆiV
∗
i )
2 fˆh(x)w(x)ωq(dx)
+
∫
Ωq
∑
i 6=j
W pn (x,Xi)W
p
n (x,Xj) εˆiV
∗
i εˆjV
∗
j fˆh(x)w(x)ωq(dx)
=T
∗(1)
n,1 + T
∗(2)
n,1 .
From result i of Lemma 3, the first term is
nh
q
2T
∗(1)
n,1 =
λq(L
2)λq(L)
−2
h
q
2
∫
Ωq
σ2θ1(x)w(x)ωq(dx)(1 + oP (1)) + oP∗(1), (22)
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so the dominant term is T ∗(2)n,1 , whose asymptotic behavior is obtained using Theorem 2.1 in de Jong
(1987) conditionally on the sample. Let us denote now
W ∗ijn =
{
nh
q
2
∫
Ωq
W pn (x,Xi)W
p
n (x,Xj) εˆiV
∗
i εˆjV
∗
j fˆh(x)w(x)ωq(dx), i 6= j,
0, i = j.
Then, nh
q
2T
∗(2)
n,1 = W
∗
n =
∑
i 6=jW
∗
ijn and the random variables on which W
∗
ijn depends are now V
∗
i
and V ∗j . Condition a) of the theorem follows immediately by the properties of the V
∗
i ’s: E∗
[
W ∗ijn +
W ∗jin|V ∗i
]
= 0. On the other hand, analogously to (18),
Var∗ [W ∗n ] =2
∑
i 6=j
E∗
[
W ∗2ijn
]
= 2n2hq
∑
i 6=j
[∫
Ωq
W pn (x,Xi)W
p
n (x,Xj) εˆiεˆj fˆh(x)w(x)ωq(dx)
]2
and by result ii of Lemma 3, Var∗ [W ∗n ]
p−→ 2ν2θ1 , resulting in the verification of condition c) in
probability. Condition d) is checked using the same decomposition for E∗
[
W ∗4n
]
and the results
collected in ii of Lemma 3. Hence E∗
[
W ∗4n
]
= 3Var∗ [W ∗n ]
2 + oP (1) and d) is satisfied in probability,
from which it follows that, conditionally on {(Xi, Yi)}ni=1 the pdf of nh
q
2T
∗(2)
n,1 converges in probability
to the pdf of N (0, 2ν2θ1), that is:
nh
q
2T
∗(2)
n,1
d−→ N (0, 2ν2θ1) in probability. (23)
Joining (21) and (23) and applying Slutsky’s theorem conditionally on the sample, the theorem is
proved:
nh
q
2T ∗n =nh
q
2
(
T
∗(1)
n,1 + T
∗(2)
n,1 + T
∗
n,2 + T
∗
n,3
)
=
(
λq(L
2)λq(L)
−2
h
q
2
∫
Ωq
σ2θ1(x)w(x)ωq(dx) + nh
q
2T
∗(2)
n,1
)
(1 + oP (1)) + oP∗(1).
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Supplement to “Testing parametric models in linear–directional
regression”
Eduardo García-Portugués1,2,3,5 Ingrid Van Keilegom4 Rosa M. Crujeiras3
Wenceslao González-Manteiga3
Abstract
This supplement is organized as follows. Section B contains particular cases of the projected
local estimator for the circular and spherical situations and their relations with polar and spher-
ical coordinates. Section C gives the technical lemmas used to prove the main results in the
paper. Finally, Section D provides further details about the simulation study and gives extra
results omitted in the paper.
Keywords: Local linear regression; Goodness–of–fit test; Directional data; Bootstrap calibration.
B Particular cases of the projected local estimator
Some interesting cases and relations of the projected estimator are the following ones.
B.1 Local constant
If p = 0, then W 0n (x,Xi) =
Lh(x,Xi)∑n
j=1 Lh(x,Xj)
and the Nadaraya-Watson estimator for directional
predictor and scalar response, firstly proposed by Wang et al. (2000), is obtained:
mˆh,0(x) =
n∑
i=1
Lh(x,Xi)∑n
j=1 Lh(x,Xj)
Yi =
n∑
i=1
L
(
1−xTXi
h2
)
∑n
j=1
(
1−xTXj
h2
)Yi.
For q = 1, denoting x = (cos θ, sin θ)T , for θ ∈ [0, 2pi) the circular sample can be identified with a
set of angles {Θi}ni=1 and the usual notation for circular statistics applies. Then, the local constant
estimator for circular data is given by
mˆh,0(θ) =
n∑
i=1
L
(
1−cos(Θi−θ)
h2
)
∑n
j=1 L
(
1−cos(Θj−θ)
h2
)Yi = n∑
i=1
exp
{
− cos(Θi−θ)
h2
}
Yi∑n
j=1 exp
{
− cos(Θj−θ)
h2
} ,
where the second equality holds if L is the von Mises kernel.
For q = 2, denoting x = (sinφ cos θ, sinφ sin θ, cosφ)T , for θ ∈ [0, 2pi) and φ ∈ [0, pi), the spherical
sample can be identified as the pairs of angles {(Θi,Φi)}ni=1. Therefore, the local constant estimator
for spherical data is given by
mˆh,0(θ, φ) =
n∑
i=1
L
(
1−sinφ sin Φi cos(Θi−θ)−cosφ cos Φi
h2
)
∑n
j=1 L
(
1−sinφ sin Φj cos(Θj−θ)−cosφ cos Φj
h2
)Yi.
1Department of Mathematical Sciences. University of Copenhagen (Denmark).
2The Bioinformatics Centre, Department of Biology. University of Copenhagen (Denmark).
3Department of Statistics and Operations Research. University of Santiago de Compostela (Spain).
4Institute of Statistics, Biostatistics and Actuarial Sciences. Université catholique de Louvain (Belgium).
5Corresponding author. e-mail: egarcia@math.ku.dk.
23
B.2 Local linear with q = 1
Let denote x = (cos θ, sin θ)T , for θ ∈ [0, 2pi). The matrix Bx is formed by the vector b1 =
± (− sin θ, cos θ)T , which is the orthonormal vector to x. Then, by the sine subtraction formula
BTx (cos Θi − cos θ, sin Θi − sin θ)T = ± sin(Θi − θ) and as a consequence (4) can be expressed as
min
β∈R2
n∑
i=1
(Yi − β0 − β1 sin(Θi − θ))2 ch,1(L)L
(
1− cos(Θi − θ)
h2
)
(24)
and the solution (5) is given by the design matrix
X x,1 =
 1 sin(Θ1 − θ)... ...
1 sin(Θn − θ)
 .
The resulting estimate is the local linear estimator proposed by Di Marzio et al. (2009) for circular
predictors and for circular kernels which are functions of κ(1 − cos θ) (the change in notation is
κ ≡ 1/h2). The equivalence of both estimators can be seen also from examining the equality of their
design matrices and weights or from the Taylor expansions that motivate them. By the chain rule,
it can be seen that the derivative of the regression function in the circular argument, as considered
in Di Marzio et al. (2009), is the same as the projected gradient of m:
d
dθ
m(θ) = ∇m(x)∣∣T
x=
(
cos θ
sin θ
)∂x(θ)
∂θ
= ∇m(x)∣∣T
x=
(
cos θ
sin θ
)Bx.
Finally, if θ is close to Θi (in modulo 2pi), then sin(Θi− θ) ≈ Θi− θ and the linear coefficient of the
local estimator captures indeed a linear effect of close angles in the response.
The circular case of the local linear estimator in Di Marzio et al. (2014) is different from the circular
projected local estimator and the one in Di Marzio et al. (2009). The minimum weighted squares
problem, using the tangent-normal decomposition ant translated to this paper’s notation, is stated
as follows:
min
β∈R3
n∑
i=1
(
Yi − β0 − (β1, β2)T ηiξi
)2
ch,1(L)L
(
1− cos(Θi − θ)
h2
)
, (25)
where ηi is such that cos ηi = xTXi and ξi =
Xi−x cos ηi
sin ηi
if sin ηi 6= 0 and ξi = ±Xi otherwise. After
considering the polar coordinates and doing some trigonometric algebra, it results that ηiξi = (θ −
Θi)(− sin θ, cos θ), so after identifying β′1 = −β1 sin θ+β2 cos θ, the minimization (25) is equivalent to
min
(β0,β′1)∈R2
n∑
i=1
(
Yi − β0 − β′1(Θi − θ)
)2
ch,1(L)L
(
1− cos(Θi − θ)
h2
)
.
Provided that sin(Θi − θ) ≈ Θi − θ for close angles, the practical difference between (24) and (25)
relies only in small samples and for large bandwidths.
Finally, it is possible to compute the exact expression for the estimator using the exact inversion
formula of the 2× 2 matrix X Tx,pWxX x,p (as it is done in Wand and Jones (1995), among others).
This yields
mˆh,1(θ) =
s2(θ)t0(θ)− s1(θ)t1(θ)
s2(θ)s0(θ)− s1(θ)2 ,
where, for j = 0, 1, 2,
sj(θ) =
n∑
i=1
L
(
1− cos(Θi − θ)
h2
)
sinj(Θi − θ),
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tj(θ) =
n∑
i=1
L
(
1− cos(Θi − θ)
h2
)
sinj(Θi − θ)Yi.
B.3 Local linear with q = 2
Let denote x = (sinφ cos θ, sinφ sin θ, cosφ)T , for θ ∈ [0, 2pi) and φ ∈ [0, pi). Now the matrix Bx
is given by vectors b1 = ±
(
x21 + x
2
2
)− 1
2 (−x2, x1, 0)T and b2 = ±
(
x21 + x
2
2
)− 1
2
( − x1x3,−x2x3,
x21 +x
2
2
)T if |x3| 6= 1 (if |x3| = 1, then b1 = ± (1, 0, 0) and b2 = ± (0, 1, 0) complete the orthonormal
basis). Therefore, after some trigonometric identities,
BTx (Xi − x) = (sin Φi sin(Θi − θ), − cosφ sin Φi cos(Θi − θ) + sinφ cos Φi) .
As a consequence, the solution (5) is given by the design matrix
X x,1 =
 1 sin Φ1 sin(Θ1 − θ) − cosφ sin Φ1 cos(Θ1 − θ) + sinφ cos Φ1... ... ...
1 sin Φn sin(Θn − θ) − cosφ sin Φn cos(Θn − θ) + sinφ cos Φn
 .
The second and third columns are almost linear in the angles θ and φ, respectively: if θ is close to Θi
(in modulo 2pi) and φi is close to Φi (in modulo pi), then cos(Θi−θ) ≈ 1 and hence sin Φi sin(Θi−θ) ≈
sin Φi(Θi − θ), so
− cosφ sin Φi cos(Θi − θ) + sinφ cos Φi ≈ sin(Φi − φ) ≈ Φi − φ.
Furthermore, as happens with the circular case, the projected gradient of m used in the projected
local estimator comprises naturally the estimator that follows from considering the function m
defined throughout spherical coordinates and taking the derivatives on them:(
∂m(θ, φ)
∂θ
,
∂m(θ, φ)
∂φ
)
=∇m(x)
∣∣∣T
x=
(
sinφ cos θ
sinφ sin θ
cosφ
)∂x(θ, φ)
∂θ∂φ
= ∇m(x)∣∣T
x=
(
sinφ cos θ
sinφ sin θ
cosφ
)Bx.
Finally, the exact expression for the estimator can also be obtained using the exact inversion formula
of the 3× 3 matrix X Tx,pWxX x,p. To that end, recall that
X Tx,pWxX x,p = ch,2(L)
 s00(θ, φ) s10(θ, φ) s01(θ, φ)s10(θ, φ) s20(θ, φ) s11(θ, φ)
s01(θ, φ) s11(θ, φ) s02(θ, φ)
 , X Tx,pWxY = ch,2(L)
 t00(θ, φ)t10(θ, φ)
t01(θ, φ)
 ,
where, for j, k = 0, 1, 2,
sjk(θ, φ) =
n∑
i=1
L
(
1− sinφ sin Φi cos(Θi − θ)− cosφ cos Φi
h2
)
(sin Φi sin(Θi − θ))j
× (− cosφ sin Φi cos(Θi − θ) + sinφ cos Φi)k ,
tjk(θ, φ) =
n∑
i=1
L
(
1− sinφ sin Φi cos(Θi − θ)− cosφ cos Φi
h2
)
(sin Φi sin(Θi − θ))j
× (− cosφ sin Φi cos(Θi − θ) + sinφ cos Φi)k Yi.
Therefore, after some matrix algebra it turns out that
mˆh,1(θ, φ) =
(
(s20s02 − s211)t00
)
(θ, φ)− ((s10s02 − s01s11)t10) (θ, φ) + ((s10s11 − s01s20)t01) (θ, φ)(
(s20s02 − s211)s00
)
(θ, φ)− ((s10s02 − s01s11)s10) (θ, φ) + ((s10s11 − s01s20)s01) (θ, φ)
.
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C Technical lemmas
C.1 Projected local estimator properties
Lemma 1. Under assumptions A1–A4, for a random sample {(Xi, Yi)}ni=1 the following statements
hold with uniform orders for any point x ∈ Ωq:
i. fˆh(x) = f(x) + oP (1).
ii. 1n
∑n
i=1 Lh(x,Xi)B
T
x (Xi − x) = 2bq(L)q BTx∇f(x)h2 + o
(
h21
)
+OP
(
h√
nhq
1
)
.
iii. 1n
∑n
i=1 Lh(x,Xi)B
T
x (Xi − x)Yi = O
(
h21
)
+OP
(
h√
nhq
1
)
.
iv. 1n
∑n
i=1 Lh(x,Xi)B
T
x (Xi − x)(Xi − x)TBx = 2bq(L)q Iqf(x)h2 + oP
(
h211T
)
.
v. 1n
∑n
i=1 Lh(x,Xi)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x) = 2bq(L)q tr [Hm(x)] f(x)h2 +oP
(
h2
)
.
vi. 1n
∑n
i=1 Lh(x,Xi)B
T
x (Xi − x)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x) = oP
(
h31
)
.
vii. 1n
∑n
i=1 L
2
h(x,Xi)σ
2(Xi) =
λq(L2)λq(L)−2
hq σ
2(x)f(x) + oP (h−q).
viii. 1n
∑n
i=1 L
2
h(x,Xi)B
T
x (Xi − x)σ2(Xi) = oP (h−q1).
ix. 1n
∑n
i=1 L
2
h(x,Xi)B
T
x (Xi − x)(Xi − x)TBxσ2(Xi) = oP (h−q1).
Proof of Lemma 1. Chebychev’s inequality, Lemma 6 and Taylor expansions will be used for each
statement in which the proof is divided.
Proof of i. By Chebychev’s inequality, fˆh(x) = E
[
fˆh(x)
]
+OP
(√
Var
[
fˆh(x)
])
. It follows by Lemma
6 that E
[
fˆh(x)
]
= f(x) + o (1) and that Var
[
fˆh(x)
]
= 1nhqλq(L)(f(x) + o (1)), with the remaining
orders being uniform in x ∈ Ωq. Then, as f is continuous in Ωq by assumption A1 it is also bounded,
so by A4 Var
[
fˆh(x)
]
= o (1) uniformly, which results in fˆh(x) = f(x) + oP (1) uniformly in x ∈ Ωq.
Proof of ii. Applying Lemma 4 and the change of variables r = 1−t
h2
,
E
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)
]
=E
[
Lh(x,X)B
T
x (X− x)
]
= ch,q(L)
∫
Ωq
L
(
1− xTy
h2
)
BTx (y − x)f(y)ωq(dy)
= ch,q(L)
∫ 1
−1
∫
Ωq−1
L
(
1− t
h2
)
ξf
(
tx + (1− t2) 12Bxξ
)
(1− t2) q−12 ωq−1(dξ) dt
= ch,q(L)h
2
∫ 2h−2
0
∫
Ωq−1
L (r) ξf (x + αx,ξ)
[
rh2(2− rh2)] q−12 ωq−1(dξ) dr
= ch,q(L)h
q+1
∫ 2h−2
0
L (r) r
q−1
2 (2− rh2) q−12
∫
Ωq−1
f (x + αx,ξ) ξ ωq−1(dξ) dr, (26)
where αx,ξ = −rh2x +
[
rh2(2− rh2)] 12 Bxξ. The inner integral in (26) is computed by a Taylor
expansion
f(x + αx,ξ) = f(x) + α
T
x,ξ∇f(x) +O
(
αTx,ξαx,ξ
)
, (27)
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where the remaining order involves the second derivative of f , which is bounded, thus being the
order uniform in x. Using Lemma 5, the first and second addends are:∫
Ωq−1
f (x) ξ ωq−1(dξ) = 0,∫
Ωq−1
αTx,ξ∇f (x) ξ ωq−1(dξ) =
[
rh2(2− rh2)] 12 ∫
Ωq−1
(Bxξ)
T∇f (x) ξ ωq−1(dξ)
=
[
rh2(2− rh2)] 12 ∫
Ωq−1
q∑
i,j=1
ξiB
T
x∇f (x) ξj ωq−1(dξ)
=
ωq−1
q
[
rh2(2− rh2)] 12 BTx∇f(x).
The third addend is O(αTx,ξαx,ξ) = O (h21), because BTxx = 0 and (Bxξ)TBxξ = ξT Iqξ = 1.
Therefore, (26) becomes
(26) = ch,q(L)h
q+2ωq−1
q
∫ 2h−2
0
L (r) r
q
2 (2− rh2) q2 drBTx∇f(x)
+ ch,q(L)h
q+1
∫ 2h−2
0
L (r) r
q
2 (2− rh2) q2 drO (h21)
= (bq(L) + o (1))
2bq(L)
q
BTx∇f(x)h2 +O
(
h31
)
=
2bq(L)
q
BTx∇f(x)h2 + o
(
h21
)
, (28)
where the second last equality follows from applying the Dominated Convergence Theorem (DCT),
(2) and the definition of bq(L). See the proof of Theorem 1 in García-Portugués et al. (2013) for the
technical details involved in a similar situation.
As the Chebychev inequality is going to be applied componentwise, the interest is now in the order
of the variance vector. To that end, the square of a vector will denote the vector with correspondent
squared components. By analogous computations,
Var
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)
]
≤ 1
n
E
[
Lh(x,X)
2(BTx (X− x))2
]
=
ch,q(L)
2
n
∫
Ωq
L2
(
1− xTy
h2
)
(BTx (y − x))2f(y)ωq(dy)
=
ch,q(L)
2
n
∫ 1
−1
∫
Ωq−1
L2
(
1− t
h2
)
ξ2f
(
tx + (1− t2) 12Bxξ
)
(1− t2) q2 ωq−1(dξ) dt
=
ch,q(L)
2h2
n
∫ 2h−2
0
∫
Ωq−1
L2 (r) ξ2f (x + αx,ξ)
[
rh2(2− rh2)] q2 ωq−1(dξ) dr
=
ch,q(L)
2hq+2
n
∫ 2h−2
0
L2 (r) r
q
2 (2− rh2) q2
∫
Ωq−1
f (x + αx,ξ) ξ
2 ωq−1(dξ) dr
=
ch,q(L)
2hq+2
n
∫ 2h−2
0
L2 (r) r
q
2 (2− rh2) q2O (1) dr
=O
(
h2
nhq
1
)
. (29)
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The result follows from Chebychev’s inequality, (28) and (29).
Proof of iii. The result is proved form the previous proof and the tower property of the conditional
expectation. The expectation can be expressed as
E
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)Yi
]
=E
[
E
[
Lh(x,X)B
T
x (X− x)Y
∣∣X]]
=E
[
Lh(x,X)B
T
x (X− x)m(X)
]
= ch,q(L)
∫
Ωq
L
(
1− xTy
h2
)
BTx (y − x)m(y)f(y)ωq(dy).
Then, replicating the proof of ii , it is easily seen that the order is O (h21). The order of the variance
is obtained in the same way:
Var
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)Yi
]
≤ 1
n
E
[
L2h(x,X)(B
T
x (X− x))2Y 2
]
=
1
n
E
[
Lh(x,X)(B
T
x (X− x))2(σ2(X) +m(X)2)
]
=O
(
h2
nhq
1
)
.
As a consequence, 1n
∑n
i=1 Lh(x,Xi)B
T
x (Xi − x)Yi = O
(
h21
)
+OP
(
h√
nhq
1
)
.
Proof of iv. The steps of the proof of ii are replicated:
E
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)(Xi − x)TBx
]
= ch,q(L)
∫
Ωq
L
(
1− xTy
h2
)
BTx (y − x)(y − x)TBxf(y)ωq(dy)
= ch,q(L)
∫ 1
−1
∫
Ωq−1
L
(
1− t
h2
)
ξξT f
(
tx + (1− t2) 12Bxξ
)
(1− t2) q2 ωq−1(dξ) dt
= ch,q(L)h
q+2
∫ 2h−2
0
L (r) r
q
2 (2− rh2) q2
∫
Ωq−1
f (x + αx,ξ) ξξ
T ωq−1(dξ) dr. (30)
The second integral of (30) is obtained by expansion (27) and Lemma 5:∫
Ωq−1
f (x) ξξTBx ωq−1(dξ) =
ωq−1
q
Iqf(x),∫
Ωq−1
αTx,ξ∇f (x) ξξT ωq−1(dξ) =
∫
Ωq−1
−rh2xT ξξT ωq−1(dξ) = O
(
h211T
)
.
As the third addend given by expansion (27) has order O (h211T ), it results that:
(30) = ch,q(L)h
q+2
∫ 2h−2
0
L (r) r
q
2 (2− rh2) q2
{
ωq−1
q
Iqf (x) +O
(
h211T
)}
dr
= (bq(L) + o (1))
{
2
q
Iqf (x) +O
(
h211T
)}
h2
=
2bq(L)
q
Iqf (x)h
2 + o
(
h211T
)
, (31)
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using the same arguments as in ii . The order of the variance is
Var
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)(Xi − x)TBx
]
≤ 1
n
E
[
Lh(x,X)
2
(
BTx (X− x)(X− x)TBx
)2]
=
ch,q(L)
2
n
∫
Ωq
L2
(
1− xTy
h2
)(
BTx (y − x)(y − x)TBx
)2
f(y)ωq(dy)
=
ch,q(L)
2
n
∫ 1
−1
∫
Ωq−1
L2
(
1− t
h2
)(
ξξT
)2
f
(
tx + (1− t2) 12Bxξ
)
(1− t2) q2+1 ωq−1(dξ) dt
=
ch,q(L)
2hq+4
n
∫ 2h−2
0
L2 (r) r
q
2
+1(2− rh2) q2+1
∫
Ωq−1
f (x + αx,ξ)
(
ξξT
)2
ωq−1(dξ) dt
=O
(
h4
nhq
11T
)
. (32)
The desired result now holds by (31) and (32), as OP
(
h2√
nhq
11T
)
= oP
(
h211T
)
by A4.
Proof of v. This is one of the most important results since it determines the dominant term of the
bias of the local projected estimator. The expectation is
E
[
1
n
n∑
i=1
Lh(x,Xi)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x)
]
= ch,q(L)
∫
Ωq
L
(
1− xTy
h2
)
(y − x)TBxBTxHm(x)BxBTx (y − x)f(y)ωq(dy)
= ch,q(L)
∫ 1
−1
∫
Ωq−1
L
(
1− t
h2
)
(Bxξ)
THm(x)Bxξf
(
tx + (1− t2) 12Bxξ
)
(1− t2) q2
× ωq−1(dξ) dt
= ch,q(L)h
q+2
∫ 2h−2
0
L (r) r
q
2 (2− rh2) q2
∫
Ωq−1
f (x + αx,ξ) (Bxξ)
THm(x)Bxξ
× ωq−1(dξ) dr. (33)
The first addend of the Taylor expansion (27) is computed using Lemma 5 and the following relation
of the trace operator:
xTAx = tr
[
xTAx
]
= tr
[
xxTA
]
, for x a vector and A a matrix.
Recall also that by definition of Bx = (b1, . . . ,bq)(q+1)×q,
∑q
i=1 bib
T
i = Iq+1−xxT and xTHm(x)x =
0 by A1. Then:∫
Ωq−1
f (x) (Bxξ)
THm(x)Bxξ ωq−1(dξ) = f(x)
∫
Ωq−1
q∑
i,j=1
ξiξjb
T
i Hm(x)bj ωq−1(dξ)
= f(x)
ωq−1
q
q∑
i=1
bTi Hm(x)bi
= f(x)
ωq−1
q
tr
[
q∑
i=1
bib
T
i Hm(x)
]
= f(x)
ωq−1
q
tr [Hm(x)] .
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The second and third addends have the same orders as in iv , so
(33) = ch,q(L)h
q+2
∫ 2h−2
0
L (r) r
q
2 (2− rh2) q2
{
ωq−1
q
tr [Hm(x)] f(x) +O
(
h2
)}
dr
=
2bq(L)
q
tr [Hm(x)] f(x)h2 + o
(
h2
)
.
Using the square notation for vectors, the order of the variance is
Var
[
1
n
n∑
i=1
Lh(x,Xi)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x)
]
≤ ch,q(L)
2
n
∫
Ωq
L2
(
1− xTy
h2
)(
(y − x)TBxBTxHm(x)BxBTx (y − x)
)2
f(y)ωq(dy)
=
ch,q(L)
2hq+4
n
∫ 2h−2
0
L2 (r) r
q
2
+1(2− rh2) q2+1
×
∫
Ωq−1
f (x + αx,ξ)
(
(Bxξ)
THm(x)Bxξ
)2
ωq−1(dξ) dr
=
ch,q(L)
2hq+4
n
∫ 2h−2
0
L2 (r) r
q
2
+1(2− rh2) q2+1O (1) dr
=O
(
h4
nhq
)
and the square root of this order can be merged into oP
(
h2
)
.
Proof of vi. Similarly to the previous proofs, the order of the bias is
E
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x)
]
= ch,q(L)h
q+3
∫ 2h−2
0
L (r) r
q+1
2 (2− rh2) q+12
×
∫
Ωq−1
f (x + αx,ξ) ξξ
THm(x)ξ ωq−1(dξ) dr
=O (h41)
because by Lemma 5 the first element in the Taylor expansion of the inner integral is exactly zero.
The variance is
Var
[
1
n
n∑
i=1
Lh(x,Xi)B
T
x (Xi − x)(Xi − x)TBxBTxHm(x)BxBTx (Xi − x)
]
≤ ch,q(L)
2hq+6
n
∫ 2h−2
0
L2 (r) r
q
2
+2(2− rh2) q2+2
×
∫
Ωq−1
f (x + αx,ξ)
(
ξξTHm(x)ξ
)2
ωq−1(dξ) dr
=O
(
h6
nhq
1
)
.
Since O (h41)+OP ( h3√nhq 1) = oP (h31) the result is proved.
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Proof of vii. Because of Lemma 6 and (2):
E
[
1
n
n∑
i=1
L2h (x,Xi)σ
2(Xi)
]
= ch,q(L)
2
∫
Ωq
L2
(
1− xTy
h2
)
σ2(y)f(y)ωq(dy)
=
ch,q(L)
2
ch,q(L2)
[
σ2(x)f(x) + o (1)
]
=
λq(L
2)λq(L)
−2
hq
σ2(x)f(x) + o
(
h−q
)
,
Var
[
1
n
n∑
i=1
L2h (x,Xi)σ
2(Xi)
]
≤ 1
n
E
[
L4h (x,X)σ
4(X)
]
=
ch,q(L)
4
n
∫
Ωq
L4
(
1− xTy
h2
)
σ4(y)f(y)ωq(dy)
=
ch,q(L)
4
nch,q(L4)
[
σ4(x)f(x) + o (1)
]
=O ((nh3q)−1) .
The remaining order is oP (h−q) because (nh
3q)−
1
2
h−q = (nh
q)−
1
2 → 0 by A4.
Proof of viii. By (2) and Lemma 6 applied componentwise, since the functions in the integrand are
vector valued, it follows that
E
[
1
n
n∑
i=1
L2h (x,Xi) B
T
x (Xi − x)σ2(Xi)
]
= ch,q(L)
2
∫
Ωq
L2
(
1− xTy
h2
)
BTx (y − x)σ2(y)f(y)ωq(dy)
=
ch,q(L)
2
ch,q(L2)
(0 + o (1))
= o
(
h−q1
)
,
Var
[
1
n
n∑
i=1
L2h (x,Xi) B
T
x (Xi − x)σ2(Xi)
]
≤ ch,q(L)4
∫
Ωq
L4
(
1− xTy
h2
)(
BTx (y − x)
)2
σ4(y)f(y)ωq(dy)
=
ch,q(L)
4
nch,q(L4)
(0 + o (1))
= o
(
(nh3q)−1
)
.
Proof of ix. The proof is analogous to viii : using (2) and Lemma 6 componentwise the statement is
proved trivially.
C.2 Asymptotic results for the goodness-of-fit test
Lemma 2. Under assumptions A1–A4 and A7, for a random sample {(Xi, Yi)}ni=1 the following
statements hold:
i.
∫
Ωq
(mˆh,p(x)− Lh,pm(x)) f(x)w(x)ωq(dx) = OP
(
n−
1
2
)
.
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ii.
∫
Ωq
(
∑n
i=1 L
∗
h (x,Xi) g(Xi))
2 f(x)w(x)ωq(dx) =
∫
Ωq
g(x)2f(x)w(x)ωq(dx)(1 + o (1))
+OP
(
(nhq)−1 + n−
1
2
)
.
iii.
∫
Ωq
∑n
i=1
∑n
j=1 L
∗
h (x,Xi)L
∗
h (x,Xj)σ(Xi)εig(Xj)f(x)w(x)ωq(dx) = OP
(
(nh
q
2 )−1
)
.
iv.
∫
Ωq
∑n
i=1 (L
∗
h (x,Xi)σ(Xi)εi)
2 f(x)w(x)ωq(dx)=
λq(L2)λq(L)−2
nhq
∫
Ωq
σ2(x)w(x)ωq(dx)(1 + o (1))
+OP
(
(n
3
2hq)−1
)
.
v. E
[
W 2ijn
]
= n−2ν2 (1 + o (1)), E [WijnWjknWklnWlin] = O
(
n−4h2q
)
, E
[
W 4ijn
]
= O ((n4hq)−1),
E
[
WijnW
2
iknWjkn
]
= O (n−4), where ν2 ≡ ν2θ0 is given in Theorem 3.
Proof of Lemma 2. The proof is divided for each statement. As in Lemma 1, Chebychev’s inequality
and Lemma 6 are used repeatedly.
Proof of i. By Corollary 1,∫
Ωq
(mˆh,p(x)−Lh,pm(x))f(x)w(x)ωq(dx)
=
∫
Ωq
n∑
i=1
L∗h(x,Xi)(Yi −m(Xi))f(x)w(x)ωq(dx) (1 + oP (1)) .
Using the properties of the conditional expectation, Fubini, relation (2) and Lemma 6:
E
[∫
Ωq
n∑
i=1
L∗h(x,Xi)(Yi −m(Xi))f(x)w(x)ωq(dx)
]
=
∫
Ωq
E [L∗h(x,X)E [Y −m(X)|X]] f(x)w(x)ωq(dx)
= 0,
Var
[∫
Ωq
n∑
i=1
L∗h(x,Xi)(Yi −m(Xi))f(x)w(x)ωq(dx)
]
=
1
nhqλq(L)
∫
Ωq
∫
Ωq
L
(
1− yTx
h2
)
σ2 (x) f(x)w(x)w(y)ωq(dx)ωq(dy) (1 + o (1))
=
1
n
∫
Ωq
σ2 (y) f(y)w(y)2 ωq(dy) (1 + o (1))
=O (n−1) .
Then
∫
Ωq
(mˆh,p(x)− Lh,pm(x))f(x)w(x)ωq(dx) = OP
(
n−
1
2
)
(1 + oP (1)) = OP
(
n−
1
2
)
.
Proof of ii. The integral can be split in two addends:∫
Ωq
( n∑
i=1
L∗h (x,Xi) g(Xi)
)2
f(x)w(x)ωq(dx)
=
1
n2h2qλq(L)2
n∑
i=1
∫
Ωq
L2
(
1− xTXi
h2
)
g(Xi)
2w(x)
f(x)
ωq(dx)
+
1
n2h2qλq(L)2
∑
i 6=j
∫
Ωq
L
(
1− xTXi
h2
)
L
(
1− xTXj
h2
)
g(Xi)g(Xj)w(x)
f(x)
ωq(dx)
= I1 + I2.
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Now, by applying Fubini, (2) and Lemma 6,
E [I1] =
1
nh2qλq(L)2
∫
Ωq
E
[
L2
(
1− xTX
h2
)
g(X)2
]
w(x)
f(x)
ωq(dx)
=
1
nh2qλq(L)2
∫
Ωq
∫
Ωq
L2
(
1− xTy
h2
)
g(y)2w(x)
f(x)
f(y)ωq(dy)ωq(dx)
=
λq(L
2)
nhqλq(L)2
∫
Ωq
g(x)2w(x)ωq(dx)(1 + o (1))
=O ((nhq)−1) ,
Var [I1] ≤ 1
n3h4qλq(L)4
E
[(∫
Ωq
L2
(
1− xTX
h2
)
g(X)2w(x)
f(x)
ωq(dx)
)2]
=
λq(L
2)2
n3h2qλq(L)4
∫
Ωq
g(y)2w(y)2
f(y)
ωq(dy)(1 + o (1))
=O ((n3h2q)−1)
and therefore I1 = OP
(
(nhq)−1
)
. On the other hand, by Lemma 6 and the independence of Xi and
Xj if i 6= j:
E [I2] =
1− n−1
h2qλq(L)2
∫
Ωq
E
[
L
(
1− xTX
h2
)
g(X)
]2
w(x)
f(x)
ωq(dx)
=
(
1− n−1) ∫
Ωq
g(x)2f(x)w(x)ωq(dx)(1 + o (1))
=
∫
Ωq
g(x)2f(x)w(x)ωq(dx)(1 + o (1)),
E
[
I22
]
=
1
n4h4qλq(L)4
∑
i 6=j
∑
k 6=l
∫
Ωq
∫
Ωq
E
[
L
(
1− xTXi
h2
)
L
(
1− xTXj
h2
)
L
(
1− yTXk
h2
)
× L
(
1− yTXl
h2
)
g(Xi)g(Xj)g(Xk)g(Xl)
]
w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=O ((n2h4q)−1) ∫
Ωq
∫
Ωq
E
[
L
(
1− xTX
h2
)
L
(
1− yTX
h2
)
g(X)2
]2
× w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
+O (nh−4q) ∫
Ωq
∫
Ωq
E
[
L
(
1− xTX
h2
)
L
(
1− yTX
h2
)
g(X)2
]
× E
[
L
(
1− xTX
h2
)
g(X)
]
E
[
L
(
1− yTX
h2
)
g(X)
]
w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
+
n4 −O (n3)
n4h4qλq(L)4
(∫
Ωq
E
[
L
(
1− xTX
h2
)
g(X)
]2
w(x)
f(x)
ωq(dx)
)2
=O ((n2h2q)−1) ∫
Ωq
∫
Ωq
L2
(
1− yTx
h2
)
g(x)4f(x)
w(x)w(y)
f(y)
ωq(dx)ωq(dy)
+O ((nhq)−1) ∫
Ωq
∫
Ωq
L
(
1− yTx
h2
)
g(x)3g(y)f(x)w(x)w(y)ωq(dx)ωq(dy)
+
(
1−O (n−1))E [I2]2
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=O ((n2hq)−1)+O (n−1)+ (1−O (n−1))E [I2]2 .
Then Var [I2] = E
[
I22
]−E [I2]2 = O (n−1) and I2 = ∫Ωq g(x)2f(x)w(x)ωq(dx)(1+o (1))+OP(n− 12 ).
Finally,
I1 + I2 =
∫
Ωq
g(x)2f(x)w(x)ωq(dx)(1 + o (1)) +OP
(
(nhq)−1 + n−
1
2
)
.
Proof of iii. By the tower property of the conditional expectation and E [ε|X] = 0, the expectation
is zero. By the independece between ε’s and E
[
ε2|X] = 1, the variance is
Var
[∫
Ωq
n∑
i=1
n∑
j=1
L∗h (x,Xi)L
∗
h (x,Xj) εig(Xj)f(x)w(x)ωq(dx)
]
=
1
n4h4qλq(L)4
n∑
i,j,k,l=1
∫
Ωq
∫
Ωq
E
[
L
(
1− xTXi
h2
)
L
(
1− xTXj
h2
)
L
(
1− yTXk
h2
)
× L
(
1− yTXl
h2
)
E [εiεk|Xi,Xk]g(Xj)g(Xl)
]
w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=
1
n4h4qλq(L)4
n∑
i,j,l=1
∫
Ωq
∫
Ωq
E
[
L
(
1− xTXi
h2
)
L
(
1− xTXj
h2
)
L
(
1− yTXi
h2
)
× L
(
1− yTXl
h2
)
g(Xj)g(Xl)
]
w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=
1
n4h4qλq(L)4
{I1 + I2 + I3 + I4} ,
where, by repeated use of Lemma 6:
I1 =n
∫
Ωq
∫
Ωq
E
[
L2
(
1− xTX
h2
)
L2
(
1− yTX
h2
)
g(X)2
]
w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=O (nh2q) ,
I2 =O
(
n2
) ∫
Ωq
∫
Ωq
E
[
L
(
1− xTX
h2
)
L
(
1− yTX
h2
)]
× E
[
L
(
1− xTX
h2
)
L
(
1− yTX
h2
)
g(X)
]
w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=O (n2h4q) ,
I3 =O
(
n2
) ∫
Ωq
∫
Ωq
E
[
L2
(
1− xTX
h2
)
L
(
1− yTX
h2
)
g(X)
]
E
[
L
(
1− yTX
h2
)
g(X)
]
× w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=O (n2h3q) ,
I4 =O
(
n3
) ∫
Ωq
∫
Ωq
E
[
L
(
1− xTX
h2
)
L
(
1− yTX
h2
)]
E
[
L
(
1− yTX
h2
)
g(X)
]2
× w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=O (n3h4q) .
Because O ((n3h2q)−1 + n−2 + (n2hq)−1 + n−1) = O ((n2hq)−1) by A4, we have that∫
Ωq
n∑
i=1
n∑
j=1
L∗h (x,Xi)L
∗
h (x,Xj)σ(Xi)εig(Xj)f(x)w(x)ωq(dx) = OP
((
nh
q
2
)−1)
.
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Proof of iv. Let us denote I =
∫
Ωq
∑n
i=1 (L
∗
h (x,Xi)σ(Xi)εi)
2 f(x)w(x)ωq(dx). By the unit condi-
tional variance of ε and the boundedness of E
[
ε4|X],
E[I] =
n∑
i=1
∫
Ωq
E
[
(L∗h (x,Xi)σ(Xi))
2 E
[
ε2i |Xi
]]
f(x)w(x)ωq(dx)
=
1
nh2qλq(L)2
∫
Ωq
∫
Ωq
L2
(
1− xTy
h2
)
σ2(y)w(x)
f(x)
f(y)ωq(dy)ωq(dx)
=
1
nh2qλq(L)2
∫
Ωq
1
ch,q(L2)
σ2(x)w(x)ωq(dx)(1 + o (1))
=
λq(L
2)λq(L)
−2
nhq
∫
Ωq
σ2(x)w(x)ωq(dx)(1 + o (1)),
E
[
I2
]
=
n∑
i=1
n∑
j=1
∫
Ωq
∫
Ωq
E
[
(L∗h (x,Xi)σ(Xi)L
∗
h (y,Xj)σ(Xj))
2 E
[
ε2i ε
2
j |Xi,Xj
]]
× f(x)f(y)w(x)w(y)ωq(dx)ωq(dy)
=
1
n3h4qλq(L)4
∫
Ωq
∫
Ωq
E
[
L2
(
1− xTX
h2
)
L2
(
1− yTX
h2
)
σ4(X)E
[
ε4|X]]
× w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
+
1− n−1
n2h4qλq(L)4
(∫
Ωq
∫
Ωq
L2
(
1− xTy
h2
)
σ2(y)w(x)
f(x)
f(y)ωq(dx)ωq(dy)
)2
=O ((n3h2q)−1) ∫
Ωq
σ4(x)w(x)2
f(x)
ωq(dx) +
(
1−O (n−1))E [I]2
=O ((n3h2q)−1)+ (1−O (n−1))E [I]2 .
Then Var [I] = O ((n3h2q)−1)−O (n−1)E [I]2 = O ((n3h2q)−1) and as a consequence
I =
λq(L
2)λq(L)
−2
nhq
∫
Ωq
σ2(x)w(x)ωq(dx)(1 + o (1)) +OP
((
n
3
2hq
)−1)
.
Proof of v. The computation of
E
[
W 2ijn
]
=
n2hq
n4h4qλq(L)4
∫
Ωq
∫
Ωq
E
[
L
(
1− xTX
h2
)
L
(
1− yTX
h2
)
σ2(X)E
[
ε2|X] ]2
× w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=
1
n2h3qλq(L)4
∫
Ωq
∫
Ωq
[∫
Ωq
L
(
1− xT z
h2
)
L
(
1− yT z
h2
)
σ2(z)f(z)ωq(dz)
]2
× w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy) (34)
is split in the cases where q ≥ 2 and q = 1. For the first one, the usual change of variables given by
Lemma 4 is applied:
y = sx + (1− s2) 12Bxξ, ωq(dy) = (1− s2)
q
2
−1 ωq−1(dξ) ds. (35)
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Because q ≥ 2, it is possible also to consider an extra change of variables:
z = tx + τBxξ + (1− t2 − τ2) 12BxAξη,
ωq(dz) = (1− t2 − τ2)
q−3
2 ωq−2(dη) dt dτ,
(36)
where t, τ ∈ (−1, 1), t2 + τ2 < 1, η ∈ Ωq−2 and Aξ = (a1, . . . ,aq)q×(q−1) is the semi-orthonormal
matrix resulting from the completion of ξ to the orthonormal basis {ξ,a1, . . . ,aq−1} of Rq. This
change of variables is obtained by a recursive use of Lemma 4:∫
Ωq
f(z)ωq(dz) =
∫ 1
−1
∫
Ωq−1
f
(
tx + (1− t2) 12Bxξ′
)
(1− t2) q2−1 ωq−1(dξ′) dt
=
∫ 1
−1
∫ 1
−1
∫
Ωq−2
f
(
tx + (1− t2) 12Bx
(
sξ + (1− s2) 12Aξη
))
× (1− s2) q−32 (1− t2) q2−1ωq−2(dη) ds dt
=
∫∫
t2+τ2<1
∫
Ωq−2
f
(
tx + τBxξ + (1− t2 − τ2) 12BxAξη
)
× (1− τ2(1− t2)−1) q−32 (1− t2) q−32 ωq−2(dη) dτ dt
=
∫∫
t2+τ2<1
∫
Ωq−2
f
(
tx + τBxξ + (1− t2 − τ2) 12BxAξη
)
× (1− t2 − τ2) q−32 ωq−2(dη) dτ dt,
where in the third equality a change of variables τ = (1 − t2) 12 s is used. The matrix BxAξ of di-
mension (q+ 1)× (q− 1) can be interpreted as the one formed by the column vectors that complete
the orthonormal set {x,Bxξ} to an orthonormal basis in Rq+1.
If the changes of variables (35) and (36) is applied first, after that the changes r = 1−s
h2
and{
ρ = 1−t
h2
,
θ = τ
[
h
(
ρ(2− h2ρ)) 12 ]−1 ,
∣∣∣∣ ∂(t, τ)∂(ρ, θ)
∣∣∣∣ = h3 [ρ(2− h2ρ)] 12
are used and, denoting
αx,ξ = −rh2x +
[
rh2(2− rh2)] 12 Bxξ,
βx,ξ = −h2ρx + h
[
ρ(2− h2ρ)] 12 [θBxξ + (1− θ2) 12BxAξη] ,
then the following result is obtained employing the DCT (see Lemma 4 of García-Portugués et al.
(2014) for technical details in a similar situation):
(34) =
1
n2h3qλq(L)4
∫
Ωq
∫
Ωq
[∫∫
t2+τ2<1
∫
Ωq−2
× L
(
1− t
h2
)
L
(
1− yT (tx + τBxξ + (1− t2 − τ2) 12BxAξη)
h2
)
× σ2
(
tx + τBxξ + (1− t2 − τ2) 12BxAξη
)
× f
(
tx + τBxξ + (1− t2 − τ2) 12BxAξη
)
(1− t2 − τ2) q−32 ωq−2(dη) dt dτ
]2
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× w(x)w(y)
f(x)f(y)
ωq(dx)ωq(dy)
=
1
n2h3qλq(L)4
∫ 1
−1
∫
Ωq−1
∫
Ωq
[∫∫
t2+τ2<1
∫
Ωq−2
L
(
1− t
h2
)
L
(
1− st− τ(1− s2) 12
h2
)
× σ2
(
tx + τBxξ + (1− t2 − τ2) 12BxAξη
)
× f
(
tx + τBxξ + (1− t2 − τ2) 12BxAξη
)
(1− t2 − τ2) q−32 ωq−2(dη) dt dτ
]2
×
w(x)w
(
sx + (1− s2) 12Bxξ
)
f(x)f
(
sx + (1− s2) 12Bxξ
) ωq(dx)(1− s2) q2−1 ωq−1(dξ) ds
=
1
n2λq(L)4
∫ 2h−2
0
∫
Ωq−1
∫
Ωq
[∫ 2h−2
0
∫ 1
−1
∫
Ωq−2
L (ρ)
× L
(
r + ρ− h2rρ− θ [rρ(2− h2r)(2− h2ρ)] 12)σ2 (x + βx,ξ,η) f (x + βx,ξ,η)
× (1− θ2) q−32 ρ q2−1(2− h2ρ) q2−1 ωq−2(dη) dt dτ
]2
w(x)w
(
x + αx,ξ
)
f(x)f
(
x + αx,ξ
)
× ωq(dx) r
q
2
−1(2− h2r) q2−1 ωq−1(dξ) dr
=
(1 + o (1))
n2λq(L)4
∫ ∞
0
∫
Ωq−1
∫
Ωq
[∫ ∞
0
∫ 1
−1
∫
Ωq−2
L (ρ)L
(
r + ρ− 2θ(rρ) 12
)
σ2 (x) f(x)
× (1− θ2) q−32 ρ q2−12 q2−1ωq−2(dη) dt dτ
]2
w (x)2
f(x)2
ωq(dx) r
q
2
−12
q
2
−1 ωq−1(dξ) dr
= (1 + o (1))
ωq−1ω2q−22
3q
2
−3
n2λq(L)4
∫
Ωq
σ4 (x)w(x)2 ωq(dx)
×
∫ ∞
0
r
q
2
−1
{∫ ∞
0
ρ
q
2
−1L (ρ)
∫ 1
−1
(1− θ2) q−32 L
(
r + ρ− 2θ(rρ) 12
)
dθ dρ
}2
dr
=n−2ν2 (1 + o (1)) .
For q = 1, define the change of variables:
y = sx + (1− s2) 12Bxξ, ω1(dy) = (1− s2)− 12 ω0(dξ) ds,
z = tx + (1− t2) 12Bxη, ω1(dz) = (1− t2)− 12 ω0(dη) dt,
where ξ,η ∈ Ω0 = {−1, 1}. Note that as q = 1 and xT (Bxξ) = xT (Bxη) = 0, then necessarily
Bxξ = Bxη or Bxξ = −Bxη. These changes of variables are applied first, later ρ = 1−th2 and finally
r = 1−s
h2
, using that:
1− st− (1− s2) 12 (1− t2) 12 (Bxξ)TBxη
h2
= r + ρ− h2rρ− (rρ(2− h2r)(2− h2ρ)) 12 (Bxξ)TBxη.
Finally, considering
αx,ξ = −rh2x +
[
rh2(2− rh2)] 12 Bxξ, βx,η = −ρh2x + [ρh2(2− ρh2)] 12 Bxη,
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it follows by the use of the DCT:
(34) =
1
n2h3λq(L)4
∫
Ω1
∫
Ω1
[∫ 1
−1
∫
Ω0
L
(
1− t
h2
)
L
(
1− yT (tx + (1− t2) 12Bxη)
h2
)
× σ2
(
tx + (1− t2) 12Bxη
)
f
(
tx + (1− t2) 12Bxη
)
(1− t2)− 12 ω0(dη) dt
]2
× w(x)w(y)
f(x)f(y)
ω1(dx)ω1(dy)
=
1
n2h3λq(L)4
∫ 1
−1
∫
Ω0
∫
Ω1
[∫ 1
−1
∫
Ω0
× L
(
1− t
h2
)
L
(
1− st− (1− t2) 12 (1− s2) 12 (Bxξ)T (Bxη)
h2
)
× σ2
(
tx + (1− t2) 12Bxξ
)
f
(
tx + (1− t2) 12Bxξ
)
(1− t2)− 12 ω0(dη) dt
]2
×
w(x)w
(
sx + (1− s2) 12Bxξ
)
f(x)f
(
sx + (1− s2) 12Bxξ
) ω1(dx) (1− s2)− 12 ω0(dξ) ds
=
1
n2λq(L)4
∫ 2h−2
0
∫
Ω0
∫
Ω1
[∫ 2h−2
0
∫
Ω0
× L (ρ)L
(
r + ρ− h2rρ− (rρ(2− h2r)(2− h2ρ)) 12 (Bxξ)TBxη)
× σ2 (x + βx,η) f (x + βx,η) ρ− 12 (2− h2ρ)− 12 ω0(dη) dρ
]2
w(x)w
(
x + αx,ξ
)
f(x)f
(
x + αx,ξ
)
× ω1(dx) r− 12 (2− h2r)− 12 ω0(dξ) dr
=
2−1 (1 + o (1))
n2λq(L)4
∫ ∞
0
∫
Ω0
∫
Ω1
[∫ ∞
0
∫
Ω0
L (ρ)L
(
r + ρ− 2 (rρ) 12 (Bxξ)TBxη
)
× σ2 (x) f (x) ρ− 12 ω0(dη) dρ
]2
w(x)2
f(x)2
ω1(dx) r
− 1
2 ω0(dξ) dr
=
ω02
− 3
2 (1 + o (1))
n2λq(L)4
∫
Ω1
σ4 (x)w(x)2 ω1(dx)
×
∫ ∞
0
r−
1
2
{∫ ∞
0
ρ−
1
2L (ρ)
[
L
(
r + ρ− 2 (rρ) 12
)
+ L
(
r + ρ+ 2 (rρ)
1
2
)]
dρ
}2
dr
=n−2ν2 (1 + o (1)) .
The rest of the results are provided by the recursive use of Lemma 6, bearing in mind that the
indexes are pairwise different:
E
[
W 4ijn
]
=
n4h2q
n8h8qλq(L)8
∫
Ωq
× 4· · · ×
∫
Ωq
E
[
4∏
k=1
L
(
1− xTkX
h2
)
σ4(X)E
[
ε4|X] ]2 4∏
k=1
w(xk)
f(xk)
ωq(dxk)
=O ((n4h4q)−1) ∫
Ωq
× 4· · · ×
∫
Ωq
4∏
k=2
L2
(
1− xTkX
h2
)
σ8(x1)f(x1)
8∏
k=1
w(xk)
f(xk)
ωq(dxk)
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=O ((n4hq)−1) ,
E
[
WijnWjknWklnWlin
]
=
n4h2q
n8h8qλq(L)8
∫
Ωq
× 4· · · ×
∫
Ωq
E
[
L
(
1− xT1 X
h2
)
L
(
1− xT4 X
h2
)
σ2(X)
]
× E
[
L
(
1− xT1 X
h2
)
L
(
1− xT2 X
h2
)
σ2(X)
]
E
[
L
(
1− xT2 X
h2
)
L
(
1− xT3 X
h2
)
σ2(X)
]
× E
[
L
(
1− xT3 X
h2
)
L
(
1− xT4 X
h2
)
σ2(X)
] 8∏
k=1
w(xk)
f(xk)
ωq(dxk)
=O ((n4h2q)−1) ∫
Ωq
× 4· · · ×
∫
Ωq
L
(
1− xT4 x1
h2
)
L
(
1− xT2 x1
h2
)
L
(
1− xT2 x3
h2
)
× L
(
1− xT4 x3
h2
)
σ4(x1)σ
4(x3)
f(x1)f(x3)
f(x2)f(x3)
4∏
k=1
w(xk)ωq(dxk)
=O (n−4h2q) ,
E
[
WijnW
2
iknWjkn
]
=
n4h2q
n8h8qλq(L)8
∫
Ωq
× 4· · · ×
∫
Ωq
E
[
L
(
1− xT1 X
h2
)
L
(
1− xT2 X
h2
)
σ2(X)
]
× E
[
L
(
1− xT1 X
h2
)
L
(
1− xT3 X
h2
)
L
(
1− xT4 X
h2
)
σ3(X)E
[
ε3|X]]2 4∏
k=1
w(xk)
f(xk)
ωq(dxk)
=O ((n4h3q)−1) ∫
Ωq
× 4· · · ×
∫
Ωq
L
(
1− xT2 x1
h2
)
L2
(
1− xT3 x1
h2
)
L2
(
1− xT4 x1
h2
)
× σ8(x1) f(x1)
2
f(x2)f(x3)f(x4)
4∏
k=1
w(xk)ωq(dxk)
=O (n−4) .
Lemma 3. Under assumptions A1–A6 and A9, for a random sample {(Xi, Yi)}ni=1 the following
statements hold:
i.
∫
Ωq
∑n
i=1 (W
p
n (x,Xi) εˆiV
∗
i )
2
fˆh(x)w(x)ωq(dx) =
λq(L2)λq(L)−2
nhq
∫
Ωq
σ2θ1(x)w(x)ωq(dx)(1+oP (1))
+OP∗
(
(n
3
2hq)−1
)
.
ii. 2n2hq
∑
i 6=j
[ ∫
Ωq
W pn (x,Xi)W
p
n (x,Xj) εˆiεˆj fˆh(x)w(x)ωq(dx)
]2
= 2ν2θ1(1 + oP (1)),
E∗
[
W ∗ijnW
∗
jknW
∗
klnW
∗
lin
]
= OP
(
n−4h2q
)
, E∗
[
W ∗4ijn
]
= OP
(
(n4hq)−1
)
and E∗
[
W ∗ijnW
∗2
iknW
∗
jkn]
= OP
(
n−4
)
.
Proof of Lemma 3. The proof is divided in the evaluation of each statement.
Proof of i. Using that the V ∗i ’s are iid and independent with respect to the sample,
E∗
[∫
Ωq
n∑
i=1
W pn(x,Xi)
2εˆ 2i V
∗2
i fˆh(x)w(x)ωq(dx)
]
=
∫
Ωq
n∑
i=1
W pn(x,Xi)
2(Yi −mθˆ(Xi))2fˆh(x)w(x)ωq(dx)
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=∫
Ωq
n∑
i=1
L∗h(x,Xi)
2(Yi −mθ1(Xi))2f(x)w(x)ωq(dx)(1 + oP (1)) (37)
where the last equality holds because by assumptions A5 and A6, mθˆ(x) − mθ1(x) = OP
(
n−
1
2
)
uniformly in x ∈ Ωq. By applying the tower property of the conditional expectation as in iii from
Lemma 1, it is easy to derive from iv in Lemma 2 that
(37) =
λq(L
2)λq(L)
−2
nhq
∫
Ωq
σ2θ1(x)w(x)ωq(dx)(1 + oP (1)).
The order of the variance is obtained applying the same idea, i.e., first deriving the variance with
respect to the V ∗i ’s and then applying the order computation given in the proof of iv in Lemma 2
(adapted via the conditional expectation):
Var∗
[∫
Ωq
n∑
i=1
L∗h(x,Xi)
2(Yi −mθˆ(Xi))2V ∗2i f(x)w(x)ωq(dx)
]
=
n∑
i=1
(∫
Ωq
L∗h(x,Xi)
2(Yi −mθˆ(Xi))2f(x)w(x)ωq(dx)
)2
Var∗
[
V ∗2i
]
=O ((n4h4q)−1) n∑
i=1
(∫
Ωq
L2
(
1− xTXi
h2
)
(Yi −mθ1(Xi))2
w(x)
f(x)
ωq(dx)
)2
=OP
(
(n3h2q)−1
)
.
The statement holds by Chebychev’s inequality with respect to the probability law P∗.
Proof of ii. First, by Corollary 1, the expansion for the kernel density estimate and the fact mθˆ(x)−
mθ1(x) = OP
(
n−
1
2
)
uniformly in x ∈ Ωq, we have
In = 2n
2hq
∑
i 6=j
[∫
Ωq
W pn (x,Xi)W
p
n (x,Xj) εˆiεˆj fˆh(x)w(x)ωq(dx)
]2
= 2
∑
i 6=j
Iijn(1 + oP (1)),
where
Iijn =n
2hq
∫
Ωq
∫
Ωq
L∗h (x,Xi)L
∗
h (x,Xj)L
∗
h (y,Xi)L
∗
h (y,Xj)
× (Yi −mθ1(Xi))2(Yj −mθ1(Xj))2f(x)f(y)w(x)w(y)ωq(dx)ωq(dy).
By the tower property of the conditional expectation and iv in Lemma 2, E [Iijn] = E
[
W 2ijn
]
=
n−2ν2θ1(1 + o (1)) (considering that the Wijn’s are defined with respect to θ1 instead of θ0). To
prove that In
p−→ 2ν2θ1 , consider I˜n = 2
∑
i 6=j Iijn and, by (18) and (19),
Var
[
I˜n
]
=E
[(
2
∑
i 6=j
Iijn
)2]− 4n2(n− 1)2E [Iijn]2
= 4
∑
i 6=j
∑
k 6=l
E
[
W 2ijnW
2
kln
]− 4n2(n− 1)2E [W 2ijn]2
=
1
3
E
[
W 4n
]− Var [Wn]2 + o (1)
40
= Var [Wn]2
(
1
3
Var [Wn]−2 E
[
W 4n
]− 1)+ o (1)
= 2ν2θ1(1 + o (1))o (1) + o (1)
= o (1) ,
because, as it was shown in the proof of Theorem 2, conditions b) and d) hold. Then, I˜n − E
[
I˜n
]
converges to zero in squared mean, which implies that it converges in probability and therefore
In = I˜n(1 + oP (1)) =
(
I˜n − E
[
I˜n
]
+ 2ν2θ1 + o (1)
)
(1 + oP (1)) = 2ν2θ1 + oP (1) ,
which proofs the first statement.
Second, it follows straightforwardly that E∗
[
W ∗4ijn
]
= OP
(
W 4ijn
)
, E∗
[
W ∗ijnW
∗
jknW
∗
klnW
∗
lin
]
=
OP (WijnWjknWklnWlin) and E∗
[
W ∗ijnW
∗2
iknW
∗
jkn
]
= OP
(
WijnW
2
iknWjkn
)
. The idea now is to use
that, for a random variable Xn and by the Markov’s inequality, Xn = E [Xn] + OP (E [|Xn|]).
The expectations of the variables are given in v from Lemma 2. The orders of the absolute
expectations are the same: in the definition of Wijn the only factor with sign is εiεj , which
is handled by the assumption of boundedness of E
[|ε|3|X]. Therefore, W 4ijn = OP ((n4hq)−1),
WijnWjknWklnWlin = OP
(
n−4h2q
)
and WijnW 2iknWjkn = OP
(
n−4
)
, so the statement is proved.
C.3 General purpose lemmas
Lemma 4 (Tangent-normal change of variables). Let f be a function defined in Ωq and x ∈
Ωq. Then
∫
Ωq
f(z)ωq(dz) =
∫ 1
−1
∫
Ωq−1 f
(
tx + (1 − t2) 12Bxξ
)
(1 − t2) q2−1 ωq−1(dξ) dt, where Bx =
(b1, . . . ,bq)(q+1)×q is the projection matrix given in Section 2.
Proof of Lemma 4. See Lemma 2 of García-Portugués et al. (2013).
Lemma 5. Set x = (x1, . . . , xq+1) ∈ Ωq. For all i, j, k = 1, . . . , q + 1,
∫
Ωq
xi ωq(dx) = 0,∫
Ωq
xixj ωq(dx) = δij
ωq
q+1 and
∫
Ωq
xixjxk ωq(dx) = 0.
Proof of Lemma 5. Apply Lemma 4 considering x = ei ∈ Ωq. Then
∫
Ωq
xi ωq(dx) = ωq−1
∫ 1
−1 t(1 −
t2)
q
2
−1 dt = 0 as the integrand is an odd function. As a consequence, and applying the same change
of variables, for i 6= j:∫
Ωq
xixj ωq(dx) =
∫ 1
−1
(1− t2) q−12 dt
∫
Ωq−1
eTj Bxξ ωq−1(dξ) = 0.
For i = j,
∫
Ωq
x2i ωq(dx) =
1
q+1
∫
Ωq
∑q
j=1 x
2
j ωq(dx) =
ωq
q+1 . For the trivariate case,∫
Ωq
x3i ωq(dx) = ωq−1
∫ 1
−1
t3(1− t2) q2−1 dt = 0,∫
Ωq
x2ixj ωq(dx) =
∫ 1
−1
t2(1− t2) q−12 dt
∫
Ωq−1
eTj Bxξ ωq−1(dξ) = 0, i 6= j,∫
Ωq
xixjxk ωq(dx) =
∫ 1
−1
t(1− t2) q2 dt
∫
Ωq−1
eTj Bxξe
T
kBxξ ωq−1(dξ) = 0, i 6= j 6= k,
using that the integrand is odd and the first statement.
Lemma 6 (Bai et al. (1988)). Let ϕ : Ωq −→ R be a continuous function and denote Lhϕ(x) =
ch,q(L)
∫
Ωq
L
(
1−xTy
h2
)
ϕ(y)ωq(dy). Under assumptions A3–A4, Lhϕ(x) = ϕ(x) + o (1), where the
remaining order is uniform for any x ∈ Ωq.
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Proof of Lemma 6. This corresponds to Lemma 5 in Bai et al. (1988), but with slightly different
conditions and notation. Assumptions A1 and A3 imply conditions (a), (b), (c1) and (d) stated in
Theorem 1 of the aforementioned paper.
D Further simulation results
Some extra simulation results are given to provide a better understanding of the design of the sim-
ulation study presented in the paper and a deeper insight into the empirical performance of the
goodness-of-fit tests for different significance levels and sample sizes.
Graphical representations of the densities considered for the directional predictor X are shown in
Figure 5. These densities aim to capture simple designs like the uniform and more challenging ones
with holes in the support. The deviations from the null hypothesis, ∆1 and ∆2, are shown in Figure
6, jointly with the conditional standard deviation function used to generate data with heteroskedas-
tic noise.
0 0.5 1 0 0.5 1 0 0.5 1 0 0.5 1
Figure 5: From left to right: directional densities for scenarios S1 to S4 for circular and spherical cases.
The coefficients δ for obtaining deviations δ∆1 and δ∆2 in each scenario were chosen such that the
density of the response Y = mθ0(X) + δ∆(X) +σ(X)ε under H0 (δ = 0) and under H1 (δ 6= 0) were
similar. Figure 7 shows the densities of Y under the null and the alternative for the four scenarios
and dimensions considered. This is a graphical way of ensuring that the deviation is not trivial to
detect and hence is not straightforward to reject H0. Note that, due to the design of the deviations
and its pairing with the regression functions, design densities and kind of noises, it may be harder
to detect them on a particular situation. This is what happens for example in S4 for q = 2: due
to the design density, most of the observations happen close to the north pole, where the shape
of the parametric model and of ∆2 are similar, resulting in a harder detectable deviation for that
dimension. A different situation happens for S1, where the heteroskedastic noise masks the deviation
∆1 for moderate and large values of the smoothing parameter h.
The empirical sizes of the test for significance levels α = 0.01, 0.05, 0.10 are given in Figures 8, 9
and 10, corresponding to sample sizes n = 100, 250 and 500. Nominal levels are respected in most
scenarios. Finally, the empirical powers for n = 100, 250 and 500 are given in Figure 11 and, as it
can be seen, the rejection rates increase with n.
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−4 −2 0 2 4 −4 −2 0 2 4 0 1 2
Figure 6: From left to right: deviations ∆1 and ∆2 and conditional standard deviation function σ2 for
circular and spherical cases.
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
Response Y
D
en
si
ty
δ = 0
δ > 0
−6 −4 −2 0 2 4 6
0.
0
0.
1
0.
2
0.
3
0.
4
Response Y
D
en
si
ty
δ = 0
δ > 0
−4 −2 0 2 4
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Response Y
D
en
si
ty
δ = 0
δ > 0
−4 −2 0 2 4
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
0.
35
Response Y
D
en
si
ty
δ = 0
δ > 0
−3 −2 −1 0 1 2 3
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Response Y
D
en
si
ty
δ = 0
δ > 0
−4 −2 0 2 4
0.
0
0.
1
0.
2
0.
3
0.
4
Response Y
D
en
si
ty
δ = 0
δ > 0
−4 −2 0 2 4
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Response Y
D
en
si
ty
δ = 0
δ > 0
−4 −2 0 2 4
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Response Y
D
en
si
ty
δ = 0
δ > 0
−2 −1 0 1 2
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Response Y
D
en
si
ty
δ = 0
δ > 0
−2 −1 0 1 2 3 4
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
Response Y
D
en
si
ty
δ = 0
δ > 0
−4 −2 0 2 4
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Response Y
D
en
si
ty
δ = 0
δ > 0
−4 −2 0 2 4
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Response Y
D
en
si
ty
δ = 0
δ > 0
Figure 7: Densities of the response Y under the null (solid line) and under the alternative (dashed
line) for scenarios S1 to S4 (columns, from left to right) and dimensions q = 1, 2, 3 (rows, from top
to bottom).
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Figure 8: Empirical sizes for α = 0.01 (first row), α = 0.05 (second row) and α = 0.10 (third row) for the
different scenarios, with p = 0 (solid line) and p = 1 (dashed line). From left to right, columns represent
dimensions q = 1, 2, 3 with sample size n = 100. Green, blue, red and orange colors correspond to scenarios
S1 to S4, respectively.
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Figure 9: Empirical sizes for α = 0.01 (first row), α = 0.05 (second row) and α = 0.10 (third row) for the
different scenarios, with p = 0 (solid line) and p = 1 (dashed line). From left to right, columns represent
dimensions q = 1, 2, 3 with sample size n = 250. Green, blue, red and orange colors correspond to scenarios
S1 to S4, respectively.
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Figure 10: Empirical sizes for α = 0.01 (first row), α = 0.05 (second row) and α = 0.10 (third row) for the
different scenarios, with p = 0 (solid line) and p = 1 (dashed line). From left to right, columns represent
dimensions q = 1, 2, 3 with sample size n = 500. Green, blue, red and orange colors correspond to scenarios
S1 to S4, respectively.
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Figure 11: Empirical powers for the different scenarios, with p = 0 (solid line) and p = 1 (dashed line).
From top to bottom, rows represent sample sizes n = 100, 250, 500 and from left to right, columns represent
dimensions q = 1, 2, 3. Green, blue, red and orange colors correspond to scenarios S1 to S4, respectively.
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