In this paper we consider a linear second-order equation of Sturm-Liouville type:
Introduction
There is a simple physical interpretation of the inverse Dirichlet problem. The displacement u = u(x, t), 0 x L, of a freely vibrating inhomogeneous string of length L and variable mass density ρ(x) > 0 satisfies the wave equation ρ(x)u tt = u xx (1) and the boundary conditions u(0, t) = 0, u(L,t)= 0.
A periodic vibration of the form u = y(x) a cos(ωt) + b sin(ωt) , with frequency ω, is called a pure tone. Separating variables, y must satisfy
and
From this point of view it is reasonable to ask: How many ways can mass be distributed along a string to produce a given set of frequencies of an actual vibrating string? Hence, the inverse Dirichlet problem can be interpreted as posing natural questions about the pure tones of the strings. In [2] , Barcilon proved a new approach to the solution of the inverse problem for the vibrating string, i.e., to the reconstruction of density ρ(x) given its length L and two spectra {λ n } and {µ n } satisfying the interlacing property 0 < λ 1 < µ 1 < λ 2 < µ 2 < · · · . The spectrum {λ n } is associated with (2) and boundary condition
While {µ n } is associated with (2) and boundary condition
He introduced {λ n (x)} as the eigenvalues of Dirichlet problem for Eq. (2) on the interval [x, L], where 0 x < L and {µ n (x)} is eigenvalues associated with u (x) = u(L) = 0.
By using the factorization the solution in term of these spectral, he derived the dual equation of the form: It is easy to see that the sequence {µ n (0)} in Barcilon's work can be replaced by the sequence {λ n (0)}. In fact in [10] , Pranger, by replacing {µ n } with {λ n } studied the recovery of the function ρ from the eigenvalues in Eq. (2) with the Dirichlet boundary condition on interval [0, 1]. By the different way he introduced infinite product form of the solution and derived the dual equation of the form:
where {λ n } is eigenvalues of Eq. (2) on interval [0, x], 0 < x 1. The main result of that paper may be stated by saying that the pair of sequences (λ n (1), λ n (1)) suffices as data to guarantee the existence and uniqueness of function ρ in (2). It is well known that if ρ ∈ C 2 (0, L), Eq. (2) can be transformed into the canonical Sturm-Liouville equation
We see that the inverse problem has been investigated by Barcilon and Pranger is the inverse problem for the classical case of Sturm-Liouville operator. Differential equations with turning points arise in various problems of mathematical physics as well as applications, inverse Sturm-Liouville problem appear, for example in electronics for constructing parameters of heterogeneous electronics lines with desirable technical characteristics, for more details see [11, 12] . Furthermore, it is known that wide class of differential equations with Bessel-type singularity and also perturbations of such equations can be reduced to differential equations having turning points.
In this paper we consider indefinite Sturm-Liouville problem
with Dirichlet boundary conditions
where q is a positive sufficiently smooth function on [−1, 1] and λ is a real parameter. The weight function r(t) = t has a simple turning point on [−1, 1], while in Barcilon and Pranger case the weight function is positive. The presence of turning points the differential equation makes essential difficulties in the investigation of the inverse problem. This paper proposes and tests an extension of a technique, first studied in [2] for the uniqueness of solution for the dual equation of regular Sturm-Liouville problem. We first indicate the solutions of (4) with infinite product form, then we derive associate dual equations. In studying of the inverse problem for Eq. (4), we first need to investigate and prove the uniqueness of dual equations. Note that, the inverse problem has been studied by the authors in [8] . The literature concerning the inverse problem for equations of Sturm-Liouville type is wide, for example see [3, 11, 13] . For eigenvalue approximation and infinite product representation of solutions in a turning point case see [5] [6] [7] . It is well known that this turning point problem has a doubly infinite sequence of real eigenvalues whose corresponding eigenfunctions have precisely n zeros in (−1, 1), for n = 0, 1, 2, . . . . In [8] the authors developed some consequences which arise on considering the eigenvalues as a function of the length of the interval. In particular, if we solve (4) with the condition at the right end replaced by y(x) = 0, then for x < 0 and fixed, we have a sequence of negative eigenvalues {λ n (x)} ∞ n=1 . These functions are solutions of U(x, λ) = 0, where U(x, λ) solves the initial value problem (4) with U(−1, λ) = 0 and U (−1, λ) = 1. It follows that the functions λ n (x) ∈ C 2 (−1, 1) if q is sufficiently smooth. In fact, from [6] it follows that the asymptotic approximations of the eigenvalues is of the form
where
Similarly, for x ∈ (0, 1], fixed, the Dirichlet problem for (4) on [−1, x] has an infinite number of positive and negative eigenvalues, which we denote by {u n (x)} ∞ n=1 , {r n (x)} ∞ n=1 , respectively. These functions are zeros of U(x, λ).
From [6] , u n (x) is of the form
where [4] gives that U(x, λ) is an entire function of λ, of order 1 2 . This, coupled with Hadamard's theorem, [9, p. 24] shows that U(x, λ) can be represented in the form
where c is a function of x only. From [7] , we conclude that c(x) is of the form
is again an entire function of order 1 2 . From [7] we have
with
where 
The dual equation
In this section, we first drive the dual equations associated with (4) by use of infinite product representation, then we investigate the uniqueness solution of these equations. Theorem 1. For x < 0, the sequences of functions {λ n (x)} ∞ n=1 satisfy
For x > 0, the sequences of functions
where c(x) is defined in (10) and a(x) is determined by (12) .
Proof. By the implicit function theorem, λ n (x), u n (x) and r n (x) are twice continuously differentiable functions. For x < 0, the condition
gives, as usual,
and differentiating again,
The first term in (17) is zero at (x, λ n (x)) by virtue of (4 
Now, we first calculate the various derivatives of y(x, λ) for x < 0. In this case, from (9), it can be written
where c(x) is a function independent of λ and is determined by (10 
is valid, because by results of [7] , the differentiated series
is uniformly convergent. We define F n by
Since
,
Placing these terms into (18), we obtain
where c(x) is determined in (10) . Similarly, for the case x > 0 from (11), we have
where a(x) is determined by (12) . As before, we calculate the various derivatives of y(x, λ) and evaluate these at the fixed points (x, u n (x)), (x, r n (x)). Suppose
Then,
so that
We have
Placing these terms into (19), we obtain
Similarly for negative eigenvalue r n (x), we get
The system of Eqs. (13)- (15) is dual to the original Eq. (4) and involves only the functions λ n (x), u n (x) and r n (x). We shall establish the initial value problem consisting of this systems of equation subject to the initial conditions
.).
We note that dividing Eq. (13) by λ n and integrating from a fixed number α = −1 up to x, we obtain
and c(x) is determined in (10) . Similarly, for the case x > 0, dividing Eq. (14) by u n , Eq. (15) by r n and integrating from x up to 1, we obtain
and a(x) is determined by (12) . Before investigating the main theorem, we need to prove the following lemma.
Lemma 1. Let
where c is a fixed number. Then
where we use a prime on a summation to indicate that the term for k = n is omitted.
Proof. We have
Note that
and from [10] we know that
Consequently, in (32), the first and second sum are O(
Now we investigate the uniqueness of solution of the dual equations.
Theorem 2.
The initial value problem consisting of (27), (28) subject to the initial conditions
has a unique solution.
Proof. For convenience, we can write this initial value problem as
where v, h are defined as
and B n = r n (1)a 2 1 r 2 n (1) . In order to prove uniqueness of a solution, it suffices to prove that the function h satisfies in the Lipschitz condition. To this end, first we show that f n and g n are of order O(n 4 ). We prove this for f n , the proof for g n being similar. Since from (12) and (7), a(x) is of order O(1) and u n = O(n 2 ),
So it is enough to prove that
or equivalently we prove
The interchange of summation and integration in T n will be valid if the differentiate series
are uniformly convergent (which is the case, see [7] ). Next, we prove that
Similarly we can show that
it does not influence the order of the expression (35). Consequently, by Lemma 1, the estimates for (35) hold uniformly for x in a compact set of (0, 1]. Note that (35) and (29) imply that
We therefore conclude that
Similarly, one can prove that
To complete the proof, we define a normed space as follows: Let
and define ϕ * ⊆ ϕ as a set containing nonzero members of ϕ whose asymptotic distribution is of the form v n = ± n 2 π 2 4I 2 ∓ nπ 2 8I 2 + O(1), where I is a constant. It is trivial to see that ϕ * = ϕ and ϕ * contains the sequence {u n } ∞ 1 and {r n } ∞ 1 . Finally, h is a map from ϕ * into ϕ, because
Furthermore, ϕ * is convex space, i.e., if 0 α 1 and σ, η ∈ ϕ * , then ασ + (1 − α)η ∈ ϕ * , hence for each n, the function h n (ασ +(1−α)η) is defined on [0, 1]. The function h n (ασ + (1 − α)η), n = 1, 2, . . . , is an entire function with respect to α on [0, 1]. Consequently, for each n, we can find some α n , 0 α n 1, such that h n (1) − h(0) = h n (σ ) − h n (η) = dh n dα α=α n .
Since h n is function of u n and r n , we have has already been proved in [2] in the case of a positive weight function. 2
