This paper considers the asymptotic distributions of the statistics based on the complex Gaussian distribution. To treat this problem, we define the hermitian differential operator matrix and give the fundamental formulas of the zonal polynomials.
A LIST OF KEY WORDS AND PHRASE.
(i) a zonal polynomial.
C (S).
K K: kappa
(ii) hermitian matrix, hermitian differential operator matrix. (iii) unitary group. U(n), U(m 2 ) , etc.
(iv) 0aS: Kronecker's delta. Recently the asymptotic distribution of the statistics based on the multivariate normal samples were derived by the use of the fundamental formulas of the series of the zonal polynomials [1] , [2] , [7] . The purpose of this paper is to give the asymptotic distributions of the statistics based on the complex multivariate Gaussian distribution which was developed by Goodman, N.R. [3] , James, A.T. [4] and Khatri, C.G. [5] , [6] . To obtain these distributions, we need also the fundamental formulas of the series of the zonal polynomials of the positive definite hermitian matrix, If we do not notice in this paper, we assume that all the matrices are mxm positive definite hermitian matrices. 
We denote as Let Sand R be a positive definite hermitian matrices and T be also a hermitian matrix, then We use the following notations. Let X be an mxn (m~n) complex matrix which has a complex Gaussian distribtuion with mean M mxn and covariance matrix E, then we denote as X~CN (M,E). Let S be an hermim tian matrix which has a complex Wishart distribution of n degrees of freedom with a non-central matrix Q, then we denote as S~CW(E, n,~).
2. The fundamental formulas of the sum of the zonal polynomials.
In this section, we consider only mxm positive definite hermitian matrices. Let E be hermitian matrix and belongs to C, then we have a Taylor series expansion of f(Z) in the neighborhood at Z = Za as follows.
We can show easily that (2.2) is same as (2.3) if 5 is an hermitian matrix.
The following lemmas are fundamental. Lemma 1. Let K be a partition of k into not more than m parts, i.e.,
) is a diagonal matrix of latent roots of Z.
Proof. From (1.1), we have 
On the other hand, R.H.S. of (2.6) also have an asymptotic expansion such that (2.9) Hence by comparing with the both side of order Lemma 
} etr(xL). Hence we obtain (2.11). (2.12) can be obtained by applying the Leibnitz formula of differentiation to (2.11). As we can show (2.13) and (2.14) by the same way as one of [7] , we will omit. and [2] . Theorem 1. Let nS be distributed with CW(I,n,~) and let's assume that is a constant matrix with respect to n. Put Proof. We can easily obtain the characteristic function of A as follows: Case 2.~= ne, where e is a constant matrix.
Put
Then we have~( +~( 9) (x) (tr(I+38)L3)3 .
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Proof. Case 1. As the characteristic function of~is given by we expand this as the series of order 1/~by using the formulas such that Therefore, we obtain the asymptotic expansion of~(t) with respect to the order lIn as follows. Proof. The proof of this lemma is different from [7] . Let Since det(I-WW') is invariant under the transformation W to WU, UEU(m 2 ), we first project into the space of ¢(WW') and we integrate ¢(WW') on the whole space such that WW' > O.
Therefore, by using (1. 
