We report results for the angular three-point galaxy correlation function in the APM Galaxy Survey and compare them with theoretical expectations. For the first time, these measurements extend to sufficiently large scales to probe the weakly nonlinear regime. On large scales, the results are in good agreement with the predictions of nonlinear cosmological perturbation theory for a model with initially Gaussian fluctuations and linear power spectrum P(k) consistent with that inferred from the APM survey. These results reinforce the conclusion that large-scale structure is driven by nonlinear gravitational instability and that APM galaxies are relatively unbiased tracers of the mass on large scales; they also provide stringent constraints upon models with non-Gaussian initial conditions and strongly exclude the standard cold dark matter model.
Traditionally, two-point statistics, the autocorrelation function y(r) and the power spectrum P(k), have been the dominant benchmarks for testing theories of structure formation. However, with the advent of large galaxy surveys and the development of nonlinear cosmological perturbation theory and large N-body simulations, it has become clear that higher order correlations provide new probes of large-scale structure. In particular, the ( )-point functions and moments test models N 1 2 for bias-the relation between the galaxy and mass distributions-and constrain non-Gaussianity in the initial conditions (e.g., Fry & Gaztañaga 1993; Gaztañaga 1994 Gaztañaga , 1995 Fry 1994; Fry & Scherrer 1994; Jaffe 1994; Chodorowski & Bouchet 1996; Gaztañaga & Mahonen 1996; Matarrese, Verde, & Heavens 1997; .
The galaxy three-point function z has been measured in several angular and redshift catalogs (e.g., Peebles & Groth 1975; Groth & Peebles 1977; Fry & Seldner 1982; Jing & Boerner 1998) . Given the limited volumes covered by these surveys, these measurements generally probed the three-point function on scales Mpc. They established that galaxies Ϫ1 0.1 Շ r Շ 10 h cluster hierarchically: on these scales, the hierarchical three- (with ), is nearly constant, independent of scale x ϭ Fx Ϫ x F ij i j and configuration, with values in the range , de-Q Ӎ 0.6-1.3 pending on the catalog. This hierarchical form is consistent with expectations from N-body simulations in the nonlinear regime (e.g., Matsubara & Suto 1994; Fry, Melott, & Shandarin 1993; ). On larger scales ( Mpc) in the weakly nonlinear Ϫ1 r տ 10 h regime in which , nonlinear perturbation theory y(r) Շ 1 (PT)-corroborated by N-body simulations-predicts that Q becomes strongly dependent on the shape of the triangle defined by the three points (Fry 1984; Jing & Boerner x i 1997; Gaztañaga & Bernardeau 1998; . The large-scale configuration dependence of the three-point function is characteristic of the nonlinear dynamics of gravitational instability and is sensitive to the initial P(k), to the bias, and to non-Gaussianity in the initial conditions. Measurements of higher order galaxy correlations on large scales have been confined so far to volume-averaged correlation functions-the one-point cumulants S N -and their cousins (e.g., cumulant correlators). These statistics, based on counts in cells, are computationally easier to measure than the corresponding N-point functions and, being averages over many N-point configurations, can be measured with higher signal-to-noise ratios as well. On the other hand, this averaging process by definition destroys the information about configuration dependence contained in the N-point functions themselves.
In this Letter, we report measurement of the projected threepoint function on large scales in the APM Galaxy Survey (Maddox et al. 1990 ), compare the results with predictions of nonlinear PT and N-body simulations, and briefly discuss their implications for bias and non-Gaussianity.
We first recall the perturbative expression for the three-point function. To lowest order, the statistical properties of the density contrast field are characterized bȳ d(x) ϭ [dr(x)/r] Ϫ 1 the autocorrelation function and y ϭ y(x ) ϭ Ad(x )d(x )S 12 12 1 2 its Fourier transform, the power spectrum P(k), where . In the results to be 3 3
shown below, we consider the cold dark matter (CDM) family of models, with shape parameter (ϭ0.5 for SCDM) G ϭ Q h and a model consistent with the linear P(k) inferred from the APM Survey itself (Baugh & Gaztañaga 1996) , P ϩ cyclic permutations,
where , , and
12 13 12 13 evaluated at linear order in PT; we expect the leading-order result (eq. [2]) to be valid in the weakly nonlinear regime ( ) but to break down for . Equation (2) was y K 1 y(r) տ 0.5 derived for the Einstein-de Sitter ( ) model, but it is Q ϭ 1 m known to be an excellent approximation for (Bouchet Q տ 0.1 et al. 1992 (Bouchet Q տ 0.1 et al. , 1995 Bernardeau 1994; Kamionkowski & Buchalter 1999) .
The expressions above apply to unbiased tracers of the density field; since galaxies of different morphologies are known to have different clustering properties, at least some galaxy species are biased. As an example, suppose the probability of forming a luminous galaxy depends only on the underlying mean density field in its immediate vicinity. Under this simplifying assumption, the relation between the galaxy density field and the mass density field is . have used
the corresponding relation for the skewness S 3 to infer , from the APM catalog, but the results are de-b Ӎ 1 b Ӎ 0 1 2 generate because of the relative scale independence of S 3 . 1 As we will see below, the configuration dependence of Q g on large scales in the APM catalog is quite close to that expected in PT, suggesting that b 1 is of order unity for these galaxies. The simple model above undoubtedly does not capture the full complexity of biasing, but it provides a convenient framework that is well matched to the quality of the current data.
In a projected catalog with radial selection function f(x) [normalized such that ], the galaxy an-2 dx x f(x) ϭ 1 ∫ gular two-and three-point functions at small angular separations ( ) are given by
where z g is a function of v 12 , v 13 , and v 23 , the sides of a triangle projected on the sky. We assume the proper separations r ij are small compared to the mean depth of the sample; in this case, , with , , and 2 2 2 1/2
Here, x is the comoving radial (coordinate) distance
to redshift z, and is a geometrical factor that relates F ϭ F(x, Q) proper and coordinate distance intervals,
. The radial selection function for the APM
Galaxy Survey is approximated as in Gaztañaga & Baugh (1998) , , with and
Ϫh 2 2
At this depth, to an accuracy of better than Ϫ1 D ϭ 335 h a few percent we can approximate F by its Einstein-de Sitter value . The projected hierarchical amplitude q 3 is defined F ϭ 1 by analogy with equation (1),
For the analysis, we use the equal-area projection pixel map of the APM Survey (Maddox et al. 1990) , with an area roughly , containing galaxies with mag- galaxy count in that pixel. The estimator for the angular twopoint function is then , where is the
number of pairs of pixels at separation v in the survey region. The reduced angular three-point function is estimated in a similar way, by counting all pixel triplets with a given angular configuration and estimating . We
i, j, k i j k note that, in the limit of counts of pairs and triplets of objects, these estimators are equivalent to the minimum variance estimators of Landy & Szalay (1993) and Szapudi & Szalay (1998) .
To test the validity of PT on the scales of interest, to verify the algorithm for measuring the angular three-point function, and to check projection and finite sampling (and boundary) effects in the APM Survey, we use the simulated APM maps of Gaztañaga & Baugh (1998) . These are created from N-body simulations of the SCDM (with ) and APM-like ( j ϭ 1 j ϭ To display the results, we parametrize the geometry for a triplet of objects 1, 2, 3 on the sky in terms of the angular separations v 12 , v 13 between the corresponding pairs and define the angle a as the interior angle between these two triangle sides. The two lower panels in Figure 1a show results for q 3 (a) for the SCDM and APM-like models for , pro-v ϭ v ϭ 2Њ 12 13 jected at the depth of the APM survey. The configuration dependence of the hierarchical three-point amplitude is seen to be quite sensitive to the shape of P(k). Both the shape and amplitude of q 3 (a) predicted by PT (solid curves) are reproduced by the N-body results (points) even on these moderately small scales (at the mean depth of the APM, 2Њ corresponds to Ӎ14 h Ϫ1 Mpc). The error bars on the simulation results are estimated from the variance between 10 maps and correspond to the 1 j interval of confidence for a single observer [i.e., they are not divided by ].
1/2 (10 Ϫ 1) The top panel of Figure 1a and all those of Figure 1b ger pixels) by Szapudi & Szalay (1999) . The mean values of q 3 are comparable to 1/3 of the angular skewness s 3 previously measured in the APM (Gaztañaga 1994; Szapudi et al. 1995) and the Edinburgh/Durham Southern Galaxy Catalogue (Szapudi, Meiksin, & Nichol 1996) , as expected. The APM results are compared with the values of q 3 for the APM-like spectrum in PT (solid curves) and in simulations (open triangles with error bars). Since the APM-like model has, by construction, the same w(v) as the real APM map, we assume that the sampling errors should be similar in the APM and in the simulations. This might not be true on the largest scales, however, on which systematics in both the APM survey and the simulations are more important (e.g., the simulation might be affected by the periodic boundaries, and the power in the simulation and in the survey may differ on the largest scales). At scales , the agreement between the APM-like model and v տ 1Њ the APM survey is quite good; this corresponds roughly to physical scales h Ϫ1 Mpc, not far from the nonlinear scale r տ 7 (where ). We also note that the SCDM model clearly y Ӎ 1 2 disagrees with the APM data for q 3 ; this conclusion is independent of the power spectrum normalization.
At smaller angles, , q 3 in the simulations is larger than v Շ 1Њ in either the real APM or PT (top left panel in Fig. 1b) . The discrepancy between simulations and PT on these relatively small scales is clearly due to nonlinear evolution. The inter-pretation of the discrepancy with the real APM is less clear: a number of assumptions underlying the simulations could affect the final results at these nonlinear scales. For example, systematic uncertainties in the APM selection function or a linear bias would lead one to infer a different linear APM-like P(k) from the w(v) data. Also, a model with low Q m or j 8 would undergo less nonlinear evolution, which could change the q 3 predictions on small scales. Other possible contributions to this effect include nonlinear bias and nonlinear projection effects (Gaztañaga & Bernardeau 1998) .
Open circles in each figure show the mean of the estimations of q 3 in four disjoint subsamples of the APM Survey (equally spaced in right ascension). For illustration, the values of q 3 for each of the four zones are shown in the top panel of Figure 1a : the dotted, short-dashed, long-dashed, and dot-dashed curves correspond to zones of increasing right ascension (the middle two of these correspond to relatively lower Galactic latitude). Because the zones cover a range of Galactic latitude, a number of the systematic errors in the APM catalog (stargalaxy separation, obscuration by the galaxy, plate matching errors) might be expected to vary from zone to zone. We find no evidence for such systematic variation in q 3 : the individual zone values are compatible with the full survey within the (sampling) errors in the simulations (compare the top and middle panels in Fig. 1a ). On larger scales, , the individual v տ 3Њ L86 PROJECTED THREE-POINT CORRELATION FUNCTION Vol. 521 zone amplitudes exhibit large variance and boundary effects come into play. On all scales, we find large covariance between the errors of q 3 : the data points at different a are strongly correlated. This is illustrated in the middle panel of Figure 1a : the dotted and continuous curves correspond to results for two of the 10 observers. Sampling or finite-volume effects are seen to produce a systematic vertical shift in the curve rather than a scatter around some mean value. A similar trend is found in the real APM catalog (compare the four curves in the top panel of Fig. 1a ). Ratio bias and integral-constraint bias (e.g., Hui & Gaztanaga 1999) could also be important. Other possible sources of systematic discrepancies between the model predictions and the APM results include the shape of the APM radial selection function, the evolution of clustering, and the shape of the linear P(k). We find that the first two effects introduce differences smaller than 10% in the amplitude of q 3 (in agreement with Gaztañaga 1995) , which are not significant given the errors. The uncertainty in the shape of the linear P(k) is more important and, as mentioned above, is critical for the interpretation of q 3 at the smallest angles. Nevertheless, at large scales ( ) these uncertainties appear to be within the (cor-v 1 1Њ related) errors. This is illustrated in the bottom-left panel of Figure 1b -the two solid curves bracketing the APM-like results show the PT predictions for two power spectra which conservatively bracket the uncertainties in the linear spectrum inferred from the APM w(v) (see Fig. 13 (lower solid curve at small a) appears to a ϭ 1.2 give a better match to the q 3 results in the APM than the central APM-like model; for reference, a CDM model with G ϭ 0.3 gives a nearly identical value for q 3 (a) on these scales. Thus, although the APM results for q 3 generally fall below the PT predictions on angular scales , they are consistent within v տ 2Њ the sampling errors and given the uncertainties in the shape of the linear P(k) inferred from the APM w(v).
We expect the strongest constraints on bias and non-Gaussianity to come from intermediate scales (
) on v Ӎ 1Њ-2Њ .5 which both the sampling errors and the nonlinearities are small. The upper right panel of Figure 1b shows the PT predictions for the APM-like model with linear bias parameter b ϭ 2 1 (dashed curve) and a nonlinear bias model with , b ϭ 1 1 (dotted curve). Even if the errors are 100% corre-b ϭ Ϫ0.5 2 lated, these models are clearly ruled out by the APM data; we conservatively conclude that is required for a simple b Շ 1.5 1 linear bias model to fit the APM data. As a simple example of a non-Gaussian model, the dotted curve in the lower left panel of Figure 1b shows the leading-order prediction for the x 2 isocurvature model (Peebles 1997 (Peebles , 1999a (Peebles , 1999b with the APM-like spectrum. In this model, the initial density field is the square of a Gaussian field, and the leading-order three-point function is simply . Clearly, the projected 1/2 z ϭ 2[2y y y ] 12 13 23 three-point function for this model is substantially larger than that of the corresponding Gaussian model for intermediate a;
both the amplitude and shape are discrepant with the APM data. To make this comparison precise, the nonlinear corrections for this model should be self-consistently included. At angular scales , corresponding to physical scales v տ 1Њ for which , the agreement between PT and the APM y Շ 1 Survey for the angular three-point amplitude q 3 is quite good, implying that APM galaxies are not significantly biased on these scales and that their spatial distribution is consistent with nonlinear evolution from Gaussian initial conditions. This substantiates and extends the conclusions of Gaztañaga (1994 Gaztañaga ( , 1995 and .
