Abstract-Optical code division multiple access (CDMA)-based networks are an interesting alternative to support various traffic types of multimedia applications with highly variable performance targets. Generally, multilength codes are designed to support multirate services, while the multiweight codes are designed to support differentiated quality of service (QoS) for multimedia applications. However, existing optical orthogonal codes (OOCs) are limited to single class or multiclass with restricted weight and length properties. Therefore, there exists a lack of flexibility in the existing OOCs to support arbitrary rate and QoS. This paper presents a proposal of generation procedure and performance analysis of joint multiweight multilength strict OOCs. The approach used in this paper is to apply a methodology strongly relying on developed analytical theory that is supported by computer optimization, because it has turned out that it is mathematically intractable to construct unconstraint joint multilength multiweight OOCs using pure algebraic techniques. The generated code set fulfills the conditions of strictly OOCs, namely, the maximum nonzero shift autocorrelation and the maximum cross correlation constraints of one. The mark position difference (MPD) approach is used to generate in a flexible way the multiclass code set. The MPD results in the simple evaluation of multiclass code set cardinality. Furthermore, the multiple-access interference (MAI) in a multiclass OOC system is evaluated by modeling the interference per class as a Poisson distribution to simplify performance evaluation with acceptable accuracy.
Multiclass Optical Orthogonal Codes for Multiservice Optical CDMA Networks I. INTRODUCTION O PTICAL fibers are especially applicable for high-speed local area network (LAN) and related access network applications. New services will mainly be based on the emerging broadband capabilities, with the integration of video and/or multimedia components [1] [2] [3] . At the user end of the network, passive optical networks (PONs) are being considered as the main technique for the evolving access networks. Access networks (known also as the last mile techniques) linking the high-speed end-user equipment to the high-capacity backbone networks remain a bottleneck. Several medium access techniques in PON have been considered, as for instance widely investigated Ethernet-based PON (EPON) [4] . A PON is a point-to-multipoint optical connection with no active compo- nents in the signal path. Connections in the downstream are of broadcast-and-select type. On the other hand, upstream connections from the optical network units (ONUs) at the end user to the optical network terminals (ONTs) at the central office share the same channel. In EPON, each node uses the optical channel for the assigned time slot. To support differentiated quality of service (QoS), EPON employs a central controller that dynamically allocates bandwidth to end users according to the traffic load [5] . Typical user data traffic is bursty by nature; therefore, static channelization (or multiplexing) schemes, realized by permanently allocated time-division multiplexing (TDM) or wavelength-division multiplexing (WDM) slots waste resources for idle users [6] . Users can share the communication bandwidth more effectively by using optical code-division-based techniques. Optical code division multiple access (CDMA) provides more immunity to packet collisions than dynamic bandwidth allocation/time division multiple access (TDMA) approaches, which reduces packet latency and offers improved adaptation to information source statistics. Fig. 1 shows a schematic diagram of a fiber optic network employing optical code division encoding and decoding. The laser source produces very short (inversely proportional to data rate and code length) optical pulses, which are encoded by using the optical encoder that is an optical finite-impulse response (FIR) filter. The number of encoder taps determines the code weight, which can be controlled by optical switches. At the receiving end, the optical decoder is matched to the desired code with the optical delays equal to the complements of the delays at the encoder (i.e., it is the optical matched filter for the applied code). In intensity-modulated direct detection (IM-DD) systems, the intensity of the optical signal is modulated and detected, and therefore, only unipolar codes can be applied for optical noncoherent multiple access. In [7] , optical orthogonal codes (OOCs) were proposed for noncoherent optical CDMA. The OOCs can be generated simply by using optical passive components, such as optical delay lines, optical splitters, and optical combiners [8] .
The OOCs are highly sparse codes, and the number of supported users is quite limited. However, the number of users can be increased by using longer codes with lower weights. The use of longer codes requires faster laser sources, which increases fiber dispersion effects, while the lower weights degrade the bit error rate (BER) performance significantly. When suggested for the first time, OOC was proposed with fixed and equal code weights and lengths to satisfy the code correlation properties planned to guarantee a certain number of simultaneous equal data rate and equal error performance users. Multirate optical CDMA transmission has been investigated in [9] [10] [11] . In [9] , a multirate optical CDMA transmission was achieved by varying the length of the code set whose autocorrelation and cross correlation are constrained to be three or smaller. This limits the system applications due to the relatively high error probability for high rate users. A parallel mapping scheme was applied to multirate optical CDMA in [10] . The scheme is based on assigning a number of code sequences according to the user data rate. This limits the applicability because of the limited number of available codes. Optical fast frequency hopping has been also proposed for multirate optical CDMA based on multiple wavelengths [11] . This is achieved by changing the length of the hopping pattern by using a tunable fiber Bragg grating. Power control was used to improve the system capacity. Disadvantages of this scheme include the need for multiwavelength transmitters and susceptibility to wavelengthdependent impairments.
Kowng and Yang [12] proposed a double-weight twodimensional OOC based on Galois field theory; unfortunately, the proposed OOCs are able to support only two different services without multirate compatibility. Recently, in [13] , variable-weight OOC constructions based on two schemes, balanced pairwise design, and packing design with partition are given. In the second scheme, variable-weight OOCs are constructed by partitioning larger weight codeword into a family of codes with a smaller code weight. On the other hand, multilength OOC was presented in [14] with fixed code weights. The rates of the constructed code set cannot be selected arbitrarily, because short codewords are used to construct longer ones. Moreover, the performance analysis was presented for a double-rate case only. In [15] , the variable rate OOC for video applications with fixed weight was proposed. The performance analysis in terms of the BER of the system is not considered. In [16] , a two-class OOC was discussed, and the performance of such system was evaluated based on the assumption that the binomially distributed OOC interference is approximated by a Gaussian distribution. This approximation is valid only if the number of users is high and the probability of collision from an interfering user is close to 0.5. This assumption fails to be accurate in OOCs with long code lengths and low code weights.
In this paper, we introduce the generation and analysis of OOC-based optical network with arbitrary code weights and lengths jointly while preserving the original correlation properties of the OOCs. We call this OOC code set the multiclass OOC or the multiweight multilength OOC (MWML-OOC). The rest of the paper is organized as follows: In Section II, the original OOC code is reviewed and the multiclass OOC is presented. In Section III, we use the single-user conventional detector and summarize the results for the performance analysis of the proposed system. We use the Poisson approximation of the multiple-access interference (MAI) for the single class (a class with OOC codes of the same length and weight) to simplify the evaluation of the multiclass MAI probability distribution and BERs.
II. MWML-OOC CODE GENERATION

A. Background
The OOC code set C is characterized by the quadruple (N , W , λ a , λ c ), where N , W , λ a , and λ c are the code length, code weight, maximum nonzero shift autocorrelation, and maximum cross correlation, respectively [17] . Generally, OOCs are required to satisfy the following correlation properties:
for any x ∈ C and any integer 
for any (x = y) ∈ C and any integer m. The property in (1) makes the synchronization of the intended receiver simpler by constraining the autocorrelation sidelobes to λ a . On the other hand, (2) allows for distinguishing the different users accessing the network simultaneously, meaning that the cross correlations of the users are limited by λ c . OOC codes with the maximum nonzero shift autocorrelation and the maximum cross correlation bounded by one (λ a = λ c = 1) are called the strict OOCs [18] and are represented here as (N, W ). In [17] , several techniques for OOC construction were considered, such as iterative, Greedy, projective geometry, and combinatorial techniques. Furthermore, the upper bound on the number of codes in the strict OOC code set is given by
where x is the integer part of x. The difference between chip positions containing marks in the OOC can be any integer number in {1, 2, . . . , N − 1} (Fig. 2) . Associated with each code in the OOC, there is a mark position difference (MPD) set that follows from the principle of incoherent optical delay line decoder operation. (Note that the concept of mark differences have been used in the literature with different names, such as "difference" [7] , "extended set" [17] , "slot distance" [18] , and "adjacent relative cyclic delay" [19] .) The elements of MPD set can be evaluated using
where P k is the kth mark position. To satisfy (1) and (2) 
B. MWML-OOC
In order to support variable data rates and QoSs in optical CDMA network based on OOCs, it is highly desirable to have variable length and variable weight codes. The shorter the codes are, the higher the rates are, and the higher the code weights are, the higher the QoSs. Note that these two code parameters have earlier been investigated in the literature separately under code length and weight restrictions. In this contribution, we strive to jointly generate an OOC set with arbitrary code length and/or code weight while preserving the required correlation properties of the strict OOC. This allows then the different codes to be assigned for different user classes. The code set construction is also flexible in such a way that the code length and weight can be selected arbitrarily as long as the number of desired codes in each class of users can be supported.
Assume that we have a Q-class system where each class is represented by the length, weight pairs (N q , W q ) with
and the number of users in the qth class is K q . The code set can be represented by (4) with a length of W q (W q − 1). Then, the differences consumed by K q codes in class q is denoted byD q with the number of elements equal to K q W q (W q − 1). In addition to that, the allowed difference set of the multiclass code is limited by the length of the longest code as D = {1, 2, . . . , N Q − 1}. Let ∆ q denote the set of remaining differences after generating all ith classes with 1 ≤ i ≤ q. Then, the MPD construction technique of the multiclass code set C is outlined as follows:
ferences for qth class). 4) Construct c m,q for m = 1 to K q (using random search, combinatorial techniques, etc. [17] ). 5) Form the consumed set of differencesD q for class q from c m,q using (4). 6) D = D −D q (remove the consumed difference set of qth class from the total difference set). 7) q = q + 1 (next longer length class). 8) q ≤ Q? No: go to step 3.
It should be emphasized that the code generation presented here makes use of the existing techniques in finding c m,q , which is a computationally demanding task for higher code weights when random search is applied. However, in the investigated media access scheme, the required codes are sparse, and their code weights are low. On the other hand, since the optical power loss in the currently available encoding technology (based mainly on power splitting and combining) grows as 10 log(W ) dB. Therefore, lower weight codes are only of practical importance. Furthermore, since the code set is assumed to be available before any real system implementation, the speed of the code generation algorithm is, hence, of minor importance.
The proof of existence of an optimal OOC (N , W, 1) code set for general values of N and W is a prohibitive and mathematically complex problem. However, it has been considered for specific values of the code weight and length. For example, Ge and Yin [20] considered the special case of an OOC with (N , 4, 1) and concluded that in order to obtain an optimal OOC, the code length should be restricted to 6(mod 12) and 24(mod 48). Therefore, investigation of the optimality of cardinality for the MWML-OOC is beyond the scope of this paper. Alternatively, we consider only the upper bound on each class cardinality conditioned on the number of codes in the other classes. For a Q-class MWML-OOC with a given (N q , W q ), the upper bound on the qth class cardinality is a function of (N q , W q ), K i , and W i for i < q. This is summarized in the following.
A Q-class strict MWML-OOC code set C is represented by the length and weight pairs (N q , W q ) where
The cardinality |C| and the number of codes in the qth class K q are given by
subject to the constraint of
and
C. Examples of Multiclass OOCs
In this section, we consider three cases of a strict multiclass OOC by using multiple searches for each code set. It should be noted that repeated search for each multiclass code set results in multiple code sets with the same weight and length parameters. The availability of multiple multiclass OOC code sets with the same (N q , W q ) can be used to enhance the security of the system. This can be implemented by commanding the users to switch to other multiclass OOCs with the same parameters from time to time. For more on OCDMA security, refer to [21] .
Case 1: Multiweight Single-Length OOC (MWSL-OOC):
This is beneficial in systems with fixed data rates supporting different QoS, since the signal-to-interference ratio in optical networks employing OOC and perfect matched filtering is proportional to the square of the code weight [22] . We consider a three-class system with N 1 = N 2 = N 3 = N and W 1 > W 2 > W 3 where W 1 represents the weight of highest QoS users in terms of BER performance, W 2 the medium QoS users, and W 3 the low QoS users. The number of supported codes in one class in a multiclass OOC is no longer bounded by (3) and is determined by the desired number of codes in the other classes according to (6) and (7). Table I shows an example of a generated three-class MWSL-OOC. The code set is characterized by (1000, 7), (1000, 5), and (1000, 3) and satisfies the autocorrelation and cross correlation properties of the strict OOCs. For the (1000, 7) single-class OOC, the number of codes is upper bounded by 23 from (3), similarly, the (1000, 5) and (1000, 3) are upper bounded by 49 and 166, respectively. In this example, the number of high QoS and medium QoS codes is set to eight and 20, respectively, then from (6), the upper bound on the cardinality of the low QoS codes is 43, of which only 20 are generated.
Case 2: Single-Weight Multilength OOC (SWML-OOC): This is applicable to systems with equal QoS and supporting variable data rate. In this example, we generated a three-class SWML-OOC listed in Table II with nine high rate, 20 medium rate, and 20 low rate codes. The tabulated three-class SWML-OOC code set is characterized by (300, 5) for the high rate users, (1000, 5) for the medium rate users, and (1500, 5) for the low rate users. Due to the orthogonality properties of the generated strict SWML-OOC set, the relative QoS of the classes (in terms of error rate performance) is almost independent of the length of codes. In other words, different length classes have the same error performance, furthermore, increasing the code length of any class decreases the error rate of all classes in the same proportion. This is verified in the numerical results subsection (Fig. 9) .
Case 3: MWML-OOC: In this case, the weights and lengths of the multiclass OOC is selected arbitrarily. Table III lists a three-class MWML-OOC set. The selected parameters of the multiclass code is such that high rate users get high QoS and low rate users get low QoS. The set is characterized by (550, 7), (930, 5), and (1300, 3) for the high, medium, and low rate QoS, respectively. Note that long code lengths are not restricted to be an integer multiple of short codes but can be arbitrarily selected. It can be simply verified that the nonzero shift autocorrelation peak is one, and the cross correlation between any two codes is bounded by one. This is demonstrated in Fig. 3 for the first code in the high QoS class as the desired user and then applying the desired user code, the first code in the medium, and the first code in the low QoS classes to the correlator sequentially.
III. PERFORMANCE ANALYSIS
In asynchronous K-user CDMA systems, the received signal is the sum of the desired user signal and the signals of the other K − 1 interfering users each with its own delay time. The time delay offsets are assumed to be a multiple of the chip period, which is known as the chip synchronous scenario that results in the upper bound on the bit error performance [7] . Let us assume the condition of perfect power balance (i.e., received power of all users is equal), and let us neglect other noise sources, such as the thermal noise from receiver's electronics, or shot noise from the photodetector. Furthermore, in our analysis, we did not account for the photon counting nature during the photodetection process. Different approaches to account for the photon arrival rate are used in the literature such as large deviations theory and saddlepoint approximations [23] [24] [25] . In what follows, we consider only the case of the strict MWML-OOC code set who have, by definition, nonzero shift autocorrelation and cross correlation properties bounded by one.
A. System Description
In order to evaluate the bit error probability performance of the strict MWML-OOC-based optical network, the decision variable at the output of the decorrelator is written as the desired signal-plus-interference form. We assume a Q-class system, with different code lengths such that 
. , Q}.
Without loss of generality, we assume that the desired user is the first user in the class indexedq. Then, the binary data signal of the kth user in the qth class is denoted by
is the ith binary data, and p T q (t) is a rectangular pulse starting at zero and of width T q . Likewise, the signature waveform of the kth user in the qth class can be written as c k,q (t) = ∞ j=−∞ c j,k,q p T c (t − jT c ), where c j,k,q ∈ {0, 1} is the jth chip in the code sequence and satisfying c j+N q ,k,q = c j,k,q . The chip duration of all classes is the same and given by T c = T q /N q . Then, the intensity-modulated optical CDMA signal is given by s k,q (t) = c k,q (t)b k,q (t), where we assumed that the received intensity level for all users is normalized to unity in all classes. After passing the network, each user's optical CDMA signal will arrive to the receivers along with the desired signal giving rise to MAI. The MAI signals will arrive at different delays uniformly distributed over τ k,q ∈ [0, T q ), and the desired signal delay is assumed to be zero, i.e., τ 1,q = 0. Then, the received signal at the decorrelator input can be written as
In what follows, all summing operations indexed by k are evaluated such that k = 1 if q =q, i.e., the desired user in the desired class is excluded from the summations. In (8), we have
which is the received signal from users in equal and longer code length classes, and
which is the received signal from shorter code length classes. Without loss of generality, we consider the effect of MAI on the detection of data bit b 0,1,q . Then, the correlator output is given by
where I 1,q (k,q q) is the interference from equal and longer code length users, and I 1,q (k,q<q) is the interference due to shorter code length classes. As demonstrated in Fig. 4 , the desired user data bit will be hit by at most two interfering data bits from users in classes with (q q) and at most s + 2 interfering data bits from users in classes with (q <q), where s = Tq/T q . Generally, the interference terms for the mth user in theqth class can be evaluated from (10) and
Equation (9) can be rewritten as
where I 1,q (q q) and I 1,q (q<q) is the sum of interference due to K q users inand q <q classes, respectively. Normalizing by T c and denoting the sum of the interference from qth class users on a user in theqth class as I, we get
where Iq is the total MAI from all classes.
B. BERs
In the chip synchronous case, each chip position can be occupied by a mark from the desired and interfering user with some probability. Therefore, the sum of such possible interference will follow the binomial random variable distribution. Consequently, the random variables Iin (13) are binomially distributed with parameters (K q , p) and K q = Kq − 1 when q =q. pdenotes the probability that a mark position from a code in classq is hit by a mark from a code in class q and derived in Appendix
Note that, in general, p= p. The factor of 1/2 is included due to the equal probability for a user to send a "1" or a "0" data bit. A special case is the single class that gives p = W 2 /2N q [7] . The multiclass hit probability in (15) depends inversely on the length of the interfering classes. Thus, long code classes cause lower interference and shorter code classes cause higher interference. The moment generating function of the binomially distributed random variables Iis given by [26] 
Since the random variables Iare independent, then the moment-generating function of the total interference can be expressed as
then the mean of the MAI is
and the mean square value is
Therefore, the variance of the MAI is given by
For the single-class system, the variance is given by σ 2 = (K − 1)p(1 − p) [7] . Since the OOCs are very sparse with W/N 1, the binomially distributed Ican be approximated by a Poisson distribution for large K q and small pas
Since the sum of independent identically distributed (i.i.d.) Poisson distributed random variables is also Poisson distributed with PMF, then
The bit error probability (BER) of the multiclass OOC system can be evaluated from the decision variable Z by
where µ is the threshold of the decision device. The second term is set to zero due to the positivity assumption, and the factor of 1/2 is due to the equal likelihood of transmitting "0" and "1" data bits. It is simple to show that the BER is given by
The error probability can be written in terms of the incomplete gamma function [27, p. 218] as
by using the identity
Then, (24) can be written compactly as
Thus, the bit error probability is one half the ratio of the incomplete gamma function with the threshold and the mean of the MAI as parameters to the incomplete gamma function with the threshold and infinity as parameters. This form of the error probability is a convenient functional form, although (24) is simpler for numerical evaluation. Fig. 5 shows the exact BER performance of the single-class OOC system based on binomial distribution [7] , and the approximated BER based on Poisson distribution of (24), with the code length of 1000, number of users of 20, and the code weight of 5 or 7. It is clear that the Poisson approximation results in acceptable accuracy and provides a relatively simple formula that simplifies the evaluation of the BER for a multiclass OOC optical CDMA system.
C. Numerical Results
Using (24), the influence of the multiclass OOC code parameters on the performance is investigated. Consider a two-class SWML-OOC system with four users in the high rate class (500, 5) and 20 users in the low rate class (1500, 5). The BER is plotted for both user classes in Fig. 6 with virtually the same performance because of equal weight and orthogonality requirements. A three-class MWML-OOC performance is shown in Fig. 7 . The three classes are defined by (500, 7), (1000, 5), and (1500, 3). The longer code (lower rate) class is inferior to the other classes due to its lower weight. In addition, increasing the number of users in the longer code class has small effect on performance because of low probability of hit.
In Fig. 8 , a two-class OOC system performance is plotted for both classes with a code length of the low rate class double that of the high rate class, namely, N 1 = 1000 and N 2 = 2000. The code weight of the high rate class is fixed at the value of 5 and the code weight of the low weight class is varied from 4 to 9. It is clear that the performance of one class is better than the other whenever its code weight is higher, with approximately equal performance at the two curves crossing point of 5 (i.e., equal weight). It is noticed that the longer code class has a slightly higher BER than the shorter code class. This is mainly due to the increased hit probability for the shorter codes than the longer codes according to (15) . Although the weight of the high rate class need not to be less than that of the lower rate user classes, higher weight will limit the number of supported users in the high rate class significantly due to the shorter code length. Finally, the effect of the code length in one class when fixing all the other parameters is depicted in Fig. 9 . As the code length of one of the classes increases, its MAI on all the other classes decreases because of decreasing probability of hit. Thus, increasing (decreasing) the code length of one class will decrease (increase) the BER of all the other classes in a same proportion. In order to validate the Poisson approximation applied to the MAI, we performed intensive Monte Carlo simulations of the multiclass cases presented above. Around 10 9 trials are performed in each case to get an acceptable BER estimate. In all cases, the MAI Poisson approximation overestimates the BER slightly. Therefore, by applying the MAI Poisson assumption, we are on the conservative side, and the exact BER is always lower than the estimated value. Moreover, the BER analysis of the multiclass OOC system is simplified significantly by using the Poisson approximation with an acceptable accuracy specially for the long-length low-weight OOCs.
IV. CONCLUSION
We have presented in this paper a proposal of the construction of a multiweight multilength strictly orthogonal optical code set. The code set is flexible, because it can be designed for any code lengths and weights limited only by the possible number of codes. Moreover, the code set contains codes with different code lengths and code weights while satisfying the required correlation properties of the strict OOCs. The different code lengths support data rate differentiation, and the different code weights support QoS differentiation. The presented technique is interesting from a practical point of view, since the hardware requirement is almost the same as that we have for the fixed-length fixed-weight OOC except for mature optical switches added to the encoders and decoders. We have considered a multiclass system, with different code lengths and weights, and demonstrated how the multilength multiweight strict OOCs can provide the proposed QoS differentiation. By approximating the binomially distributed MAI per class using the Poisson distribution, the analysis of multiclass MAI is simplified significantly. We showed that the multiclass OOC performance differentiation is controlled mainly by the code weights. By changing the length of any class, the performance of all classes changes by the same amount. This is a direct consequence of the correlation properties of the strict OOC.
APPENDIX MWML-OOC HIT PROBABILITY
In this appendix, we derive the probability of hit for multiclass OOC given in (15) where pis the probability that a mark from a user in class q coincides with a mark for a user in classq. To find these probabilities, we make use of (10) and (11) A similar argument can be followed for the hit probability from users in classes (q <q), which will give the same result as in (A.9). Thus, (15) is valid for any q.
