I n blind source separation, convergence and separation performances are highly dependent o n a relation between probability density functions (pdf) of signal sources and nonlinear functions used in updating coeficients of a separation block. This relation was analyzed based o n kurtosis ~4 .
Introduction
Recently, many kinds of information are transmitted and processed. At the same time, high quality is required.
For this reason, signal processing including noise cancelation, echo cancelation, equalization of transmission lines, restoration of signals have been becoming very important technology. In some cases, we do not have enough information about signals and interference. Fhrthermore, their mixing and transmission processes are not well known in advance. Under these situations, blind source separation methods using statistical property of the signal sources have become important [1]- [5] .
Jutten et all proposed a blind source separation algorithm based on statistical independence and symmetrical distribution of the signal sources [6] - [8] . Two stabilization methods have been proposed for Jutten's method [lo] , [ 171.
Convergence and separation performance are highly dependent on relation between a probability density function (pdf) of signal sources and nonlinear functions used in updating parameters in a separation block. Optimum nonlinearity has been discussed based on kurtosis. If the separation of signals of a certain class of distributions is the goal, the literature suggests to apply nonlinearities of the form f ( y ) = ay3 for sub-Gaussian signals and f ( y ) = a tanh(y) for super-Gaussian signals, where y is the output and a is scalar used to adjust the output power. Another function is fixed t o g ( y ) = y
In this paper, we propose an adaptive nonlinear function controlled by kurtosis. The pdf of the outputs are assumed to satisfy f ( y ) = -(dp(y)/dy)/p(y) for the given nonlinear function f(y). Kurtosis 1c4 is calculated using p ( g ) . Furthermore, f ( y ) is controlled by
~4 .
Multi-channel blind separation using music signals were simulated, and usefulness of the proposed method will be evaluated. 
Network and Learning Algorithm

Network Structure
In this paper, the fully recurrent network shown in Fig.1 is taken into account. The number of the signal sources, the sensors and the outputs are all the same. The signal sources si(n),i = 1,2, ..., N are linearly combined using unknown weights aji, and are sensed at N points, resulting in zj(n). A general form is The output of the separation block yj(n) is given by
This relation is expressed using vectors and matrices in the case of N = 3 as follows:
A is an unknown mixing matrix. From these expressions, a relation between the signal sources and the s e p aration outputs becomes
The following matrix can be regarded as a separation matrix.
In order to evaluate separation performance, the following matrix is defined.
P = W A (9)
If P has a nonzero element of each raw and column, and the number of nonzero elements is N , then the signal sources SI, s2 and s3 are completely separated at the outputs y1, y2 and y3. One example is shown here.
Learning Algorithm
In this paper, a learning algorithm, which uses all output signals to update cij, is employed. The update processes for feedforward and feedback types are given by
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f i l l y Recurrent Network
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A(n) is any positive-definite scaling diagonal matrix. In Eq.(12), for instance, cik(n) is updated as,
Thus, cik(n) is updated using overall output information, that is yk(n) and y j ( n ) , j = 1 , 2 , . . . , N , # IC.
This weighting is the same for the elements in the ith row of C(n + 1).
Optimum Nonlinear Functions
Optimum nonlinear functions are assigned based on kurtosis ~4 as follows:
Super-Gaussian : 6 4 > 0 f(y) = a tanhy (18)
a is a scalar used to adjust the output power. 
Relation between Nonlinear Function and pdf of O u t p u t Signals
An adaptive nonlinear function proposed in this paper is given by
f(y) = a t a n h y + (1 -a)-Y 3
4
The useful nonlinear functions tanhy and y3 were derived for super-Gaussian and sub-Gaussian, respectively, based on the stability condition 
Kurtosis
Kurtosis ~4 defined by Eq. (15) 
Nonlinear Function Control
Kurtosis of Output Signals
In a learning process, Eq. (25) is calculated by the following iterative integration.
~( n )
02(n)
Linear Weight a(n) a(n) is calculated using ~4 ( n ) obtained above by
1 = Q(K4(n))
Nonlinear Function Control
Finally, the nonlinear function is controlled as
Stability Analysis
In this method, the local stability condition is directly used to relate the pdf of the output signal and the nonlinear function. Although the nonlinear functions are properly selected, the pdf obtained by Eq.(23) is not exactly the same as the actual distribution of the output signal. This mismatch will cause some instability.
Numerical Analysis
Adaptive Nonlinear Function Figure 2 shows the nonlinear function given by Eq.(21), where a is changed from 0 to 1. Figure 4 shows relations between the kurtosis and a.
Relation between Kurtosis and a
"Numerical relation" is calculated by Eq.(25) using numerical data of a. "Approximate" indicates the function given by Eq.(26), which approximates the numerical relation. After approximating the function a = Q ( K~) , a ( n ) can be obtained using )ip(n), which is calculated using the output signal distribution as shown in Eqs. (28) Relation between pdf and Actual Distribution namically change, and their kurtosis ~4(72) take positive and negative values. Therefore, adjusting the nonlinear functions becomes very important.
Separation Performances
Figures 7, 8 show learning curves for 3ch and 5ch music signal source separation. Figure 9 shows the case of 3ch including two voices and one white noise. The vertical axis is SNR defined by Eq.(35). The switching method selects ether tanh y or y3 for the nonlinear function based on ~4 ( n )
> 0 or ~4 ( n ) < 0, respectively. This method is regarded as a conventional approach [16] . In all cases, the proposed is superior to the conventional. Usefulness of the proposed is evident when the number of channels is increased. Furthermore, this method is still useful for voice signals, whose kurtosis is not so widely distributed. 
Conclutions
An adaptive nonlinear function has been proposed. It is formed as a linear combination of tanh y and y3. The linear weight is controlled by the kurtosis. The pdf of the output signal is, related to the nonlinear function based on the stability condition. Simulation of blind separation of 3ch and 5ch music signals have been demonstrated. The proposed is superior to another method, which switches the nonlinear function based on polarity of the kurtosis.
