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With growing interest to use black-box machine learning for complex data with many feature
variables, it is critical to obtain a prediction model that only depends on a small set of features to
maximize generalizability. Therefore, feature selection remains to be an important and challeng-
ing problem in modern applications. Most of existing methods for feature selection are based on
either parametric or semiparametric models, so the resulting performance can severely suffer from
model misspecification when high-order nonlinear interactions among the features are present. A
very limited number of approaches for nonparametric feature selection were proposed, but they are
computationally intensive and may not even converge. Thus, nonparametric feature selection for
high-dimensional data is an important problem in statistics and machine learning fields. Futher-
more, in the field of precision medicine, machine learning techniques are usually applied on a large
health dataset containing patients’ information to find optimal individual treatment rule (ITR),
which makes the learning process computational demanding. Thus, identifying the truly important
feature variables shortens the computation time and saves the cost of collecting redundant data.
Therefore, we focus on developing machine learning techniques to perform variable selection for
both prediction and personalized medicine in the dissertation.
In the first project, we propose a novel and computationally efficient approach for nonparametric
feature selection in regression field based on a tensor-product kernel function over the feature
space. The importance of each feature is governed by a parameter in the kernel function which
can be efficiently computed iteratively from a modified alternating direction method of multipliers
(ADMM) algorithm. We prove the oracle selection property of the proposed method. Finally, we
demonstrate the superior performance of our approach compared to existing methods via simulation
studies and application to the prediction of Alzheimer’s disease.
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In the second project, we continue to propose a new framework to perform nonparametric
feature selection for both regression and classification problems. Under this framework, we learn
prediction functions through empirical risk minimization over a reproducing kernel Hilbert space
(RKHS). The space is generated by a novel tensor product kernel which depends on a set of param-
eters that determine the importance of the features. Computationally, we minimize the empirical
risk with a penalty to estimate the prediction and kernel parameters simultaneously. The solution
can be obtained by iteratively solving convex optimization problems. We study the theoretical
property of the kernel feature space and prove oracle selection property and Fisher consistency of
our proposed method. Finally, we demonstrate the superior performance of our approach compared
to existing methods via extensive simulation studies and application to a microarray study of eye
disease in animals.
Finally, we focus on applying the nonparametric feature selection framework for treatment
decision making with high-dimensional data. We directly estimate the decision function in Repro-
ducing Kernel Hilbert Space (RKHS) generated by a novel constructed tensor product kernel with
parameters capturing the importance of each variable. Computationally, we adopt two steps to
separate the procedure for both estimating and tuning processes, which makes the computation
more fast and stable. Finally, we demonstrate the superior performance of our approach compared
to existing methods via one simulation study and application to type 2 diabetes.
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Modern medical data often contain many noisy features that will obscure true signals and
deteriorate prediction. It is critical to obtain generalizable and accurate prediction models that
only depend on a small set of features when we study high-dimensional dataset with redundant
variables. With irrelevant features removed, both the model simplicity and the computation speed
are improved. Thus, feature selection is of great necessity in statistical fields when we perform
prediction. For instance, for many neurodegenerative diseases such as Parkinson’s disease, iden-
tifying diagnostic biomarkers from noisy ones is usually important for identifying individuals at
risk long before irreversible damage has occurred. Another example is from medical study field
that it is often crucial to learn individual treatment strategies tailored to each subgroup of pa-
tients based on their characteristics to get larger clinical outcomes. However, the efficiency of the
learning procedure usually suffers a lot because data contains health record of patients usually has
abundant information that only small part of it is related to specific disease. Thus, identifying the
prescriptive variables that truly interact with treatments attracts researchers’ attention. Overall,
it is important to perform feature selection for both prediction in statistical field and management
of individual patient’s healthcare under the framework of precision medicine.
There are some existing approaches to achieve feature selection, but still leave many challenges
to overcome. First, applying parametric models (Lasso Tibshirani (1996), SCAD Fan and Li (2001),
MCP Zhang (2010), Wang and Kulasekera (2012)) on many biomedical data with potential corre-
lations among feature variables may give incorrect selection results. Second, marginal dependence
based methods ((Guyon and Elisseeff (2003), Fan and Lv (2008), Fan et al. (2011), Song et al.
(2012), Yamada et al. (2014), Urbanowicz et al. (2018))) may also fail to select important variables
because marginal dependency does not necessarily imply the significance of a feature in prediction.
Third, even some nonparametric approaches (COSSO Lin and Zhang (2006), SpAM Ravikumar
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et al. (2009), Allen (2013)) are not stable because of the model constructions. Meanwhile, few re-
search ( (Qian and Murphy (2011), Lu et al. (2011)), Qi and Liu (2018))) considers feature selection
in personalized medicine field, which is either based on linear model assumption or suffers from
computation efficiency. Thus, research in statistical feature selection methods with applications in
medicine field still needs lots of efforts.
In Chapter 2, we propose a novel and computationally efficient approach for nonparametric
feature selection when predicting continuous outcomes. We define a a novel tensor-product kernel,
which is usually used to integrate features from multiple domains (c.f., (Gao and Wu, 2012)). This
constructed kernel provides us a way to perform feature selection, that we treat each individual
feature as a different domain to capture nonlinear high-order interactions among the features and
the prediction function can be approximated in Reproducing Kernel Hilbert Space (RKHS ) gen-
erated by it. Moreover, the importance of the corresponding feature variable is captured by the
regularization parameters included in the tensor product kernel. In this way, we can estimate the
regularization parameters adaptively from data in order to achieve feature selection and nonpara-
metric function estimation at the same time. Computationally, the estimation of the regularization
parameters can be solved efficiently using an iterative procedure, where each iteration is based on
a modified alternating direction method of multipliers (ADMM) algorithm. The method essen-
tially reduces to finding optimums of quadratic functions with positive constraints. We prove the
theoretical properties of the proposed method including Fisher consistency and feature selection
consistency. We apply our method on Alzheimer’s disease neuroimaging initiative (ADNI) study.
We can show that the proposed method has greater properties computationally and theoretically
compared to previous approaches that either depend on subset search or use a highly nonlinear
Gaussian kernel function.
In order to perform feature selection for classification problem with binary outcome, we continue
to modify and extend our method. In Chapter 3, we propose a general framework to perform non-
parametric high-dimensional feature selection. We consider a general loss function which includes
both regression models and classification as special cases. Same as Chapter 2, the nonparametric
prediction is performed via a novel RKHS based on a tensor product of kernels for individual fea-
tures, capturing the feature importance. For feature selection, we further introduce a l1-penalty of
these parameters in the estimation. Theoretically, we first derive the approximation property of the
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proposed RKHS and characterize the complexity of the unit ball in this space in terms of bracket
covering numbers. We then show that the estimated prediction function from our approach is con-
sistent and moreover, we show that under some regularity conditions, the important features can
be selected with probability tending to one. We also give extensive simulations with an application
to a microarray study.
In Chapter 4, we continue to consider feature selection in personalized medicine field, which
improve the accuracy and efficiency of optimal individual treatment rules (ITRs) estimation. We
consider nonlinear relationships between continuous clinical outcome and large number feature
variables. Similarly, we directly estimate the decision function in RKHS generated by the novel
constructed tensor product kernel mentioned in Chapter 2. Our method has two advantages. First,
in our nonparametric regression framework , it is no need to model the main effect which improves
the robust to model misspecification. Second, in order to improve the computation efficiency,
we adopt two steps to separate the procedure for both estimating and tuning processes, which
makes the computation more fast than only performing all processes together. We also include
a simulations study and an application to type 2 diabetes patients to learn the optimal insulin
treatments strategies using the data from DURABLE study.
The rest of the dissertation is organized as follows. We introduce a proposed method in each
of Chapters 2 to 4, including introduction of literature and background, explanation of our method
and algorithm, demonstration of theoretical results, illustration of simulation studies and real data
example and discussion of contribution and potential limitations. We discuss potential future work
to overcome the limitation of the dissertation in Chapter 5.
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CHAPTER 2
Sparse Nonparametric Regression With Regularized Tensor Product Kernel
2.1 INTRODUCTION
Applications with big data often contain many noisy features that will obscure true signals
and deteriorate prediction. With growing interest to use complex data and black-box models to
predict an outcome with noisy features, it is critical to obtain generalizable and accurate prediction
models that only depend on a small set of features. Therefore, feature selection remains to be
crucial for current big data applications. For example, for neurodegenerative diseases such as
Parkinson’s disease and Alzheimer’s disease, identifying a few disease diagnostic and prognostic
biomarkers is the focal of research for early disease detection and developing intervention. In
particular, distinguishing useful biomarkers from noisy ones is essential for identifying individuals
at risk long before irreversible damage has occurred, which has implications for prevention and
therapeutic development. As another example, type 2 diabetic patient’s health and medical records
are routinely captured electronically over time. Such electronic health records consist of patient’s
vital signs (blood pressure, heart rates), disease diagnostic biomarkers (e.g., glucose and cholesterol
level), co-morbidities and medication history. Thus, it is important to determine which features
are predictive of diseases and their treatment outcomes in order to manage individual patient’s
healthcare under the framework of precision medicine.
There is an extensive literature on variable selection methods in regression field for parametric
and semiparametric models including linear, generalized linear and additive models (e.g., LASSO,
Tibshirani (1996), SCAD, Fan and Li (2001), COSSO, Lin and Zhang (2006), and MCP, Zhang
(2010)). In these methods, the importance of feature variables is uniquely determined by non-zero
coefficients or some univariate functions in the models. However, high-order interaction is often
present among the features in many biomedical applications, so parametric or semiparametric mod-
els are likely to be misspecified. Theoretical results on variable selection under these misspecified
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models thus no longer hold. Approaches proposed for nonparametric feature selection include filter
methods and wrapper methods. The filter method performs feature selection using various depen-
dence measures. For example, (Guyon and Elisseeff, 2003) assigned each feature an importance
score based on its correlation or mutual information with the outcome of interest, and then the
features with low score were removed; (Fan and Lv, 2008) proposed Sure Independence Screen-
ing (SIS) to reduce high dimensionality to relatively large scale, which can be further extended
to marginal nonparametric learning ((Fan et al., 2011)). (Song et al., 2012) proposed a Hilbert-
Schmidt Independence Criterion as the dependence measure and a greedy procedure for feature
selection. However, the filter method relies on marginal relationship between each feature and the
outcome so cannot correctly capture the higher-order interactions among the features. The wrapper
methods ((Kohavi and John, 1997); (Liu and Zheng, 2006); (Maldonado and Weber, 2009); (Chen
and Chen, 2015), (Dasgupta et al., 2019)) adopt a greedy search algorithm to generate subsets of
the features via forward or backward elimination. These methods are computationally demanding
and sequential elimination procedures are likely to lead to cumulative errors over steps.
Since nonparametric prediction can be achieved using approximation from a reproducing kernel
Hilbert space (RKHS), several works considered to incorporate feature selection into the construc-
tion of such space. Specifically, (Weston et al., 2001) introduced a binary indicator variable for each
feature in the kernel function that yielded the RKHS, and then performed variable selection using
greedy search, thus is computationally intensive. In a more recent work by (Allen, 2013), they pro-
posed a procedure named KerNel Iterative Feature Extraction. In this approach, the feature input
was constructed in a Gaussian RKHS in order to perform any nonparametric prediction. Different
bandwidths were used in the Gaussian kernel function for each feature so that a larger bandwidth
implied less importance of the corresponding feature. In this way, variable selection was likely to
be achieved by tuning the bandwidths data-adaptively. However, due to the nonlinearity of the
Gaussian kernel and the high sensitivity to the bandwidth choices, in our numerical experience,
this method is unstable even when the number of the feature variables is moderate.
In this work, we propose a novel and computationally efficient approach for nonparametric
feature selection when predicting continuous outcomes. Our method considers the feature space
from a RKHS that is defined based on a novel tensor-product kernel. The tensor product kernel has
been commonly used to integrate features from multiple domains (c.f., (Gao and Wu, 2012)) in order
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to account for any highly nonlinear interactions among the domains. For feature selection, we treat
each individual feature as a different domain so the use of the tensor product kernel can potentially
capture nonlinear high-order interactions among the features, yielding an adequate approximation
to any underlying prediction function. Furthermore, we introduce regularization parameters in
the tensor product kernel where each parameter determines the importance of the corresponding
feature variable. In this way, we can estimate the regularization parameters adaptively from data
in order to achieve feature selection and nonparametric function estimation at the same time.
Computationally, the estimation of the regularization parameters can be solved efficiently using an
iterative procedure, where each iteration is based on a modified alternating direction method of
multipliers (ADMM) algorithm. The method essentially reduces to finding optimums of quadratic
functions with positive constraints. The unique construction of tensor product kernel results in
much greater computational efficiency and numerical stability as compared to previous approaches
that either depend on subset search or use a highly nonlinear Gaussian kernel function. We prove
the theoretical properties of the proposed method including Fisher consistency and feature selection
consistency.
This Chapter 2 is organized as follows. In Section 2.2, we describe the proposed method based
on a regularized tensor product kernel and then discuss the details of the computational algorithms
in our method. In Section 2.3, we provide the theorems for the Fisher consistency and oracle variable
selection property of our method. Numerical evidence based on simulations and application are
given Section 2.4 and 2.5. We conclude the chapter with discussion in Section 2.6.
2.2 METHOD
Let Y denote the outcome of interest and X = (X1, ..., Xp) denote the p-dimensional feature
variables. Our goal is to learn a nonparametric prediction function, denoted by f(X), to predict Y
using data from n independent subjects, denoted by (Xi, Yi), i = 1, 2, ...n. In the following sections,
we focus on L2-loss to quantify the prediction performance for our method development, although
the whole framework applies any other convex loss functions.
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2.2.1 Empirical risk minimization on RKHS
Let Hκ denote a RKHS with kernel function κ(X, X̃) (Hofmann et al. (2008)), equipped with
norm ‖ · ‖Hκ . Commonly used kernel functions for κ include the Gaussian kernel, κ(x,y) =
exp(−‖x − y‖2/2σ2), and Epanechnikov kernel, κ(x,y) = 34h(1 −
‖x−y‖2
h2
)I(‖x − y‖ ≤ h), in Rp.




Pn((Y − f(X))2) + γn‖f‖2Hκ ,
where Pn denotes the empirical measure from n observations, i.e., for any function g(Y,X),
Png(Y,X) = n
−1∑n
i=1 g(Yi,Xi), and γn is a tuning parameter to control the complexity of f .




















the solution for α is
α̂ = (KᵀK + nγnK)
−1KᵀY,
where Y = (Y1, ..., Yn)
ᵀ. The resulting prediction function is f̂(X) =
∑n
i=1 α̂iκ(X,Xi). The tuning
parameter γn is estimated via cross-validation.
2.2.2 Feature selection using a regularized tensor product kernel
In this section, we describe our proposed method for nonparametric feature selection. First,
we introduce a regularized tensor product kernel as follows: for a given nonnegative vector
λ = (λ1, λ2, · · ·λp)ᵀ, we define λ-regularized kernel function for X = (X1, X2, · · · , Xp)ᵀ and




{1 + λmκn(Xm, X̃m)}, (2.1)
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where κn(x, y) = exp{−(x − y)2/2σ2n} so is proportional to the univariate Gaussian kernel with a
pre-defined bandwidth σn in R. Essentially, this kernel function is a tensor-product kernel where
for each domain (individual feature in our case, sharing similar idea commonly used for multitask
learning (e.g. (Suzuki et al., 2016)) the kernel function is given by 1 + λmκn(x, y). One significant
feature of this kernel is that there is a non-negative parameter, λm, that regularizes the contribution
of feature m to the entire feature space. In Figure 2.1, we plot such regularized tensor-product
kernel in a 2-dimensional feature space when varying λ1 and λ2. Clearly, when λ1 becomes relatively
smaller than λ2, the entire kernel function is increasingly dominated by X2. When λ1 decreases
to λ1 = 0 and λ2 > 0, the kernel function is flat along the direction of X1 and only X2 is actively
contributing to the distance measure. Similarly, when λ1 > 0 and λ2 = 0, only X1 is actively
contributing to the kernel function. Note that for categorical feature variables, κn(x, y) reduces to
I(x = y) when σn is small enough.
Several interesting properties of the proposed tensor-product kernel are note-worthy. First, κn
used in the construction is the Gaussian kernel function so it preserves the universal approximation
property in RKHS of the Gaussian kernel when σn is chosen to be small (see Lemma A.1 and A.2
in the Appendix S1). In this way, we expect that the estimation over the RKHS generated by this
tensor-product kernel can approximate any underlying nonparametric prediction function. Second,
the regularization parameters, which determine the contribution of each feature variable, can be
estimated data-adaptively to reveal the true importance of the feature variables and true shape of
the underlying prediction function. In particular, if λm = 0, the kernel function no longer depends
on the m-th feature variable. Therefore, we can achieve the goal of feature selection by estimating
the regularization parameters from the data through this tensor-product kernel. Finally, there is
significant computation advantage when searching sparse functions based on λ’s, as will be detailed
below.
Denote Hλ,σn as the RKHS corresponding to κλ,σn . We aim to minimize
Ln(λ, f) = Pn((Y − f(X))2) + γ1n||f ||2Hλ,σn + γ2n||λ||0





m=1 I(λm 6= 0), and both γ1n and γ2n are tuning parameters. Note that in the
objective function (2.2), in order to perform variable selection, we include a l0-penalty in the third
















subject to γ1n ≥ 0, γ2n ≥ 0,
(2.3)
where Kλ,σn is the matrix given by (κλ,σn(Xi,Xj)). Note that we optimize over both α and
λ, so this procedure performs estimation of nonparametric prediction function (via updating α)
and search of sparse function space (via updating λ) simultaneously. This is analogous to feature
selection in LASSO for (parametric) linear models where one aims to find the optimal prediction
and most sparse linear functions at the same time. In fact, this optimization is NP-hard and when
p is large it requires that we evaluate all possible subsets of nonzero coefficients of λ. Instead, we
solve an approximate optimization problem to (2.3) based on a modified ADMM algorithm. First,


















|λm − θm| ≤ 0, λ1, ..., λp ≥ 0.













ᵀKλ,σnα+ γ2n||θ||0 + γ3n
p∑
m=1
|λm − θm|, (2.4)
subject to λm ≥ 0,m = 1, ..., p. The advantage of the approximation in (2.4) is that the objective
function is strictly convex for λm’s while the solution for θm’s is explicit given the other parameters.
The details of the algorithm are given in next section.
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2.2.3 Algorithms






























|λk+1m − θm|+ γ2n
p∑
m=1
I(θm 6= 0). (2.7)
Note that (2.5) is an explicit expression and that the update θ in (2.7) is given by
θk+1q = λ
k+1
q I(|λk+1q | > ρn),
where ρn = γ2n/γ3n.
The update function in (2.6) is essentially a regression problem with a LASSO-type penalty.
Specifically, we use a coordinate descent algorithm to obtain each λq (q = 1, 2, · · · , p). To obtain




2 , · · · , λkq+1, λkq+2, · · · , λkp and then after simple calculation, the objective








2 + dqλq, (2.8)
where aiq, biq, dq’s are constants with their expressions given in Appendix S1. This is quadratic
in λq with constraint λq ≥ 0; Thus, its solution can be achieved easily by checking whether the






Since our goal is to minimize the objective function which penalizes the size of the non-zero λ’s,
we set the convergence criteria to be the change of both the objective function and the non-zero
number of λ’s. We let δ = |Ln(λ̂k+1, f̂λ̂k+1) − Ln(λ̂
k, f̂
λ̂k
)| and e = ||λ̂k+1||0. Then our algorithm
can be summarized as follows:
(i) At the initial step, set λ̂0 = 0, θ̂0 = 0.
(ii) Fix λ̂k then update α̂k+1.
(iii) For fixed α̂k+1, update λ̂k+1 and θ̂k+1 via coordinate descent algorithm.
(iv) Calculate δ = |Ln(λ̂k+1, f̂λ̂k+1)− Ln(λ̂
k, f̂
λ̂k
)| and e = ||λ̂k+1||0 .
(v) Stop if δ ≤ c ( c is a given cut point) and e doses not change. Otherwise, go to step (ii) with
updated λ̂k+1.
Since our computation alternates between α’s and λ, each computation given other parameters is a
convex optimization problem. Thus, our algorithm guarantees that the objective function decreases
over iterations and converges to a local minimum.
In our algorithm, both the tuning parameters and bandwidth need to be determined. First,
following the median trick for bandwidth of Gaussian kernel ((Jaakkola et al., 1999)),we calculate
the matched-pair distance of feature variables and set σn such that the proportion of the matched
pairs with distance less than σn is about a half. To tune the other parameters including γ1n, γ3n and
ρn (equivalently, γ2n), we use 5-fold cross-validation by varying them on a grid of 2
−15, 2−14, · · · , 215.
2.3 THEORETICAL RESULTS
In this section, we provide theoretical results to justify the proposed method. In particular,
we show that under some assumptions, the resulting prediction function from our method leads
to Bayesian risk asymptotically. Furthermore, we show that with probability tending to one, the
variable selection based on non-zero λ’s is oracle, i.e., as if we had known which variables were
important. Without loss of generality, we assume that the first r feature variables are important,
while the others are not; that is, the Bayes rule, E[Y |X], only depends on X1, ..., Xr in the sense
that for m ≤ r,
E
[





E[Y |X] = E[Y |X1, X2, · · · , Xr],
where X−m denotes the random vector of X excluding Xm. We use f0(X1, ..., Xr) to denote
E[Y |X]. We further denote (λ̂, f̂
λ̂
) as the optimal solution for the objective function in (2.2),
where λ̂ = (λ̂1, λ̂2, · · · , λ̂p). Then our first main result is:
Theorem 2.1. Assume that γ1n, γ2n → 0 and let γ1n = σp/2n with n1/2σpn → ∞. Let P denotes
the true probability measure, i.e., Pg(Y,X) = E[g(Y,X)] for any measurable function g(Y,X) with
finite first moment. Then it holds













λ̂m > 0 for all m = 1, 2, ..., r
}
→ 1.
Theorem 2.1 implies that the loss of the estimated prediction function converges to Bayesian
risk. Moreover, the λ̂m’s associated with important feature variables should be non-zero, i.e., the
estimated function does depend on X1, .., Xr.
The following theorem states that with additional regularity conditions, our method can also
identify those unimportant features with probability tending to 1.
Theorem 2.2. In addition to Theorem 1’s assumptions, assume that f0(X1, ..., Xr) is twice con-
tinuously differentiable and that γ2n satisfies
γ2n
(







λ̂m = 0 for m = r + 1, ..., p
}
→ 1.
Theorem 2.2 implies that the proposed method can estimate the predicted function as if we
knew which variables are important in the truth. The proofs of the theorems are given in the
Appendix S1.
2.4 SIMULATION STUDIES
We conducted simulation studies to examine the performance of the proposed method. First,
we considered a model with continuous outcomes and a total of ten variables (p = 10) and gradually
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increased p up to 100. We generated X1, .., X10 from a multivariate normal distribution with mean
zeros and variances 1, where all were independent except that X7, X8, X9, X10 were correlated
with corr(X7, X8) = 0.4, corr(X7, X9) = −0.3, corr(X8, X9) = 0.5 and corr(X9, X10) = 0.2.
We treated X7, X8, X9 as important variables and simulated the continuous response Y using the
following model
Yi = 2Xi7Xi8Xi9 + 3.3 exp(−Xi9) + εi.
where εi ∼ N(0, 1). We centered the outcome Y to be mean zero. To examine properties of
proposed method in higher dimension, we also simulated scenarios with p = 20, 40, 100, where we
generated additional independent noise features from the standard normal distribution. We varied
training sample size from n = 100, 200 to 400.
For each simulated data, we used the proposed method to learn the prediction function. The
choices of tuning parameters followed the description in Section 2.3 and ρn was set to be 0.001.
We reported the true positive rates, true negative rates, average number of selected variables and
prediction errors in our method. In addition, we compared our method with COSSO and LASSO,
where COSSO can handle variable selection in nonlinear cases based on SS-ANOVA and LASSO
assumes a linear regression model where coefficients estimated to be less than 0.0001 are set to zeros.
For tuning parameters of LASSO and COSSO, we used 5-fold cross validations. The comparing
performance was based on the mean squared errors in an independent testing sample.
The results based on 500 replicates are summarized in Table 2.1. From feature selection results
columns, we observe that for fixed p, as sample size n becomes larger, the number of true positive
rate and true negative rate from our method becomes larger. For fixed sample size n, as p becomes
larger, the true positive rate becomes smaller due to additional noise variables. As shown in Table
2.1, our model can successfully selected all three important variables, with both true positive rate
and true negative rate around 95%. Average number of selected variables are also approximate
3. However, COSSO cannot select all important variables, which is reflected from both the true
positive rate and average number of selected variables columns. This is because COSSO fits a
misspecified model. LASSO does not yield any reasonable variable selection results (not shown
here) this setting. Prediction error columns show the mean and median absolute deviation of the
prediction errors. Clearly, LASSO gives the worst result since it misspecifies the model most. Our
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method has the best prediction performance and as the sample size n becomes larger, the prediction
errors decrease to Bayes error, which is 1 in this case.
2.5 APPLICATION TO AIZHEIMER’S DISEASE INITIATIVE STUDY
We applied the proposed method to analyze data from the Alzheimer’s disease neuroimag-
ing initiative (ADNI) study ((Toledo et al., 2015)). The feature variables included demographic
variables (age, gender, race, education level), APoE4 mutation status, clinical variables (functional
assessment questionnaire, ADAS-cog11, MMSE) and 7 imaging biomarkers (flurodeoxyglucose, ven-
tricles, hippocampus, whole brain, entorhinal cortex, fusiform gyrus, middle temporal gyrus). Our
goal was to assess how well Alzheimer’s disease (AD) biomarkers measured from invasive cerebral
spinal fluid (CSF) procedure can be predicted from clinical or biomarker data collected by non-
invasive procedures. Thus, we aim to identify important feature variables to predict t-tau and
Aβ-42 protein measured from CSF in the ADNI study. There were 535 subjects included in the
analyses of t-tau and 542 for Aβ-42. We randomly divided the subjects so that 70% were used for
training and 30% were used for testing. We applied the proposed method to learn the prediction
rule using the training sample. Since gender and race variables were binary, as mentioned before,
we set the individual kernels for these two features in (2.1) as κ(X, X̃) = I(X = X̃). For the other
feature variables, we used the individual Gaussian kernels with the same bandwidth as described
before. We standardized the outcomes and all continuous feature variables. The tuning parameters
for γ’s were obtained from 5-fold cross validation in the training sample. For comparison, we also fit
LASSO and COSSO with 5-fold cross validation for tuning to the same data, where the coefficients
estimated to be less than 0.0001 in LASSO are thresholded to be zeros, and then compared their
prediction performance in the testing sample. To obtain a reliable comparison, we repeated the
same analysis for 500 randomly divided training sample and test sample.
Figure 2.2 gives some smooth plots of outcome variables versus feature variables, from which
we can get an intuition of the nonlinear relationship between them. Figure 2.3 gives the frequency
of a variable selected. Prediction error by each method together with average and range number of
selected variables from 500 replications of random splitting are shown in Table 2.2. From this table,
It is clear that our method yields the smallest prediction errors. Among all 500 replications, for
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outcome t-tau, the most frequently chosen features in our method were Gender, APoE4, MMSE,
ADAS, Ventricles, Hippocampus and Middle temporal gyrus; while for Aβ-42, APoE4, ADAS,
MMSE and Hippocampus were highly selected. Also, FAQ is moderately important for outcome Aβ-
42, but has no importance for outcome t-tau. In contrast, for outcome t-tau, COSSO highly selected
APoE4, MMSE, ADAS, Ventricles and Middle temporal gyrus, but Gender and Hippocampus
failed to be selected, which may be a reason of the large prediction error. For outcome Aβ-42, Age,
APoE4, ADAS, FAQ, Hippocampus and Middle temporal gyrus were frequently chosen by COSSO.
We also noticed that COSSO gave large mean prediction error with high variability but reasonable
median prediction error, which indicates the existence of outliers of prediction errors among all
500 replications. LASSO nearly failed to remove any noise variables and selected approximate 15
variables in average for both outcomes. Finally, when applying our method to analyze the whole
sample, for t-tau outcome, our method selected 8 feature variables as important and they were
gender, APoE4, FDG, ADAS11, MMSE, Ventricles, Hippocampus and MidTemp with prediction
error equals to 0.839. For Aβ-42, there were 4 important features including APoE4, ADAS11,
MMSE and Hippocampus with prediction error equals to 0.811. The data that support the findings
of this study are openly available in http://adni.loni.usc.edu.
2.6 CONCLUSIONS
In this work, we propose a regularized tensor product kernel for sparse nonparametric regression
in the presence of nonlinear relationships. The importance of each feature is captured by a non-
negative parameter in the kernel function. Our approach is computationally efficient because it
can be iteratively computed by optimizing a convex quadratic function from a modified ADMM
algorithm. Theoretically, we have shown that our method leads to oracle feature variable selection.
The superior performance of the proposed method was demonstrated via simulation studies and
a real data application. Note that both our algorithm and theory can be extended to higher
dimensional feature variables, or even ultra high dimensional cases.
Here we focus on a regression problem using L2 loss function. However, our method can be
extended to other machine learning approaches with different losses, such as hinge-loss (support
vector machine) and boosting. Feature selection can be simultaneously performed when training
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these machine learning algorithms. We expect that the same iterative algorithm applies but the
step of updating regularization parameters may be different, although it remains to be a convex
optimization problem with linear constraints.
Finally, our method can also be generalized to feature selection problems when feature variables
collected from different domains (imaging, genomics, clinical biomarkers), which is common in
integrative data analysis. By accounting for the hierarchical structure of multiple domains, one
possibility is to construct a hierarchical tensor product kernel with regularization parameters for
both domains and features within each domain. In this way, we can perform domain selection and
feature selection at the same time. We will consider such extensions in a future work.
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Table 2.1: Summary of feature selection results and prediction errors
Feature Selection Results Prediction Errors
Proposed COSSO Proposed COSSO LASSO
p n TPR TNR avg.# TPR TNR avg.#
10 100 88.4% 90.7% 3.3 65.4% 96.1% 2.2 2.743 (0.313) 5.650 (0.556) 5.954 (0.121)
200 95.4% 95.4% 3.2 82.7% 97.0% 2.7 2.198 (0.205) 5.256 (0.591) 5.689 (0.057)
400 97.5% 96.3% 3.2 91.5% 98.3% 2.9 1.889 (0.171) 4.708 (0.698) 5.606 (0.038)
20 100 85.0% 94.7% 3.5 49.5% 97.5% 1.9 3.455 (0.396) 6.664 (0.455) 7.056 (0.168)
200 94.1% 97.5% 3.3 55.6% 96.5% 2.3 2.820 (0.253) 6.312 (0.492) 6.659 (0.077)
400 97.3% 98.6% 3.2 74.7% 95.3% 3.0 2.464 (0.232) 5.913 (0.570) 6.500 (0.043)
40 100 81.5% 96.7% 3.7 44.3% 98.8% 1.8 2.835 (0.437) 5.693 (0.341) 6.985 (0.434)
200 93.4% 98.6% 3.3 54.0% 98.7% 2.1 2.101 (0.220) 5.502 (0.263) 6.042 (0.174)
400 97.1% 99.2% 3.2 58.3% 98.2% 2.4 1.783 (0.127) 5.048 (0.386) 5.672 (0.076)
100 100 74.0% 98.4% 3.8 NA NA NA 3.562 (0.593) NA 30.370 ( 8.124)
200 88.0% 99.1% 3.6 49.3% 99.4% 2.1 2.600 (0.312) 5.602 (0.319) 7.597 (0.504)
400 93.3% 99.4% 3.4 61.7% 99.2% 2.6 2.172 (0.200) 5.506 (0.232) 6.427 (0.200)
Note: TPR: True positive rate; TNR: True negative rate; avg.#: Average number of selected variables. The
numbers are the mean of prediction errors and the numbers within parentheses are the median absolute
deviations from 500 replicates. “NA”: Results are not available due to failure of the methods.
Table 2.2: Summary of feature selection results in the application to the ADNI study
t-tau Aβ1-42
Proposed COSSO LASSO Proposed COSSO LASSO
Mean of Prediction error 0.870 (0.028) 1.745 (1.869) 0.881 (0.027) 0.830 (0.032) 6.748 (13.176) 0.838 (0.031)
Median of Prediction error 0.869 0.923 0.880 0.829 0.859 0.836
Avg.# 8.08 6.12 14.96 5.72 6.34 14.98
Range # [4,12] [1,14] [14,15] [3,13] [1,14] [14,15]
Note: The numbers are the mean and median of prediction errors from 500 replicates and the numbers
within parentheses are their standard deviations. Avg.#: Average number of selected variables. Range #:

















































































Figure 2.1: Plots of Tensor Product Kernel in R2.
Note: The bandwidth σn =
√
5 and each kernel is centered at 0. Settings Of λ: from left To right:
λ1 = 0, λ2 = 10; λ1 = 4, λ2 = 10; λ1 = 2, λ2 = 10; λ1 = 2, λ2 = 0.



































































































































































































































































































































Figure 2.3: Frequency of variables selected in 500 random sample splittings
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CHAPTER 3
A General Framework of Nonparametric Feature Selection in High-Dimensional
Data
3.1 Introduction
With fast technological advances in modern medicine, biomedical studies that collect complex
data with a large number of features are becoming the norm. High-dimensional feature selection is
an essential tool to allow using such data for disease prediction or precision medicine, for instance,
to discover subset of diagnostic biomarkers for early prediction of neurodegenerative diseases, or
to determine predictive biomarkers for effective management of patient healthcare. Accurately
identifying the subset of true important features is even more crucial and challenging than before
in the fields of statistics and machine learning.
High-dimensional feature selection has been extensively studied for linear or generalized linear
models in the past decades, and many methods have been developed including Lasso Tibshirani
(1996), SCAD Fan and Li (2001), MCP Zhang (2010) and Wang and Kulasekera (2012). In these
parametric models, the importance of individual features is characterized by non-null coefficients
associated with them, so proper penalization can identify those non-null coefficients with probability
tending to one when the sample size increases. However, parametric model assumptions are likely
to be incorrect for many biomedical data due to potential correlations and higher-order interactions
among feature variables. In fact, applying these approaches to any simple transformation of feature
variables may lead to very different feature selection results.
More recently, increasing efforts have been devoted to high-dimensional feature selection when
parametric assumptions, especially linearity assumption, do not hold. Various approaches were
proposed to select features based on measuring certain marginal dependency (Guyon and Elisseeff
(2003), Fan and Lv (2008), Fan et al. (2011), Song et al. (2012), Yamada et al. (2014), Urbanowicz
et al. (2018)). For example, nonparametric association between each feature and outcome was used
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for screening (Fan and Lv (2008), Fan et al. (2011), Song et al. (2012)). LI et al. (2012) adopted
a a robust rank correlation screening method based on marginal Kendall correlation coefficient.
Yamada et al. (2014) considered a feature-wise kernelized Lasso, namely HSICLasso, for capturing
nonlinear dependency between features and outcomes. In this approach, after a Lasso-type re-
gression of an output kernel matrix on each feature-wise kernel matrix, unimportant features with
small marginal dependence in terms of a Hilbert-Schmidt independence criterion (HSIC) would be
removed. However, all methods based on marginal dependence may fail to select truly important
variables since marginal dependency does not necessarily imply the significance of a feature when
other features are also included for prediction, which is the case even for a simple linear model.
Alternatively, other approaches were proposed to relax parametric model assumptions and
perform feature selection and prediction simultaneously. Lin and Zhang (2006) proposed COmpo-
nent Selection and Smoothing Operator (COSSO) to perform penalized variable selection based on
smoothing spline ANOVA. Ravikumar et al. (2009) studied feature selection in a sparse additive
model (SpAM), which assumed an additive model but allowed arbitrary nonparametric smoothers
such as approximation in a reproducing kernel Hilbert space (RKHS) for each individual com-
ponent function. Huang et al. (2010) considered spline approximation in the same model and
adopted an adaptive group Lasso method to perform feature selection. Wu and Stefanski (2015)
also proposed a kernel based variable selection method as an extension of additive model via local
polynomial smoothing using a backfitting algorithm. Although COSSO, SpAM Wu and Stefan-
ski (2015) allowed nonlinear prediction from each feature, they still imposed restrictive additive
model structures, possible with some higher-order interactions. To allow arbitrary interactions
among the features and perform a fully nonparametric prediction, Allen (2013) and Stefanski et al.
(2014) proposed a procedure in which the feature input was constructed in a Gaussian RKHS in
order to perform nonparametric prediction. Different weights were used for different features in the
constructed Gaussian kernel function so that a larger weight implied a higher importance of the
corresponding feature variable. However, due to high nonlinearity in the kernel function, estimat-
ing the weights was numerically unstable even when the dimension of the features was moderate.
Finally, Yang et al. (2016) and Rosasco et al. (2013) considered model-free variable selection by
examining the partial derivatives of regression functions with respect to each feature variable. Al-
though theoretically an unimportant feature should yield zero derivative, estimating the partial
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derivatives in a high-dimensional setting is known to be numerically unstable and such methods
cannot be applied to non-continuous feature variables.
In this work, we propose a general framework to perform nonparametric high-dimensional
feature selection. We consider a general loss function which includes both regression models and
classification as special cases. To perform nonparametric prediction, we construct a novel RKHS
based on a tensor product of kernels for individual features. The constructed tensor product kernel,
as discussed in Gao and Wu (2012), can handle any high-order nonlinear relationship between the
features and outcome and any high-order interactions among the features. More importantly, each
feature kernel depends on a non-negative parameter which determines the feature importance,
so for feature selection, we further introduce a l1-penalty of these parameters in the estimation.
Computationally, coordinate descent algorithms are used for updating parameters and each step
involves simple convex optimization problems. Thus, our algorithm is numerically stable and can
handle high-dimensional features easily. Theoretically, we first derive the approximation property
of the proposed RKHS and characterize the complexity of the unit ball in this space in terms of
bracket covering numbers. We then show that the estimated prediction function from our approach
is consistent and moreover, we show that under some regularity conditions, the important features
can be selected with probability tending to one.
The rest of Chapter 3 is organized as follows. In Section 3.2, we introduce our proposed
regularized tensor product kernel and lay out a penalized framework for both estimation and feature
selection. We then provide detailed computational algorithms to solve the optimization problem.
In Section 3.3, two simulation studies for regression and classification problems are conducted and
we compare our method to existing methods. Application to a microarray study is given in Section
3.4. We conclude the paper with some discussion in Section 3.5. All theoretical proofs are given in
the Appendix S2.
3.2 Method
Suppose data are obtained from n independent subjects and consist of (Xi, Yi), i = 1, ..., n,
where we let X denote pn-dimensional feature variables and Y be the outcome which can be
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continuous, binary or ordinal. Our goal is to use the data to learn a nonparametric prediction
function, f(X), for the outcome Y .
We learn f(X) through a regularized empirical risk minimization by assuming f(·) belongs to
a RKHS associated with a kernel function, κ(X, X̃), which will be described later. Specifically, if
we denote the RKHS generated by κ(X, X̃) by Hκ, equipped with norm ‖ · ‖Hκ , then the empiri-




Pnl(Y, f(X)) + γn‖f‖2Hκ ,
where l(y, f) a pre-specified non-negative and convex loss function to quantify the predic-
tion performance, Pn denotes the empirical measure from n observations, i.e., Png(Y,X) =
n−1
∑n
i=1 g(Yi,Xi), and γn is a tuning parameter to control the complexity of f . For a con-
tinuous outcome, l(y, f) is often chosen to be a L2-loss given as (y − f)2, while for a binary
outcome, it can be one of the large-margin losses such as exp{−yf} in Adaboost. There are
many choices of kernel functions for κ(·, ·) so that the estimated f(X) is nonlinear. One of the
most commonly used kernel functions in machine learning is the Gaussian kernel function given




for some bandwidth σ, where ‖ · ‖ is the Euclidean norm.





−|Xj − X̃j |2/σ2
}
. In the KNIFE procedure, the kernel function is defined




j=1 ωj(Xj − X̃j)2/σ2
}
, where ωj , j = 1, .., pn are the additional weights
to determine the feature importance.
To achieve the goal of both nonparametric prediction and feature selection, we propose a tensor
product kernel as follows. For any given nonnegative vector λ = (λ1, λ2, · · ·λpn)ᵀ, we define a λ-





1 + λmκn(Xm, X̃m)
}
, (3.1)




with a pre-defined bandwidth σn in R. There are two
important observations for this new kernel function. First, it is a product of a univariate kernel
function for each feature variable, which is given by 1+λmκn(Xm, X̃m). Thus, the RKHS generated
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λ1=5, λ2=0 λ1=0, λ2=5 λ1=3, λ2=6
Plots of tensor product kernel in  R2
Figure 3.1: Tensor Product Kernel in R2.
Note: The bandwidth σn = 2 and each kernel Is centered at 0.
by κλ,σn is equivalent to the tensor product of the RKHS generated by each feature-specific space.
Second, each univariate kernel function is essentially the same as the Gaussian kernel function when
λm 6= 0. Consequently, the resulting tensor product space is the same as the RKHS generated by
the multivariate Gaussian kernel function from all features whose λm’s are non-zero. Therefore,
the closure for the RKHS generated by κλ,σn consists of all functions that only depend on feature
variables for which λm 6= 0. In other words, non-negative parameters, λm, completely capture and
regularize the contribution of each feature Xm. In this way, the feature selection can be achieved by
estimating the regularization parameters, λm’s, in the kernel function. In Figure 3.1, we present a
tensor-product kernel function in two-dimensional space with different choices of λ1 and λ2. When
increasing λ1 (or λ2 ) from zero to some positive number, the kernel function along X1 (or X2)
direction becomes non-flat, indicating that such a kernel function can capture non-trivial functional
form along this direction.
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More specifically, using the proposed kernel function, we let Hλ,σn denote the RKHS corre-
sponding to κλ,σn so we aim to minimize
Ln(λ, f) ≡ Pnl(Y, f(X)) + γ1n||f ||2Hλ,σn + γ2nP (λ)
subject to M ≥ λ1, λ2, · · · , λpn ≥ 0,
(3.2)
where M is a pre-specified large constant. P (λ) =
∑pn
m=1 P (λm) =
∑pn
m=1 λmI(λm < M/2), which
is a truncated Lasso, and γ1n, γ2n are tuning parameters. Here, we include an l1 penalization term
on the regularization vector to perform feature selection and restrict λm to be bounded. The latter
bound is useful for numerical convergence to avoid the situation that some λm can diverge. Since









where α = (α1, ..., αn)












subject to M ≥ λ1, λ2, · · · , λpn ≥ 0.

























λmI(λm < M/2). (3.4)
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Since the loss function is a convex loss, the optimization in (3.3) is a convex minimization problem,
so many optimization algorithms can be applied. To solve (3.4) for λ, we adopt a coordinate
descent algorithm to update each λq (q = 1, 2, · · · , pn) in turn. Specifically, to obtain λk+1q , we fix
λk+11 , λ
k+1








g(aiq + biqλq) + dqλq, (3.5)




i κλ,σn(Xj ,Xi)) as a function of λq, and aiq, biq, dq’s are
constants. By the construction of κλ,σn , g(λq) is a convex function so each step in the coordinating
descent algorithm is a constrained convex minimization problem in a bounded inteval, which is
easy to solve. Thus, our algorithm guarantees that the objective function decreases over iterations
and converges to a local minimum. We summarize the algorithm in the following table. At the










i κλk+1,σn(X,Xi)). We give details of our algorithm below (Algorithm 1).
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Algorithm 1 Algorithm for learning f(X)




Initialize For regression, λ̂0 = 0; For classification, λ̂0 = (0, · · · , 1, · · · , 0), where all elements equal
to 0, expect the one having largest margin correlation with outcome.
Iterate until convergence (δ = |Ln(λ̂k+1, f̂λ̂k+1)−Ln(λ̂
k, f̂
λ̂k
)| ≤ c1, e = ‖λ̂k+1 − λ̂k‖1 ≤ c2, where
c1 and c2 are given cut points):
(i) Update α̂k+1 for fix λ̂k, which can be solved explicitly for regression and via fminsearch
function for classification.
(ii) Update λ̂k+1 for fixed α̂k+1 via coordinate descent algorithm.
(iii) δ = |Ln(λ̂k+1, f̂λ̂k+1)− Ln(λ̂
k, f̂
λ̂k
)| and e = ‖λ̂k+1 − λ̂k‖1 .
Ensure: α̂k+1, λ̂k+1, f̂
λ̂k+1
.








Y . For classification, we apply one-step Newton
method for updating. Tuning parameters in the algorithm are chosen via cross-validation over a
grid of 2−15, 2−13, · · · , 2−13, 215. Although the kernel bandwidth, σn, can also be tuned, to save
computation cost, we follow Jaakkola et al. (1999) to set it to be the median value of the paired
distances.
In the Appendix S2, we provide details for the properties of the proposed kernel function
including its universal approximation property and complexity of the unit ball in its induced RKHS.
Furthermore, we provide regularity conditions to show that our proposed prediction function leads
to the best prediction performance asymptotically. We also establish the oracle property of variable
selection using the proposed method in an ultra-high dimensional setting, i.e., when the dimension
of the feature variables grows exponentially as a function of the sample size.
3.3 Simulation Study
We conducted two simulation studies, one for a regression problem with continuous Y and
the other for classification with binary Y . In the first simulation study, we considered a contin-
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uous outcome model with total number of p correlated feature variables, which were generated
from a multivariate normal distribution, each with mean zero and variance one. Furthermore,
X1, X2, X3, X4 were correlated with corr(X1, X2) = 0.4, corr(X1, X3) = −0.3, corr(X2, X3) = 0.5
and corr(X3, X4) = 0.2, while the others were all independent. The outcome variable, Y , was
simulated from a linear model
Y = 0.9X35 + 4X1X2X3 + 2.3 exp(−X3) + 4X4 + ε,
where ε ∼ N(0, 1). Thus, X1 to X5 were important variables but not any others. In the second
simulation study, X’s were generated similarly but with some different correlations: corr(X1, X2) =
−0.2, corr(X1, X4) = 0.2, corr(X2, X3) = 0.5, corr(X3, X4) = 0.3 and corr(X3, X4) = −0.4. The
binary outcome, Y , with values −1 and 1, were generated from a Bernoulli distribution with the






so only X2 to X4 were important variables. Since many biomedical applications (as well as our
application in this work) have small to moderate sample sizes, in both simulation studies, we
considered sample size n = 100, 200 and 400 and varied the feature dimension from p = 200, 400 to
1000. Each simulation setting was repeated 500 times.
For each simulated data, we used the proposed method to learn the prediction function. Initial
values, tuning parameters and optimization package used for binary case are chosen as in Remark
1 of Section 3.2, where 3-fold cross-validation was used for selecting the tuning parameters. The
bound of regularized parameter M was chosen to be 105. We also centerized continuous outcome
and re-weighted class label controlled to be balanced before iteration to make numerical stable.
We reported the true positive rates, true negative rates and the average number of the selected
variables for feature selection. We also reported the prediction errors or misclassification rates
using a large and independent validation data. For comparison, we compared our proposed method
with HSICLasso and SpAM since both methods were able to estimate nonlinear functions in high
dimensional settings. In addition, we also compared the performance with LASSO in the first
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simulation study and l1-SVM in the second simulation study, in order to study the impact due to
model misspecification.
The results based on 500 replicates are summarized in Tables 3.1 and 3.2. From these tables,
we observe that for fixed dimension, the performance of our method improves as sample size n
becomes large in terms of the improved true positive and true negative rates for feature selection
as well as decreasing prediction errors. In almost all cases, our true negative rate is close to 100%,
which shows that noise variables can be identified with a very high chance. As expected, the
performance deteriorates as the dimensionality increases. Interestingly, our method continues to
select only a small number of feature variables. Comparatively, HSICLasso selected many more
noise variables and had larger prediction errors, while SpAM also tended to select more features than
our method. The performance of these methods become much worse when the feature dimension
is 1000. Clearly, LASSO and l1-SVM did not yield reasonable variable selection results and their
prediction errors are much higher due to model misspecification. We also give boxplots to visualize
prediction performance of 500 replications in Figures 3.2 and 3.3. Since Lasso cannot provide stable
prediction errors, its prediction errors from many replicates are out of the bound as shown in Figure
3.2. Figure 3.2 and 3.3 further confirm that our method is superior to all other methods, even when
the dimension is as large as 1000 and the sample size is as small as n = 100, which is of similar size
as our real data analysis example in Section 3.4.
3.4 Application
We applied our proposed method to analyze a gene expression study in Scheetz et al. (2006).
This study analyzed microarrays RNAs of eye disease from 120 male rats, containing the expression
levels from about 31, 000 gene probes. One interesting question was to determine which probes
might be associated with the expression of gene TRIM32, which had been implicated in a number of
diverse biological pathways and also known to be one of 14 genes linked to Bardet-Biedl syndrome
(Locke et al., 2009). For this purpose, we dichotomized TRIM32 based on whether it was over
expressed as compared to a reference sample in the dataset. We further restricted our feature
variables to the top 1000 probe sets that were most correlated with TRIM32. All feature variables
were on a log-scale and standardized in the analysis. To examine the performance of our method,
29
Table 3.1: Results from The Simulation Study with Continuous Outcome
(a) Summary of Feature Selection Performance
Proposed Method HSICLasso SPAM LASSO
p n TPR TNR Avg# TPR TNR Avg# TPR TNR Avg# TPR TNR Avg#
100 100 60.9% 97.3% 5.6 81.5% 78.5% 24.5 99.6% 34.6% 67.1 98.8% 1.3% 98.8
200 71.2% 99.0% 4.5 98.0% 60.4 % 42.5 100.0% 4.4% 95.8 100.0% 0.1% 99.9
400 82.7% 98.4% 5.7 99.6 % 78.0 % 25.8 100.0% 0.3% 99.7 100.0% 0.1% 99.9
200 100 57.2% 98.7% 5.5 75.6% 88.8% 25.6 99.1% 63.0% 77.1 84.0% 52.2% 97.5
200 66.6% 99.5% 4.2 94.0% 75.2% 53.1 100.0% 33.7% 134.1 99.1% 0.0% 198.6
400 78.1% 99.4% 5.0 99.8 % 84.2% 35.8 100.0% 5.4% 189.5 100.0% 0.12% 199.8
400 100 47.3% 99.3% 5.2 68.5% 90.4% 41.5 98.2% 80.8% 80.8 79.4% 76.4% 97.1
200 65.0% 99.7% 4.5 86.3% 89.0% 47.6 100.0% 62.1% 154.6 90.7% 51.4% 196.6
400 73.1% 99.8% 4.4 99.7% 87.6% 54.0 100.0% 34.0% 265.8 99.1% 0.7% 397.3
1000 100 40.7% 99.7% 5.0 56.0% 91.8% 84.5 93.7% 92.2% 82.6 73.6% 90.6% 97.2
200 61.2% 99.9% 4.5 78.2% 98.6% 18.4 99.9% 84.2% 162.0 85.5% 80.7% 196.1
400 70.7% 99.9% 4.0 99.4% 91.0% 94.9 100.0% 68.7% 316.4 94.5% 60.7% 395.6
(b) Summary of Prediction Errors
p n Proposed Method HSICLasso SPAM LASSO
100 100 7.405 (0.527) 7.695 (0.291) 6.985 (0.291) 41.663 (11.325)
200 5.929 (0.950) 7.323 (0.098) 7.299 (0.389) 9.508 (0.575)
400 4.424 (0.777) 7.115 (0.053) 6.868 (0.292) 7.840 (0.183)
200 100 7.567 (0.493) 7.603 (0.286) 6.672 (0.336) 10.176 (0.794)
200 6.623 (0.412) 7.313 (0.130) 6.404 (0.279) 44.464 (9.125)
400 5.661(0.580) 6.946 (0.054) 6.767 (0.305) 9.370 (0.433)
400 100 7.920 (0.670) 8.001 (0.284) 6.815 (0.399) 9.091 (0.532)
200 7.008 (0.346) 7.563 (0.233) 6.222 (0.218) 10.151 (0.722)
200 6.444 (0.199) 7.061 (0.049) 6.079 (0.192) 40.190 (6.402)
1000 100 8.215 (0.764) 8.638 (0.263) 7.067 (0.372) 8.851 (0.406)
200 7.324 (0.368) 7.539 (0.252) 6.214 (0.242) 8.871 (0.379)
400 6.818 (0.250) 7.376 (0.068) 5.870 (0.161) 9.652 (0.429)
Note. In (a), “TPR” is the true positive rate, “TNR” is the true negative rate, and “Avg#” is
the average number of the selected variables from 500 replicates. In (b), the numbers are the
mean squared errors from prediction, and the numbers within parentheses are the median absolute
deviations from 500 replicates.
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Table 3.2: Results from The Simulation Study with Binary Outcome
(a) Summary of Feature Selection Performance
Proposed Method HSICLasso SPAM l1-SVM
p n TPR TNR Avg# TPR TNR Avg# TPR TNR Avg# TPR TNR Avg#
100 100 74.7% 99.0% 3.3 71.1% 79.4% 22.1 64.5% 89.6% 12.1 76.2% 75.1% 26.5
200 83.9% 99.9% 2.6 80.7% 89.7 % 12.4 53.4% 98.9% 2.6 92.5% 80.4% 21.8
400 86.0% 99.9% 2.6 87.8% 90.3% 12.1 50.6% 99.9% 1.5 98.8% 71.3% 30.8
200 100 70.4% 99.3% 3.5 71.3% 80.1% 41.3 63.6% 91.2% 19.2 71.3% 85.4% 31.0
200 84.1% 99.8% 2.9 78.3% 95.0 % 12.2 54.5% 98.7% 4.1 90.7% 80.2% 41.8
400 87.0% 100.0% 2.7 83.1 % 96.5% 9.3 50.6% 99.9% 1.6 89.3% 73.4% 55.0
400 100 68.5% 99.5% 3.9 70.9% 79.4% 84.0 63.7% 92.8% 30.6 65.9% 86.7% 54.7
200 84.5% 99.9% 3.0 76.9% 95.5 % 20.2 57.7% 98.3% 8.3 87.0% 91.0% 38.1
400 87.0% 100.0% 2.6 79.6 % 98.9% 6.8 51.9% 100.0% 1.8 99.1% 82.3% 73.0
1000 100 61.3% 99.8% 4.1 72.2% 77.4% 227.4 61.0% 95.7 % 45.0 58.4% 90.3 % 98.9
200 86.3% 99.9% 3.3 75.5 % 95.9 % 43.6 54.3% 98.9 % 12.8 79.4% 91.4% 87.4
400 87.7% 100.0% 2.8 73.9 % 99.6 % 6.6 50.0% 100.0% 1.9 96.8% 90.1 % 101.6
(b) Summary of Misclassification Errors
p n Proposed Method HSICLasso SPAM l1-SVM
100 100 0.314 (0.017) 0.345 (0.028) 0.343 (0.018) 0.359 (0.032)
200 0.290 (0.009) 0.307 (0.012) 0.312 (0.002) 0.305 (0.011)
400 0.283 (0.004) 0.292 (0.012) 0.297 (0.002) 0.292 (0.007)
200 100 0.316 (0.019) 0.351 (0.042) 0.344 (0.034) 0.352 (0.031)
200 0.280 (0.008) 0.302 (0.015) 0.302 (0.003) 0.321 (0.028)
400 0.270 (0.004) 0.282 (0.014) 0.297 (0.002) 0.326 (0.025)
400 100 0.331 (0.024) 0.372 (0.047) 0.369 (0.046) 0.390 (0.031)
200 0.286(0.010) 0.319 (0.018) 0.311 (0.003) 0.327 (0.026)
200 0.277 (0.004) 0.288 (0.014) 0.305 (0.001) 0.295 (0.010)
1000 100 0.352 (0.027) 0.397 (0.037) 0.390 (0.036) 0.416 (0.027)
200 0.287 (0.008) 0.335 (0.024) 0.315 (0.003) 0.381 (0.020)
400 0.277 (0.004) 0.294 (0.008) 0.305 (0.001) 0.353 (0.016)
Note. See Table 3.1.
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method Proposed HSICLasso SpAM Lasso
Note. The plots give the distribution of prediction errors among four competing methods. The
comparing methods from left to right in each plot are our proposed method, HSICLasso, SpAM
and Lasso.
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method Proposed HSICLasso SpAM L1−SVM
Note. The plots give the distribution of misclassification rates among four competing methods. The
comparing methods from left to right in each plot are our proposed method, HSICLasso, SpAM
and l1-SVM.
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we randomly divided the whole sample so that 70% were used for training and the rest were used
for testing. This random splitting was then repeated 500 times to obtain reliable results. For
each training data, we used 3-fold cross validation to choose tuning parameters. We also applied
HSICLasso, SpAM and l1-SVM for comparison.
The analysis results are shown in Table 3.3. We notice that our method gives almost the same
classification error as l1-SVM, which is the smallest on average. However, our method selects a
much smaller set of feature variables with an average of 5 variables. SpAM selects 13 variables on
average but its classification error is higher. In Table 3.3, we also report the top 10 most-frequent
selected features among all 500 replications for each method. We notice that some features such
as Fbxo7 and LOC102555217 were selected by at least three methods. In addition, Gene Sirt 3
was identified by all three nonlinear feature selection methods, but not l1-SVM, indicating some
possible nonlinear relationship between Sirt 3 and TRIM32. In Appendix S2, we provide a figure to
reveal the nonlinear relationship between Sirt 3 and Fbxo7. We applied our method to analyze the
whole sample and obtained a training error of 21.9% along five 5 genes identified (Fbxo7, Plekha6,
Nfatc4, 1375872 and 1388656), which were all selected as the top 10 genes in the previous random
splitting experiment.
3.5 Discussion
In this work, we have proposed a general framework for nonparametric feature selection for both
regression and classification in high dimensional settings. We introduced a novel tensor product
kernel for empirical risk minimization. This kernel led to fully nonparametric estimation for the
prediction function but allowed the importance of each feature to be captured by a non-negative
parameter in the kernel function. Our approach is computationally efficient because it iteratively
solves a convex optimization problem in a coordinate descent manner. We have shown that the
proposed method has theoretical oracle property for variable selection. The superior performance
of the proposed method was demonstrated via simulation studies and a real data application with
a large number of feature variables.
We considered l2 loss function for regression and exponential loss function for classification
as examples. Clearly, the proposed framework applies to feature selection under many different
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Table 3.3: Top 10 Most Selected Genes for Each Method with Summary of Feature Selection Results in
The Real Data Application Based on 500 Random Splittings



















































































min # 2 1 1 7
max # 13 1000 26 990
avg # 5.1 250.3 12.3 448.7
classification error 0.286 (0.057) 0.293 (0.046) 0.316 (0.057) 0.283 (0.058)
Note. For the top 10 most selected genes part, the numbers within parentheses are the frequencies to
be selected in 500 random splittings. The genes also selected by the proposed method are highlighted
in boldface. The last four rows give the summary of feature selection results. The numbers are
the mean of misclassification rates from 500 replicates. The numbers within parentheses are the
median absolute deviations from 500 replicates. “min#” is the minimum number of the selected
features, “max#” is the max number of the selected features, and “avg.#” is the average number
of the selected features.
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loss functions in machine learning field. Another extension is to incorporate structures of feature
variables in constructing the kernel function. For example, in integrative data analysis, feature
variables arise from many different domains such as clinical domain, DNA, RNA, imaging and
nutrition. It will be interesting to construct a hieachical kernel function which can not only identify
feature variables within each domain but also identify important domains at the same time.
Our framework of nonparametric feature selection can be generalized to precision medicine
where one of the main goals is to identify predictive biomarkers for treatment response. We can
adopt loss functions used for precision medicine in our proposed method to simultaneously accom-
plish variable selection and discovering optimal individual treatment rules. Extensions to categorical
outcomes and multi-stage treatment rule estimation are also possible under our general framework,
which can be pursued in future work.
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CHAPTER 4
Nonparametric Feature Selection for Treatment Decision Making with High-
Dimensional Data
4.1 Introduction
In medical studies, the treatments applicable for majority of patients may give unsatisfying
results for small subgroups of patients with their own characteristics (Buzdar (2009)). Separating
patients into different subgroups based on their specific reaction and characteristics and proposing
individual treatment strategies tailored to each subgroup are more efficient and necessary. For
example, specific treatments for breast cancer patients with HER2 positive tumors can severely
reduce the recurrence of the cancer compared to apply common treatments to the overall population.
To improve the stability of the proposed individual strategies, studying the interactions between
treatments and feature variables and selecting truly predictive and prognostic features are extremely
valuable.
There are intensive literature for precision medicine field in recent years to study the optimal in-
dividual treatment rule (ITR). Some are based on regression model, including Q-learning ( Watkins
and Dayan (1992), Murphy (2005), Qian and Murphy (2011)), A-learning (Murphy (2003); Robins
(2004)), where Q-learning proposed to learn optimal ITR by maximizing the conditional mean of
the outcome and A-learning improved the robust of Q-learning via studying the outcome contrast
between different treatments. There are also some literature directly optimize related value function
for ITR. Zhao et al. (2012) proposed outcome weighted learning (OWL) based on support vector
machine by converting estimation of ITR into a weighted classification problem. Other methods
related to weighted based methods, including Zhang et al. (2012) Zhao et al. (2015), Tao and Wang
(2017), Liu et al. (2018). Tian et al. (2014) also proposed a direct estimation ITR method based on
regression between modified outcome and casual treatment effects. Other methods including Foster
et al. (2011), Laber and Zhao (2015) can be viewed as tree based methods to estimate optimal ITR.
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Data contains patients’ information used in estimating optimal ITR sometimes includes large
number of covariates, which makes the learning process computational demanding. Identifying
the truly important feature variables that interact with treatments will improve the efficiency of
estimation process and reduce the burden of data saving. There are few works related to perform
variable selection in precision medicine field, including (Qian and Murphy (2011), Lu et al. (2011)),
Qi and Liu (2018)). Qian and Murphy (2011) included a l1 penalty in Q-learning to perform
variable selection. Lu et al. (2011) incorporated shrinkage penalties in the estimation with loss
function corresponding to a form of A-learning. Qi and Liu (2018) proposed to directly estimate
the decision function and perform variable selection by including l1 penalty in the regression model.
However, these methods are either under linearity assumptions or computationally expensive in high
dimensional cases. Thus, we still need to propose more stable and efficient feature selection method
when directly estimating optimal ITR. Thus, combining nonparamtric feature selection methods
with decision making in precision medicine field attracts us attention.
In this work, we proposed a novel approach to perform feature selection for treatment decision
making. We consider nonlinear relationships between continuous clinical outcome and large number
feature variables. By transforming the outcomes, the methods developed in previous two chapters
can be used to perform nonparametric feature selection when estimating optimal treatment rules.
Specifically, we directly estimate the decision function in Reproducing Kernel Hilbert Space (RKHS)
generated by a novel constructed tensor product kernel with parameters capturing the importance
of each variable. Without the need for modeling the main effect in our nonparametric regression
framework, the robust to model misspecification is also improved. We include a truncated Lasso
penalty term to perform variable selection. Computationally, we adopt two steps to separate the
procedure for both estimating and tuning processes, which makes the computation more fast than
only performing all processes together. Superior performance of our method is demonstrated both
in simulation study and real data analysis.
The rest of the Chapter 4 is organized as follows. In Section 4.2, we introduce our nonparametric
feature selection method using in decision making framework. Then, we continue to give the
algorithm details of simultaneously estimating decision function and identifying important variables.
In Section 4.3, we provide a simulation study for regression with performance comparison among
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our method and existing methods. Real data application is given in Section 4.4. We conclude the
chapter with some discussion in Section 4.5.
4.2 Method
4.2.1 General Framework to Learn Optimal ITRs
We use A ∈ A = {−1, 1} to denote the binary treatment assignments, denoted by Z =
(Z1, Z2, · · · , Zpn)ᵀ ∈ Rpn , a pn-dimensional baseline covariates vector. We assume that the observed
clinical outcome R is bounded and larger values are more desirable. The treatment assignment is
independent of potential outcomes given Z. We further assume that the patient’s treatment is not
interfered by each other. Thus, the individual treatment rule (ITR) is a map from the prognostic
variables space of Rpn to treatment space A. We continue to suppose that the observed data con-
tains n i.i.d. copies, (Zi, Ri), i = 1, ..., n and are from clinical trials. Our goal is to use the data
to learn the optimal ITR via maximizing the expected reward E(R|Z, A = a). Mathematically, for
any given ITR D, according to Qian and Murphy (2011),
E[R|A = D(Z)] = E[I(A = D(Z))
π(A,Z)
R], (4.1)
where π(a, z) = P (A = a|Z = z) is the probability for treatment A = a, which is known and
bounded away from 0 under our assumptions. I(·) is the indicator function. The above function is




Following Qian and Murphy (2011) and Zhao et al. (2012), optimal ITR D∗ can be learned via





where we define the optimal decision function f∗(Z) := E[ RAπ(A,Z) |Z]. This provides us a way to
directly study the optimal ITR and capture the interactions between the treatments and base-
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line covariates. For continuous clinical outcome R, we use regression model to characterize the
relationships as follows,
R = g(Z) +W (Z)A/2 + ε, (4.4)
where ε is random error with mean zero, g(Z) is the main effect for both treatments. W (Z)A is
the interaction term that models the heterogeneous treatment effect. Under the above model (4.4),
the optimal decision function is given as
f∗(Z) = W (Z),
which means that the optimal ITR can be estimated directly without considering the main effect.
As mentioned in Tian et al. (2014), with modified outcome RAπ(A,Z) ,this estimation can be performed











where f(Z) ∈ F = {W ′(Z)} is the approximation of f∗(Z).
4.2.2 Nonparametric Variable Selection in Estimation of Decision Function
We learn f(Z) in a nonparametric manner by assuming f(·) belongs to a RKHS associated
with a kernel function, κλ,σn(X, X̃) as mentioned in Section 2.2. Following equation (4.5), we are









− f(Z))2 + γ1n||f ||2Hλ,σn + γ2nP (λ)
subject to M ≥ λ1, λ2, · · · , λpn ≥ 0,
(4.6)
where Hλ,σn denote the RKHS corresponding to κλ,σn .P (λ) =
∑pn
m=1 P (λm) =∑pn
m=1 min(λm,M/2) is a truncated Lasso, which serves as a penalty term to perform feature
selection. M is a given constant and large enough to bound λm. Based on the representation
theory for RKHS, the solution for f can be written explicitly as f(Z) =
∑n
i=1 αiκλ,σn(Z,Zi) + α0
and ‖f‖2Hλ,σn = α
TKλ,σnα, where α = (α1, ..., αn)
T and Kλ,σn is an n × n matrix with entry
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subject to M ≥ λ1, λ2, · · · , λpn ≥ 0.
(4.7)
4.2.3 Two Steps Algorithms
In order to solve (4.7), we need to estimate both α and λ. r1n, r2n and bandwidth σn are
tuning parameters, which are tuned using three-fold cross validation with choices over a grid of
2−15, 2−13, · · · , 2−13, 215. Since γ1n is the tuning parameter only associated with estimation of α,
while γ2n is that corresponding to penalty on λ, we further separate the whole tuning and estimating
process into two steps, function fitting step and feature selection step. The procedure is as follows.
• Step 1 (Function fitting step):
Given initial value of λ = (0.001, 0.001, · · · , 0.001)ᵀ, we estimate α via,










αiκλ,σn(Z,Zi)− α0)2 + γ1nαᵀKλ,σnα.
Since this is a quadratic problem, the solution can be given explicitly as α̂ = (Kᵀλ,σnKλ,σn +
nγ1nKλ,σn)
−1Kᵀλ,σnRA/(π(A,Z). We believe the estimation of α in this step should be rea-
sonable since all feature variables have equal contribution in RKHS and all important variables
are included to capture all useful information. Bandwidth σn and γ1n are tuned in this step.
• Step 2 (Feature selection step):
Fixed α̂ obtained from Step 1, we continue to iteratively estimate λ from initial value λ =




















This is a convex optimization problem, that we use coordinate decent algorithm to update
every λq in turn. The computation procedure is quite simple since if we fixed every other




2 + dqλq, with aiq, biq, dq as constant. r2n is tuned in this step.
The computation efficiency for data with large number of feature variables can be guaranteed
by our algorithm respect to two reasons. First, we adopt one step estimation for α, which improves
the speed a lot compared to iteratively update both α and λ. The procedure for updating λ is
simple and easy via solving a simple quadratic problem. Second, since γ1n and γ2n are associated
with penalty term for α and λ respectively, we separate the tuning procedure into two steps to avoid
the burden of grid search among all choices for three tuning parameters together. The convergence
of the objective function to a local minimum can also be guaranteed by our algorithm, since the
optimization problem at each iteration step is constrained convex.
4.3 Simulation Study
We conducted a simulation study for a regression problem with continuous clinical outcome R
and total number of p correlated feature variables, which were generated from a multivariate normal
distribution, each with mean zero and variance one. Furthermore, Z1, Z2, Z3, Z4 were correlated
with corr(Z1, Z2) = 0.4, corr(Z1, Z3) = −0.3, corr(Z2, Z3) = 0.5 and corr(Z3, Z4) = 0.2, while
the others were all independent. The treatments A = 1,−1 are randomly generated with equal
probability. The outcome variable, R was simulated via
R = (0.9Z35 + 4Z1Z2Z3 + 2.3 exp(−Z3) + 4Z4)A/2 +A/2ε,
where ε ∼ N(0, 1). Thus, Z1 to Z5 were important variables but not any others. The sample size
considered here varies from n = 100, 200 and 400. Feature dimension is from p = 200, 400 to 1000.
Each simulation setting was repeated 500 times.
Following the algorithm mentioned in Section 4.2 (with bound of regularized parameter M
chosen as 105), we used the proposed method to learn the decision function. We reported the
true positive rates, true negative rates and the average number of the selected variables for feature
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selection. We also reported the root of mean square error (rmse) of conditional treatment effect
using a large and independent validation data. Furthermore, we compared our proposed method
with HSIClasso and SpAM, that both of them were able to estimate nonlinear functions with vari-
able selection in high dimensional settings. Specifically, SpAM (Ravikumar et al. (2009))assumed
an additive model with arbitrary nonparametric smoothers to approximate individual component
function. HSICLasso (Yamada et al. (2014) considered a feature-wise kernelized Lasso for cap-
turing nonlinear dependency between features and outcomes. In addition, we also compared the
performance with LASSO as a benchmark.
The results based on 500 replicates are summarized in Tables 4.1. We observe that for fixed
dimension, the performance of our method improves as sample size n becomes large in terms of
the improved true positive and true negative rates for feature selection as well as decreasing rmse.
As expected, the performance deteriorates as the dimensionality increases. Interestingly. However,
as n becomes large enough, our method gives most sparse selection result with comparable rmse.
Comparatively, HSICLasso selected many more noise variables and had larger rmse of conditional
treatment effect in most cases, while SpAM also tended to select more features than our method.
The performance of these methods become much worse when the feature dimension is 1000. Clearly,
LASSO did not yield reasonable variable selection results and their rmse of conditional treatment
effect are much higher due to model misspecification. Similar results can be observed from the
boxplot given in Figure 4.1.
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Table 4.1: Results from The Simulation Study with Continuous Clinical Outcome
(a) Summary of Feature Selection Performance
Proposed Method HSICLasso SPAM LASSO
p n TPR TNR Avg# TPR TNR Avg# TPR TNR Avg# TPR TNR Avg#
100 100 72.8% 89.6% 13.4 81.5% 78.5% 24.5 99.6% 34.6% 67.1 98.8% 1.3% 98.8
200 88.3% 94.1% 9.9 98.0% 60.4 % 42.5 100.0% 4.4% 95.8 100.0% 0.1% 99.9
400 97.9% 96.0% 8.7 99.6 % 78.0 % 25.8 100.0% 0.3% 99.7 100.0% 0.1% 99.9
200 100 65.8% 87.4% 27.8 75.6% 88.8% 25.6 99.1% 63.0% 77.1 84.0% 52.2% 97.5
200 80.9% 96.4% 11.2 94.0% 75.2% 53.1 100.0% 33.7% 134.1 99.1% 0.0% 198.6
400 93.7% 98.2% 8.2 99.8 % 84.2% 35.8 100.0% 5.4% 189.5 100.0% 0.12% 199.8
400 100 59.0% 81.6% 75.5 68.5% 90.4% 41.5 98.2% 80.8% 80.8 79.4% 76.4% 97.1
200 73.3% 96.1% 18.9 86.3% 89.0% 47.6 100.0% 62.1% 154.6 90.7% 51.4% 196.6
400 89.8% 98.5% 10.6 99.7% 87.6% 54.0 100.0% 34.0% 265.8 99.1% 0.7% 397.3
1000 100 70.8% 56.7% 434.6 56.0% 91.8% 84.5 93.7% 92.2% 82.6 73.6% 90.6% 97.2
200 66.8% 87.3% 129.2 78.2% 98.6% 18.4 99.9% 84.2% 162.0 85.5% 80.7% 196.1
400 83.7% 98.9% 14.7 99.4% 91.0% 94.9 100.0% 68.7% 316.4 94.5% 60.7% 395.6
(b) Summary of rmse of Conditional Treatment Effect
p n Proposed Method HSICLasso SPAM LASSO
100 100 7.516 (0.455) 7.695 (0.291) 6.985 (0.291) 41.663 (11.325)
200 6.897 (0.392) 7.323 (0.098) 7.299 (0.389) 9.508 (0.575)
400 6.315 (0.176) 7.115 (0.053) 6.868 (0.292) 7.840 (0.183)
200 100 7.561 (0.564) 7.603 (0.286) 6.672 (0.336) 10.176 (0.794)
200 6.703 (0.465) 7.313 (0.130) 6.404 (0.279) 44.464 (9.125)
400 6.134 (0.351) 6.946 (0.054) 6.767 (0.305) 9.370 (0.433)
400 100 7.994 (0.454) 8.001 (0.284) 6.815 (0.399) 9.091 (0.532)
200 6.997 (0.598) 7.563 (0.233) 6.222 (0.218) 10.151 (0.722)
400 6.374 (0.390) 7.061 (0.049) 6.079 (0.192) 40.190 (6.402)
1000 100 8.185 (0.364) 8.638 (0.263) 7.067 (0.372) 8.851 (0.406)
200 7.354 (0.795) 7.539 (0.252) 6.214 (0.242) 8.871 (0.379)
400 6.390 (0.666) 7.376 (0.068) 5.870 (0.161) 9.652 (0.429)
Note. In (a), “TPR” is the true positive rate, “TNR” is the true negative rate, and “Avg#” is
the average number of the selected variables from 500 replicates. In (b), the numbers are rmse of
conditional treatment effect, and the numbers within parentheses are the median absolute deviations
from 500 replicates.
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method Proposed HSICLasso SpAM Lasso
Note. The plots give the distribution of rmse of conditional treatment effect among four compet-
ing methods. The comparing methods from left to right in each plot are our proposed method,
HSICLasso, SpAM and Lasso.
4.4 Application
We applied our proposed method to type 2 diabetes patients to learn the optimal insulin
treatments strategies according to individual patient characteristics using the data from DURABLE
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study (Fahrbach et al. (2008)). DURABLE was conducted to compare insulin glargine with insulin
lispro mix 75/25 via studying characteristics of 2091 patients from 11 counties in the year period
of 2005 to 2007. Specifically, since the goal of T2DM is to decrease glycated hemoglobin (A1C)
level, we treat the change of A1C from baseline at 24 weeks (last observation carried forward to 24
weeks) as clinical outcome. The treatment is either insulin glargine (848 patients) or insulin lispro
mix (849 patients), labeled as 1 or -1, respectively. The feature variables considered in our work
includes fasting blood glucose, baseline A1C, fasting insulin, adiponectin, blood pressure, 7 points
self monitored blood glucose, duration of diabetes, weight, height, blood pressure, body mass index
(BMI) Wang et al. (2018). Following the method in above Chapter, we build regression model
on modified outcome and all 18 feature variables. We standardized all the feature variables and
centered the modified outcome before fitting the model.
To examine the performance of our method, we randomly divided the whole sample so that
70% were used for training and the rest were used for testing. We repeated 500 times of random
splittings to get reliable results. As mentioned in our algorithm, for each training data, we used
3-fold cross validation to choose tuning parameters. We also applied HSICLasso, SpAM and Lasso
for comparison.
Analysis results including rmse of conditional treatment effect together with average, maxi-
mum, minimum number of selected variables and top 5 most-frequent selected features from 500
replications of random splitting for these methods are shown in Table 4.2. Clearly, our method give
the smallest rmse among all the compared method. SpAM fails to perform feature selection and
outcome prediction because NA/ INF value appears when we call one function to search optimal
solution using SpAM package. We notice that among the three methods, our proposed methods
and HSICLasso selected 3 same feature variables, fasting blood glucose, baseline A1C and blood
glucose monitored at morning before meal. Fasting blood glucose and baseline A1C are two features
selected as top 2 important variables in Wang et al. (2018), which gives us a strong evidence that
our proposed method can select reasonable feature variables. Furthermore, our method selected
adiponectin that was not chosen by HSICLasso, which was identified by Wang et al. (2018) as
the fifth top feature. Lasso fails to perform feature selection because of the misspecification of
model assumption. These findings give us confidence to state that the proposed approach works
well compared to other methods. Finally, We applied our method to analyze the whole sample
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and obtained a training error of 2.870 using 9 features (baseline A1C, BMI, fasting blood glucose,
glucose: morning 2 hours after meal, glucose: evening after meal, body weight, height, duration of
diabetes, adiponectin).
Table 4.2: Top 5 Most Selected Features for Each Method with Summary of Feature Selection Results in
The Real Data Application Based on 500 Random Splittings







Select all 18 variables















Glucose: 3am at night
(29.2%)
min # 0 1 19
max # 20 17 20
avg # 5.3 3.3 19.6
rmse of conditional treatment effect 4.307 (0.059) 4.347 (0.063) 21.931(0.302)
Note: For the top 5 most selected features part, the numbers within parentheses are the frequencies
to be selected in 500 random splittings. The features also selected by the proposed method are
highlighted use different color. The last four rows give the summary of feature selection results.
The numbers are the mean of misclassification rates from 500 replicates. The numbers within
parentheses are the median absolute deviations from 500 replicates. “min#” is the minimum
number of the selected features, “max#” is the max number of the selected features, and “avg.#”
is the average number of the selected features.
4.5 Discussion
In this work, we have proposed a general framework for nonparametric feature selection in
treatment decision making for continuous clinical outcome with high dimensional data. We esti-
mated the decision function by a fully nonparametric function in RKHS generated by a novel tensor
product kernel. This constructed kernel allowed the importance of each feature to be captured by a
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non-negative parameter in the kernel function. Our approach is computationally efficient because
we adopted two steps to separate the procedure for both estimating and tuning process. The supe-
rior performance of the proposed method was demonstrated via a simulation study and a real data
application in precision medicine.
We considered a regression model for continuous clinical outcome. Clearly, in precision medicine
framework clinical outcome can also be binary, survival time, count responses, and applying feature
selection for estimating optimal ITR with these types of outcomes is also necessary. Furthermore,
we only considered randomized trials in this work, which will be attractive for us to incorporate
feature selection in estimating the propensity score via logistic regression. Another extension is to
incorporate feature selection for problem with multiple treatments in multiple-stage trial problems.
It will be interesting to construct a sequential selection strategy for decision making in precision
medicine.
As mentioned in this work, our proposed method is computationally efficient for problems
with high dimensional data. However, the application we demonstrated in above section only
contains a small number of feature variables. Possible extension is to estimate optimal strategies
using electronic health records data, which usually consists of mixed biomarkers types, correlated
longitudinal measurements and irregular encounter times. Dealing such large and complex data
will be helpful in real world disease detection and treatment assignments. Clearly, there are also
extensive machine learning approaches are used for estimating optimal ITRs. Thus, comparison
with those techniques are also one potential work in the future.
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CHAPTER 5
EXTENSIONS AND FUTURE WORK
In this dissertation, we first introduced a novel tensor product kernel for empirical risk mini-
mization. This kernel led to fully nonparametric estimation for the prediction function but allowed
the importance of each feature to be captured by a non-negative parameter in the kernel function.
Our approach is computationally efficient because it iteratively solves a convex optimization prob-
lem in a coordinate descent manner. We included either l0 penalty or l1 penalty to perform feature
selection. We also have shown that the proposed method has theoretical oracle property for vari-
able selection. The superior performance of the proposed method was demonstrated via simulation
studies and real data applications. Then, we continued to apply the proposed feature selection
method in medicine field, to perform nonparametric feature selection in treatment decision making
for continuous clinical outcome with high dimensional data. In order to further improve the com-
putation efficiency, we adopted two steps to separate the procedure for both estimating and tuning
process. We demonstrated the superior performance of the proposed method was demonstrated via
a simulation study and a real data application to T2DM.
5.1 Generalization of Framework Construction
As introduced in Chapter 2 and 3, we only consider l2 loss function for regression and exponen-
tial loss function for classification. However, the proposed framework applies to feature selection
under many different loss functions in machine learning field, such as hinge-loss (support vector
machine) and boosting. We expect that the same iterative algorithm applies but the step of up-
dating regularization parameters may be different, although it remains to be a convex optimization
problem with linear constraints. Another extension is to incorporate structures of feature variables
in constructing the kernel function. For example, in integrative data analysis, feature variables
arise from many different domains such as clinical domain, DNA, RNA, imaging and nutrition. It
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will be interesting to construct a hierarchical kernel function which can not only identify feature
variables within each domain but also identify important domains at the same time. One pos-
sible approach to accomplish this goal is to construct a hierarchical tensor product kernel with
regularization parameters for both domains and features within each domain.
5.2 Extension of Feature Selection in Precision Medicine
As mentioned in Chapter 4, our proposed framework is for feature selection in treatment decision
making for continuous clinical outcome with high dimensional data. Clearly, in precision medicine
framework clinical outcome can also be binary, survival time, count responses, and applying feature
selection for estimating optimal ITR with these types of outcomes is also necessary. Furthermore,
we only consider randomized trials in this paper, which will be attractive for us to incorporate
feature selection in estimating the propensity score via logistic regression. Another extension is to
incorporate feature selection for problem with multiple treatments in multiple-stage trial problems.
It will be interesting to construct a sequential selection strategy for decision making in precision
medicine.
5.3 Extension of Real Data Application
As mentioned in this dissertation, the proposed method can perform feature selection for high
dimension data using general loss. In order to further demonstrate the superior performance, we
plan to solve more real world problems by applying our approach. As combined with personalized
medicine field, potential research direction includes finding optimal strategies for patients with
different diseases using electronic health records data, which usually consist of mixed biomarkers
types, correlated longitudinal measurements and irregular encounter times. It will be interesting if
we can deal with such large and complex data and improve the efficiency of learning process in real
world. Comparison among different machine learning techniques are also needed to be considered
in the future.
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APPENDIX 1: SUPPLEMENTS TO CHAPTER 2
S1.1 Proof of Theorems
Before proving the theorems in Section 2.3, we need two lemmas. The first lemma shows that
the proposed kernel function satisfies positive-definite condition.




(1 + λmκn(Xm, X̃m)),
is a kernel satisfying semi positive-definiteness condition.
The next lemma shows that when σn goes to zero, the closure of the reproducing kernel Hilbert
space generated by the tensor product kernel contains the true function f0(X1, ..., Xr) if λm > 0
for m ≤ r. We define d(f0,Hλ,σn) as the L2(P ) distance between f0 and the reproducing kernel
Hilbert space.
Lemma A.2. Assume that σn → 0. For any λ = (λ1, λ2, · · · , λp), λm ≥ 0, m ≤ p,
(i) If λm 6= 0 for m ≤ r, then d(f0(X1, X2, · · · , Xr),Hλ,σn) → 0. In fact, the closure of
lim supnHλ,σn contains any L2-integrable function that only depends on (X1, ..., Xr).
(ii) If for some m ≤ r, λm = 0, then lim inf d(f0(X1, X2, · · · , Xr),Hλ,σn) > 0.
Before proving two theorems, recall that P denotes the true probability measure; Pn denotes
the empirical measure from n observations.
Proof of Theorem 2.1. By Lemma A.2, for any λ0 = (λ01,0), where λ01 = (λ011, λ012, · · · , λ01r),
and λ01m > 0 for any m ≤ r, there exits f̃λ0 ∈ Hλ0,σn s.t. d(f0, f̃λ0) = ||f̃λ0 − f0||L2 → 0. Since
(λ̂, f̂
λ̂
) is the optimal solution for objective function (2.2), we have




+ γ2n||λ̂||0 ≤ Pnl(Y, f̃λ0(X)) + γ1n||f̃ ||2Hλ0,σn + γ2n||λ0||0.
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That is,







≤(Pn −P)l(Y, f̃λ0(X)) + γ1n||f̃ ||2Hλ0,σn + Pl(Y, f̃λ0(X)) + γ2n||λ0||0.





1n ), the uniform covering numbers of this bounded set in the reproducing kernel Hilbert space
can be calculated as follows.
First, the entropy number ((van der Vaart and Wellner, 1996)) for the unit ball in H
λ̂,σn
, de-
noted by On, satisfies logN (ε,On, || · ||∞) ≤ c1(v, p)σ−(1−v/4)pn ε−v,
where 0 < v < 2 and c1(v, p) is a constant that depends only on v and p. Then it gives




logN[](ε, {f̂ : f̂ ∈ Hλ̂,σn , ||f̂ ||Hλ̂,σn ≤ O(γ
−1/2







||l(Y, f̂1)− l(Y, f̂2)||L2(P ) = ||(Y − f̂1)
2 − (Y − f̂2)2||L2(P )
=
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2 ≤ c′, c′ is a constant. Thus, we
can obtain ||l(Y, f̂1)− l(Y, f̂2)||L2(P ) ≤ c′(||f̂1 − f̂2||L4(P ))2, which yields
logN[](ε, {l(Y, f̂) : f̂ ∈ Hλ̂,σn , ||f̂ ||Hλ̂,σn ≤ O(γ
−1/2





















1 + logN[](ε, {l(Y, f̂) : f̂ ∈ Hλ̂,σn , ||f̂ ||Hλ̂,σn ≤ O(γ
−1/2
1n )}, || · ||L4(P ))dε
≤k(v, p)n−1/2σ−(1/2−v/8)pn γ−11n .





1n ) by the choice of γ1n in Theorem 1.
Similarly,
(Pn −P)l(Y, f̃λ0(X)) = O(n−1/2σ−p/2n γ
−1
1n ).














1n ) + γ2n||λ0||0
)
.





(X)) ≤ lim sup
n→∞
Pl(Y, f̃λ0(X)) = El(Y, f0(X)).





) = El(Y, f0(X)).
Together with Lemma A.2, this also gives the result that for any m ≤ r, λ̂m > 0. Otherwise, if there
is some m ≤ r, λ̂m = 0, by Lemma A.2 (ii), it always holds that limn→∞Pl(Y, f̂λ̂)−El(Y, f0(X)) ≥
lim inf d(f0(X1, X2, · · · , Xr),Hλ,σn) > 0. We then have a contradiction.
Proof of Theorem 2.2. For this proof, we particularly choose f̃λ0 to be the Gaussian-kernel convo-
lution of f0 in the space of (X1, ..., Xr), where the kernel is given
∏r
m=1 kn(xm, x̃m). Clearly, f̃λ0
belongs to Hλ,σn and since f0(X) is twice continuous differentiable,




With the same arguments in the proof of Theorem 1, we have
Pl(Y, f̂
λ̂
(X)) + γ2n||λ̂||0 ≤ Pl(Y, f̃λ0(X)) +O(n−1/2σ−p/2n γ
−1




(X)) + γ2n||λ̂||0 ≤ El(Y, f0(X)) +O(σmin(2,p)n ) +O(n−1/2σ−p/2n γ−11n ) + γ2n||λ0||0.
Since it always holds that El(Y, f0(X)) ≤ Pl(Y, f̂λ̂(X)),
γ2n||λ̂||0 ≤ O(σmin(2,p)n ) +O(n−1/2σ−p/2n γ−11n ) + γ2n||λ0||0.
Thus, by dividing γ2n on both sides, we have







−1/2σ−p/2n ) + r.
Under the assumptions in Theorem 2.2, we conclude that with probability tending to one, the
number of the non-zero components for λ̂ can not be larger than r. However, Theorem 2.1 implies
that this number should be at least r. We thus obtain Theorem 2.2.
Now, we provide the expressions for aiq, biq, dq in equation (2.6) in section 2.3 in the main
text. Then, we prove the two lemmas mentioned above.
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S1.2 Expression of Constants in Updating λ’s
After fixing λk+11 , λ
k+1













1 + λlκn(Xil, Xjl)
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1 + λlκn(Xil, Xil)
)
. Clearly, the third part
of (2.6) is γ3n
∑p
m=1,m 6=q |λm − θ
k
m|+ γ3n|λq − θkq |.












































 cq + γ3n if λq ≥ θ
k
q ,
cq − γ3n if λq < θkq .
S1.3 Proof of two lemmas
Proof of Lemma A.1. Since the product of kernels is still a kernel that satisfies semi-positive definite
condition, it suffices to show κλ1,σn(X1, X̃1) = 1 + λ1κn(X1, X̃1) satisfies the definition of kernel.
Consider the kernel matrix Kλ1,σn = (κλ1,σn(X1i, X1j))N×N based on (X11, ..., X1N ). For any









Since κn is a kernel and λ1 ≥ 0, we obtain βᵀKλ1,σnβ ≥ 0 so the kernel matrix Kλ1,σn is semi-
positive definite.






λr1 · · ·λrmκn(Xr1 , X̃r1)× · · · × κn(Xrm , X̃rm).
In the summation on the right-hand side, one term is
λ1λ2 · · ·λrκn(X1, X̃1)κn(X2, X̃2) · · ·κn(Xr, X̃r).
Since λ1, ..., λr > 0, the kernel function associated with this term is proportional to the Gaussian
kernel in the space of (X1, ..., Xr) with a bandwidth σn. The closure of the RKHS eventually
contains any L2-integrable function of (X1, ..., Xr) when n goes to infinity. Finally, by the sum-
mation property of the kernel space, Hλ,σn contains the reproducing kernel Hilbert space gener-
ated by this particular kernel function. We obtain (i). To prove (ii), suppose there exists some
m ≤ r s.t. λm = 0. From the proof of (i),Hλ,σn is clearly a subset of L2(P )-space in the feature space
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of (X1, ..., Xm−1, Xm+1, ..., Xp), denoted by X . Therefore, lim inf d(f0,Hλ,σn) ≥ lim infd(f0,X )
= E
[
(f0 − E[f0|X1, ..., Xm−1, Xm+1, ..., Xp])2
]1/2
> 0.
We have proved (ii).
57
APPENDIX 2: SUPPLEMENTS TO CHAPTER 3
S2.1 Theoretical Results of Chapter 3
we present some theoretical properties of our proposed method. Since our proposed kernel
function is new, we first provide two theorems that describe the properties for the RKHS generated
by this kernel function. In the first theorem, we show that this space is dense in L2(P ) subspace
consisting of all measurable functions that only depend on the feature variables for which λm 6= 0
in the kernel function. In the second theorem, we obtain the entropy number for the unit ball in
this space. Both theorems are necessary to establish the asymptotic properties of the proposed
estimator for f(X) as given in the previous section.
To state our results, we define f0(X) as the Bayesian prediction function, which is assumed to
be unique. That is, E[l(Y, f)] attains its minimum when f = f0. We assume that feature variables
X1, X2, · · · , Xq are important in terms that f0(X) is only a function of X1, X2, ..., Xq and for any






∣∣∣X1, X2, Xs−1, Xs+1 · · · , Xq] )2} > 0.
Finally, we let d2(f0,Hλ,σn) denote the L2(P )-distance between f0 and the RKHS generated by
κλ,σn .
Theorem S2.1. For a vector λn = (λn1, ..., λnpn) with λnm ≥ 0 for m = 1, ..., pn, the following
results hold:
(i) If λnm > 0 for m = 1, ..., q, i.e., λn’s that are associated with the important features are
strictly positive, then d2(f0,Hλn,σn)→ 0.
(ii) If for some m ≤ q, λnm = 0, then lim inf d2(f0,Hλn,σn) > 0.
Note: The Theorem holds for λ whose value depends on n and denoted as λn.
Proof. To prove (i), we first note that after expansion, κλn,σn(X, X̃) is the summation of a number
of Gaussian kernels. In particular, one term of this summation is
{




where κσ(x, y) = exp{−(x − y)2/σ2}. Since λn1, ..., λnq > 0, the kernel function associated with
this term is proportional to the Gaussian kernel in the space of (X1, · · · , Xq) with bandwidth σn.
Therefore, the closure of the RKHS generated by κλn,σn includes the RKHS generated by the Gaus-
sian kernel in the space of (X1, · · · , Xq). The result in (i) holds since the latter is asymptotically
dense in the subspace of L2(P ) consisting of any functions depending on (x1, ..., xq).
To prove (ii), if λm = 0, then it is clear that any function in Hλn,σn only depends on the feature
variables except Xm. Therefore,
Hλn,σn ⊂ {g(X−m) : g ∈ L2(P )} ,
where X−m denotes all the feature variables excluding Xm. On the other hand, the projection of
f0 on the latter space is E[f0|X−m]. Therefore,
lim inf d(f0,Hλn,σn) ≥ d(f0, E[f0|X−m]) > 0
since Xm is one important variable for f0. We obtain the result.
Our next theorem studies the bracket covering number for a unit ball inHλn,σn . We consider Bn
as the unit ball in Hλn,σn , i.e., Bn ≡
{
f(x) : ‖f‖Hλn,σn ≤ 1
}
, Then the ε-bracket covering number
for Bn, denoted as N[](ε,Bn, ‖ · ‖L2(P )), is defined as the minimal number of pairs [l(x), u(x)] such
that any function ‖u(X) − l(X)‖L2(P ) ≤ ε and any function f in Bn is between one pair, i.e.,
l(x) ≤ f(x) ≤ u(x).
Theorem S2.2. For a vector λn = (λn1, ..., λnpn) such that λnm is uniformly bounded by a constant
M for m = 1, ..., q and λn(q+1) = ... = λnpn = 0, it holds




where v is any constant within (0, 2) and C only depends on M and q.























λnk1 · · ·λnksfk1...ks(x),






λnk1 · · ·λnks exp
{
−(xik1 − xk1)




Here, if the index set if empty, then the exponential part in the summation is replaced by 1.
Clearly, if we denote Hk1...ks as the reproducing kernel Hilbert space generated by the Gaussian
kernel exp
{
−[(x̃k1 − xk1)2 + · · ·+ (x̃ks − xks)2]/σ2n
}















λnk1 · · ·λnks exp
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−










αiαjλnk1 · · ·λnks exp
{
−







Thus, ‖f‖Hλn,σn ≤ 1 implies ‖fk1...ks‖Hk1...ks ≤ 1 for any k1, ..., ks.






λnk1 · · ·λnks : ‖fk1...ks‖2Hk1...ks ≤ 1
.
Thus, there exists a constant C only depending on M and q such that
logN[](2qM q/2ε,Bn, ‖·‖L2(P )) ≤
∑
{k1,...,ks}⊂{1,...,q}∪φ
logN[](ε, {fk1...ks(x), ‖fk1...ks‖2Hk1...ks ≤ 1}, ‖·‖L2(P ))
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According to (Steinwart and Scovel (2007)), we know




for any constant v ∈ (0, 2) and a constant C only depending on s. Therefore,




−v ≤ C(M, q)σ−(1−v/4)qn ε−v
for a constant C(M, q). We have proved Theorem S2.2.
Our next theorem gives the main properties of the estimated prediction function. We show that
the resulting prediction function from our method leads to Bayesian risk asymptotically. Moreover,
with probability tending to one, the variable selection based on non-zero λn’s is oracle as if we
knew which variables were important. Recall that (λ̂n, f̂) is the optimal solution of the objective
function
Ln(λn, f) = Pnl(Y, f(X)) + γ1n‖f‖2Hλn,σn + γ2nP (λn), (5.1)
where P (λn) is the truncated Lasso penalty for λn. Equivalently, if we define for any λn,
f̂λn = arg min
f
Ln(λn, f),
which exists due to the convexity of Ln(λn, f) in f , then λ̂ minimizes Ln(λ̂n, f̂λn) and f̂ = f̂λ̂n .
For the main theorem, we assume (Y,X) to have a bounded support and need the following
conditions.
(C1). The loss function l(y, f) is convex and is Lipschtisz continuous with respect to f in any
bounded set.
(C2). There exit δ > 0 and a constant c1 > 0 such that
E[l(Y, f(X))− l(Y, f0(X))] ≥ c1‖f(X)− f0(X)‖2L2(P )
whenever E[l(Y, f(X))− l(Y, f0(X))] is smaller than δ.
(C3). Assume ‖l2(Y, f(X))− l2(Y, f0(X))‖L2(P ) ≤ c2‖f(X)− f0(X)‖L2(P ) for a constant c2, where
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l2(y, x) = ∂l(y, x)/∂x.
(C4). For any λ̃n = (λn1, ..., λnpn) such that λnk = 0 for k > q, let Λmax(X−q) and Λmin(X−q) be







denotes all unimportant variables. We assume that with probability one, there exists one constant
c such that Λmax(X−q)/Λmin(X−q) ≤ cσ−1/2n and E[Λmin(X−q)κn(x,Xm)2] ≤ cσ1/2n for any m > q.
(C5). Assume log pn = o(n
1−(2+q)α1−α2−α3). Moreover, we assume σn = n
−α1 , γ1n = n
−α2 , γ2n =
n−α3 , where αk > 0 for k = 1, 2, 3 and they satisfy
(i) 1− (2 + q)α1 − α2 > 0












Conditions (C1)-(C3) give the assumptions for the loss functions. It can be verified that they
hold for l(y, f) = (y − f)2 for a continuous y and for l(y, f) = exp(−yf) for a binary y. Condition
(C4) implies the equivalence between the Euclidean norm of the coefficients and the reproducing
kernel Hilbert space norm, up to a scale proportional to σ
−1/2
n . The second half of the condition in
(C4) holds automatically if the important variables are independent of the unimportant variable
when Λmin(X−q) does not depend on X−q. We note that such a condition is analogue to the design
matrix condition assumed in high dimensional linear model literature. Finally, condition (C5) allows
the dimensionality of the feature variable to be ultra-high and imposes additional constraints for
the choices of the bandwidth and two tuning parameters.
Theorem S2.3. Under Conditions (C1)-(C5), there exists a local minimizer λ̂n for Ln(λn, f̂λn)











(b) For m = 1, ..., q, λ̂nm > 0.
(c) For m = q + 1, q + 2, · · · , pn, λ̂nm = 0.
The first part of Theorem S2.3 implies that the loss of the estimated prediction function con-
verges to the Bayes risk. The last two conclusions in Theorem S2.3 show that the λ̂nm’s associated
with important feature variables should be non-zero, i.e., the estimated function does depend on
important variables. More importantly, the proposed method can estimate the predicted function
as if we knew which variables are important in the truth. The proof for Theorem S2.3 is given
in the supplementary file. The proof of Theorem 3(a) entails careful examination of the stochas-
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tic variability of Ln(λn, f̂λn), for which we first establish a preliminary bound for f̂λn and then
appeal to some concentration inequalities for empirical processes with metric entropy as derived
from Theorem S2.2. To prove Theorem S2.3(b) and (c) in the theorem, we examine the KKT
conditions to show that the oracle estimators, i.e., λnm is known to be zero for m > q, satisfies the
KKT conditions with probability tending to one. Again, concentration inequalities for empirical
processes are needed in technical arguments in the proof.
S2.2 Proof of Theorem S2.3
In the following proof, we use C to denote a constant that does not depend on n but may
depend on q. We prove the main theorem based on Theorems S2.1 and S2.2 as given above. To
prove Theorem S2.3, we consider a restricted space for λn:
S = {λn = (λn1, ..., λnq,0) : M ≥ λnj ≥ 0 for 1 ≤ j ≤ q}.
That is, S is an oracle space for which we know which features are important. For any λn ∈ S, we
define




Ln(λn, f) = Pn(l(Y, fλn(X))) + γ1n‖f‖2Hλn,σn + γ2nP (λn).
Clearly, under the strictly convexity condition C1, f̂λn exists and is unique. Finally, we define
λ̃n = arg min
λn∈S
Ln(λn, f̂λn).
In many literature, λ̃n is called the oracle estimator for λn since we know which features are
important.
The whole proof can be divided into three steps. First, we show that the oracle estimator
λ̃n leads to the prediction function that attains the Bayesian risk asymptotically. Second, we use
the first step result to prove that λ̃nm is strictly positive for m = 1, ..., q with probability tending
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one. In the last step, we show that λ̃n is a local minimizer for Ln(λn, f̂λn) by verifying the KKT
conditions. With all these results, Theorem S2.3 holds if we choose λ̂n = λ̃n. For convenience of
notation, we use C to denote any constant depending on q.
Step 1. We first show that with probability tending to 1, the prediction loss for f̂
λ̃n
converges
to the Bayesian risk, i.e., E[l(Y, f̂
λ̃n





2, · · · , λ∗q ,0), where λ∗j > 0, for 1 ≤ j ≤ q, and set to be greater than M/2, which results in 0
penalty for important variables, from the proof of (i) in Theorem S2.1, there exits f∗n ∈ Hλ∗n,σn which
only depends on X1, ..., Xq such that d2(f0, f
∗
n)→ 0. In fact, the proof of Theorem S2.1 shows that
this function can be obtained from the reproducing kernel Hilbert space generated by the Gaussian
kernel in the space of (X1, ..., Xq). Therefore, we can choose f
∗





the construction in Theorem 4.26 of Steinwart and Christmann (2008). Consequently, condition
C2 implies Pl(Y, f∗n) − Pl(Y, f0) ≤ Cσ
q





















Pl(Y, f) + γ1n‖f‖2Hλ∗n,σn
}
−Pl(Y, f0) ≤ C(γ1n + σqn). (A.1)
On the other hand, by the definition of (λ̃n, f̂λ̃n), we have









where f̃∗n is the function in Hλ∗n,σn that attains the minimum
{










) + γ2nP (λ̃n)
≤(Pn −P)l(Y, f̃∗n(X)) + γ1n‖f̃∗n‖2Hλ∗n,σn + Pl(Y, f̃
∗
n) + γ2nP (λ
∗
n).
Using (A.1), this gives






) + γ2nP (λ̃n)
≤ (Pn −P)l(Y, f̃∗n(X)) + Pl(Y, f0) + γ2nP (λ∗n) + C(γ1n + σqn). (A.2)
since P (λ∗n) = 0, we have
Pl(Y, f̂
λ̃n
)−Pl(Y, f0) ≤ (Pn −P)
[
l(Y, f̃∗n(X))− l(Y, f̂λ̃n)
]







≤ Cγ−1/21n , ‖f̃∗n‖Hλ∗n,σn ≤ Cγ
−1/2









1n . We finally conclude
Pl(Y, f̂
λ̃n
)−Pl(Y, f0) ≤ sup
f∈Fn,g∈Gn







αiκλ̃n,σn(xi,x) : ‖f‖Hλ̃n,σn ≤ Cγ
−1/2






and Gn is defined the same way except that λ̃n is λ∗n and Hλ̃n,σn is Hλ∗n,σn .
From Theorem S2.2, we have
logN[]
(






for any constant v ∈ (0, 2). By Condition C1, it holds that for any f1, f2 ∈ Fn,









On the other hand, from condition C1, ‖l(Y, f̂
λ̃n




1n so using Theorem 2.14.2 in





















(|(Pn −P)l(Y, f)|)− E( sup
f∈Fn
























σqnγ1n + 2|E sup
f∈Fn
(Pn −P)l(Y, f)|σq/2n γ
1/2
1n .
We particularly choose t =
√






















The same inequality holds for Pr
(





















−1/2+α1(1−3v/8)q+α2/2 → 0, so with probability at least 1 −
4 exp(−Cn1/2−α1(1−3v/8)q−α2/2),
Pl(Y, f̂)−Pl(Y, f0) ≤ Cn−ξ1 ,
where ξ1 = min(1/2 +α1(1− 3v/8)q+α2/2, α1q, α2). This implies that with probability tending to





)] = E[l(Y, f0)]
with probability 1. Further from Condition C5, we obtain that with probability at least 1 −
4 exp(−Cn1/2−α1(1−3v/8)q−α2/2),
d2(f̂λ̃n , f0) ≤ Cn
−ξ1/2. (A.6)
Step 2. We show that with probability tending to one, λ̃nm > 0 for m = 1, .., q. First, from Theorem
S2.2, there exits some positive number ε such that
d2(f0,Hλn,σn) ≥ ε
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whenever λnm = 0 for some m ≤ q. By Condition C1, it gives inff∈Hλn,σn E[l(Y, f)]−E[l(Y, f0)] ≥ ε̃
for some ε̃ > 0. Therefore,






















where the last step is from the result in Step 1. Therefore, we conclude that with probability at
least
θ1n = 1− 4q exp{−Cn1/2−α1(1−3v/8)q−α2/2},
λ̃nm > 0 for all m = 1, ..., q.






(Pn(l(Y, f̂λn)) + γ1n‖f̂λn‖2Hλn,σn + γ2nP (λn)) = 0





(Pn(l(Y, f̂λn)) + γ1n‖f̂λn‖2Hλn,σn + γ2nP (λn)) > 0
for m = q + 1, ..., pn. First, from Step 2, we know that the first q equations hold with probability
at least θ1n. It remains to verify the last (pn − q) KKT conditions. To this end, we define
g(λn) = Pn(l(Y, f̂λn)) + γ1n‖f̂λn‖2Hλn,σn ,




α̂j(λn)κλn,σn(Xj ,X) = α̂(λn)
ᵀKλn(X,X).
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Here, Kλn is the kernel matrix (κλn,σn(Xi,Xj)) and α̂(λn) is the vector of (α̂i(λn)). Furthermore,
by performing a functional differentiation for the objective function with respect to f , f̂λn satisfies
the functional equation
Pnl2(Y, f̂λn)h(X) + 2γ1n〈h(X), f̂λn(X)〉 = 0 (A.7)
for any h(X) =
∑n
j=1 ξjκλn,σn(Xj ,X).







































































As a note, since λ̃n takes value zero at its jth component when j > q, any term in the above
expression depends on X only through Xq, the first q components of X.
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since any direction derivative of the expected loss function at f0 is zero. By Condition C3, since














































































− f0‖L2(P ) + ‖f0‖L2(P )
)
≤ Cn−ξ1/2.
where the last step uses the result from (A.6) and the boundedness of ‖f0‖L2(P ).
Hence, for m > q, since
∑n












































































The last two steps use the condition that ∂/∂P (λn)
∣∣∣
λnm=0+
≥ c0 > 0 and that from Condition C5,









j=1 α̂j(λ̃n)Kλ̃n(Xj ,X)κn(Xjm, Xm)) belongs to class
Ln =
{
l2(Y, f1(X))f2(X) : ‖f1‖H
λ̃n,σn
≤ Cγ−1/21n , ‖f2‖Hλ̃n,σn ≤ Cγ
−1/2
1n ,
f1 is in a neighborhood of f0 in L2(P )} .
Following the same argument as in Step 1 and using the Lipschitz continuity of l2(y, f) in f , we
have for v ∈ (0, 2),
logN[]
(
ε,Ln, ‖ · ‖L2(P )
)








‖L2(P ) ≤ Cn
−ξ1/2.







































| ≤ Cσ−q/2−1n γ−1/21n . By































where wn = σ
q+2













































1n(c0γ2n/2−n−ξ2) in (A.9), which is positive according to Condition






(Pn(l(Y, fλn)) + γ1n‖f‖2Hλn,σn + γ2nP (λn)) ≤ 0)
≤2 exp(−Cnσ2+qn γ1nγ2n) ≡ 2 exp(−Cnξ3),
where ξ3 = (1− (2 + q)α1 − α2 − α3) > 0. Finally, we conclude that the last (pn − q) inequalities
in the KKT conditions hold with probability at least
1− 2(pn − q) exp(−Cnξ3).
From Condition C5, this probability goes to 1. Hence, λ̃n is a local minimizer with probability
tending to 1 which is exactly the local minimizer, λ̂n, needed for the main theorem. We have
completed the proof.
Plot of Section 3.4
We give the plot in Section 3.4 here to reveal some nonlinear relationship between Sirt 3 and
Fbxo7 using 5-Nearest-Neighbors model.
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