Interface dynamics of post contact states in regularized models of electrostatic-elastic interactions are analyzed. A canonical setting for our investigations is the field of MicroElectromechanical Systems (MEMS) in which flexible elastic structures may come into physical contact due to applied Coulomb forces. We study the dynamic features of a recently derived regularized model (A.E. Lindsay et al, Regularized Model of Post-Touchdown Configurations in Electrostatic MEMS: Equilibrium Analysis, Physica D, 2014), which describes the system past the quenching singularity associated with touchdown, that is after the components of the device have come together. We build on our previous investigations of steadystate solutions by describing how the system relaxes towards these equilibria. This is accomplished by deriving a reduced dynamical system that governs the evolution of the contact set, thereby providing a detailed description of the intermediary dynamics associated with this bistable system. The analysis yields important practical information on the timescales of equilibration.
Introduction
The combination of Coulomb interactions and elastic forces is responsible for complex dynamics and intricate equilibrium structures observed in many physical systems. In the applied science fields of microelectromechanical systems and self-assembly, these forces are delicately balanced to engineer a variety of miniaturized technologies. In situations where electrostatic forces overwhelm restorative elastic forces, an event known as pull-in may occur where charged electrical structures come into physical contact resulting in a divergence of the local electric potential. In canonical mathematical models of this phenomenon, pull-in is manifested by a quenching finite time singularity and a corresponding loss of solution existence [26] . This highlights a deficiency in many current models in that they provide no information on the potential configurations of the system after this critical event. Reproduced from [31] .
A simple setting to explore this scenario arises in capacitor type MEMS devices where an elastic membrane is held fixed along its boundary above an inelastic substrate. When an electric potential V is applied between these plates, the upper elastic surface deflects downwards towards the substrate (cf. Fig. 1 ). If V is large enough, the deflecting top plate will touch down on the substrate. In a preliminary attempt to characterize the dynamics of the system after initial contact between the elastic surface and the substrate, regularizing terms were derived in [31] . These results augment commonly studied models in the literature [15] and account for a variety of physical effects that take place when the gap spacing shrinks to zero. As described in [31] , the new model for the dimensionless deflection u(x, t) of the upper membrane reads ∂u ∂t = −β∆ 2 u + ∆u − λ (1 + u) 2 + λε m−2 (1 + u) m , x ∈ Ω; u = ∂ n u = 0, x ∈ ∂Ω, for bounded regions Ω ⊂ R n with n = 1, 2 and m > 2. In the above equation, the parameter β describes the relative strength of flexural to tensile properties of the plate. This model is subsequently considered in two separate cases; the second order problem, ∂u ∂t = ∆u − λ (1 + u) 2 + λε m−2 (1 + u) m , x ∈ Ω; u = 0, x ∈ ∂Ω, (1.1a)
and its fourth order (bi-Laplacian) counterpart ∂u ∂t = −∆ 2 u − λ (1 + u) 2 + λε m−2 (1 + u) m , x ∈ Ω; u = ∂ n u = 0, x ∈ ∂Ω.
(1.1b)
These two cases represent the limits of small and large β in (1.1) respectively. The nonnegative parameter λ reflects the relative importance of electrostatic and elastic forces on the system.
The regularizing term φ m (u; ε) = ε m−2 (1 + u) −m was derived in [31] to mimic the presence of a small insulating layer on top of the substrate which physically prevents a short circuit at touchdown. This term can also account for a variety of physical effects which take place when u ≈ −1. For example m = 4 accounts for the Casimir effect while m = 3 models Van der Waals forces [1, 8, 21] .
In the canonical ε = 0 case, the second order formulation (1.1a) models the deformable surface as a membrane and has been featured more heavily in mathematical studies of MEMS [3, 4, 12, 13, 26, 15, 7, 18, 17] , while the fourth order equation (1.1b), prevalent in engineering studies of MEMS as a beam description, gives much better quantitative agreement with experiments [36, 2] . The fourth order system (1.1b) has recently attracted more mathematical attention as it exhibits many interesting oscillatory solution behaviors and presents significant analytical challenge due to the absence of a maximum principle [23, 29, 28, 14, 9, 33] .
In contrast to the standard ε = 0 equations, it was shown in [31] that the new models (1.1) are globally well-posed and for suitable initial data satisfy u(x, t) > −1 for all t > 0. Moreover, the variational structure associated with equations (1.1) implies that their solutions will evolve to an energy minimizing equilibrium state as t → ∞ if possible. As a consequence, the bifurcation diagrams of solutions to (1.1) established in [31] and displayed in Fig. 2 show a new branch of equilibrium solutions (top branch of solid curves) not present in the ε = 0 case (dashed curve). It has large L 2 norm and appears at the fold point λ = λ * (ε) for small, positive values of ε. These minimizing solutions were explicitly constructed in [31] by means of a detailed singular perturbation analysis which required systematic use of logarithmic switchback terms. Our analysis revealed that the new solution branch present for ε > 0, consists of a uniform central region where the membrane and substrate are in contact, coupled to a sharp transition layer at the boundary. The detailed scaling properties of these solutions and expressions for the extent of the contact region were established in the limit ε → 0.
A notable conclusion of the analysis presented in [31] is therefore that the regularized problems (1.1) are bistable over a range of ε values of the form 0 ≤ ε ≤ ε c . Bistability -the presence of two stable equilibrium states -allows for extended functionality in MEMS and is thus of great interest to practitioners [19, 20] . For example, the device may transition from a small norm state to a large norm state over a fixed range of λ, therefore exhibiting robust switching behavior. Bistability can also confer significant power saving advantages to MEMS as the device can now be idled or operated near the second fold point λ * , which occurs at a much lower value of λ and consequently lower voltage V .
This paper builds on the equilibrium analysis of [31] by providing detailed quantitative descriptions of the intermediary dynamics linking the initial contact event with the new equilibrium states of equations (1.1). As many mathematical tools are geared towards understanding behavior of systems close to their equilibria, a major strength of this work is that we obtain detailed descriptions of the dynamics in regimes far-from-equilibrium, and particularly for non-radially symmetric settings in two spatial dimensions.
In the one dimensional setting, the typical solution behavior considered in the present work is displayed in the numerical simulations of Fig. 3 . After initial contact at one or more points, sharp interfaces form and propagate, thereafter partitioning the domain into regions of two types -a contact set where the substrate and the membrane remain together and two or more regions where they are apart. As the extent of the contact set increases, the fronts separating In each of the above, solution curves are plotted for ε < εc, ε ≈ εc and ε > εc to highlight the threshold of bistability. When ε = 0, only two branches of solutions exist (dashed curves). Reproduced from [31] .
regions of different type either coalesce or eventually become pinned near the boundary.
In §2, we analyze this dynamical process with a series of detailed singular perturbation calculations of (1.1) in the limit as ε → 0. This analysis leads to reduced ODEs that show the motion of the interfaces to be driven by the local jump in the electric potential between the contact and non-contact regions. An additional analysis then describes how the spreading touchdown region slows down as it approaches the boundary of the system and settles to one of the equilibrium states described in [31] (cf. Fig. 3(c) ). The calculations are non-trivial on account of a multiple sub-scaling structure present in the vicinity of the interface which must be resolved for each sub-scaling before the corresponding solutions in each region can be matched together. This complexity is akin to the triple deck phenomenon seen in high Reynold's number flow past streamlined bodies [30] and in the dynamics of water droplets on thin films [10, 11] . In two spatial dimensions, the situation is more delicate as the interface between the touchdown and non-touchdown regions of the device is not point like, but often consists of closed curves in the domain. In this case, we derive in §3 geometric evolution laws that describe how the motion of the interface is governed by a combination of the jump in the electric potential encountered in the one-dimensional case, and of the local curvature of the interface. In the fourth order case (1.1b), we observe and analytically characterize non-monotone behavior in the form of an oscillatory interface profile (cf. Fig. 4 ) where the amplitude of the overshoot is modulated by the curvature of the interface. From a qualitative point of view however, the structure of two-dimensional solutions along vertical cross-sections is similar to what is observed in one space dimension. Numerical simulations of the full equations (1.1) confirm the validity of our reduced analytical descriptions. In one spatial dimension, we implement the r-adaptive moving mesh method MOVCOL4 (cf. [35] ) to accurately track and resolve interfaces appearing in (1.1). In the two dimensional setting, we use a finite element method (cf. Appendix A of [29] ) to simulate (1.1) and the level set method [34] to evolve the reduced geometric evolution laws which arise from the asymptotic reductions.
Interface dynamics in one dimension.
In this section, the evolution of the contact points denoting the extent of the spreading touchdown region, are analyzed. Assuming a symmetric solution about the origin with initial contact at x = 0, we can expect two interfaces at x = ±x c (t). There are two cases which require separate attention. The first is when the interfaces are far from the boundary and
. Second, when the interfaces begin to interact with the boundary and ±(1 − x c ) 1. In the former case, the structure of the solutions is displayed in Fig. 5 . In the later case, the moving contact point is pinned by the interaction with the boundaries x = ±1.
The analysis is complicated by the fact that the boundary layer ahead of the propagating interface has several sub-scales in which the solution must be resolved. The structure of the various internal layers, labeled I, II, III, IV are shown in Fig. 5 . The parameters p, q, and r represent the timescale of interface motion ε p , as well as the extent of the two intermediate regions: ε q for region II and ε r for region III. The scaling parameters which complete the 
Region II: Figure 5 : Schematic diagram of typical one dimensional far-from-equilibrium solutions of (1.1) following a single point touchdown event. The solution consists of several layers to be resolved on a timescale τ = t/ε p . The values of the scaling parameters p, q, r are determined in the matched asymptotic analysis, and provided in (2.1) for the separate cases of (1.1a) and (1.1b).
description of theses layers are found through the asymptotic analysis to be
The structure near the boundary, in particular the shelf observed in Figures 3 and 4 , or the almost linear behavior shown in Region I of Fig. 5 , is described by the leading order of the outer solution, u 0 . Although the outer solution evolves over time as seen in Figs. 3 and 4, the speed of the interface is estimated over shorter time scales. As a consequence, the dynamics of the interface, dx c /dt, only depends on the value of the outer solution at the contact point, x c (t), as will be seen from Equations (2.12b) and (2.33). In order to illustrate the validity of the asymptotic expansions discussed in this section, we will select initial conditions such that the slowly evolving (relative to the speed of the interface) solution u 0 may be estimated analytically. However, the expressions for dx c /dt given in (2.12b) and (2.33) are established locally and therefore also apply to more general situations, and in particular when the solution on [−1, 1] is not symmetric -assuming of course that an expression for u 0 (x) is available.
Below, we consider problems (1.1a) and (1.1b) separately, since the second order problem is often discussed in the applied mathematics literature, whereas the fourth-order problem is more of interest to engineers.
Laplacian Case
The cases where ±(1 − x c ) = O(1) and ±(1 − x c ) 1 are treated separately in the two following subsections. In both cases, we take the definition that the moving contact point lies at the maximum of curvature, ie. for any contact point x c (t), we have that u xx (x c (t)) = max x∈Ω u xx (x).
where x c (0) = O(1) and τ = t/ε p . We now go through the steps of constructing a solution to (2.2) in the limit as ε → 0. Region IV has extent −x c < x < x c and here the solution is essentially uniform in value with u= − 1 + ε+O(ε). In the vicinity of x c (τ ), the solution is composed of two boundary layers (cf. Region II and Region III in Fig. 5 ). For the innermost layer, Region III, the variables
are introduced. Solutions of the resulting equations are sought via the expansion v ∼ v 0 (y) + ε 3 2 −p v 1 (y) + · · · and the equations for v 0 are
where the condition at y = 0 in (2.4a) specifies that the profile is centered at the maximum curvature of v 0 , ie. v 0 (0) = max y∈R v 0yy . This eliminates the translation invariance of v 0 (y) and uniquely defines the interface location. In other words, the condition of maximum curvature at the contact point is imposed at order zero and not enforced at higher orders. The far field behavior (2.4b) is determined by a dominant balance analysis. At the following order the problem for v 1 satisfies
where the far behavior (2.4d) is obtained from a particular solution to (2.4c) of form v 1p = v 0y y g(s)ds where g(y) satisfies an associated first order equation. In the above equations, the overdot represents differentiation with respect to the fast variable τ and the parameter α is determined by multiplying (2.4a) by v 0y followed by integration over R to yield the fixed value
The far field behavior generated by the solution of the system (2.4) is and its analysis is facilitated by introducing the variables
which leads to the equation
The natural balance of terms dictates that p = 1/2 and the far field behavior of (2.6) implies that w(z) has local behavior
as z → 0. This local behavior motivates the expansion
and consequently a sequence of problems for w 0 , w 1 and w 2 can be formulated:
The exact solution of equations (2.10) is
As z → ∞, the limiting behavior of w(z) ∼ w 0 + ε log ε w 1 + εw 2 + · · · has form
Matching to the outer solution value u 0 (x c ) gives the leading order velocitẏ
,
Since we do not expect terms in ε log ε in the outer solution, we also obtain an expression for the first order correctionẋ 1 . Moreover, if the constant (in x) component of the outer solution is independent of ε (or if m > 3), then matching gives the expansion for the interface velocitẏ
In returning to the original time variable t = τ /ε 1/2 and applying (2.12a), the position of the interface x c is thus expected to follow the three term asymptotic ordinary differential equation
.
The evolution law (2.12b), driven by the jump in the electric potential over the boundary layer, does not have the capacity to arrest the motion of the interface as it nears the boundary. This behavior is expected from the variational nature of the governing equation (1.1a), the analysis of [31] and observed in numerical simulations of its solution (cf. Fig. 3(c) ). This motivates a separate analysis valid in the regime where the interface nears the boundary points x = ±1.
Case 2:
The analysis of the preceding section was based on the layer structure displayed in Fig. 5 . It is reasonable to expect that the pinning region should occur once the extent of Region I has been depleted by the motion of the interface, and Region II comes into contact with the boundary, ie. when ±(1 − x c ) = O(ε 1/2 ). Therefore we consider the sub interval x c < x < 1 where x c = 1 − ε 1/2x c (τ ) and seek to solve the problem
in the limit as ε → 0. It is convenient to work with the rescaled variables
which transform (2.13) to
A leading order solution w = w 0 + O(1) is now constructed where w 0 satisfieṡ
and admits the representation
This integral formulation generates the local behavior
Note that w 0 (0) = 0 and therefore the zero gradient at the contact point condition must be enforced in a boundary layer centered at z = 0. To analyze this boundary layer, the variables
are employed. Seeking a leading order solution v ∼ v 0 (y) + · · · , we have that v 0 (y) satisfies
The matching condition between the far field behaviors (2.19b) and the local condition (2.17) gives
This expression is a nonlinear, implicit differential equation of type f (x c ,ẋ c ) = 0 for the evolution of the contact line. The dynamics of this system (cf. Fig. 6(a) ) are characterized by the behaviorx c → 1/α as τ → ∞ and so in terms of the original variables (2.14), the two equilibrium contact points are
The above is in agreement with [31] , which gives a formula for x ± c (ε) to order ε 3/2 , the first terms of which are given by (2.21). The equilibrium of the dynamical system (2.20) therefore provides a good leading order prediction of the pinned state, while the more detailed asymptotic analysis of [31] yields improved accuracy over a larger range of values for ε. The squared L 2 norm of the corresponding equilibrium solutions is
Note that whenẋ c = 0, w 0 (z) = −1 + z and u(x; ε) 2 2 has leading order behavior
22) where α is given in (2.21). As expected, the above formula matches expression (4.11) of [31] . In this section, we illustrate the validity of the above analysis on a numerical example. For verification of the reduced asymptotic dynamics, a "shelf-like" initial condition is applied in numerical simulations of (2.2) in conjunction with parameter values λ = 10, m = 4 and ε = 0.005. After the initial touchdown, the contact points are located by following the maxima of the second derivative of the solution. For the particular values of λ and ε, the outer solution u 0 is spatially uniform and given approximately by the solution of the ODE
In combination with the result of (2.12b), the spreading speed of the touchdown region for this example is given, to leading order, by
with α = 4λ/3. The parameter a 1 is determined numerically from (2.4a-2.4b) and for the example case λ = 20, we calculate a 1 = −0.577. The accuracy of the leading order and three term asymptotic reductions is demonstrated in Fig. 6(b) by plotting the predictions of the interface velocities. In the regime where the interface x c is far from the boundary, (2.23) captures the front velocity well, particularly by the leading order term. The inclusion of the higher order terms offers very minimal improvements to the accuracy of the asymptotic reduction. In the pinning region close to the boundary, the dynamics are accurately predicted by the implicit dynamical system (2.20).
Bi-Laplacian Problem
2.2.1. Front motion:
In this section, we turn to the problem of constructing the moving interface solution of the fourth order problem
together with the contact point condition u x (x c (τ )) = 0 where −1 < x c (τ ) < 1 and τ = t/ε p . The timescale for the interface is ε p where p will be determined. To construct a solution in the vicinity of the contact point, the variables 25) are introduced into (2.24) and lead to the following problem for v(y),
Expanding (2.26) with v = v 0 + ε 9/4−p v 1 + · · · gives to leading order
By multiplying equation (2.26) through by v 0y and integrating once, a conserved quantity can be isolated with value α 2 /2 fixed by the condition v 0 ∼ 1 as y → −∞ so that
where α 2 = 2λ(m − 2)/(m − 1) is the same factor defined previously in (2.5). Consequently a balance of terms determines the far field behavior v 0 ∼ α y 2 /2 + · · · and v 0 satisfies
and so the far field v = v 0 + O(ε 9/4−p ) provides the behaviour 
are introduced which transforms (2.24) to the problem for w(z),
The value for p = 3/4 is assumed and so the expansion w = w 0 + · · · gives the leading order probleṁ x c w 0z = w 0zzzz , z > 0;
whose solution is
In the limit as z → ∞, (2.32b) provides the condition
where u 0 (x) is the leading order term of the outer solution.
Pinning Region
In this regime, the intermediate region interacts with the boundary and acts to pin the moving front. To facilitate the analysis of this process, the rescaling x c = ±(1 − ε 1/4x c ) and the stretched variables 
where the quantity χ(x c ,ẋ c ) will be matched to a local solution near the interface. In the vicinity of z = 0, a local solution of form w = −1 + εv(y), z = ε 1/2 y is developed. At leading order the problem for v(y), with growth as y → ∞ prescribed by (2.35b), is
The standard solvability techniques now give the condition
which constitutes an implicit ODE forx c (τ ). If initial conditions are specified, w 0zz (0) = χ(x c ,ẋ c ) can be evaluated numerically, and (2.37) leads to relationship betweenx c andẋ c . For the example discussed in §2.2.3, a graph ofẋ c as a function ofx c is shown in Fig. 9 for λ = 4 × 10 5 and m = 4. Asẋ c → 0, χ(x c ,ẋ c ) → 6 which in turn gives the dynamics x c → (18(m − 1)/λ(m − 2)) 1/4 as τ → ∞. A leading order prediction for the two contact points is thus given to be
The equilibrium solutions attained after the moving front pins at the boundary, can also be characterized by their squared L 2 norm. The calculation follows steps similar to those leading to (2.22) , and results in u(x; ε)
The results (2.38) and (2.39) agree to leading order with the more detailed analysis of [31] .
Numerical Example
In this section a carefully chosen example is constructed to demonstrate the qualitative and quantitative efficacy of the previous asymptotic descriptions. An issue for quantitative comparisons with the velocity (2.33), is that one needs information on the outer solution u 0 (x c ).
To arrive at a closed form expression for u 0 (x c ), one may consider a scenario whereby the computational domain is sufficiently large to allow for a touchdown region, originating at x = 0, to evolve without interaction with the boundary. In such a scenario, the solution profile away from the boundary and the interface x c would be largely governed by the ODE problem 
The combination of large and small numerical parameters, in conjunction with the presence of multiple sharp interfaces, renders accurate numerical simulation of (2.24) a non-trivial exercise. To resolve the large gradients in the system effectively, we have implemented the r-adaptive scheme MOVCOL4 [35] which seeks to allocate mesh points based on equidistribution of a monitor function over each computational subinterval. The method solves an associated moving mesh PDE (MMPDE) together with the underlying equation (2.24) whose discretization results in a large system of stiff ODEs. The solution is estimated between the mesh points using a seventh order polynomial interpolation. More details of the method are given in the Appendix of [28] . The numerical simulations of (2.24) are initialized with the "inverted top-hat" initial condition seen in Fig. 8(a) , which generates a localized touchdown event around x = 0 shortly after initialization. The initial mesh, indicated by the crosses below the profile, is congregated around the initial interface. In the dynamical spreading of the touchdown region which follows, the multiple layers of the solution develop as seen in Fig. 8(b) and their locations are tracked by the computational mesh.
The oscillatory features of the solution in Region II (cf. Fig. 5 ), as predicted by the explicit solution (2.32b) in that layer, are particularly apparent in Fig. 8(b) . These oscillatory features illustrate the fact that the fourth order equation (2.24) does not preserve the sign of its initial data, in contrast to the second order equation (2.2). As the interface nears the boundary, it decelerates and its motion is eventually arrested. From §2.2.2, we have the prediction that dx c /dt = −ε −3/4ẋ c whereẋ c satisfies the implicit ODE (2.37) whose dynamics is displayed in Fig. 9(a) . In Fig. 9(b) , the interface velocities predicted by the two asymptotic analyses are shown to agree very well with the numerical simulations.
The structure of the new stable equilibria attained in Fig. 8 (c) has been analyzed with significant detail in [31] . As in the Laplacian case, the analysis of the pinning regime in §2.2.2 captures the leading order properties of this branch of solutions.
Dynamics of contact set boundary in two dimensions
In this section, we investigate the dynamical evolution of the touchdown region in a bounded two dimensional region Ω. More specifically, we consider a closed a curve Γ(x, t; ε) = 0 for which Γ − = {x ∈ Ω | Γ < 0} represents the region where touchdown has already occurred, ie. where u −1 + ε. On the other hand, Γ + = {x ∈ Ω | Γ > 0} represents the region where the two surfaces are not yet in contact. In order to give a description of the interface evolution, it is helpful to utilize a fitted orthogonal system ρ, s, where ρ is the signed distance from the boundary Γ = 0, while on Γ the coordinate s denotes arc-length along the interface. In this coordinate system (cf. [5] ), the Laplacian operator and the time derivative have the 
where κ(s) is the curvature along Γ. As in the one-dimensional case, we treat the Laplacian and bi-Laplacian cases separately.
Laplacian Case
Here we begin by analyzing the equation
2) by first considering the local problem in the vicinity of the interface Γ(t; ε) = 0. After balancing arguments akin to those performed for the 1D problem, one finds that the scales of the boundary layers and fast time scale of the interface are unchanged from that of the 1D problem. Hence the analysis begins by considering the equation in the corner layer with the variables
which transforms (3.2) to
where an overdot represents differentiation with respect to τ . The second condition (3.4b) uniquely locates the interface at the maximum of the second derivative of the solution, ie. at the point of maximum curvature along the profile. As in the one-dimensional case, we will only enforce this contition at leading order. The quantitiesρ and v in Equation (3.4) are further expanded aṡ
and terms gathered at various orders. The leading order cross sectional interface profile v 0 is that of the 1D problem (2.4) and satisfies
where the constant α is determined to be
by multiplying (3.6a) by v 0z and integrating over R. The normalization condition on v 0 (0) appearing in (3.6a) replaces condition (3.4b) by noting that v 0 > 1 from maximum principle considerations and that f (s) = s 2 − s −m attains its global maximum at s = (m/2) 1/(m−2) for s > 1. At the following order, the correction term v 1 is
In both cases, the quadratic far field behavior results from a balance between the second derivative term and the forcing term. In the far field, the expansion generated is
As with the 1D analysis, the presence of an intermediate layer is indicated by the fact that the expansion is no longer asymptotic when written in terms of the outer variable y defined in (3.3) . This happens when y = O(ε −1 ), at which point one needs to introduce the intermediate variables
The governing equation (3.2) then becomes
while the local behaviour described in (3.9) indicates that
In conjunction with the expansion (3.6) forρ, we now expand (3.11) witḣ 13) and arrive at equations for w 0 , and w 1 w 0zz +ρ 0 w 0z = 0, z > 0;
The specified local behaviour as z → 0 + has arisen from condition (3.12). The explicit solution of this system is
(3.14)
In the limit as z → ∞, and under the assumption thatρ 0 > 0, we have that
Solving (3.15) asymptotically givesρ 1 = −κ and so in terms of the original time variable t = ε 1/2 τ , the interface motion is predicted to obey the geometric motion
Bi-Laplacian Case
The fourth order case proceeds along similar lines and for brevity only partial details are given, along with the final interface motion law. The boundary layer scalings corresponding to Fig. 10 are given by r = 3/2, q = 1/4. In the region centered on the interface, we seek a solution in variables 17) in which ∆ 2 u becomes ε −2 (v yyyy − 2κ ε 3/4 v yyy + O(ε 3/2 )). Substituting into (1.1b), the equation for v satisfies
Seeking an expansion v ∼ v 0 + ε 3/4 v 1 + · · · yields equations for v 0 and v 1
where α = λ(m − 2)/(2(m − 1)) is the constant previously obtained in the one dimensional case (2.29). In the far field behavior (3.19d), equations can be formulated for the constants c 1 , c 2 , . . ., however, the system is not closed until supplemented by an additional condition from matching to an intermediate layer. In this intermediate layer, the variables 20) are employed which, coupled with the far field behaviors of (3.19) , results in the following system for w(z) accurate to O(ε 1/2 ),
Seeking an expansion of (3.21) with
yields the system of equations w 0zzzz +ρ 0 w 0z = 0, 0 < z < ∞; (3.23a)
(3.23c)
The solution of this system at leading order is given by 24) where r = (−ρ 0 ) 1/3 > 0 forρ 0 < 0. At the following order, a lengthy expression for w 1 can be obtained by solving (3.23c) which ultimately specifies the far field behavior
The matching condition that u 0 (x c ) = u 0 (Γ = 0) = lim z→∞ w(z) yields the motionρ of the interface. In terms of the original timescale t = ε 3/4 τ , we have that
In the following section, the validity of this reduced asymptotic description is investigated on several test cases.
Numerical Examples
In this section, we compare the above predictions against numerical simulations of the full models (1.1a) and (1.1b). We start with a brief introduction to the method of level sets and then turn to two specific examples.
Description of Level Set Methods
To simulate the geometric descriptions for the contact interfaces (3.16) and (3.25), a simple modification of the level-set method described in [34] is implemented. In such algorithms for simulating geometric motion, the curve of interest Γ is imbedded in the zero level set of an associated function φ, ie. Γ = {(x, y) ∈ Ω | φ(x, y, t) = 0}. Implicit differentiation of φ(x, y, t) = 0 with respect to t gives rise to the level set equation φ t + ρ t |∇φ| = 0 where ρ t is the normal velocity of Γ. For the interface motion described by ρ t given in (3.31) and (3.25), we are led to equations of form
for which we seek a stable and efficient discretization based on finite difference approximations. As discussed in [34] , stability issues arising from the stiff nature of equation (3.26) can be alleviated by isolating the dominant linear term with the identity κ|∇φ| = ∆φ − N (φ) where 27) This is followed by implicit integration of the linear term and explicit treatment of the remainder, yielding the integration scheme 28) over the time interval [t n , t n + δt]. Calculations are performed on a uniform cartesian mesh with 128 gridpoints in each direction and differential terms are discretized by the standard centered difference formulae. The discretized linear system (3.28) is then inverted by means of a FFT.
Example 1: Laplacian Case
In this example we demonstrate the predictive qualities of the asymptotic description (3.16) for touchdown region dynamics by considering the evolution of the "star" shaped initial interface (x, y) = r(θ)(cos θ, sin θ), r(θ) = √ 0.1(1 + cos 5θ). (3.29) An initial condition for the full numerical simulations of (3.16) which has a sharp transition layer around this curve is given by u(
for appropriate values of a, b. As with the 1D example, an expression for the outer solution u 0 (x c ) is required in the formulation of (3.16) . This is readily obtained by choosing λ large enough so that u 0 is essentially uniform in Ω, except for in a layer near ∂Ω, and satisfies
For the case m = 4, this therefore leads us to consider the geometric evolution
As can be seen from the numerical simulations of Figure 11 , the above equations capture the interface position relatively well. As time increases, the approximation (dashed curve) is first ahead of and then behind the numerically estimated interface (solid curve), the transition approximately occurring at t = 0.0181. We believe this is due to the short transient period occurring between the initialization of the full simulation and settling down into the asymptotic regime. In this transient period, the asymptotic solution (3.31) gets a slight 'head-start' which is later equalized.
Example 2: Bi-Laplacian Case
In this example, we use the initial curve (x, y) = r(θ)(cos θ, sin θ), r(θ) = 0.125(1 + 0.3 cos 3θ), (3.32) to investigate the validity of the geometric motion (3.25) of the contact interface for the fourth order problem (1.1b). The 'shelf-like' outer solution u 0 = −1 + (1 − 3λt) 1/3 from (3.30) is again applied together with the parameter m = 4 which reduces (3.25) to Fig. 12 , the interface has progressed through half of the domain, while the intermediate layer has already reached the boundary and has begun decelerating. To achieve a good comparison over a larger spatial extent, a smaller ε value would be desirable, however, simulating such values brings numerical challenges due to the stiffness of the regularizing term in (1.1b). A significant qualitative difference between the second and fourth order models (1.1), is the oscillatory nature of the propagating interface. These oscillations are predicted by the analytical formula for the solution in the intermediate layer (3.24) and are evident in the numerical simulations of Fig. 12 . This corresponds to the lack of positivity exhibited by fourth order problems in general, that is initial data of a single sign will not necessarily generate a solution with a single sign for positive time, in contrast to second order problems.
The amplitude of the overshoot in the interface varies along the interface according to its local curvature. This phenomenon is captured by the correction term w 1 (z) determined by equation (3.25).
Conclusions
This article is devoted to an analysis of the dynamical properties of the regularized models (1.1a) and (1.1b) that were derived in [31] . These models describe the dynamics of a mi- 2 , while the dashed curves represent the prediction of the reduced asymptotic description (3.33) . The upper three panels show the full solution u = u(x, y, t) at the corresponding time points.
croelectromecanical capacitor, as its top plate deflects towards its bottom plate under the effect of an external electric field. They also capture the post-touchdown dynamics of the system, which take place when the top deflecting membrane is in contact with the insulating layer that covers the bottom plate. The region where contact occurs spreads as a function of time until it arrives within a short distance of the boundary, at which point its dynamics is arrested.
In [31] , we described the resulting equilibrium configurations in great detail, for one-dimensional systems in the limit where the thickness of the small insulating layer (as measured by the parameter ε) goes to zero. Here, we consider both one and two-dimensional versions of the models, also in the limit as ε → 0. In one space dimension, we obtain asymptotic expansions for the speed of the contact point away and near the boundary of the system, and show that the dynamical system describing the moving interface in the vicinity of the boundary admits equilibrium solutions that exactly match the static solutions found in [31] . We also compare our predictions for the dynamics away from the boundary to numerical simulations, and show very good agreement between the two. In two space dimensions, we restrict our attention to the dynamics away from the boundary and test our predictions against numerical simulations. The agreement is very good, although not as strong as in the one-dimensional case. This is to be expected since fewer terms are included in the asymptotic expansion for the speed of the moving interface in this case.
The main result of the work presented here is an expression for the speed of the interface delimiting the region where the top plate is in contact with the bottom insulating layer of the capacitor. This speed depends on the local behavior of the solution near the interface and on the leading order behavior of the outer solution evaluated at the contact point. Even though our simulations were performed with symmetric solutions, our formulas for dx c /dt are local and therefore do not rely on any global properties of the solution. In the Laplacian case, the interface velocity is approximated to order ε 1/2 in (2.12) for the one-dimensional problem, and to leading order in (3.16) for the two-dimensional problem. In two dimensions, the interface propagates outwards at a speed equal to the speed of the one-dimensional problem corrected by a curvature term. Similar results are obtained at leading order for the bi-Laplacian case, in Equations (2.33) and (3.25) respectively. The multiscale nature of the propagating interface, illustrated in Figure 5 , makes the asymptotic analysis particularly intricate. As previously mentioned, in all situations, the interfacial speed depends on the unknown value of the leading order outer solution u 0 at the contact point x c (t). In the numerical examples discussed in this article, initial conditions were chosen to ensure that the solution profile was locally flat in the outer region, so that u 0 (x c ) remained close to the solution of the associated space-independent problem. This allowed us to illustrate the validity of the asymptotic expansions without having to rely on a numerical estimation of u 0 (x c ). A thorough numerical investigation of more general solution profiles could be performed and compared with the analysis presented here, but is beyond the scope of this article.
Regarding potential extensions to this work, there has been recent attention on MEMS models which do not apply the small aspect ratio limit and study the resulting free boundary problem for the deflection u(x, t) [22, 23, 24, 18] . It would therefore be very interesting to study the dynamics and potential equilibrium states which arise from effects of regularizations in these systems. From the point of view of the stability of codimension-one fronts, we note that a somewhat surprising outcome of the numerical simulations of Section 3 is that the twodimensional interface appears to be stable to transverse perturbations. This contrasts with the instability of the touchdown curves observed in non-regularized two-dimensional models, as for instance described in [29] . It is not clear at present whether the lack of observed instability is genuine, or due to the fact that the interface quickly reaches the boundary in the present simulations. Addressing this question is a difficult problem and a topic for further investigation.
