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Abstract. A two-stage control problem is one, in which model pa-
rameters (“technology”) might be changed at some time. An optimal
solution to utility maximisation for this class of problems needs to thus
contain information on the time, at which the change will take place (0,
ﬁnite or never) as well as the optimal control strategies before and after
the change. For the change, or switch, to occur the “new technology”
value function needs to dominate the “old technology” value function,
after the switch. We charaterise the value function using the fact that
its hypograph is a viability kernel of an auxiliary problem and study
when the graphs can intersect and hence whether the switch can occur.
Using this characterisation we analyse a technology switching problem.
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Glossary
U ⊆ RM set of control values
f(·, ·), ψ(·, ·) : RN × U → RN system’s dynamics, continuous in either argument
(later assumed aﬃne in ﬁrst argument and indexed
by technology)
φ(·, ·, ·, ·) : RN+3 → RN+3 auxiliary system’s dynamics
Φ(·),Ψ(·) system’s dynamics; set valued maps
L : [0, T ]×RN × U → R instantaneous utility (utility integrand); bounded
function
u(·) : [0, T ] → U control; measurable function
U[t,T ] set of measurable controls on [t, T ] with values in U
x(·) : [0, T ] → RN state variable
V T (·, ·) : [0, T ]× RN → R value function for T -horizon optimal control
w(·, ·), w(·, ·) sub- and supersolution to Hamilton-Jacobi-Bellman
equation
D,E,K closed sets in RN
NPD(x) set of proximal normals to D at x ∈ D
... ...
... ...
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1. Introduction
The aim of this paper is three-fold. First, we want to establish which
integrants of continuous-time optimal-control problems with aﬃne dynam-
ics can generate collections of value functions whose graphs can intersect.
Second, we want to use the established result to prove existence, or its lack,
of the switching time in a two-stage optimal control problem. Our third aim
is to demonstrate applicability of recent results in viability theory regarding
some equivalence between an optimal solution and a “viable” solution.
A two-stage control problem is one, in which model parameters might be
modiﬁed at some time (see [27]). For example, a system’s dynamics, which
describes an accumulation process of pollution, may be altered through an
installation of new ﬁlters. An optimal solution to utility maximisation in
a problem of this kind needs contain information on the time, at which
the change will take place (0, ﬁnite or never) as well as the optimal control
strategies before and after the change. For the change, or switch, to occur the
“new ﬁlter” value function needs to dominate the “old ﬁlter” value function,
after the switch.
We will index the two-stage optimal control problems by a parameter
responsible for the system’s dynamics and characterise the corresponding
value functions. If their graphs intersect for diﬀerent parameter values then
the switch exists and is optimal. We will charaterise the value functions
using the fact that their hypographs are viability kernels of some auxiliary
viability problems and study when the graphs can intersect.
What follows is a brief outline of what this paper contains. In Section
2, we describe a basic optimal control model, which we use in Section 5 to
study a technology switching problem.1 Basic viability results are presented
in Section 3. In Section 4, a relationship between the viability kernel of an
auxiliary problem and the basic ﬁnite-horizon optimal control problem are
established. This result is then used to study the existence of a switching
time in a technology selection problem. The concluding remarks summarise
our ﬁndings.
2. Problem formulation
We consider a control system whose dynamics is given by:
(1) x˙(s) = f(x(s), u(s))
where the state variable x belongs to RN , the control u(·) : [0,∞) → U
⊂ RM is a measurable function and f : RN × U → RN .
The optimal control problem
(2) max
u(·)
∫ T
t
L (s, x(s; t, x, u(·)), u(s)) ds
where x(·; t, x, u(·)) denotes absolutely continuous solutions to (1), with 0 <
T < ∞ and L : [0, T ]×RN ×U → R is a given bounded function. We adopt
1According to our knowledge this will be the ﬁrst application of viability theory to
microeconomics. For macroeconomic applications refer to [13], [14], [15], [19] and [18].
For viability theory applications to environmental economics see [6], [16], [10] and [17];
for applications to ﬁnancial analysis see [20] and the references provided there. .
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the convention that x(·; t, x, u(·)) denotes the solution to (1) starting from
(t, x) ∈ [0, T ]× RN .
If we denote the set of measurable controls on [t, T ] with values in U by
U[t,T ] then the value function corresponding to the optimal control problem
(1) and (2) is given by:
(3) V T (t, x) = sup
u∈U[t,T ]
∫ T
t
L (s, x(s; t, x, u(·)), u(s)) ds
Our goal is to establish conditions allowing us to compare value functions
that correspond to diﬀerent system’s dynamics f(·, ·), perhaps “indexed” by
technologies. To do this, we will ﬁrst characterise the value function (3)
through a viability kernel or an equation of Hamilton-Jacobi-Bellman type.
We refer the reader to a result about viability characterisation obtained in
[8] in a slightly diﬀerent context. The result establishes that the epigraph of
the minimal time to reach a set is a viability kernel of an auxiliary control
process. Later, in Section 4, we will provide an analogous result for the
optimisation problem (2), (1).
We will also use some available results for the well-known case of a Lips-
chitzian value function, [3], [4], [11]. In particular, under continuity assump-
tions on the system’s dynamics and utility integrand the value function (3)
is the unique Lipschitz viscosity solution2 of the following equation:
(4)
⎧⎪⎨
⎪⎩
∂V
∂t
(t, x) + H
(
t, x,
∂V
∂x
(t, x)
)
= 0
(t, x) ∈ [0, T )× RN ;
with the ﬁnal condition V (T, x) = 0, for all x ∈ RN
where the Hamiltonian3 H : RN × RN → R is:
(5) H(t, x, p) = max
u∈U
(〈p, f(x, u)〉+ L(t, x, u)) .
Our main result will enable us to compare value functions associated
with diﬀerent technologies. However, rather than obtaining V (t, x) as a
solution to the Hamilton-Jacobi equation (4), we will characterise the value
function through a viability kernel of an auxiliary problem related to original
optimal control problem. The approach to value function characterisation
by viability kernels was dealt with in [2], [7], [12], [21], [24], [25]. Our use of
this approach to economic problems’ solution is novel.
In particular, our results will be based on the links between the viscosity
supersolution, which we will deﬁne below, the value function’s hypograph
and the viability kernel of the auxiliary problem (see [2]).
2The viscosity solution of a partial diﬀerential equation is a continuous function that
satisﬁes the equation and whose derivatives are considered in a generalised sense. See
Section 3.3 for precise deﬁnitions.
3Notice that we depart from the traditional deﬁnition according to which the Hamil-
tonian will be the contents of brackets (·) in (5) (i.e.,“maximand”) rather than the result
of the maximisation, as we have deﬁne it.
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3. Preliminaries
3.1. Deﬁnitions, assumptions and notation. We assume that the dy-
namics f : RN × U → RN in equation (1) is a continuous function and
satisﬁes:
(6)
{ ||f(x, u)|| ≤ c1(1 + ‖x‖)
||f(x, u)− f(y, u)|| ≤ c1 ‖x− y‖ ∀x, y ∈ R
N , u ∈ U
where c1 > 0 is constant; the control set U is a compact subset of RN . We
can therefore describe the system’s velocities at x as f(x,U) where
(7) f(x,U) = {f(x, u), u ∈ U} is a convex set ∀x ∈ RN .
It is well known that under (6), for every (t, x) ∈ [0,∞)×RN , the Cauchy
Problem (CP):
(CP)
{
x˙(s) = f(x(s), u(s)) for almost every s ∈ [t,∞) ;
x(t) = x
has an unique absolutely continuous solution denoted by x(·; t, x, u(·)).
We will also assume that L : [0, T ] × RN × U → RN is continuous and
satisﬁes :
(8){ ||L(t, x, u)|| ≤ c2(1 + ‖x‖)
||L(t, x, u) − L(t, y, u)|| ≤ c2 ‖x− y‖ ∀x, y ∈ R
N , u ∈ U, t ∈ [0,∈ T ]
where c2 > 0 is constant and
(9) ∀x ∈ RN , t ∈ [0, T ] L(t, x, U) = {L(t, x, u), u ∈ U} is convex.
Later we will study an example where the function f : R × U → R is
linear in either variable and has the following form:
(10) f(x, u) = θu− µx
with θ, µ ∈ R that can be associated with some technology and L : t ∈
[0, T ]× R× U → R
(11) L(t, x, u) = e−ρtg(u, x)
where g(u, x) is bounded, continuous and concave in each argument, de-
creasing in x; ρ ∈ R.
3.2. Viability theory. Here we will present the notion of viability-domain-
with-a-target introduced in [24]. We will characterise this set using the
Viability Theorem provided in [7] (Theorem 2.3):
Proposition 1. We assume that D and E are closed sets. Let us sup-
pose that ψ : RN × U → RN is a continuous function, Lipschitz in the
first variable; furthermore, for every x we define set valued map ψ(x,U) =
{ψ(x, u);u ∈ U} which is supposed to be Lipschitz continuous with convex,
compact, nonempty values.
Then the two following assertions are equivalent4:
4Here NPD(x) denotes the set of proximal normals to D at x i.e., the set of p ∈ RN
such that the distance of x+ p to D is equal to ||p||.
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(i)
(12) ∀x ∈ D\E, ∀p ∈ NPD(x), min
u
〈ψ(x, u), p〉 ≤ 0
respectively, max
u
〈ψ(x, u), p〉 ≤ 0 ;
(ii) there exists u ∈ U[t,T ] such that (respectively, for all u ∈ U[t,T ]) the
solution of
(13)
{
x˙(s) = ψ(x(s), u(s)) for almost every s
x(t) = x
remains in D as long as it does not reach E.
Notice that the inequality minu〈ψ(x, u), p〉 ≤ 0 in (12) means that there
exists a control for which the system’s velocity x˙ “points inside” the set
D\E. Respectively, maxu〈ψ(x, u), p〉 ≤ 0 means that the system’s velocity
x˙ “points inside” the set D\E for all controls from U .
When i) (or ii)) holds we say that D is a viability domain with target E (
or, respectively, D is an invariance domain with target E) for the dynamics
ψ. When E = ∅, then the proposition concerns the classical notion of
viability (respectively, invariance) domain [2].
Deﬁnition 2. Let K be a closed set. We call viability kernel in K with target
E, for a dynamics Ψ denoted:
ViabΨ(K, E)
the largest closed subset of K, which is a viability domain with target E for
Ψ.
It was proved (see for instance [1] and [24]) that ViabΨ(K, ∅) is also the
set of x such that there exists x(·), a solution of
(14) x˙(s) ∈ Ψ(x(s))
starting from x, which is deﬁned on [0,∞) and x(s) ∈ K for all s ≥ 0.
Respectively, ViabΨ(K,E) (i.e., when E = ∅) is also the set of x such that
there exists x(·), a solution of
x˙(s) ∈ Ψ(x(s))
starting from x, which is deﬁned on [0, τ) and x(s) ∈ K for all s ∈ [0, τ) and
if τ is ﬁnite then we have x(τ) ∈ E.
Our conclusions regarding value functions will be based on the fact that
the deﬁnition of a solution to a PDE of the type (4) gives some invariance
properties of sets related to the value function (see Propositions 1 and 4).
More precisely, the hypograph5 of a supersolution to (4) is a viability domain
in [0, T ]× RN+2 with some target for the auxiliary system’s dynamics φ:
(t, x, z, r) → φ(t, x, z, r) = (1, f(x,U);L(x,U), 0)
5For w : [0, T ]× RN × R→ R we have:
Epi(w) := {(t, x, r) ∈ [0, T ]× RN × R | w(t, x) ≤ r};
Hypo(w) := {(t, x, r) ∈ [0, T ]× RN × R | w(t, x) ≥ r}.
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and the epigraph of a subsolution is an invariance domain in [0, T ] × RN+2
with some target for the auxiliary system’s dynamics −φ:
(t, x, z, r) → −φ(t, x, z, r) = −(1, f(x,U);L(x,U), 0).
In particular, we will exploit the fact that the largest closed viability domain
(kernel) in [0, T ]×RN+2 for dynamics φ (with a target) is the hypograph of
the biggest supersolution (value function) to the Hamiltion-Jacobi-Belleman
equation (4).
We will use Epi for the epigraph and Hypo for the hypograph.
3.3. Viscosity Solutions. Let us deﬁne a viscosity solution to the ﬁrst
order Hamilton-Jacobi-Bellman equation (cf. [3] for instance):
Deﬁnition 3. A viscosity supersolution of (4) is a lower semicontinuous
(l.s.c.) function w : [0, T )× RN → R if and only if
for any ϕ ∈ C1 and when(t, x) is a local minimum of (w − ϕ) ,
∂ϕ
∂t
(t, x)+ H
(
t, x,
∂ϕ
∂x
(t, x)
) ≤ 0 .
A viscosity subsolution of (4) is an upper semicontinuous (u.s.c.) function
w : (0, T ] × RN → R if and only if
for any ϕ ∈ C1 and when(t, x) is a local maximum of (w − ϕ) ,
∂ϕ
∂t
(t, x)+ H
(
t, x,
∂ϕ
∂x
(t, x)
) ≥ 0.
A viscosity solution of (4) is a function which is both subsolution and super-
solution (so, in particular, it is continuous).
There are several diﬀerent deﬁnitions of discontinuous viscosity solutions.
In particular, Ishii’s solutions (cf. [3]) are based on semicontinuous envelopes
of functions; there are also Barron-Jensen-Frankowska’s semicontinuous so-
lutions ([3], [5]) for convex Hamiltonians) and Subbotin’s minimax solution
[26] (called bilateral solutions in [4]) see also [22]. We think that the def-
inition that we use in this paper is perhaps the most appropriate for the
study of our problem. In particular, we ﬁnd that it enables us to adequately
compare solutions to the Hamilton-Jacobi-Bellman equations.
To establish a link between the viscosity solutions and viability we will
provide an equivalent deﬁnition of super- and subsolutions to (4) in terms of
proximal normals6. The proof of the equivalence between the two deﬁnitions
can be founded in [21] or [23]. Here, we quote the following proposition from
[23] (Proposition 3.3).
Proposition 4. A viscosity supersolution to (4) is a l.s.c. function w :
[0, T )× RN → R such that:
for any (pt, px, pr) ∈ NPEpi(w)(t, x,w(t, x)
)
,
pt+ H(t, x, px) ≤ 0
A viscosity subsolution for (4) is an u.s.c. function w : [0, T )×RN → R such
that:
for any (pt, px, pr) ∈ NPHypo(w)(t, x, w(t, x)
)
,
pt + H(t, x, px)
) ≥ 0.
6Refer to footnote 4 and Proposition 1.
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4. The Optimal Control Problem with Finite Horizon
This section is dedicated to the characterisation of the value function
of a ﬁnite-horizon optimal control problem through the Hamilton-Jacobi-
Bellman equation (4).
4.1. The associated Mayer problem. Consider the Bolza optimal con-
trol problem with the following value function:
(15)
V T (t, x) = sup
u∈U[t,T ]
{
g (x(T ; t, x, u(·))) +
∫ T
t
L (x(s; t, x, u(·)), u(s)) ds
}
.
Function g(·) is a “scrap value” function at the ﬁnal time T , which satisﬁes
(16)
{ |g(x)| ≤ c2 for all x ∈ RN ,
g is upper-semicontinuous in RN
;
L : RN ×U → R satisﬁes (8), (9). If g is discontinuous then so is, in general,
the value function V T (t, x).
We will consider the modiﬁed system’s dynamics:
(17) y˙(t) = (f(x(t), u(t));L(x(t), u(t)).
Here
y(·; t, y, u(·)) := (x(·; t, x, u(·)); z(·; t, z, u(·)))
is the solution of (17) starting at (t, x, z) := (t, y) ∈ [0, T ] × RN+1. The
set of solutions starting at (t, y) will be denoted S(t, y) := {y(·; t, y, u(·));
u ∈ U[t,T ]}.
Let h : RN+1 → R, given by
h(y) := g(x) + z with y := (x, z) .
We deﬁne an associated Mayer problem as follows:
(18) Maximise h (y(T ; t, y, u(·)))
over all absolutely continuous solutions of (17).
With the above notations, we deﬁne the following value function corre-
sponding to problem (18) subject to (17):
(19) W T (t, y) = sup
u∈U[t,T ]
h (y(T ; t, y, u(·))).
Note that the following relation is true7:
W T (t, y) = V T (t, x) + z .
We will study the properties of W T ; as a consequence, a characterisation
for V T will be obtained.
7Notice that z(s) = z +
∫ s
t
Ldt where z is some initial condition and
V T (t, x) = sup
u
[g(x(T )) +
∫ T
t
Ldt] = sup
u
[g(x(T )) + z(T )− z](20)
= sup
u
[h((x(T )), z(T ))− z] = sup
u
[h(y(T ))− z] = −z + sup
u
[h(y(T ))]
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Before giving the main result of this section, we cite some classical results
and recall the well known results when the function h is Lipschitz (for details,
see [3], [4], [11]).
4.2. Regularity and the Principle of Optimality. We ﬁrst recall some
results concerning the regularity of W T .
Lemma 5. Suppose that (6), (7), (8), (9), hold true. Assume that h is
upper semicontinuous. Then we have:
(i) (Existence of optimal control) There exists an optimal trajectory
starting from each point (t, y) ∈ [0, T ] × RN+1 i.e. there exists
y¯(·) ∈ S(t, y) such that
W T (t, y) = h(y¯(T ; t, y, u¯(·))) for all (t, y) ∈ [0, T ]× RN+1
(ii) W T is upper semicontinuous.
Next we recall the Bellman Principle of Optimality, from which the Hamilton-
Jacobi-Bellman PDE is derived, satisﬁed by the value function.
Proposition 6. (Principle of Optimality) Let g : RN → R be a bounded
function and suppose that (6), (7), (9), (8) hold true. Then for all (t, y) ∈
[0, T ]× RN+1 and α > 0 such that t + α ≤ T :
(21) W T (t, y) = sup
u∈U[t,T ]
W T (t + α, y(t + α)).
4.3. The Hamilton-Jacobi Partial Diﬀerential Equation for the Mayer
problem. Using the Principle of Optimality for the optimal control problem
with a ﬁnite horizon (18), (17) we can prove that when the value function
W T is regular enough (e.g., u.s.c.) then this function is the viscosity solution
in the sense of Deﬁnition 3 of the following PDE:
(22)
⎧⎪⎪⎨
⎪⎪⎩
∂W T
∂t
(t, y) + H¯
(
y,W T (t, y),
∂W T
∂y
(t, y)
)
= 0
(t, y) ∈ [0, T ) × RN+1; W T (T, ·) = h(·)
where the Hamiltonian H¯ : RN+1 × R× RN+1 → R¯ is:
(23) H¯(y, r, q) = max
u∈U
〈q, (f(x, u), L(x, u))〉 .
Proposition 7. If h is a Lipschitz function then W T is the unique Lipschitz
viscosity solution to (22) with the final condition W T (T, ·) = h(·).
This result, based on the Principle of Optimality, is classical (see [3], [4],
[11]). Also, it is easy to check that the value function is Lipschitzian when
h is Lipschitzian.
Remark 8. We can verify that ∂W
T
∂z = 1 for almost all (t, y) ∈ [0, T ]×RN+1
and as a consequence V T is the unique Lipschitz viscosity solution to (4) with
the final condition V T (T, ·) = g(·).
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4.4. The upper semicontinuous case for for the Mayer problem. In
this section we suppose that the function h is upper semicontinuous (u.s.c.).
We have already said in Lemma 5 that the value function W T is also upper
semicontinuous if h is upper semicontinuous.
Following [21] we formulate a theorem, which says that the value function
is the biggest8 u.s.c. supersolution of (22).
Theorem 9. If (6), (7) (8), (9) hold true then Hypo(W T ) is viability kernel
in [0, T ] × RN+2 with target {T} ×Hypo(h) for the dynamics (t, x, z, r) →
φ(t, x, z, r) = (1, f(x,U), L(x,U), 0) :
Hypo(W T ) = Viabφ
(
[0, T ]× RN+2, {T} ×Hypo(h))
As a consequence, the value function is the biggest upper semicontinuous
subsolution to (22); furthermore, it verifies the final condition W T (T, ·) =
h(·).
Also notice that Hypo(W T ) is a closed set because of the assumption
on function h’s upper semicontinuity. This helps comparisons between hy-
pographs.
Now we can formulate the main result of this paper on the value functions’
dominance implied by the corresponding Hamiltonians’ dominance.
Proposition 10. If H¯1 ≤ H¯2 then W2 ≤ W1. Similarly if H¯1 ≥ H¯2 then
W2 ≥ W1.
Proof. We will give the proof for the ﬁrst part of the proposition; the second
part can be proved in a similar manner. Also, our proof will ﬁnish when
we have shown that H¯1 ≤ H¯2 implies Hypo(W2) ⊂ Hypo(W1) because the
inclusion is trivially equivalent to W2 ≤ W1.
We know from Proposition 7 and Remark 8 that the value functions Wi
are viscosity solution of the following PDE:
(24)
⎧⎪⎪⎨
⎪⎪⎩
∂W T
∂t
(t, y) + H¯
(
t, y,
∂W T
∂y
(t, y))
)
= 0
(t, y) ∈ [0, T )× RN+1, W Ti (T, ·) = hi(·).
where the Hamiltonians H¯i : RN+3 × RN+3 → R¯ are given by:
H¯i(t, y, r, q) = max
ui∈Ui
〈q, (fi(x, u), Li(t, x, u)
)〉 .
Recall from Theorem 9 that
(25) Hypo(W Ti ) = Viabφi
(
[0, T ]× RN+2, {T} ×Hypo(hi)
)
where
(t, x, z, r) → φi(t, x, z, r) = (1, fi(x,Ui);Li(x,Ui), 0) .
By Proposition 4 the property (25) is equivalent to:
(26)
{
pt + H¯i(t, y, py) = 0
for all (pt, py, pr) ∈ NPHypo(Wi)
(
t, y,Wi(t, y)
)
8Biggest with respect to canonical order in the class of functions.
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So, for the case of i = 1, 2, if H¯1 ≤ H¯2 and (26) is satisﬁed for i = 2 then
we have that
(27)
{
pt + H¯1(t, y, py)) ≤ pt + H¯2(t, y, py)) = 0
for all (pt, py, pr) ∈ NPHypo(W2)
(
t, y,W2(t, y)
)
hence Hypo(W2) is a viability domain for φ1. So, we have that
Viabφ2
(
[0, T ]×RN+2, {T}×Hypo(h2)
)
⊂ Viabφ1
(
[0, T ]×RN+2, {T}×Hypo(h1)
)
because Hypo(W1) is viability kernel for φ1. Consequently, Hypo(W2) ⊂
Hypo(W1) and W2 ≤ W1, which ﬁnishes the proof. 
5. Technology switching problem
We consider control systems indexed by i ∈ {1, 2, . . . , n}, n is ﬁnite, whose
dynamics are given by:
(28) x˙i(s) = fi(xi(s), ui(s))
where the state variable xi belongs to RN , the control ui(·) : [0,∞) → U is
a measurable function and fi : RN × U → RN .
The control problem consists of
(29) Maximise
∫ T
t
L (xi(s; t, x, u(·)), u(s)) ds
over all absolutely continuous solutions of (28), where xi(·; t, x, u(·)) denotes
the solution of (28) starting from (t, x) ∈ [0,∞) ×RN .
Here L : RN ×U → R is a given bounded function. If we denote by U[t,T ]
the set of measurable controls on [t, T ] with values in U, then the value
function corresponding to the optimal control problem (1) and (2) is given
by:
(30) Vi(t, x) = sup
u∈Ui(t)
∫ T
t
L (xi(s; t, x, u(·)), u(s)) ds
Wi(t, y) = sup
u∈Ui(t)
(hi(yi(T ; t, x, u(·))))(31)
= sup
u∈Ui(t)
(
z +
∫ T
t
L (xi(s; t, x, u(·)), u(s)) ds
)
We note that
Wi(t, y) = Vi(t, x) + z for all (t, y) = (t, x, z) ∈ [0, T ]× RN+1
and that here hi(x, z) = z. We conclude that comparing Wi (for diﬀerent i)
is equivalent to comparing Vi.
We examine an example where the result obtained in Proposition 10 en-
ables us to compare the value functions of two related optimal control prob-
lems without solving them explicitly.
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Example 11. Consider an optimal control problem with linear dynamics
indexed by “technology” i = 1, 2
(32) fi(x, u) = θiu− µix
and with the following concave utility function
(33) L(t, x, u) = e−ρt(ln u− βx).
Assess if a positive switching time between the technology’s usage exists.
Here we have φi(t, x, z, r) = (1, θiU − µix, e−ρt(lnU − βx), 0). We aim
to examine the viability kernels for the auxiliary dynamics associated with
each technology. In other words, we want to see if a hypograph of the
value function of one technology is included in the hypograph of the value
function of the other technology. If so, we will conclude that there is no
positive switching time between the use of the technologies.9
Because of Result 10 we can rely on the relationship between the Hamil-
tonians. Let us write the Hamiltonian (23) for technology i:
H¯i(t, y, r, q) = max
u∈U
〈q, (θiu− µix, e−ρt(lnu− βx))〉
= 〈q, (θiui − µix, e−ρt(lnui − βx))〉 .
Here ui is the maximiser, y, r, q are ﬁxed, of dimensions 2, 1, 2 respectively.
Now, we can prove that if θ1 < θ2 and µ2 ≥ µ1 then H¯1 ≤ H¯2 so, we have
an suﬃcient condition for the case where there is no switching.
Indeed we have that
H¯1(t, y, r, q) = max
u∈U
〈q, (θ1u− µ1x, e−ρt(lnu− βx))〉
= 〈q, (θ1u1 − µ1x, e−ρt(lnu1 − βx))〉
It is suﬁccient to ﬁnd an u such that
H¯1(t, y, r, q) = max
u∈U
〈q, (θ1u− µ1x, e−ρt(lnu− βx))〉
= 〈q, (θ1u1 − µ1x, e−ρt(lnu1 − βx))〉
≤ 〈q, (θ2u− µ2x, e−ρt(ln u− βx))〉
≤ max
u∈U
〈q, (θ2u− µ2x, e−ρt(lnu− βx))〉
= H¯2(t, y, r, q)
If we denote by q := (qx, qz) and by Γ(u) := 〈q, (θ2u − µ2x, e−ρt(lnu −
βx))〉 − 〈q, (θ1u1 − µ1x, e−ρt(ln u1 − βx))〉
Γ(u) := 〈q, (θ2u− µ2x, e−ρt(lnu− βx))〉 − 〈q, (θ1u1 − µ1x, e−ρt(lnu1 − βx))〉
:= qx(θ2u− θ1u1 + (µ1 − µ2)x) + qze−ρt(lnu− lnu1)
9Notice that we abstract from an implementation cost. However, if the inclusion is not
proper (and/or the Hamiltonians equal for some arguments) we can argue that the switch
will not occur because the “lazy” agent will have no incentive for a change.
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we see that
lim
u→∞Γ(u) := ∞ if qx > 0
and that
Γ(u1) ≥ 0 if qx ≤ 0, θ2 < θ2 and µ2 ≥ µ1
because θi, µi, β, ρ, u, x are positive real numbers.
6. Concluding remarks
We have presented an approach suitable for the determination whether
a “new” technology will replace the “old” technology. All the regulator
needs to do is to compare the Hamiltonians of the optimal control problems
formulated for each technology. We have seen that a linear dynamics and a
simple concave utility function exclude such a possibility.
More generally, the approach presented in this paper help solve a two-
stage optimal control problem by indicating when the problem will have no
second stage.
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