Abstract-With the advantage of low storage cost and high efficiency, hashing learning has received much attention in retrieval field. As multiple modal data representing a common object semantically are complementary, many works focus on learning unified binary codes. However, these works ignore the importance of manifold structre among data. In fact, it is still an interesting problem to directly preserve the local manifold structure among samples in hamming space. Since different modalities are isomerous, we adopt the concatenated feature of multiple modality feature to represent original object. In our framework, Locally Linear Embedding and Locality Preserving Projection are introduced to reconstruct the manifold structure of original space in the Hamming space. Besides, The l2,1-norm regularization are imposed on the projection matrices to further exploit the discriminative features for different modalities simultaneously. Extensive experiments are performed to evaluate the proposed method, dubbed Unsupervised Concatenation Hashing (UCH), on the three publicly available datasets and the experimental results show the superior performance of UCH outperforming most of state-of-the-art unsupervised hashing models.
I. INTRODUCTION
R ECENTLY, the explosive growth of multimedia data brings enormous chanllenge in information retrieval [1] , [2] , data mining [3] , [4] , and computer vision [5] . Hashing techniques achieve great success because of its low storage and high efficiency. Among hashing methods, Semi-supervised Hashing (SSH) [6] , Minimal Loss Hashing (MLH) [7] , Anchor Graph-based Hashing (AGH) [8] and Discrete Locally Linear embedding (DLLH) [9] have achieved promising performance. However, these methods are assumed in single-modal circumstances and do not directly apply to multi-modal applications.
Cross-modal is a more interesting scenario because multiple modalities data are often available in multimedia domains. The major task of cross-modal retrieval is to find the same semantic data from isomerous space with query data. Most of works pay attention to supervised and semi-supervised multimodal hashing learning algorithms which focus on learning discriminative features by available semantic labels. Label Consistent Matrix Factorization Hashing (LCMFH) [10] learns a latent common space where data with the same class information share the same feature representation. Multi-order Feature Discrete Hashing (MFDH) [11] jointly performs classifier learning and subspace learning for cross-modal retrieval. Semantic correlation maximization (SCM) [12] reconstructs the semantic similarity matrix by leveraging the label vectors in hamming space to learn hash codes. Semantics-Preserving Hashing (SePH) [13] tansforms semantic affinity into a probability distribution and approximates the distribution in Hamming space. Semi-supervised Hashing [14] learns hashing functions by utilizing the label information of partial data. Although they are efficient to evaluate the similarity among the multimedia data, the above methods only deal with the labeled data being inconsistent with real-world.
Unsupervised mulit-modal hashing methods aims to learn better codes which preserve the structure information of original data. Cross-View Hashing (CVH) [15] is a pioneering work that extends the traditional unimodal spectral hashing [16] to multi-modal situation. The main idea of Inter-Media Hashing (IMH) [17] is that learned binary codes preserve inter-media Consistency and intra-media Consistency simultaneously. Canonical Correlation Analysis (CCA) [18] tranforms multiple feature views into a common latent subspace in which the correlation among all views is maximized. Fusion Similarity Hashing (FSH) [19] embeds the graphbased fusion similarity into a common Hamming space. Robust Cross-view Hashing (RCH) [20] learns a common Hamming space in which binary codes from different modalites are generated as consistent as possible. However, most aforementioned methods usually study multiple modalities seperately. In fact, as the principal component of information reflected by different modalites indicate a common specific instance, i.e, an instance is represented by multiple modalities jointly, we adopt the concatenation feature to represent each instance in this paper. Inspired by DLLH [9] , we first attempt towards directly preserving the local manifold structure in the Hamming space using two different ways being similar to Locally Linear Embedding (LLE) [21] and Locality Preserving Projection (LPP) [22] respectively. Furthermore, the l 2,1 -norm regularization is further imposed on the hashing functions to extract the discriminative feature for each modality. The illustration of the proposed UCH is shown in Fig.1 , and the main contributions of UCH hashing method are given as follows (1) UCH learns hashing functions by combining hashing functions learning and graph regularization.
(2) We compare two different models which directly preserve different neighborhood graph structures in hamming space.
(3) l 2,1 -norm constraint which can be regarded as the combination coefficients is imposed on projection matrices to learn the discriminative features.
Structually, the rest of this paper falls into three sections. Our model and optimization algortithm are presented in the Section II. Section III shows and discusses the experimental results on three avaliable datasets.In addition, we analyze the sensitivity of parameters. Finally, the conclusions are drawn in the section IV. The source code of UCH proposed in this paper is available.
II. UNSUPERVISED CONCATENATION HASHING
This section presents our methods proposed in this paper. It is easy to extend to cases with more modalities, although our discussion is based on bimodal data consisting of images and texts.
A. Notation and Problem Statement
Suppose that the training set contains n instances with image-text pairs, represented by
n ] ∈ R d2×n denote the image features and text features in the training set respectively. Each instance
. Without loss of generality, samples in each modality are zero-centered, i.e. 
with dimension r in hamming space. The aims of UFH is to learn a mapping function from original data space to Hamming space, that is, f : R d1 → {1, 0} r for image-modality and g : R d2 → {1, 0} r for text-modality. Specifically,
where sgn(·) signifies sign function, P (1) ∈ R r×d1 and P (2) ∈ R r×d2 are projection matrices of image-modality and text-modality respectively.
B. Learning Hash Functions
Assume that we have obtained the binary features matrix B of all training instances in Hammming Space. Learning the corresponding hash functions to project original features into hash codes can be modeled as regression problems. In this paper, we adopt linear regression for learning hash functions and transform the problem into the following objective functions
where λ 1 and λ 2 are balance parameters and Φ(·) is constriant term for P (1) and P (2) . 2,1 -norm shows the effectiveness for feature selection on different data spaces simultaneously. Inspired by [23] , we perform 2,1 -norm on the projection matrices to select the most discriminative features. (3) and (4) are integrated into a joint problem which is defined as follows
where α (v) is weight factor of the v-th modality and γ is to smooth the weight distribution.
C. Graph Regularization
An instance includes multiple modalities data. In fact, information obtained from different modalities are complementary. In other word, different modalities describe an instance from different perspectives.Thus, we can represent an instance by concatenating image feature and text feature. Here, the training
T . The manifold structure of original data should be preserved in the Hamming space. In this paper, we choose Locally Linear Embedding (LLE) and Locality Preserving Projection (LPP) to directly preserve the manifold structure by hashing features.
1) Manifold structure preservation with LLE: The main idea of LLE is to capture the geometry in which data point can be well approximated by the linear combination of its knearest neighbor points.The reconstruction error is written as follows
where y i denotes the i-th column of Y , and S ∈ R n×n is a affinity matrix. Being similar to DLLE [9] , the optimal solution can be defined as:
where G i is the local Gram matrix at y i . The hash codes should preserve the local manifold structure by minimizing the reconstruction error:
Then the overall objective function combining (8) and (5) is given as follows
where ρ is a balance parameter. It is a non-convex problem with respect to B and P (v) jointly. We introduce the ADMM method to sovle the optimization problem in (9) by updating every variable while keeping the other variables fixed.
Fig. 1: The illustration of UCH proposed in this paper
Update B with other variables fixed. The subproblem is to minimize the following
Setting the derivate of (10) with respect to B as zero, we get the closed solution form of B B = sgn{(αI
with other variables fixed. Keeping terms relating to P (v) , the objective function (9) can be rewritten as follows
Settting the derivative of (10) with respect to P (v) to zero, we can obtain
where
ii is a diagonal matrix with the i-th diagonal element defined as D
, and P 
2,1 . we employ the Lagrange multiplier to transform (12) into following (13)
Setting the derivate of (13) with respect to α (v) to zero, we obtain
2) Manifold structure preservation with LPP: LPP attempts to ensure that b i and b j are close if y i and y j are close as well. We first need to construct a graph with neghborhood information of the data set. Inspired by anchor graph [24] , we measure the similarity between data points by measuring the similarity between data points and anchors. Specifically, we choose m anchors {U 1 , U 2 , ...U m }, and the similarity between y i and anchors is defined as follows
where [m] denotes anchors set, and the distance between data point y i and anchor U j is written as D ij . The original similarity matrix can be calculated as follows
where Λ = diag(Z T 1) ∈ R m×m . After getting the affinity matrix S, we minimize the following (19) to achieve the structural preservation in Hamming space.
Integrating (19) and (5) into a joint framework, we have the joint optimizaton problem
where L = I − S is the graph Laplacian and β is a adjustable parameter.
In optimization process of (20) , the updating for each variable is the same as (9) except for B variable. The subproblem with respect to B in (13) is
Letting the derivative of (21) with respect to B to zero, we can get the updating rule as follows
As the framework proposed in this paper is unsupervised learning method and each instance is represented by concatenate feature with image feature and text feature, we dubbed Unsupervised Fusion Hashing (UCH). LLE and LPP are introduced in UCH to preserve the structural information of original data space, which are denoted as UCH LLE and UCH LP P respectively.
Algorithm 1 Unsupervised Concatenation Hashing (UCH)
, ρ. Calculating similarity matrix S according to (7) or (18) 
Update B according to (11) or (22) . 4: Update P (v) using Eq. (13) 5:
Update α UCI Handwritten Digit dataset consists of handwritten numerals(0 -9) collected from Dutch utility maps. Each of character shapes is regarded as a class and each class consists of 200 samples. Following [27] , we select 76 Fourier coefficients and 64 Karhunen-Love coefficients of the character shapes as the feature of two different modalities respectively. 1,500 samples are treated as training set and the rest as a test set.
B. Experimental Setting
UCH proposed in this paper is evaluated on two crossmodal retrieval tasks: Image query text database and Text query image database which are shorted as 'I2T' and 'T2I' respectively in this paper. As UCH is an unsupervised hashing method, for fair comparison, we compare our method with five state-of-the-art unsupervised learing models. Specifically, the baselines includes CVH, CCA, IMH, RCH, FSH. The source codes of most baselines are kindly provided by their authors except for RCH. We implemented it ourselves since the source code of RCH is not available. The value of λ 1 , λ 2 and ρ are tuned in the candidate ranges of {1e
The parameter is set to 10 −5 . We set the possible values of K for k-nearest neighbor and m for the number of anchors in the range from 10 to 300 empirically. The best results are reported in this paper. Our experiments are implemented on MATLAB 2016b and Windows 10 (64-Bit) platform based on desktop machine with 12 GB memory and 4-core 3.6GHz CPU, and the model of the CPU is Intel(R) CORE(TM) i7-7700.
C. Evaluation metric
The Mean Average Precision (MAP) is used to evaluate the performance of our method and comparision methods. Specifically, the Average Precision (AP) for a query q is defined as follows
where P q (m) denotes the accuracy of top m retrieval results; δ q (m) = 1 if the m-th position is true neighbor of the query q, and otherwise δ q (m) = 0; l q is the correct statistics of top R retrieval results and R is set to the number of all the retrieval instances.
D. Retrieval Performance Evaluation
TABLE I, II, and III show the MAP score on Wiki, PASCAL-VOC, and UCI Handwritten Digit sets respectively. We can observe the following points: (1) The performance of UCH LLE and UCH LP P is superior to baselines. The significant improvement of proposed UCH LLE and UCH LP P can be attributed to the effective of sparse feature selctions and graph regularization. (2) UCH LLE outperforms all comaparison methods in term of the average performance of all tasks on all datasets. With the increasing of hash code lengths, the retrieval performance on I2T task and T2I task is futher improved. The reason for better performance is that the quantizaton loss will be smaller with the longer hash code. (3) UCH LP P achieves high MAP result than other methods except for FSH. UCH LP P is comaparable to FSH. FSH preserves original data structure using fusion similarity graph. However, The cost of computing fusion similarity matrix is considerable. It can be observed that the MAP scores of UCH LP P almost approximate with FSH, but UCH LP P saves more training time than FSH. RCH is a modal with l 2,1 -norm constraint imposing on projection matrices. The performance of UCH LP P outperforms RCH on PASCAL-VOC and UCI Handwritten Digit. On WiKi, the average performance of all length of hash code is also better than RCH. Thus, the graph regularization can improve the quanlity of learned hash code.(4) UCH LLE is superior to UCH LP P with different hash code length on all retrieval tasks. This indicates that LLE can better model the neibourhood relativity among data than LPP in our framework. 
E. Parameter Sensitivity Analysis
There are five parameters set manually in our model including K, m, ρ, λ 1 and λ 2 , where K, m are set to calculate the similarity matrix for UCH LLE and UCH LP P respectively. In this subsection, we explore the effect of different parameters settting on retrieval performance. The empirical analysis is performed for each parameter by varying its value in candidate range and fixing other parameters. From Fig.2 to Fig. 4 , we can find that the variation performance of UCH LLE is slightly with the increase of K on WiKi, PASCAL-VOC and UCI Handwritten Digit when the hash length is fixed as 16bit, 32bit, 64bit and 128bit. It can be seen from Fig.5 to Fig. 7 that the performance of the proposed UCH LP P is stable under the candidate range of m. In our experiment, the hash code length is fixed as 64 bit to discuss the rest parameters conveniently. λ 1 and λ 2 are two penalty parameters controlling the sparse constriant items of two modalities respectively. Fig.8 , Fig. 9 and Fig.10 demonstrate the MAP of UCH LP P versus different combination of λ 1 and λ 2 on WiKi, PASCAL-VOC and UCI Handwritten Digit respectively. The variation performance of UCH LLE with respect to different combinations of λ 1 and λ 2 on WiKi, PASCAL-VOC and UCI Handwritten Digit are presented in Fig. 11 , Fig. 12 and Fig. 13 respectively. We can see clearly from Fig.8 to Fig.13 Fig.14 and Fig.15 , we can find that the performance of proposed UCH LLE and UCH LP P are less sensitive to ρ. From the above analysis, we know that the performance of UCH LLE and UCH LP P has weak dependence on the selected parameters.
F. Convergence Analysis and Computatinal Complexity
We carry out Algorithm 1 on WiKi, PASCAL-VOC and UCI Handwritten Digit. Each variable in Algorithm 1 is updated iteratively until convergence. The convergence curve of UCH LLE is similar to UCH LP P . As shown in Fig. 16 , they converge quilckly on the WiKi and PASCAL-VOC and UCI Handwritten Digit, although it is difficult to prove the theoretical convergence of the proposed algorithm. The time complexity of Algorithm 1 consists of two parts: Computing similarity matrix which needs O(nm) for UCH LP P and O(n 3 ) for UCH LLE and iteration processing which takes O(T d), where T is the number of iteration and d = 
IV. CONCLUSION
In this paper, we propose an unsupervised hashing learing method which intergrates graph regularization and feature selection into a joint framework for cross-modal retrieval. Different from many existing hashing methods, our models directly preserve local maniflold structure among data in hamming space. l 2,1 -norm constrainting projection matrices is used in our model to learn discriminative features for multi-modal data. Experimental results demonstrate that the proposed method in this paper is effective. In the future, we plan to study the theoretical convergence of the proposed algorithm and adopt deep features. 
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