Geostationary satellites collect high-resolution weather data comprising a series of images which can be used to estimate wind speed and direction at different altitudes. The Derived Motion Winds (DMW) Algorithm is commonly used to process these data and estimate atmospheric winds by tracking features in images taken by the GOES-R series of the NOAA geostationary meteorological satellites. However, the wind estimates from the DMW Algorithm are sparse and do not come with uncertainty measures. This motivates us to statistically model wind motions as a spatial process drifting in time. We propose a covariance function that depends on spatial and temporal lags and a drift parameter to capture the wind speed and wind direction. We estimate the parameters by local maximum likelihood. Our method allows us to compute standard errors of the estimates, enabling spatial smoothing of the estimates using a Gaussian kernel weighted by the inverses of the estimated variances. We conduct extensive simulation studies to determine the situations where our method should perform well. The proposed method is applied to the GOES-15 brightness temperature data over Colorado and reduces prediction error of brightness temperature compared to the DMW Algorithm.
Introduction
Winds are an important component of atmospheric circulation, and estimating local or regional winds is particularly important for making weather forecasts. They also influence vegetation as they affect factors that influence plant growth, such as seed dispersal rates, air transportation of pollen, and metabolism rates in plants. The study of local winds also permits evaluation of power produced by wind turbines (Brown et al. 1984 , Castino et al. 1998 ), prediction of propagation of oil-spills (Kim et al. 2014 ) and the study of coastal erosion (Ahmad et al. 2015) . Local winds are also capable of moving pollutants into an area. For example, Calima, which blows dust into the Canary Islands (WeatherOnline 2018). Winds may also impact large-scale devastation such as forest fires. For example, the Santa Ana winds which blow into California after scorching summers (Berkowitz & Steckelberg 2017) . Thus it is important to map the strength and direction of local winds to help us prepare for natural calamities and facilitate preventive measures.
Observations of wind speed and direction at the ground level are collected at weather stations on land and by buoys or ships over oceans. Low orbit satellites such as Jason 3
and Sentinel 1 infer surface winds using geophysical inversion algorithms, based on peak backscattered power and the shape of radio signal waveforms (ESA 2016) . However, ground monitors are sparse in space, and the satellites cannot monitor winds continuously in space and time as they are in low earth orbit. Winds in the upper level of the atmosphere can be observed using weather balloons or aircraft measurements, but these observations are also very sparse in space and time.
There is a significant statistical literature on modeling winds from ground monitors (Priestley 1981 , Haslett & Raftery 1989 , Brillinger 2001 , Stein 2005 . For some applications, it is sufficient to look at the evolution of wind at a fixed location, and several methods 2 have been proposed for this scenario (Brown et al. 1984 , Tol 1997 , Ailliot 2004 , Monbet et al. 2007 . The wind at different locations can be utilized to model spatiotemporal dependencies (Bennett 1979 , Bras & Rodriguez-Iturbe 1985 , Kyriakidis & Journel 1999 , De Luna & Genton 2005 . Also, Boukhanovsky et al. (2003) , Malmberg et al. (2005) and Ailliot et al. (2006) proposed autoregressive space-time models to describe the evolution of winds. Stein (2005) proposed a spectral-in-time modeling approach to describe the space-time dependencies of the data. Fuentes et al. (2008) modeled a drift process using Bayesian analysis, where the drift parameter is modeled using splines. Modlin et al. (2012) used circular conditional autoregressive models for wind direction and speed.
On the other hand, geostationary weather satellites provide data from the surface and the atmosphere with a very high temporal resolution. The resulting data comprise a series of images which essentially make them a 'movie'. While the satellites do not directly measure wind, the image sequences are used to infer wind estimates by tracking movements of atmospheric tracers such as clouds or moisture features over time. Wind data obtained from satellite images play a major role in data assimilation. Numerical climate models perform better with accurate wind data, especially over the oceans, resulting in improved weather forecasts and warnings (Tomassini et al. 1999) . For example, the European Centre for Medium-Range Weather Forecasts (ECMWF) has been incorporating atmospheric motion winds into their forecast models operationally since the 1980s. This has dramatically improved the model's ability to forecast the track of tropical cyclones and has also increased the model's ability to predict wave heights and storm surges (Tomassini et al. 1999 ).
The Derived Motion Winds (DMW) Algorithm (Daniels et al. 2010 ) is a standard algorithm for estimating motion winds from satellite images. The DMW Algorithm takes as input brightness temperature images from the National Oceanic and Atmospheric Administration (NOAA) geostationary meteorological satellites and gives estimated wind fields 3 as outputs. The algorithm tracks a suitable target across the input images and assigns a motion wind to the middle time point (see Section 2 for details). The image at the middle time point must satisfy a set of criteria to qualify as a suitable target scene. As a result, the DMW estimates are often missing. The DMW algorithm also does not produce a measure of uncertainty.
Geostatistical methods are capable of overcoming these shortcomings. This motivates us to model satellite image data using a spatial process drifting in time. At the heart of this statistical model lies the idea of incorporating the motion vector parameters in the process covariance. Stein et al. (2013) uses this idea to fit a space-time model. We borrow the idea of Nested Tracking from Daniels et al. (2010) by considering data buffers and estimate local wind vectors using maximum likelihood estimates over sliding windows over space.
Local estimation of covariance parameters using moving windows has been studied in Haas (1990 Haas ( , 1995 . One major advantage of our approach over the DMW algorithm is that it allows us to quantify uncertainties associated with the estimates. The estimated wind fields are smoothed using weighted Gaussian kernels, the kernel being scaled by these estimated inverse variances. This not only enables us to make smooth maps of wind over specific regions but also improves forecast of brightness temperature fields, which is evidence that the wind fields are estimated more accurately.
Derived Motion Winds Algorithm
The Derived Motion Winds (DMW) Algorithm estimates atmospheric motion winds from images taken by geostationary satellites. For a cloudy region, the imager records brightness temperature (see Figure 1) , which measures the radiance (in Kelvin) of microwave radiation traveling upward from the top of the atmosphere to the satellite. For clear sky portions, 4 the satellite records images of suitable indicators of atmospheric moisture content, such as specific humidity. Daniels et al. (2010) provides a description of and the physical basis for the estimation of atmospheric winds from the images taken by geostationary satellites.
The DMW algorithm involves creating a data buffer, which is a data structure holding 2-dimensional arrays of the response variable for 3 consecutive image times. The middle portion of the buffer is divided into smaller 'target scenes', and each scene is analyzed to locate and select a set of suitable targets in the middle image. Daniels et al. (2010) 
where Y (s, t) denotes the brightness temperature within the smaller box at pixel location s and time point t, D x is the indices of pixels in the scene centered at x, and u is a twodimensional vector denoting the displacement. The sum is considered over two dimensions and the optimization over u is done only over integers so that s + u corresponds to an observed pixel. In practice, the search region is substantially larger than the size of the smaller target scene, so the above summation is carried out for all target box positions within the search region. The mean displacement vector is computed as
and is assigned as the DMW estimate at location x time point t in the buffer. Once every possible local motion vectors within the buffer are calculated, a density-based cluster analysis algorithm, DBSCAN (Ester et al. 1996 ) is used to identify the largest cluster representing the dominant motion. The final DMW estimate for the buffer is the average of the vectors belonging to the largest cluster.
The size of the target scene depends on the spatial and temporal resolution of the imagery and the scale of the intended feature to be tracked. Daniels et al. (2010) suggests that the temporal resolution of the images should at most be 15 minutes in order to account for the short lifespan and rapid disintegration of clouds over land. The DMWA does not offer wind estimates at every (x, t) as the data in the middle image has to satisfy a set of criteria to qualify as a suitable target scene. Also, quantifying uncertainties using the SSD criterion is hard because each estimated vector uses a different subset of the data, so likelihood ratio tests are not applicable. Finally, the vector estimates generated for each target scene can at most be half-integers.
3 Model-based wind estimation
Space-time drift models
The proposed approach uses spatiotemporal covariance functions to track the wind. This requires us to consider asymmetric spatiotemporal covariance functions. The space-time process Z(x, t) has asymmetric covariance if
In most regions, winds flow in a consistent direction, and so changes in temperature or precipitation rate at one location tend to precede similar changes down wind. For instance, if t 2 > t 1 and winds flow consistently from x to y, then we expect
We incorporate space-time asymmetries via a drift parameter. Suppose that Z 0 is a stationary, space-time symmetric process with covariance function
and let
Then the covariance function of Z(x, t) is
which is space-time asymmetric and stationary. The parameter u can be interpreted as the drift of the process over time, which we use to estimate winds.
Local estimation of the drift parameter
Assume the brightness temperature data Y (x, t) have been standardized to have mean zero and variance one at each location (as described in the Appendix) and denote the standardized data as Z(x, t). The mean and variance carry no information about the drift, and this step simplifies estimation of the covariance parameters. We do not specify the global covariance function for Z. Instead, we specify its local covariance with drift parameter u(x, t) and estimate the motion winds locally.
We define a target scene as a square array of pixels
To estimate u(x, t), we assume that the process Z(x, t) is locally stationary in D(x, t) and that winds are smooth enough to be assumed constant in the scene, that is,
. In other words, we approximate the local covariance function as
where d = x 2 − x 1 denotes the spatial lag, h = t 2 − t 1 denotes the temporal lag and (x 1 , t 1 ) and (x 2 , t 2 ) ∈ D(x, t). In particular, we assume
Here, α 2 1 and α 2 2 denote respectively the spatial and temporal range parameters. Let θ(x, t) = (α 1 (x, t), α 2 (x, t), u(x, t)) be the four correlation parameters to be estimated.
We use maximum likelihood estimation within D(x, t) to estimate θ(x, t) ≡ θ D . That is, if Z D denotes the standardized data vector in the scene and Σ(θ D ) denote the corresponding space-time covariance matrix with elements defined by (3), then the log-likelihood for
The estimates obtained are associated with the location x and time point t at which the target scene D was centered, denoted u(x, t). We also estimate the variances associated with the estimated wind vectors by computing the observed inverse Hessian matrix at the maximum likelihood estimate. We imitate the Nested Tracking approach and slide the scene window across space and time, estimating wind vectors locally in space and time using the same optimization routine.
Smoothing the local estimates
After obtaining the local estimates of u(x, t) for all (x, t), we smooth these initial estimates to stabilize them by borrowing strength across space. The two components of the wind 8 vectors are smoothed separately. The kernel smoothing weights are taken to be proportional to the ratio of a spatial Gaussian kernel and the variance of the initial estimate. Full details are given in the Appendix. The bandwidth is chosen based on cross validation.
The size of the target scene is an important tuning parameter in the study. While implementing the method on real data sets, the window size should be chosen such that the wind motion is roughly constant in the scene, and the feature being tracked in time is prominent and does not move out of frame. In Section 4, we perform a simulation study analyzing the effect of window size on the performance of our method. In the real-data analysis in Section 5, the optimal window size is chosen using cross validation.
Simulation results
In this section, we conduct a simulation study to determine the conditions under which the space-time drift model (STDM) performs well for estimating wind motion vectors. For this purpose, we repeatedly simulate datasets within one particular target scene (as opposed to scanning across a spatial domain) and we also implement a version of the DMW algorithm and compare its performance with the STDM. To compare the two methods, accuracy for simulated dataset i is measured by Vector Difference (Daniels et al. 2010 ) between the true (u 0 ) and estimated ( u i ) wind vectors
and we report the Mean Vector Difference over N datasets
and the standard deviation in Table 1 .
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First we consider target scenes of size 11 × 11 × 3 generated independently from the STDM under various parameter settings. The true spatial range parameter α 2 1 is chosen to be either 1, 2, 4 or 8 and the true temporal range parameter α 2 2 is chosen to be either 1, 2, 3 or 4. We also take two different values of the reference wind vector, namely u 0 = (1, 2) T and (3, 5)
T , which signify respectively slow and fast wind vectors. All four parameters are updated simultaneously during optimization. Table 1 shows the performance of the two methods for the two wind vectors based on N = 100 simulations.
STDM does a better job in estimating moderately small and large wind vectors for the 11 × 11 window size compared to DMWA. Mean vector distance is the smallest when the true spatial range is small and the true temporal range is large. This is intuitive because a small spatial range makes it easier to identify a feature in the target scene, and a large temporal range means that the features dissipate slowly over time. STDM also performs better for the smaller wind vector because when the wind vector is large compared to the window size, the feature tracked in time could potentially move out of the frame, resulting in incorrect wind estimates.
The performance of the DMW algorithm also improves as the temporal range increases.
However, these simulation results bring forth a major flaw in the DMW algorithm. The estimated motion winds from the DMW algorithm are at most half integers and they are limited to the size of the larger search window. That is, while estimating the motion vectors, the smaller central target scene (7 × 7) can only move up to 4 pixels in all directions while it is being tracked back and forward in time. As a result, it performs poorly for the larger wind motion vector, which had a v-component of 5 pixel units. This can once again be attributed to the window size relative to the magnitude of the wind vector.
To examine the effect of window size, we perform the simulations again under the same covariance parameter settings as described earlier but with window sizes of 7×7 and 15×15 Tables 1, 2 and 3 give us a clear picture of the effect of window size on the estimation. Target scenes of size 7 × 7 are not adequate to contain the features being tracked in frame for a wind vector of (3, 5) T which is reflected in the high MVD and SD values for both STDM and DMWA (see Table 2 ). The estimation improves as we increase window size to 11 × 11 (see Table 1 ) and then to 15 × 15 (see Table 3 ). Tables 1, 2 The coverage probabilities reiterate the conditions that we had arrived at from the MVD values in Tables 1 -3 . In particular, our model has better coverage when the spatial range is small and the temporal range is large. Once again, we see the importance of the window size. For instance, the coverage probability of our model is very small (around 60%) when we use a window size of 7 × 7 to estimate a large wind of (3, 5), showing that the window is not adequate to track the feature across time. Coverage increases as the grid size increases and achieves the nominal level for sufficiently large window size (Table 3) .
In this simulation, a larger target scene always produces the most accurate estimates of 13 the wind components. However, this might not be the case in practice. In the simulation study, the reference winds have been chosen to be uniform across space and time. In practice, this assumption might not be valid and choosing an arbitrarily large target scene might lead to inaccurate estimates of the wind vectors. Therefore, selecting the window size requires balancing a tradeoff between a window size that is large enough to capture targets moving through the scene yet small enough to satisfy the assumption that within the window the process is stationary with a constant drift. While implementing the methods on real data sets, we choose the optimal window size using cross validation. This should work well as wind fields are mostly smooth over a small region and time frame.
5 Application to GOES-15 data
GOES-15 data description
The Geostationary Operational Environmental Satellite (GOES), operated by NOAA pro- to 101.02°W longitudes). For our analysis, we have focused on the region of Northeast Colorado, comprising 6,160 pixels, where we can see some clear cloud movements from south-west to north-east. Figure 1 shows the data at three consecutive time points on the third day. Lower values of brightness temperature indicates cloud cover, whereas high brightness temperature values suggest clear skies over the region.
Estimation using GOES-15 data
The first step involves standardizing the brightness temperature data using the pixel-wise sample mean and standard deviation over time. This factors out the effect of low cloud 16 cover over the region which can affect the local estimation of wind vectors. To smooth out the standard deviation map, we use a Gaussian kernel with smoothing parameter λ = 2 pixels (i.e., 8 km).
We use cross validation to determine the appropriate size of target scenes. With no direct measurement of the wind, we compare window sizes indirectly based on their predictions of brightness temperature at the fourth time point using the wind estimate based on the first three time points and use this optimal window size to estimate winds for the subsequent time points. Table 4 gives us the Mean Squared Prediction Error (MSPE) (discussed in Section 5.3) for a few window sizes and the corresponding computation time to estimate the wind vectors at all 6,160 pixels using 4 consecutive time steps. Based on these results, we use window size of 25 × 25 pixels (i.e., 100 km × 100 km regions) and estimate the wind vectors locally at each spatial location and at each time using maximum likelihood estimates using the data in the window. We also estimate the variances associated with the estimates by computing the inverse Hessian matrix at the MLE. Figure 2 shows the uncertainty associated with the estimated wind components as given by the estimated standard deviations in the log scale, for three consecutive time points.
The estimated standard deviations in Figure 2 are high for some locations, perhaps due to convergence problems, which makes the wind estimates rough. To account for this, we smooth each component of the estimated wind field using weighted Gaussian kernels, the weights being scaled to the inverse variances of the estimates (details are given in the Appendix). The smoothing parameter has been chosen based on cross validation. Figure   3 shows the raw and smoothed wind estimates obtained from the proposed STDM. From
Figures 2 and 3, it can be seen that the rough wind estimates correspond to regions where the estimated standard deviation is high. Figure 3 also shows the smoothed estimates. For fair comparison, the DMW estimates are also smoothed using a simple Gaussian kernel smoother with its optimal smoothing parameter chosen using cross validation. The raw and smoothed estimates of the wind fields obtained from DMWA are shown in Figure 4 .
Comparison based on Mean Squared Prediction Error
For this dataset, reference wind fields are not available. Hence, we compare the two methods based on Mean Squared Prediction Error (MSPE) while predicting standardized brightness temperature fields. To predict Z at a spatial location x at time t, we consider Z D (·, t − 1), the standardized data in D(x, t − 1) and estimated winds at time t − 2. This is because the estimated winds at time t−1 uses data from time t. The predicted standardized temperature is calculated as the mean of the Gaussian conditional distribution of Z(s, t) given Z D (·, t − 1) under the stationary space-time drift model with estimated drift parameter u(s, t − 2). We also consider a naive approach of predicting the brightness temperature fields, where the the data at time t − 1 is considered to be the predicted standardized brightness temperature fields at time t. We call it the baseline prediction and the performances of the Table 5 compares the raw and smoothed estimates of the wind components in terms of MSPE.
From Table 5 , we can conclude that the proposed model outperforms the DMW algorithm. We also see that smoothing the estimates does provide a better picture of the wind fields over Northeast Colorado. Figure 5 provides maps of predicted standardized brightness temperature using the estimated winds from STDM along with the lower and upper prediction maps for the brightness temperature fields, calculated using prediction
variances. 
Discussions and Conclusions
Wind is one of the most important atmospheric variables; it has large impact on local weather and hence, studying winds is essential. Wind data can be derived from highresolution spatiotemporal data collected by geostationary satellites. These data are sequence of images over time and are used to derive atmospheric wind speed and direction.
One algorithm that provides wind estimates is known as the Derived Motion Winds Algorithm. It takes as its input a sequence of images taken by the GOES-R series of the NOAA meteorological satellites and produces wind speed and direction. However, this algorithm does not quantify uncertainties. In this paper, we propose a spatiotemporal model to analyze satellite image data with the primary objective of estimating atmospheric wind speed and direction.
We have proposed local estimation of drift parameters. Developing a globally valid nonstationary space time drift model is an interesting problem that we have not pursued here. Following the basic idea of Nested Tracking, we propose a method to estimate the covariance parameters using maximum likelihood estimation. We smooth the raw estimated wind fields using a weighted Gaussian kernel, the weights being scaled by the inverse of the estimated variances of the estimates. Section 4 details an extensive simulation study that outlines conditions under which our model performs well. Based on our simulation study, we conclude that we have accurate wind estimates when the true spatial correlation range is small and the true temporal correlation range is high. The simulations also bring forth a major drawback of the DMWA. Due to the design of the DMW algorithm, the local DMWA estimates can only be half-integers and can only take values equal to the number of pixels show that the window size is very crucial for both methods with large bias resulting from a large window and variance resulting form a small window.
We apply our method on brightness temperature data over Northeast Colorado, obtained from the GOES-15 satellite. While estimating winds, the window size has been chosen using cross validation. We provide estimated standard deviation maps, driving home the point that our method is capable of quantifying uncertainties associated with the estimation. We also provide smoothed maps of estimated wind fields over Northeast Colorado. We predict brightness temperature fields using our model and conclude, based on Mean Squared Prediction Error (MSPE) that the smoothed version of the wind estimates better represent the true wind condition. We also compare the performance of our proposed method and the DMWA. We have shown that our method outperforms the DMWA with respect to MSPE. We argue that smoothing the estimated wind fields give more reliable wind estimates. We also see that we capture the main features in the brightness temperature maps through our prediction, including the drift across the region.
One of the major challenges of our method is to apply it to data in real time. The main computational bottleneck is the time required for optimization over the covariance parameters. Because we use a local likelihood approach, the method is embarrassingly parallelizable across pixels and time points, and thus should scale well when used in production. The optimization can also be made faster using approximation. For example, optimization algorithm could be initialized using the results of spatial or temporal neighbors, and the parameters could be updated using a one-step Fisher's scoring approximation.
We would also like to explore more flexible methods for capturing the complicated wind motions, possibly a method where the window size is allowed to vary with location and 25 time. This can ensure that our feature is always inside the frame of reference, resulting in more accurate estimates of the wind fields.
APPENDIX
A. Standardization of data: We standardize the brightness temperature data Y (x, t) as
where µ(x) denotes the pixel-wise sample mean over time of Y (x, t) at location x, and σ(x) denotes the corresponding smoothed standard deviation. The standard deviation is smoothed using the Gaussian kernel
where λ > 0 is the kernel bandwidth and v 1 , . . . , v L ∈ R 2 denote the spatial locations over the entire region considered. The smoothing weights are defined as
.
That is, for standardizing the data we use
whereσ(v l ) is the sample standard deviation at location v l .
B. Smoothing the estimates: Let u(x, t) = ( u(x, t), v(x, t)) denote the estimated wind vector in D(x, t) using the proposed method. Also let the corresponding estimated variances be denoted by d u (x, t) and d v (x, t) where the suffixes 'u' and 'v' refer to the u-and v-component of the estimated wind vector. We smooth each component of the estimates using a weighted Gaussian smoothing filter, the weights being equal to the inverses of the corresponding variance estimates. Let u (s) (x, t) = u (s) (x, t), v (s) (x, t) denote the smoothed wind estimates where, 
