This paper is concerned about the W 1,p convergence for a minimizer u ε of a Ginzburg-Landau type functional. This proof is completed by establishing an important estimation, the L p loc estimation of |∇u ε |.  2005 Elsevier Inc. All rights reserved.
Introduction
Let G ⊂ R n (n 2) be a bounded and simply connected domain with smooth boundary ∂G. Let g be a smooth map from ∂G to S n−1 satisfying d = deg(g, ∂G) = 0. Without loss of generality, we may assume d > 0. We are concerned with the asymptotic behavior of the minimizer u ε of the Ginzburg-Landau-type functional
that u ε converges strongly to a harmonic map u 0 on any compact subset away from the vortices. In particular, properties of u 0 can be derived from corresponding properties of u ε via uniform estimates. The motivation for this paper is to generalize those ideas to the case p > n = 2. We expect to show u ε converges strongly in W 1,p loc to a minimizing p-harmonic map u p away from the vortices.
In this paper, we always assume p > n = 2. Obviously, a minimizer u ε on W is a weak solution of − div(|∇u| p−2 ∇u) = and |u ε | 1 a.e. on G (cf. the proof of Theorem 2.2 in [5] ). In Section 2 we shall prove the following Recalling the case of p = n, we know that the uniform estimation is available by estimating the supper bound and the lower bound of |∇u ε | n , since we can use the property of the conformal transformation of |∇u ε | n . Namely, when scaling x = yε in E ε (u, G) , there is a coefficient ε λ appearing in the scaled energy functional. When the parameter p is equal to the dimension n (the idea can be seen in [1, [4] [5] [6] ), we can derive the exponent λ of ε is zero. When p > n, the property of the conformal transformation of |∇u ε | p dx is lost. It is impossible to obtain such results as that of p = n, if we still adopt the idea of estimating the supper and the lower bounds of |∇u ε | p . In view of it, one has to find a new way to obtain the uniform L p estimate of ∇u ε . It is also the reason why the asymptotic limit is not characterized globally in terms of the vortices now.
To prove Theorem 1.2, we shall give the uniform estimation, i.e., L p loc estimate of ∇u ε in Section 3. Based on the uniform estimation, we will prove in Section 4 that u ε converges to a p-harmonic map u p in W 1,p loc weakly. In Section 5, we will prove that the p-harmonic map u p is also a map of least p-energy K |∇u| p , and that u ε converges to u p in W 1,p loc sense strongly.
Proof of Theorem 1.1
Assume p > 2. Let u ε be a minimizer of E ε (u, G) on W . We have the following Proposition 2.1. There exists a constant C > 0 which is independent of ε ∈ (0, 1) such that
Proof. For any R > 0, denote
where
Let u 1 be a solution of I (1, 1) and define
Thus u 2 ∈ W ε −1 and R) ) and consider the map g :
Substituting this into (2.2) yields
Since deg(ḡ, ∂G R ) = 0, there is a smooth map v : G R → S 1 such that v =ḡ on ∂G R . We have, by (2.3), for ε < R,
where C is independent of ε. It means that (2.1) holds as ε ∈ (0, 1). 
Proof. Combining (2.1) with |u ε | 1 onḠ, we obtain u ε
Cε 2−p as ε ∈ (0, 1).
Noticing p > 2 and applying the embedding inequality, we have that for any x, y ∈Ḡ,
with a constant C 1 independent of ε. 
where B 2lε ⊂ R 2 is a disc of radius 2lε with l λ, then
Proof. First we observe that there exists a constant β > 0 such that for any x ∈ G and 0 < ρ 1, |G ∩ B(x, ρ)| βρ 2 since ∂G is smooth. To prove the proposition, we choose λ = (
, where C 1 is the constant in Proposition 2.2. Suppose there exists a point x 0 ∈ G ∩ B lε such that |u ε (x)| < 1 − η. Then applying Proposition 2.2, we have
which contradicts (2.5) and the proposition is proved. 2
To find the zeros of the minimizer u ε according to Proposition 2.4, we may take (2.5) as a ruler to distinguish the disc of radius λε which contains the zeros.
Let λ, µ be constants in Proposition 2.4. If
we are led to
where Λ is the set of the centers of all bad discs. Thus (2.7) implies that the zeros of u ε are contained in these bad discs. Now, suppose that {B(x ε i , λε); i ∈ I } is a family of discs satisfying Proof. Since (2.8) implies that every point in G can be covered by finite, say m (independent of ε) discs, noticing (2.4) and the definition of bad discs, we have 
(2.10) (2.10) implies that every two discs in the new family are not intersected. This and (2.9) show that the zeros of u ε are contained in these finite, disjoint bad discs. Thus Theorem 1.1 is proved. 2
Noting (2.9), and taking η = 1/2 in (2.7) we have
As ε → 0, there exists a subsequence x ε k i of the center x ε i and a i ∈Ḡ such that x
Perhaps there may be at least two subsequences that converge to the same point, we denote by a 1 , a 2 , . . . , a N , N N 1 , the collection of distinct points in
Uniform estimation
In this section we prove that for any compact subset K of G \ N j =1 {a j }, there exists a positive constant C(K) such that E ε (u ε , K) C(K) for ε ∈ (0, ε 0 ) with ε 0 > 0 sufficiently small. We first prove Proposition 3.1. Assume p > 1 and u ε is a minimizer of E ε (u, G) on W . Then there exist constants t, R 0 ∈ (0, 1/2) and C > 0 which are independent of ε, such that for any
It is clear that v ε is also a minimizer of E(v, G ε ). Now, using the idea of proof of [3, Theorem 4.1], we know that there exist constants t, R 0 ∈ (0, 1/2) and C > 0, such that for any B R ⊂ B R 0 /2 ⊂ G and q ∈ [p, p + 2t), the inequality
Multiplying this by ε −1 , we can see the proposition holds. 2
For j = 2, the inequality (3.2) is the corollary of (2.1). Suppose that (3.2) holds for all j m. Then we have, in particular, 4) and applying (3.3), we can see
Denote B = B(x, r). We first prove the following 
Proof. Obviously, the minimizer ρ 1 satisfies
where v = |∇ρ| 2 + 1. Since 1/2 |u ε | 1, it follows from the maximum principle that onB, 
where ν denotes the unit outside norm vector on ∂B. Using (3.9), we obtain
Combining (3.7), (3.5) and (3.9), we also get
Substituting this and (3.11) into (3.10) yields
Applying (3.7), (3.5) and (3.12), we obtain that for any δ ∈ (0, 1),
where τ denotes the unit tangent vector on ∂B. Hence it follows by choosing δ > 0 sufficiently small that
We multiply both sides of (3.6) by (1 − ρ) and integrate over B. Then
whose left-hand side is proportional to E(ρ 1 , B) . Thus
Applying Hölder inequality and (3.5), (3.7), (3.8) and (3.13), we obtain
The proposition is proved. 2
Proposition 3.4.
Denote h = |u ε |. Then there exists t ∈ (0, 1/2) such that for any δ ∈ (0, 1),
Using (3.14) it is not difficult to see that for any δ > 0,
where h = |u ε |. Noticing that
we have
From this and (3.14) we obtain In virtue of (2.7) and Proposition 3.1, we get 
Choosing η sufficiently small, we obtain 
Noting ζ = 1 on B m+1/2 and applying (3.24), we obtain
On the other hand, similar to the derivation of (3.15), for B m+1/2 we rewrite Proposition 3.4 and still derive that for any δ > 0, by the same way to the derivation of (3.17). Substituting this into (3.27) yields
Using this instead of (3.18) and choosing δ > 0 sufficiently small, we can improve (3.25) as
Now, using this inequality instead of (3.25), and by the same argument above, we can write (3.26) as
As a result, it is also follows that, similar to the derivation of (3.17) and (3.25),
If we do in this way, it can be derived by k 0 steps that
This is (3.3) for j = m + 1.
Step
Similar to the argument of Step 2, we may improve the exponent
Hence, as the derivation of (3.26),
Similar to Step 2, we may improve again the exponent (m − p) ( 
By the same way as in Step 2, we may also improve the exponent of ε to m + 1 − p. Namely, we have 
Consider the functional
where B = B(x, r). It is easy to prove that the minimizer ρ 2 of E(ρ, B) on W 
This and (3.23) imply that
as long as we choose δ > 0 sufficiently small. Discussing in the same way as in Steps 2 and 3, we may improve the exponents of ε in the second and the third terms of the right-hand side of (3.33) step by step, such that the improved exponents are not smaller than [p] − p + 1. Thus, for some B [p]+1 ⊂ B, there exists C > 0 independent of ε ∈ (0, ε 0 ) with ε 0 sufficiently small such that 
Recall that u ∈ W 1,p (K, ∂B 1 ) is named a p-harmonic map, if u is a weak solution of
Proof. By Theorem 3.5 we know that for any
where C is independent of ε. Combining the fact |u ε | 1 a.e. onḠ with (4.3) yields . In the following we will prove that u p is a weak solution of (4.2).
) and |∇φ| C, where C is independent of ε. Denote u = u ε k in (1.1) and take ψ = uφ. Thus
Applying 
