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iABSTRACT
The Southwest of Western Australia (SWWA) is a region of extensive land
cover change with an estimated 13 million hectares of native vegetation cleared
since European settlement. Whilst previous studies have suggested meteorolog-
ical and climatological implications of this change in land use, no studies have
explicitly focussed on the detailed mechanisms behind the impacts of land-cover
change on individual meteorological phenomena. This thesis seeks to identify
the physical mechanisms inducing changes within the atmosphere by using the
Regional Atmospheric Modeling System (RAMS V6.0) to simulate the impact
of land use change on meteorological phenomena at di↵erent scales and evaluate
these model results against high resolution atmospheric soundings, station obser-
vations, and gridded rainfall analyses where appropriate. Sensitivity tests show
that land-cover change results in an increase in low-level atmospheric moisture
advection associated with the southern sea-breeze due to a reduction in surface
roughness. It also results in a decrease in convective precipitation associated with
cold-fronts and convective clouds associated with the surface heat trough, due to
an increase in wind speed, and a decrease in turbulent kinetic energy and ver-
tically integrated moisture convergence within the PBL. Large-eddy simulations
further highlight the role of land-cover change and soil moisture, as well as the
contributions of surface versus entrainment ﬂuxes on the growth of the PBL and
development of convective clouds. These results are discussed within the broader
iicontext of the meteorology of the region.
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xCHAPTER 1
INTRODUCTION
1.1 The South-West of Western Australia
The South-West of Western Australia (SWWA) lies between 28 S and 35 S
and 114 Ea n d1 2 2  Er e s p e c t i v e l ya n de x p e r i e n c e saM e d i t e r r a n e a nc l i m a t ew i t h
hot and dry summers and cool and wet winters (Gentilli, 1971) (summer is from
December to February, autumn from March to May, winter from June to August,
and spring from September to November). This is mainly a result of the sub-
tropical high pressure belt being predominant over the region during summer and
gradually moving north during autumn and winter. Troughs oscillate across the
coast during summer, and winter rainfall is mostly associated with the passage
of frontal systems and mid-latitude cyclones. As such rainfall generally decreases
from West to East while temperature increases from South to North.
Figure 1.1 shows SWWA with particular reference to the state barrier, com-
monly referred to as the vermin/rabbit proof fence which was originally built to
prevent rabbits migrating from Eastern Australia to Western Australia (WA),
but now clearly demarcates a vast area of agricultural land west of the fence to
native vegetation east of the fence. It is estimated that approximately 13 million
hectares of native vegetation has been cleared west of the fence since the beginning
of the last century (Watson et al., 2008), and the seasonal impact of this change
in land-use is clearly visible from Normalised Di↵erence Vegetation Index (NDVI,
1a measure of photosynthetically active vegetation) maps, as shown in Figure 1.2.
NDVI is at its maximum across the agricultural region from June to September
as seeding usually starts in May-June, and the crops go through a rapid growth
phase during August-September. Harvest starts during late October-November,
and hence, NDVI rapidly decreases to near-zero until seeding starts again the next
year in May-June. The vermin fence (located around 120oE, 33oS), is clearly visi-
ble from the NDVI maps throughout the year, as the variation in NDVI for native
vegetation east of the fence is much smaller compared to the crops, which have a
distinct seeding-growth-harvest cycle.
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Figure 1.1: Map showing the vermin fence acting as a boundary between agri-
cultural land use (shaded), west of the fence, and native vegetation, east of the
fence, in SWWA.
The remaining native vegetation east of the vermin fence is undisturbed and
in its native state. It is mostly comprised of eucalyptus eremophilia species and
patches of eucalypt woodland can be found on the lower ground and casuarina
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3thickets on the residual plateau soils (Lyons et al., 1996). The height of the
native trees varies between 0.5 to 6.0 m and more than 75% are between 0.5 and
2.0 m high (Esau and Lyons, 2002). The major agricultural crop grown west
of the fence is winter growing wheat/barley between May and December and is
usually less than 1 m high. During the non-growing season, harvest stubbles
approximately 20 cm high or bare soil are common. Hence, the major di↵erences
in land characteristics are that the native vegetation is darker, generally rougher
and transpires all year round, whereas the agricultural area has a much lighter
colour, with a crop which transpires during winter, and is less rough. The overall
landscape is ﬂat with a duplex soil of sand over clay.
The vermin fence provides a unique environment with the land surface as
it once was before European settlement, that is, east of the fence, to what it is
now, west of the fence. This has allowed for the meteorological impacts of land-
cover change in SWWA to be investigated through a series of micro-climatological
ﬁeld experiments as well as meso-scale modeling studies as discussed in the next
section.
1.2 Literature Review
1.2.1 Basic Theory
Central to understanding the impacts of land-cover change is the surface
energy and water balance of a bare soil or vegetated surface which can be repre-
sented as:
RN = QG + H + L(E + TR) (1.1)
where RN is the net radiation, QG is the soil heat ﬂux, H is the sensible
4heat ﬂux, and L(E + TR), commonly referred to as “evapotranspiration”, is the
latent heat ﬂux though evaporation (E), and transpiration from the stoma of
plants (TR).
The water balance represents the partitioning of available water (P)i n t o
evaporation from the soil (E), transpiration from plants (TR), surface runo↵
(RO)a n di n ﬁ l t r a t i o n( I):
P = E + TR+ RO + I (1.2)
The surface energy and water balance in Eqs. 1.1 and 1.2 are closely in-
terrelated as illustrated in Figure 1.3 showing how changes in albedo, surface
roughness and leaf area index (LAI) alter the partitioning between the sensible
and latent heat ﬂuxes. This in turn alters the vertical transport of heat and
moisture within the boundary layer and may a↵ect convective cloud formation
and precipitation (e.g., Lyons et al., 1996; Pielke, 2001).
1.2.2 The BuFex Experiments
The buFex (Bunny Fence) experiments (Lyons et al., 1993) are a series of
micro-climatological ﬁeld investigations involving the use of aircraft and satellite
data as well as standard meteorological sensors to investigate the meteorological
impacts of land-cover change in SWWA. The initial aircraft data (August 1991)
showed higher averaged sensible heat ﬂuxes over the native vegetation and higher
latent heat ﬂuxes over the agricultural crops (Lyons et al., 1993). Higher sensible
heat ﬂuxes over the native vegetation were attributed to the reduced albedo and
increased surface roughness and canopy resistance over this area while the higher
latent heat ﬂuxes over the agricultural area were due to higher transpiration from
5Figure 1.3: Schematic representation of the potential impacts of land-cover change
on temperature and rainfall (Narisma and Pitman, 2003).
the crops.
Higher sensible heat ﬂuxes over the native vegetation implies a higher prob-
ability of convective cloud formation and hence rainfall. However, the data of
Lyons et al. (1993) were over a temporal scale of several days, and their results
cannot easily be generalised. As such Lyons et al. (1996) used satellite obser-
vations to estimate the monthly variation of the energy ﬂuxes over the native
vegetation and agricultural region on a yearly time-scale. Their results are illus-
trated in Figure 1.4 showing the variation of NDVI, albedo and net radiation over
the native vegetation and agricultural region as derived from satellite observa-
6tions. The NDVI is higher over the agricultural region in winter when crops are
growing while that of the native vegetation remains fairly constant throughout
the year. This is related to the fact that Australian native vegetation has its
stomata closed to conserve moisture and wheat/barley crops transpire moisture
during the growing season. The albedo is consistently lower over the native vege-
tation due to the marked di↵erence in colour and the net radiation is consistently
higher over the native vegetation. This implies that more energy is available in
terms of sensible and latent heat ﬂux as illustrated in Figure 1.5 showing the
modelled variation of sensible and latent heat ﬂuxes over both regions (Lyons
et al., 1996). The sensible heat ﬂux is markedly higher during the winter growing
season over the native vegetation by as much as 50-75 Wm 2 and latent heat
ﬂux is higher over the agricultural region. Similar work has been carried out by
Huang et al. (1995) as shown in Figure 1.6 illustrating the variation of the height
of the planetary boundary layer (PBL) over both regions as compared to the
mean monthly lifting condensation level (LCL). For most of the year, the height
of the LCL is higher than the height of the PBL over the agricultural region but
lower than that over the native vegetation. This clearly suggests that clouds are
more likely to from over the native vegetation.
Lyons (2002) further expanded on the work of Huang et al. (1995) using the
same one-dimensional boundary layer model to show that a deeper PBL over the
native vegetation leads to the preferential formation of convective clouds over this
region through a moistening of the upper PBL. This is illustrated in Figure 1.7
showing higher relative humidity tendency at the top of the boundary-layer over
the native vegetation as compared to the agricultural region, suggesting higher
chances of cloud formation. This has been further reinforced by large-eddy sim-
7(a) (b)
(c)
Figure 1.4: Annual variation of the (a) normalised di↵erence vegetation index
(NDVI), (b) albedo, and (c) net radiation at the time of the afternoon satellite
overpass (approximately 1500 LST) (Lyons et al., 1996).
(a) (b)
Figure 1.5: Annual variation of the (a) sensible and (b) latent heat ﬂux at the
time of the afternoon overpass (approximately 1500 LST) (Lyons et al., 1996).
8Figure 1.6: Annual variation of the height of the planetary boundary layer (PBL)
over the native vegetation and agricultural region as compared to the height of
the lifting condensation level (Huang et al., 1995).
ulations of the boundary e↵ects of the abrupt change in land use which have
shown the formation of roll-like circulations at the fence resulting in signiﬁcant
horizontal heat and moisture ﬂux (Esau and Lyons, 2002). These rolls are esti-
mated to accumulate up to 30% of the water evaporated within a 5 km strip of
the agricultural area.
The impacts of land-cover change in SWWA have also been investigated
by analyzing cloud properties from satellite observations over both the native
vegetation and agricultural region. Ray et al. (2003) used Moderate Resolution
Imaging Spectroradiometer (MODIS) imagery to estimate cloud optical thickness,
droplet sizes, and liquid water paths at hourly intervals during the day over
SWWA from 1999 to 2000. They found a higher frequency of cumulus clouds
with higher optical thickness, cloud liquid water contents and e↵ective radii over
the native vegetation during the summer and over the agricultural region during
9Figure 1.7: Annual variation of term 4 of the relative humidity tendency at the
top of the boundary layer for native and agricultural surfaces (Lyons, 2002).
winter. Although the errors associated with these estimates were quite large,
their results still suggested that there is a possibility of enhanced cumulus cloud
formation over the native vegetation during summer.
Other satellite based studies have used the Clouds and Earth’s Radiant
Energy System (CERES) on the Terra satellite to estimate top-of-atmosphere
radiative forcing associated with land use change in SWWA (Nair et al., 2007).
They found the diurnally averaged shortwave radiative forcing of approximately
-7 Wm 2 shown in Figure 1.8 over the agricultural region as compared to the
native vegetation. This can be compared to GCMs which assume a forcing of the
order of -1 to -2 Wm 2 for areas with more than 30 % cropland. The estimated
forcing from the observational data would be -4.2 Wm 2 for the same area of
cropland, which is a factor of 2 or more and hence quite signiﬁcant.
The work of Ray et al. (2003) and Nair et al. (2007) on the e↵ects of land-
10Figure 1.8: Seasonal variations in monthly mean, diurnally averaged upwelling
shortwave at the top-of-the-atmosphere for the 2000-2003 time periods (Nair
et al., 2007)
cover change on cloud properties has motivated the investigation of the aerosol
composition of clouds over the native vegetation and agricultural region. This
was carried out by Junkermann et al. (2009) using an aircraft instrumented with
cloud microphysical sensors during August 2008 and December 2007. Measure-
ments of cloud microphysical properties showed a high concentration of ultra-ﬁne
particles over the agricultural region in both seasons during the morning, with
lower concentrations over the native vegetation. The high concentrations over
the agricultural region are thought to be emitted from salt lakes in this region,
which are a direct result of the increase in water table associated with deforesta-
tion, as well as a higher number of dust-devils forming on the agricultural side
due to the reduced surface roughness (Lyons et al., 2008). Observations of cloud
droplets also showed that the droplet size distribution over the native vegetation
was closer to the threshold for precipitation as compared to the agricultural re-
gion. Hence, Junkermann et al. (2009) hypothesize that such a di↵erence in cloud
droplet distribution may be partly responsible for the observed decrease in winter
rainfall in SWWA.
11In summary, there is a large body of evidence from ﬁeld studies and satellite
data suggesting that land-cover change in SWWA has signiﬁcant impacts on
convective cloud formation. However, these studies are still limited in terms of
spatial and temporal scales. For example, the soil-vegetation boundary layer
models used by Huang et al. (1995), Lyons et al. (1996), and Lyons (2002) are
one-dimensional and ﬁeld observations are over a limited time-span (Lyons et al.,
1993; Junkermann et al., 2009). This has led to meso-scale modeling of the
impacts of land-cover change in SWWA using regional climate models which
have much higher spatial and temporal resolution, but still su↵er from the fact
that observations are not usually available over these scales for adequate model
evaluation.
1.2.3 Mesoscale Modeling
Narisma and Pitman (2003) used the ﬁfth-generation Pennsylvania State
University-National Center for Atmospheric Research Mesoscale model (MM5)
to carry out four ensemble simulations of the January and July climates over
Australia at a 50-km grid spacing using the current vegetation cover and natural
(pre-European) vegetation cover. They found latent heat ﬂuxes to be lower under
current vegetation by about 60 Wm 2 in SWWA in January, due to the increased
albedo and decreased surface roughness and LAI, which was linked to a warming
of the January climate. Narisma and Pitman (2003) also found a reduction in
July rainfall for SWWA due to land-cover change, but little change in January.
Unlike Lyons et al. (1996) and Lyons (2002), who suggest that the mechanism
behind the decrease in rainfall is reduced convective cloud formation due to a
reduction in surface sensible heat, Narisma and Pitman (2003) argued that it is
12ar e d u c t i o ni ne v a p o r a t i o nw h i c hi st h em a i ni n ﬂ u e n c eb e h i n dt h er e d u c t i o ni n
rainfall.
Given that the results of Narisma and Pitman (2003) could have been model-
speciﬁc, Pitman et al. (2004) used 3 di↵erent models, (a) MM5, (b) the Colorado
State University Regional Atmospheric Modeling System (RAMS) (Cotton et al.,
2003), coupled with a soil-vegetation model (Walko et al., 2000) (LRAMS), and
(c), RAMS coupled with a plant model which allows for the vegetation to respond
to in atmospheric CO2 and includes biospheric feedbacks (GEMRAMS), to in-
vestigate the impacts of land-cover change on the July climate of SWWA. Figure
1.9 shows the simulated change in rainfall over SWWA and all 3 models showed a
decrease in rainfall with an increase further inland, consistent with historical ob-
servations. However, unlike previous studies which suggested that the change in
heat ﬂuxes is a plausible explanation for the decrease in rainfall (Lyons, 2002; Ray
et al., 2003), Pitman et al. (2004) attributed the decrease in rainfall to changes
in moisture ﬂux brought about by a reduction in surface roughness length and
frictional drag. Their rationale is that the reduced frictional drag brought about
by the removal of native vegetation results in the advection of moisture from the
Indian ocean further inland, which leads to a divergence of moisture near the
coast. The increased convergence further inland, together with increased vertical
velocities leads to higher rainfall from 118oEt o1 2 0 oE. The work of Narisma and
Pitman (2003) and Pitman et al. (2004) has been further reinforced by McAlpine
et al. (2007) who used the Commonwealth Scientiﬁc and Industrial Research Or-
ganisation (CSIRO) MK3 climate model to investigate the impacts of land-cover
change on the Australian climate and found signiﬁcant changes in temperature
and rainfall over the continent.
13Figure 1.9: The simulated change in rainfall (mm d 1)c a u s e db yl a n dc o v e r
change over Western Australia with reductions in rainfall shaded for (a) GEM-
RAMS, (b) MM5 and (c) LRAMS (Pitman et al., 2004).
In conclusion, there is a wide array of research, ranging from micro-climatological
experiments, to three-dimensional meso-scale modeling, suggesting that land-
cover change has signiﬁcant impacts on the meteorology and climatology of
SWWA. However, there are still some important knowledge gaps which need to
be ﬁlled. Namely, none of the studies before-mentioned have explicitly focussed
on detailed mechanisms of the impacts on land-cover change on important meso-
scale meteorological phenomena, such as sea-breezes, cold-fronts, and surface heat
troughs within the region.
141.3 Knowledge Gaps
The strength of meso-scale circulations such as the sea-breeze depends on
the horizontal distribution of the surface sensible heat ﬂux (Segal et al., 1988),
and changes in land surface properties due to activities such as land clearing alter
the surface energy balance (e.g., Lyons et al., 1993; Pielke, 2001). Hence, land-
cover change can potentially alter the structure of sea breezes (e.g., Miao et al.,
2003), but yet, no study has focussed on the impacts of land-cover change on
the southern sea-breeze of SWWA. Moreover, sea breeze studies in SWWA have
mostly focussed on the western sea-breeze near the city of Perth (Figure 1.1) as
most of the population is relatively close to the west coast and the re-circulation
of pollutants is an important consideration for urban air quality (e.g., Manins
et al., 1992; Hurley and Manins, 1995; Lyons and Bell, 1990; Ma and Lyons,
2000). Additionally, the southern sea-breeze can be an important source of mois-
ture for crops further inland. The only studies on the southern sea-breeze date
back to the 1950s and make use of idealised topography, land surface characteris-
tics, and synoptic conditions (Clarke, 1989). Given the signiﬁcant advancements
in three-dimensional non-hydrostatic numerical modelling and the availability of
high resolution geographical datasets, it is argued that the southern sea breeze
of SWWA needs to be revisited at a higher resolution, and with better represen-
tations of the synoptic conditions as well as land surface conditions. This would
allow for the impacts of historical land-cover change to be assessed and forms the
basis for the ﬁrst case study of this thesis (Chapter 3).
Most of the rainfall in SWWA is brought about by cold-fronts and North-
West cloud bands (Tapp and Barrell, 1984), and a signiﬁcant decline in winter
rainfall was noticed in the 1970s which has persisted since then (IOCI, 2002).
15As was discussed in section 1.2.3, Pitman et al. (2004) suggest that historical
land-cover change has altered the boundary layer dynamics of the region and can
explain at least part of the observed decline in rainfall. However, Pitman et al.
(2004) did not explicitly focus on the interaction between cold-fronts and the
land surface, and knowledge on the detailed mechanisms is still lacking. The in-
teraction of storms/cold-fronts with the land surface has been studied elsewhere.
Anthes (1984) postulated that vegetation bands of up to 50-100 km in semiarid
regions could potentially initiate and enhance moist convection under the ap-
propriate atmospheric conditions. More realistic numerical simulations by Pielke
et al. (1999) have shown that landscape (vegetation) changes in Florida between
1900 and 1993 can account for up to an 11 % decrease in summer rainfall in this
region and Kanae et al. (2001) found similar e↵ects for September rainfall on the
Indochina peninsula. A comprehensive review of the e↵ects of land-cover change
on atmospheric circulations can be found in Pielke (2001), Pielke et al. (2007),
and Cotton and Pielke (2007). All of this suggests that the detailed interactions
between cold-fronts and the land surface in SWWA needs to be further quantiﬁed
and this forms the basis for the second case study of the thesis (Chapter 4).
The west-coast trough is a synoptic feature of SWWA brought about by a
the interaction of a surface heat low over the Pilbara and Kimberly regions of WA
and presence of high pressure systems form the subtropical high pressure belt,
resulting in a trough of low pressure (the west cost trough), which oscillates in
an east-west direction (Ma et al., 2001). The position of the trough relative to
the coast has been found to inﬂuence the inland penetration of sea breezes (Ma
and Lyons, 2000), but can also initiate convection via the southerly transport of
continental air masses east of its axis with a nearly adiabatic lapse rate. Under
16such conditions , a deep boundary-layer can grow, exceeding the LCL and leading
to the formation of convective clouds. Since the replacement of native vegetation
with agriculture or bare soil alters the surface energy balance, it is possible that
land-cover change inﬂuences the west-coast trough and the formation of any as-
sociated convective clouds. This forms the basis for the third case study of this
thesis (Chapter 5).
Lyons et al. (1993) found distinct di↵erences in the surface energy balance of
native vegetation as compared to agricultural land as derived from aircraft data,
and the subsequent work on the inﬂuence of land-cover change on the PBL in
SWWA development is based on one-dimensional modeling (Huang et al., 1995;
Lyons et al., 1996; Lyons, 2002) which did not involve the simulation of cloud pro-
cesses, or highly idealised three-dimensional large-eddy simulations (LES) (Esau
and Lyons, 2002). Additionally, several studies have shown that under certain
conditions, the growth of the PBL is not only responsive to land-surface proper-
ties (i.e., vegetation type and soil moisture), but also to dry-air entrainment of
free tropospheric air (Santanello et al., 2007; van Heerwaarden et al., 2009). On
the case studies days considered by Lyons (2002), the air above the boundary-
layer was too moist for dry-air entrainment to occur. Hence, there is a need to
better understand the surface inﬂuences on PBL development in SWWA using
more realistic three-dimensional modelling to incorporate cloud processes, and
also quantify the relative contributions of surface versus entrainment ﬂuxes on
the growth of the PBL. This forms the basis for the fourth case study of this
thesis (Chapter 6).
171.4 Aims of Thesis
Whilst several studies have suggested the meteorological and climatological
impacts of land-cover change in SWWA, this thesis seeks to identify the detailed
mechanisms of the impacts of land-cover change on important meso-scale me-
teorological phenomena by carrying out individual case-studies. The focus on
individual case studies allows for the detailed mechanisms to be investigated in
conjunction with a unique high resolution data-set (Chapter 2), as has not been
attempted before. Accordingly, the speciﬁc aims of this thesis are to investigate:
1. The impacts of land-cover change on the southern sea breeze of SWWA.
2. The impacts of land-cover change on cold-fronts in SWWA.
3. The impacts of land-cover change on the west coast trough and convective
clouds in SWWA.
4. Surface inﬂuences on planetary boundary-layer development in SWWA.
The next chapter describes the ﬁeld data and numerical meso-scale atmo-
spheric model used to address these research questions.
18CHAPTER 2
METHODOLOGY
The thesis makes use of high resolution atmospheric soundings as well as a
meso-scale numerical model to address the four research questions identiﬁed in
section 1.4.
2.1 Field Data
High resolution atmospheric soundings were acquired using the National
Center for Atmospheric Research (NCAR) Mobile Global Positioning System
Advanced Upper-Air Sounding System (MGAUS) during the ﬁrst three weeks of
December 2005 and August 2007 at 3-hourly intervals at two sites near the town
of Lake King, namely, LKW and LKE respectively (Figure 2.2). The soundings
provided near simultaneous proﬁles of temperature, relative humidity, wind speed
and direction either side of the vermin fence (i.e., LKW in the agricultural region
and LKE in the native vegetation) from the surface to about 12 km. This data
were collected as part of the ongoing buFex ﬁeld campaign (Lyons et al., 1993)
and all soundings were subjected to NCAR data quality control before analysis.
The maximum drift of the soundings within the PBL is illustrated in Figure 2.1,
showing that whilst in the PBL, the soundings were su ciently removed from
the Vermin fence that the sonde proﬁles throughout the PBL were a realistic
representation of the agricultural land-use and native bush-lands at the LKW
19(a)
0 5 10 15 20 25
0
5
10
15
20
25
30
35
40
Maximum drift (km)
%
 
o
f
 
s
o
u
n
d
i
n
g
s
August 2007
(b)
0 1 2 3 4 5 6 7 8
0
2
4
6
8
10
12
14
16
18
20
Maximum drift (km)
%
 
o
f
 
s
o
u
n
d
i
n
g
s
December 2005
Figure 2.1: Histogram of maximum sounding drift (km) for (a) the August 2007
and (b) December 2005 ﬁeld campaigns.
and LKE sites respectively. Speciﬁc details on the use of the soundings for each
case-study are outlined in Chapters 3 to 6.
The research aircraft of the Flinders Institute for Atmospheric and Marine
Science was used to measure all components of the surface energy budget, as
well as air temperature, humidity, atmospheric pressure and wind speed either
side of the fence on selected days. Details of the sensors’s the absolute and
relative accuracy are summarised in Table 2.1 (Hacker and Schwerdtfeger, 1988).
Surface energy ﬂuxes from the aircraft were processed using a technique detailed
in Lyons et al. (2001), consistent with previous studies (Sun and Mahrt, 1995;
Xinmei, 1994) and more speciﬁc details are outlined in Chapter 5.
Gridded rainfall analyses were obtained from the Australian Bureau of Me-
teorology (Jones et al., 2009). These data have a 5 km ⇥ 5 km resolution and
obtained by interpolating daily precipitation measurements from a wide network
of stations. The interpolation method used is a three dimensional smoothing
spline with the Barnes successive correction for analysis of the anomalies (Jones
20sensor units absolute
accuracy
relative
accuracy
response
time
static pressure a hPa < 0.2 < 0.1 < 0.02s
pressure altitude b ft 10 3 < 0.02s
air speed c kts 3 < 0.1 < 0.02s
temperature d 0C 0.1 0.01 0.1s
relative humidity e % 3 0.5 0.3s
absolute humidity f gm 3 0.3 0.01 < 0.05s
dew point g 0C< 1.0 0.05 0.3s
acceleration j g 0.005 0.0003 < 0.05s
surface tempera-
ture
k K 1.0 0.1 < 1.0s
radar altitude l ft 10 3 0.2 s
w(air) bchij ms 1 < 0.5 < 0.10 .1s
u,v(air) chijn ms 1 0.8 0.2 0.1s
solar radiation o Wm 2 15 4s
a high-resolution static pressure transducer
b pressure altitude transducer
c indicated air speed transducer
d temperature sensors
e Vaisala Humicap
f Lyman-alpha humidiometer
g Dew point mirror system
h 5-hole probe
i di↵erence pressure transducer
j attitude and heading reference system
k infrared radiometer
l radar altimeter
n GPS navigation system
o eppley pyranometer
Table 2.1: Sensors, measured parameters, their absolute and relative accuracy
and response time (Hacker and Schwerdtfeger, 1988).
et al., 2009).
2.2 Numerical Model
The Regional Atmospheric Modeling System (RAMS) (Cotton et al., 2003;
Pielke et al., 1992) version 6.0 was used for the numerical simulations. RAMS
is a highly versatile three-dimensional meso-scale meteorological model (Pielke
et al., 1992; Cotton et al., 2003) that has been extensively used for a wide variety
of applications including modeling sea breezes (e.g., Ma and Lyons, 2000; Cai
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Figure 2.2: Map showing the vermin fence acting as a boundary between agri-
cultural land use (shaded), west of the fence, and native vegetation, east of the
fence and the release locations of the soundings at Lake King West (LKW) in the
agricultural region, and Lake King East (LKE) in the native vegetation.
and Steyn, 2000; Miao et al., 2003), storm events (and cold-fronts) (e.g., Nair
et al., 1997; Kotroni et al., 1998; Ryan et al., 2000; Gero and Pitman, 2006),
and also for large-eddy simulations (e.g., Avissar et al., 1998; Eastman et al.,
1998; Avissar and Schmidt, 1998; Gopalakrishnan et al., 2000; Gopalakrishnan
and Avissar, 2000; Cheng et al., 2001; Angevine et al., 2010). The latest 6.0
version was utilised and operated as a non-hydrostatic, compressible, primitive
equation model with a  z terrain-following vertical coordinate system with polar
stereographic coordinates. RAMS can also be operated as a hydrostatic model,
which reduces computation cost, but does not adequately resolve vertically mov-
ing acoustic waves. This option was not used since the aim of this thesis is to
reproduce meteorological phenomena as realistically as possible. RAMS 6.0 is
coupled to a Land-Ecosystem Atmosphere Feedback Model (LEAF-3) that repre-
sents the energy and moisture budgets at the surface and their interactions with
22the atmosphere (Walko et al., 2000). It incorporates the interactions between soil
and vegetation and the atmosphere at a sub grid scale; see Walko et al. (2000)
for detailed model descriptions. The model speciﬁcations for each case study are
described in more detail in chapters 3 to 6.
2.3 Scope of Thesis
This thesis focuses on the detailed mechanisms of the impacts of land-cover
change on the southern sea-breeze, cold-fronts, troughs, and development of the
PBL. These phenomena are reproduced using RAMS6.0 as individual case-studies
and sensitivity tests are then carried out to investigate the impacts of land-cover
change. The main focus of the thesis is on the detailed mechanisms as identiﬁed
from the model output, in conjunction with the high resolution observational
data-sets. It is also noted that there are several broad-scale inﬂuences, for ex-
ample, sea-surface temperature patterns (England et al., 2006), mean-sea-level
pressure patterns related to the movement of the sub-tropical high pressure belt
(Hope et al., 2006), indices such as the southern annular mode (Nicholls, 2009),
and various other related factors (e.g., Allan and Haylock, 1993; Ansell et al.,
2000; Smith et al., 2000; Feng et al., 2010) which have no relation to land-cover
change, but inﬂuence the climatology of SWWA. These processes operate on much
longer time scales and are not considered here.
23CHAPTER 3
CASE-STUDY I: NUMERICAL
SIMULATIONS OF THE IMPACTS OF
LAND-COVER CHANGE ON A SOUTHERN
SEA BREEZE IN SOUTH-WEST WESTERN
AUSTRALIA
3.1 Overview and author contributions
This chapter addresses the ﬁrst research question, namely, what are the im-
pacts of land-cover change on the southern sea breeze of SWWA. A strong south-
ern sea-breeze is simulated and evaluated against high-resolution atmospheric
soundings and station data. Sensitivity tests are carried out with pre-European
vegetation to investigate the impacts of land-cover change and a sea-breeze scal-
ing analysis is applied to simulations to further quantify the e↵ects of land-cover
change and soil moisture and the sea-breeze volume ﬂux scale.
J. Kala wrote all sections of this paper, carried out all RAMS simulations,
and conducted all of the data analysis. T. J. Lyons acted as principal supervisor
and designed the concept for the paper in conjunction with J. Kala and U. S.
Nair. T. J. Lyons also provided day-to-day feedback on various drafts of the
paper and provided signiﬁcant input/feed-back into the data analysis carried out
by J. Kala. He was also involved as a principal investigator with U. S. Nair in
the ﬁeld campaign for this study. D. J. Abbs assisted J. Kala in over-coming
the various technical di culties in running RAMS, and also provided feed-back
24on the ﬁnal stages of the paper. U. S. Nair was a principal investigator in the
ﬁeld campaign for this study and also provided feedback on the ﬁnal stages of
the paper.
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Fig. 1 Map showing the vermin
fence acting as a boundary
between agricultural land use
(shaded), west of the fence, and
native vegetation, east of the
fence, in south-west Western
Australia (SWWA). The map
shows the release locations of the
NCAR atmospheric soundings at
Lake King (LK) and the standard
24-hourly (0000 UTC/0800 LST)
soundings at Esperence (ES),
Albany (AL) and Kalgoorlie (KL)
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1I n t r o d u c t i o n
Sea-breeze studies in the south-west of Western Australia (SWWA) have mostly focussed on
the western sea breeze near the city of Perth (Fig. 1) as most of the population is relatively
close to the west coast and the re-circulation of pollutants is an important consideration for
urban air quality (e.g., Manins et al. 1992; Hurley and Manins 1995; Lyons and Bell 1990;
Ma and Lyons 2000). The only studies on the southern sea breeze date back to the 1950s,
with Clarke (1955)a r g u i n gt h a tt h es o u t h e r ns e ab r e e z ee x t e n d sa sf a ra s3 5 0 k mi n l a n d .
This claim was based on observations taken from a vehicle travelling between the towns of
Esperance (ES) and Kalgoorlie (KL) (Fig. 1). Numerical simulations later showed that the
air reaching KL, as identiﬁed by Clarke (1955), was not a pure sea breeze, but rather, a wind
surge or the “heir of the sea-breeze front” (Clarke 1989).
The two-dimensional simulations of Clarke (1989)w e r eo nac o a r s e1 0 - k mg r i dw i t h
idealised topography, land surface characteristics, and synoptic conditions, and represent the
only numerical simulation of the southern sea breeze of SWWA to date. Since then, there
have been significant advancements in three-dimensional non-hydrostatic numerical model-
ling and high resolution geographical datasets are now available. Hence, it is argued that the
southern sea breeze of SWWA needs to be revisited at a higher resolution, with better rep-
resentations of the land surface and synoptic conditions, as it is directly relevant to weather
forecasting, as well as agricultural production, with the sea breeze being a significant source
of atmospheric moisture across the agricultural region.
It is well established that the strength of mesoscale circulations such as the sea breeze
depends on the horizontal distribution of the surface sensible heat ﬂux (Segal et al. 1988),
and that changes in land surface properties due to activities such as land clearing alter the
surface energy balance (e.g., Pielke 2001). The SWWA is a region of extensive land-cover
change,withanestimated13millionhectaresofnativeperennialvegetationclearedsincethe
beginning of the last century (Huang et al. 1995), as illustrated in Fig. 1 showing the vermin
fence of SWWA acting as a clear boundary between land cleared for agriculture (west of the
vermin fence) and native vegetation (east of the vermin fence). Such a change in land use has
been observed to directly affect the partitioning between the sensible and latent heat ﬂuxes
(Lyons et al. 1993, 1996; Huang et al. 1995; Lyons 2002; Narisma and Pitman 2003; Ray et
al. 2003). Namely, higher sensible heat ﬂuxes have been observed over the native vegetation
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due to the reduced albedo and increased surface roughness and canopy resistance, while
latent heat ﬂuxes are higher over the agricultural region during the winter/spring growing
season due to higher transpiration from agricultural crops. This has led to convective clouds
forming preferentially over the native vegetation (Lyons et al. 1993).
The impacts of different land surface characteristics on sea-breeze dynamics is well doc-
umented. Physick (1980) conducted two-dimensional simulations of a sea breeze and varied
the Bowen ratio (the Bowen ratio represents the partitioning between sensible and latent heat
ﬂuxes)tosimulatechangesinsoilmoistureandfoundtheinlandpenetrationoftheseabreeze
to vary significantly with soil moisture. Higher evapotranspiration from a wetter soil implies
more energy in the form of latent heat and less in sensible heat, and hence, a reduction in the
intensity of the sea breeze. This has been conﬁrmed by several sea-breeze modelling studies
(e.g., Yan and Anthes 1988; Miao et al. 2003). Similarly, Ma and Lyons (2000)v a r i e ds o i l
moisture in their simulations of the western sea breeze of SWWA and found wetter soils to
delay sea-breeze onset.
Another important surface characteristic is the aerodynamic roughness length. Garratt et
al. (1990) conducted two-dimensional simulations of a sea breeze using the Colorado State
University Regional Atmospheric Modelling System (RAMS) (Pielke et al. 1992), to sim-
ulate the effects of roughness length, and surface temperature on a sea-breeze circulation.
Theirdifferentrealizationsforcedbyroughnesslengthandsurfacetemperatureperturbations
showed no significant changes in the mean ensemble statistics and only small changes in
the sea-breeze vertical velocity. Similarly, Ma and Lyons (2000) varied the roughness length
from0.1to0.5macrossthewholegriddomainfortheirsimulationsofthewesternseabreeze
of SWWA and found no significant effects on sea-breeze dynamics.
Only a few studies have carried out three-dimensional non-hydrostatic simulations of the
impacts of land-cover characteristics on a sea breeze under the observed/current synoptic
conditions. Miao et al. (2003)i n v e s t i g a t e dt h ee f f e c t so fs o i lm o i s t u r e ,t o p o g r a p h y ,a n dl a n d
degradation on the sea breeze over eastern Spain using RAMS (Version 3b) by conducting
simulations with current (heterogeneous) land cover and measured soil moisture, as well as
homogeneous forest, short grass, and desert land cover with 60, 25, and 10% soil moisture
respectively. They found that lower soil moisture results in higher horizontal and vertical
wind components at all heights as well as a more penetrative sea breeze. Land degradation
leadtoanenhancedcirculationwithstrongeronshoreﬂowandreturncurrentaswellaslarger
updraftvelocityassociatedwiththesea-breezefrontandamoreenhancedinlandpenetration.
Overall, they found that land-cover changes result in an earlier onset and later termination
of the sea breeze.
The results of Miao et al. (2003) suggest that land-cover change is likely to have had a
similar impact on the southern sea-breeze in SWWA. Accordingly, the aim of our study is
to investigate the possible impacts of land-cover change on the southern sea breeze by using
the latest version of the RAMS model (Pielke et al. 1992) (Version 6.0). ”Current” and “pre-
European” vegetation land cover datasets (AUSLIG 1990) are used to simulate the impacts
of land degradation since European settlement in 1788. The dynamics of the sea breeze are
explored in terms of its depth, strength and timing, and sea-breeze scaling techniques based
on Steyn (1998, 2002) are applied to determine the inﬂuence of these land-use changes.
2 Study Area and Field Data
South-west Western Australia is characterized by a Mediterranean climate with warm and
dry summers and cool and wet winters (Gentilli 1971). The study period for this experiment
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was December 2005, during the austral summer season, with the agricultural region being
bare of crops following harvest and covered with harvest stubbles approximately 20cm high
or bare soil. The native vegetation east of the fence (Fig. 1)i su n d i s t u r b e da n di ni t sn a t i v e
state. It is mostly comprised of the Eucalyptus eremophilia species and patches of eucalypt
woodland can be found on the lower ground and casuarina thickets on the residual plateau
soils (Lyons et al. 1996). The height of the native trees varies between 0.5 to 6.0m and more
than75%arebetween0.5and2.0mhigh(EsauandLyons2002).Thereisnoirrigationacross
the region and the overall landscape inland is ﬂat and essentially dry at this time of the year.
The predominant soil type is a duplex soil of sand over clay.
HighresolutionatmosphericsoundingswereacquiredusingtheNationalCenterforAtmo-
sphericResearch(NCAR)MobileGlobalPositioningSystemAdvancedUpper-AirSounding
System (MGAUS) during the ﬁrst three weeks of December 2005 at 3-hourly intervals near
the town of Lake King (LK) (Fig. 1). The soundings provided proﬁles of temperature, rel-
ative humidity, wind speed and direction from the surface to about 12km. These data were
collected as part of the ongoing bufex ﬁeld campaign (Lyons et al. 1993). All soundings were
subjected to NCAR data quality control before analysis andwere not assimilated into RAMS
butrather,usedtoidentifyseabreezesandcompareagainstthemodeloutputﬁelds.Standard
24-hourly (0000UTC/0800LST) soundings were also available at Albany (AL), ES and KL
(Fig. 1), and these were used for RAMS initialisation.
Additionally, the Western Australian Department of Agriculture and Food operates an
automated meteorological station at the LK site. This station provides hourly measurements
of wind speed, wind direction, and solar radiation measured at 3 m above the ground, and air
temperature and relative humidity measured at 1.5m. The station also records a soil temper-
ature at 40mm below the ground surface and rainfall is measured at a standard rain gauge
height of 350mm at a resolution of 0.2mm. Data from this station were used to compare
against the model.
3 Model Description and Initialization
RAMS is a highly versatile three-dimensional mesoscale meteorological model (Pielke et al.
1992; Cotton et al. 2003) that has been extensively used in sea-breeze studies (e.g., Xian and
Pielke1991;BuckleyandKurzeja1997;MaandLyons2000;CaiandSteyn2000;Miaoetal.
2003). The latest version (6.0) was utilised and operated as a non-hydrostatic, compressible,
primitive equation model with a  z terrain-following vertical coordinate system with polar
stereographic coordinates. RAMS 6.0 is coupled to a Land-Ecosystem Atmosphere Feed-
back Model (LEAF-3) that represents the energy and moisture budgets at the surface and
their interactions with the atmosphere (Walko et al. 2000). It incorporates the interactions
between soil and vegetation, and each on the atmosphere at a subgrid scale; see Walko et al.
(2000) for detailed model descriptions.
RAMS was initialised with the National Center for Environmental Prediction (NCEP)
Global Data Assimilation System (GDAS) analysis (Kalnay et al. 1996)a t6 - h o u r l yi n t e r -
vals, as well as the 24-hourly soundings at AL, ES, and KL at 0000UTC (0800LST) 48h
prior to the sea-breeze event. Following Ma and Lyons (2000), Cai and Steyn (2000), and
Miaoetal.(2003),themodelwasnudgedtowardsthelateralandtopboundariesofthecoars-
est grid domain with no nudging in the centre of the domain. Three nested grids were used
withGrid1coveringtheAustraliancontinentanditscontiguousIndianandSouthernOceans
at a grid spacing of 60km   60km and covering a domain of 3180km   2580km, Grid 2
had a spacing of 15km   15km and domain of 1050km   930km, and Grid 3 a spacing
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Fig. 2 a Current and b Pre-European vegetation datasets from Grid 3. The dark areas represent bare soil
(i.e., agricultural land following harvest for current vegetation), the white areas wooded grassland, and the
grey areas mixed woodlands
of 3.75km   3.75km and domain of 487.5km  442.5km(Fig.1). 28 vertical levels were
used for each grid starting at 20m above ground level to 21km, with the lower levels having
higher resolution and the upper levels were gradually stretched to a maximum spacing of
2kmintheupperlevelsoftheatmosphere.Tensoillayerswereused,andestimatesforinitial
soil moisture proﬁles were obtained by using the soil-water balance (WATBAL) approach of
Li and Lyons (2002), which has been used for other meteorological applications in SWWA
(Kala et al. 2009). The WATBAL model takes as input the daily maximum and minimum
temperature, rainfall and incoming solar radiation from station data to provide soil mois-
ture estimates at different depths. The model was initialised using data from the LK station
(Fig. 1) from the year 2000 and run until the end of 2005 to provide initial soil moisture esti-
mates for the simulations. All simulations used the turbulence closure scheme of Mellor and
Yamada (1982) for both the horizontal and vertical diffusion coefﬁcients since the horizontal
grid spacing was large compared to the vertical, the Chen-Cotton scheme for longwave and
shortwave radiation (Chen and Cotton 1983, 1987), and the Kain-Fritsch scheme (Kain and
Fritsch 1993)f o rc o n v e c t i o no nt h eo u t e rg r i d .
The mean sea surface temperatures for December 2005 were obtained from the National
Oceanographic and Atmospheric Administration (NOAA) Optimum Interpolation Sea Sur-
face Temperature V2 data archive (Reynolds et al. 2002)a n d9s(  250 m) topography was
obtained from Geoscience Australia (Hutchinson et al. 2009). The AUSLIG vegetation clas-
ses had to be mapped to the LEAF-3 classes used in RAMS. The translation was carried out
by mapping the AUSLIG vegetation data for the current vegetation types as close as possible
to the vegetation ﬁles provided with the RAMS source distribution. Additionally, the AUS-
LIG data for current vegetation were modiﬁed to have bare soil, rather than crops within the
agricultural region as harvest had been completed by December. The same translation was
usedtoconverttheAUSLIGclassesforPre-EuropeanvegetationtoLEAF-3classes,andthis
dataset was used to carry out simulations of the effects of change in land cover. The main
differencebetweenthetwovegetationdatasetsisillustratedinFig.2showingthecurrentand
pre-European vegetation maps from Grid 3 (Fig. 1), with the areas in black representing bare
soil, the areas in white wooded grassland, and the areas in grey mixed woodlands. Other data
inputs include 30-s monthly averaged NDVI estimates from the United States Geological
Survey (USGS) spanning April 1992 through March 1993 and 2-min soil textural classes
from the Food and Agriculture Organization (FAO).
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Table 1 Summary of numerical
experiments
Experiment Land use Soil moisture
Cnt Current WATBAL
Pre Pre-Eu WATBAL
Pre25 Pre-Eu WATBAL+0.25
Cnt25 Current WATBAL+0.25
Table 2 Initial soil moisture
proﬁles used in experiments
Depth (m) Initial soil moisture (fraction of saturation value)
WATBAL + 0.25
 0.01 0.12 0.37
 0.10 0.19 0.44
 0.15 0.19 0.44
 0.25 0.19 0.44
 0.35 0.20 0.45
 0.45 0.21 0.46
 0.65 0.21 0.46
 0.85 0.21 0.46
 0.95 0.21 0.46
 1.00 0.21 0.46
A total of four simulations was carried out as summarized in Table 1,w i t ht h ec o n t r o l
runs (Cnt runs) using current vegetation and initial soil moisture proﬁle from the WATBAL
model. A series of sensitivity runs were then carried out with the Pre-European vegetation
datasetwiththesamemoistureproﬁleasthecontrolruns(Preruns),aswellasincreasingsoil
moisture by 0.25 (fraction of saturation value) (Pre25 and Cnt25 runs) as shown in Table 2.
We note that Miao et al. (2003) increased their soil moisture initialisation to 0.6 of the satu-
ration value at all depths for their simulations of undisturbed land cover. However, SWWA
is a semi-arid region and such an increase would be unrealistic, hence the arbitrary choice
of adding 0.25 to current estimates. All simulations were started 48h prior to the sea-breeze
event to allow for sufﬁcient spin-up time for the soil parameters.
4 Sea-Breeze Event and Model Evaluation
The onset of a sea breeze is usually characterised by a decrease in near-surface temperature
and increase in relative humidity during the late afternoon due to the advection of cooler
and moister air from the ocean, as well as an increase in wind speed and a clear change in
wind direction. The depth of sea breezes varies between 200m to a maximum of 2000m
and a return ﬂow or current is often observed above this layer to compensate for the mass
transportedbythesea-breezelayer,althoughitcanoftenbemaskedbythedominantsynoptic
conditions (Abbs and Physick 1992). A temperature inversion is often observed above the
sea-breeze layer due to the return ﬂow of warmer and dryer air. These criteria were used to
identify sea-breeze events from the soundings over the December 2005 period.
Sea-breeze signals were identiﬁed from the LK soundings on several days during Decem-
ber 2005, and the strongest sea-breeze event was chosen for analysis. This sea-breeze event
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Fig. 3 Modelled and observed (Obs) proﬁles of a temperature ( C), b v-wind component (m s 1), c relative
humidity (%), and d wind direction at LK (Fig. 1)o nt h e1 8D e c e m b e r2 0 0 5( C n tr u n )
occurred on the 18 December, as illustrated in Fig. 3 showing the observed and modelled
(Cnt run) vertical proﬁles of temperature, v-wind component (i.e., normal to the coast), rel-
ative humidity and wind direction at the LK site. The observed soundings at 1515 and 1906
LST show a clear change in wind direction from north-westerly to south-westerly within
the ﬁrst kilometre of the boundary layer during late afternoon, accompanied with a marked
increase in relative humidity, decrease in temperature and increase in the v-wind component
to 18ms 1 following the arrival of the sea breeze. The depth of the sea-breeze layer and its
return current is also evident by a change in sign of the v-wind component, the temperature
inversion, and the marked decrease in wind speed above this layer.
Figure3showsthatRAMSreproducestheessentialfeaturesoftheseabreezewell.Namely
the model captures the switch in wind direction, increase in wind speed and relative humid-
ity and decrease in temperature within the lower boundary representing the sea-breeze layer,
as well as the temperature inversion and marked decrease in wind speed above this layer
representing the return current. However, although the qualitative comparisons are encour-
aging, the quantitative errors can be large. For example, the model is about 5 Cw a r m e ra t
the surface and the maximum simulated winds within the sea-breeze layer are about 3m s 1
lower, illustrating that the simulated sea breeze was weaker than observed. Cai and Steyn
(2000)a n dZhong and Fast (2003) also compared RAMS output to observed soundings, and
the errors observed here are of the same order of magnitude to those obtained by the latter.
Hence, we are conﬁdent that RAMS is reproducing the essential feature of the sea breeze.
123492 J. Kala et al.
(a)
09 11 13 15 17 19 21 23 01 03 05 07
10
15
20
25
30
35
40
45
Hour LST
T
e
m
p
e
r
a
t
u
r
e
 
(
°
C
) Obs
Model
(b)
09 11 13 15 17 19 21 23 01 03 05 07
0
1
2
3
4
5
6
7
8
9
Hour LST
W
i
n
d
 
S
p
e
e
d
 
(
m
 
s
 
1
)
Obs
Model
(c)
09 11 13 15 17 19 21 23 01 03 05 07
0
50
100
150
200
250
300
350
Hour LST
W
i
n
d
 
D
i
r
e
c
t
i
o
n Obs
Model
(d)
09 11 13 15 17 19 21 23 01 03 05 07
0
10
20
30
40
50
60
70
80
90
100
Hour LST
R
e
l
a
t
i
v
e
 
H
u
m
i
d
i
t
y
 
(
%
)
Obs
Model
Fig. 4 Modelled and observed (Obs) time series of a temperature ( C), b wind speed (m s 1), c wind direc-
tion, and d relative humidity (%) at LK (Fig. 1)f r o m0 9 0 0L S To nt h e1 8D e c e m b e rt o0 7 0 0L S To nt h e1 9
December 2005 (Cnt run)
Figure 4 shows a point to point comparison of the time series of temperature, wind speed,
winddirection,andrelativehumidityatLK(Fig.1)ascomparedtomodeloutput(Cntrun)at
the closest grid points. The modelled temperatures and wind speeds plotted have been scaled
from the lowest grid point at 6.52m to the height of measurement (1.25m for temperatures
and 3m for wind speeds) while the modelled wind direction and relative humidity values
plotted are at 6.52m (note that although the lowest vertical grid level was deﬁned as 20m,
RAMSoutputsﬁeldsin-betweenlevelsandtheﬁrstoutputlevelis6.52m).Theﬁgureclearly
shows that RAMS reproduces the general qualitative trends associated with the sea breeze
but the quantitative errors can be large. Namely, while wind direction is well reproduced,
temperatures are over-predicted by as much as 3–5 C and wind speeds are much lower than
observedbyasmuchas3ms 1 fromearlymorningtomidday.Themodeldoesnotreproduce
theobservedhighwindsfromearlymorningtoaroundmidday,whichareassociatedwiththe
development of a synoptic trough over the western agricultural area as well as the strength-
ening of the anticyclone in the Great Australian Bight east of the study area. While RAMS
correctly simulated the development of the trough, it did not reproduce the intensiﬁcation
of the anticyclone and hence, under-represented the strengthening of the east-west pressure
gradient which resulted in the lower winds and higher temperatures found in the simulations.
We also note that other studies comparing RAMS output to station data (e.g., Cai and
Steyn 2000; Zhong and Fast 2003) typically take the average of a large number of stations
(28 stations by Cai and Steyn 2000,a n d3 6s t a t i o n sb yZhong and Fast 2003)a n dp l o tt h e
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statistical errors rather than doing a point to point comparison as shown here. The reasoning
forapoint-to-pointcomparisonwasthatonlyafewstationswerefoundwithintheﬁnestgrid,
and while the absolute errors from a point-to-point comparison will invariably behigher than
the latter approach, it still provides useful insight into the limitations of the model. Compar-
ison with an additional station, not shown here, showed the same trends as in Fig. 4.
In summary, comparison of the model output to the observed soundings and station data
showsthat RAMS reproduces theessential features ofthe southernsea breezeof SWWAsat-
isfactorily. The next section discusses the sensitivity of the sea breeze to land-cover change,
and changes in soil moisture.
5I m p a c t so fL a n d - C o v e rC h a n g eo nt h eS e aB r e e z e
Figure 5 shows vertical proﬁles of the v-wind component at the coast along 119.8 E( l o n -
gitude of LK) and LK for all runs at 1700LST. The Cnt and Pre simulations show a well
developed sea breeze at the coast and LK, with their respective Cnt25 and Pre25 showing
aw e a k e rs e ab r e e z e ,i . e . ,as h a l l o w e rc i r c u l a t i o nw i t hl o w e rw i n d s .T h e s es i m u l a t i o n sw e r e
examinedbyconsideringthesurfaceheatﬂuxesinTable3showingthetime-averagedsurface
sensibleandlatentheatﬂuxesforallsimulationsfrom0700to1900LSTatthecoast(average
of the ﬁrst three inland grid points along 119.8 E), LK, and also a transect from the coast
to LK to account for the heterogeneity of vegetation types (Fig. 2). The Table clearly shows
that the Cnt and Pre runs had higher time-averaged sensible heat ﬂuxes and lower latent heat
ﬂuxes as compared to the Cnt25 and Pre25 runs at the coast, LK, and the transect, due to
the higher soil moisture initialisation for the latter runs. This would have led to a weaker sea
breeze, as has been observed in numerous studies (e.g., Physick 1980; Miao et al. 2003). It
is also noted that the time averaged latent heat ﬂuxes for the Cnt and Pre runs were very low,
typical of this semi-arid environment during the austral summer (Lyons et al. 1996).
Figure 5 also shows that there were no marked differences in the v-wind proﬁles between
the Cnt and Pre runs and Cnt25 and Pre25 runs at the coast, which can be related to the sen-
sible and latent heat ﬂuxes being similar in magnitude for these runs at the coast (Table 3).
However, at LK and along the transect, the time averaged sensible heat ﬂux was higher for
the Pre run as compared to the Cnt run by 64 and 40Wm 2 respectively, consistent with
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Fig. 5 Modelled vertical proﬁles of the v-wind component (m s 1)a ta the coast along 119.8 E( l o n g i t u d e
of LK) and b LK, on the 18 December 2005 at 1900 LST
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Table 3 Modelled time integrated sensible (H) and latent (LE)h e a tﬂ u x e s( Wm  2)a tt h ec o a s t ,L a k eK i n g
(LK), and a transect from the coast to LK (Transect) for all experiments from 0700 to 1900 LST
Experiment H (W m 2)L E ( W m  2)
Coast LK Transect Coast LK Transect
Cnt 352 217 272 0 10 14
Cnt25 134 152 111 284 120 245
Pre 352 281 312 0 3 3
Pre25 132 60 81 286 310 324
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Fig. 6 Modelled horizontal cross-section of the v-wind components (m s 1) along 119.8 E( l o n g i t u d eo f
Lake King) at 1900 LST on the 18 December 2005 at a the lowest level (6.52m) and b 115.4m
previous studies that sensible heat ﬂuxes are higher over the native vegetation as compared
to the agricultural region in SWWA during summer months (Lyons et al. 1993, 1996; Huang
et al. 1995; Lyons 2002; Narisma and Pitman 2003; Ray et al. 2003). This change in the
sensible heat ﬂuxes at LK but not at the coast can be explained by considering a transect
along 119.8 Ef r o mF i g .2, showing that the region south of LK near the coast is still in its
pristine state and land-cover change only occurred further north. Higher sensible heat ﬂuxes
for the Pre run as compared to the Cnt run, would suggest a stronger sea breeze, however,
this is not apparent in Fig. 5bw i t ht h ev-wind proﬁles being almost identical within the
sea-breeze layer for these two runs. This suggests that the inland land-cover change alone
does not significantly alter the vertical structure of the southern sea breeze of SWWA. It was
also interesting to note from Table 3 that the time averaged latent heat ﬂuxes for the Pre25
run were higher as compared to the Cnt25 run by 190Wm 2 at LK and 79W m 2 for the
transect. This would have been due to the interaction of the soil moisture with the vegetation
for the Pre25 run, as compared to bare soil for the Cnt25 run. This large increase in latent
heat ﬂux is reﬂected in the v-wind proﬁles in Fig. 5 with the Pre25 run having lower v-wind
speeds as compared to the Cnt25 run within the sea-breeze layer by about 2ms 1.
While Fig. 5 provides some insight into the vertical structure of the sea breeze reaching
LK, it is also useful to investigate the horizontal extent of the sea breeze from the coast
to LK. This is illustrated in Fig. 6a showing a cross-section of the v-wind component at
the lowest level (6.52m) along 119.8 E( l o n g i t u d eo fL K )a t1 9 0 0L S T .F r o mt h ec o a s tt o
50 km inland, the v-winds were consistently positive and increasing with both Cnt and Pre
runs having higher v-winds than the Cnt25 and Pre25 runs, further illustrating the effect of
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higher soil moisture on weakening the sea breezes. However, from 50 to 150km inland, the
Cnt25 run had higher v-winds as compared to the Pre run. This is counter-intuitive given
that the Pre run had higher time-averaged sensible heat ﬂuxes as compared to the Cnt25 runs
(Table3),andhigherv-windspeedswouldhavebeenexpected.Thisdiscrepancyisexplained
by the variation in surface roughness between the two runs as illustrated in Fig. 7.T h eﬁ g u r e
clearly shows that the vegetation roughness height increases to about 2.4m for the Pre runs
but decreases to approximately zero for the Cnt runs between 50 and 150km inland. The
higher roughness elements for the Pre runs would invariably induce more friction and slow
the winds at 6.52m which explains the lower v-wind components of the Pre run as compared
to the Cnt25 runs. This is further illustrated in Fig. 6b showing a cross-section of the v-wind
component at 115.4m along 119.8 E. The ﬁgure clearly shows that the v-winds at 115.4m
for Pre25 runs are almost identical as compared the v-winds for the Cnt25 runs, illustrating
that the effect of land-cover change, via a increase in roughness length, slows the sea breeze
withinthelowestlevelsonly.Henceland-coverchangehasincreasedthelower-surfacespeed
of the sea breeze as it crosses the agricultural area.
The impacts of land-cover change and soil moisture are further investigated by examin-
ing the depth, strength, and inland penetration of the sea breeze. The sea-breeze depth is
conventionally deﬁned as the height of a consistently positive v-wind proﬁle (for a southern
sea breeze) at the coast (e.g., Miao et al. 2003)a n dt h i si si l l u s t r a t e di nF i g .8.T h eﬁ g u r e
shows that the Cnt25 and Pre25 runs had shallower sea breezes by as much as 600m as
compared to the Cnt and Pre runs respectively, similar to the ﬁndings of Miao et al. (2003).
Another interesting observation was that there is still a consistently positive v-wind proﬁle
at 0600LST on the 19 December, well after the initiation of the sea breeze at mid-day on
the 18 December. An examination of the mean sea-level pressure contours on the coarsest
grid showed the formation of a weak low pressure system east of 119.8 E associated with
a surface trough which led to the southerly winds throughout the night on the 18 December
until the early morning of 19 December. Such surface troughs are a consistent feature of the
austral summer. They are forced by the temperature contrast between the Indian Ocean and
the Australian land mass and are known to be enhanced by the sea-breeze circulation (Ma et
al. 2001). In this instance the trough was persistent throughout the night due to the presence
of the prevailing weak low and hence, the large sea-breeze depths in Fig. 8 are also part of
the larger scale synoptic ﬂow.
In order to better represent the sea-breeze depth, the v-wind proﬁles at the coast were
re-analysed and it was found that a well developed sea-breeze layer or snout (Fig. 3b) always
had a maximum v-wind speed greater than 5.5m s 1. Hence, the sea-breeze layer depth
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Fig. 8 Sea-breeze depths (m) the
coast along 119.8 Eo nt h e1 8
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Fig. 9 a Sea-breeze depths (m) at the coast along 119.8 Ea n db maximum v-wind (m s 1)w i t h i nt h e
sea-breeze depths in (a)
is redeﬁned as the height of a consistently positive v-wind proﬁle at the coast whereby the
maximumv-windwithinthislayerisgreaterthan5.5ms 1 toensurethatasea-breezeheight
is only calculated when a clearly deﬁned sea-breeze layer or snout is well developed. The
application of this definition is illustrated in Fig. 9a, showing that a sea-breeze layer exceed-
ing 5.5m s 1 is ﬁrst observed one hour later and collapses two and three hours earlier for the
Cnt25 and Pre25 runs as compared to the Cnt and Pre runs respectively. Hence, increased
soil moisture not only results in a shallower sea breeze, but delays its onset and duration.
The maximum v-wind within the sea-breeze depths in Fig. 9a is shown Fig. 9b as a mea-
sure of strength of the sea-breeze layer (Miao et al. 2003). The ﬁgure shows a weaker sea
breezefortheCnt25andPre25runsascomparedtotheCntandPrerunsrespectively,further
illustrating the effect of higher soil moisture and the consequent partitioning of the available
energy to latent heat ﬂux on weakening the sea breeze. Finally, the maximum inland pene-
tration of the sea-breeze layer is deﬁned as the North-most location with a maximum v-wind
exceeding 5.5m s 1.ThisisillustratedinFig.10showingtheCntandPrerunsreachedasfar
as 325km inland with the Cnt25 and Pre25 runs reaching only 170km. Similar results have
beenfoundbyPhysick(1980)andMiaoetal.(2003)thattheinlandpenetrationofseabreezes
decreases with increasing soil moisture. This is consistent with the observations of Clarke
(1955, 1989)t h a tt h es o u t h e r ns e ab r e e z eo fS W W Ac a np e n e t r a t ea sm u c ha s3 4 5k mi n l a n d .
Of particular interest to agricultural practice in the region is the advection of low-level
moistureinland.TheCnt25andPre25simulationsresultedinconsiderablyweakerseabreezes
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Fig. 10 Inland penetration of the
sea-breeze for all simulations
along 119.8 E
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Fig. 11 Horizontal moisture ﬂux along 119.8 E (longitude of Lake King) at a the lowest level (6.52m) and
b 115.4m
as compared to the Cnt and Pre runs, and hence it follows that the advection of low level
moisture from the sea breeze would be lower for these runs. However, it was also shown that
the higher vegetation roughness length for the Pre run resulted in lower v-winds at the lowest
levels (Fig. 6a) and hence it is interesting to investigate the impacts of land-cover change
alone on low-level moisture advection. This is illustrated in Fig. 11a showing the horizontal
moisture ﬂux (v q ) for the Cnt and Pre runs along 119.8 E at the lowest level (6.52m) aver-
aged over 24 hours (0800LST on the 18 December to 0700LST on the 19 December 2005).
The ﬁgure clearly shows higher horizontal surface moisture ﬂuxes for the Cnt simulation.
This is due to surface roughness as the moisture ﬂux at higher levels (115.4m) as shown
in Fig. 11ba r eq u i t es i m i l a r .I ti sa l s oi n t e r e s t i n gt on o t et h a tf r o mF i g .11 that at 300km
inland, the horizontal moisture ﬂux has decreased to zero, suggesting that the sea breeze at
this distance inland (Fig. 10) is not the pure sea breeze itself, but a wind surge or the heir of
the sea breeze, as was argued by Clarke (1989) in his numerical simulations of the southern
sea breeze of SWWA.
Insummary,land-coverchangewithincreasedsoilmoistureinitialisationresultsinashal-
lower, weaker, and less penetrative sea breeze and delays its onset and duration. Land-cover
change alone (i.e., a change from wooded grasslands to bare soil without changes in soil
moisture initialisation) does not significantly alter the overall structure of the sea breeze but
only acts to increase the winds within the lowest levels leading to increased surface moisture
advection in the coastal region.
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6 Scaling Analysis
An alternative approach to quantifying the strength and depth of sea breeze can be achieved
through scaling techniques (Steyn 1998, 2002). The scaling scheme was ﬁrst presented by
Steyn(1998)asanempiricalrelationrelatingsea-breezephysicalpropertiestoscaled(dimen-
sionless) quantities derived from the governing equations under the Boussinesq approxima-
tion as:
 sb
 s
=   b
1 c
2 d
3 e
4 (1)
where  sb is a measured physical property of the sea breeze and  s the corresponding scale
for that property and:
 1 =
g( T)2
TNH
, (2a)
 2 =
f
 
, (2b)
 3 =
TMN
gH
, (2c)
 4 =
N
 
, (2d)
where  T is the land-sea temperature difference, N is the Brunt-Vaisala frequency, H is the
surface-layer kinematic sensible heat ﬂux near the coast, f is the Coriolis parameter, T is
the reference temperature of the boundary layer,   is the period of diurnal heating, M is the
surface layer kinematic momentum ﬂux, and g is the acceleration due to gravity.
Steyn(1998,2002)eliminated 1 and 3 onthegroundsofinterdependence,andderived
empirical relations for the sea-breeze depth and horizontal velocity scales as:
vs =
g T
TN
, (3a)
zs =
H
  T
. (3b)
Following regression analysis, he derived a relationship of the form:
Vsb
vs
= a b
1 c
4, (4a)
Zsb
zs
= a1 
b1
1  
c1
4 , (4b)
where Vsb is the sea-breeze wind speed deﬁned as:
Vsb =
1
Zsb
Zsb  
0
VdZ (5)
and Zsb is the sea-breeze depth at the coast.
This methodology was subsequently applied by Ma and Lyons (2000)f o rR A M Ss i m u l a -
tions of the western sea breeze of Western Australia. However, following studies by Tijm et
al. (1999), Steyn (2002)r e v i s i t e dh i ss c a l i n gl a w s ,u s i n gt i m ei n t e g r a t e ds u r f a c ek i n e m a t i c
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Table 4 Values of the empirical constant,  ,o b t a i n e df r o mr e g r e s s i o na n a l y s i sf o ra l ls i m u l a t i o n su s i n gt i m e -
integrated sensible heat ﬂuxes at the coast, LK, and a transect from the coast to LK, and the standard deviation
(SD) of the residuals
Flux location   (Fig. 12)S t d o f r e s i d u a l s
Zsb/zs Vsb/vs Zsb/zs Vsb/vs
Coast 0.351 1.483 0.628 0.033
LK 0.426 1.681 1.201 0.042
Coast to LK 0.409 1.693 0.939 0.038
heat ﬂuxes rather than instantaneous values, based on the reasoning that a sea-breeze circu-
lation is more likely related to the cumulative forcing, and showed that the scaling laws still
apply.
Kruit et al. (2004), using data from the Netherlands, conﬁrmed that time-integrated heat
ﬂuxes provide better results than instantaneous values, but also argued for the use of heat
ﬂuxes measured inland, that is, unaffected by the sea breeze itself, rather than at the coast.
Morerecently,Porsonetal.(2007)foundthefollowingempiricalrelationsforthesea-breeze
depth and horizontal velocity scales from numerical simulations of an east-west sea breeze:
Usb
us
= 0.687 
 1/2
1  
1/3
4 , (6a)
Zsb
zs
= 0.331 
1/2
1  
 1/3
4 , (6b)
where Usb and us are the sea-breeze wind speed and velocity scales for an east-west sea
breeze.
Porson et al. (2007), unlike Kruit et al. (2004), used ﬂuxes at the coast rather than further
inland, based on the argument that the coastal heat ﬂuxes capture the state of stability over
the ocean, and that the ratio of ﬂuxes at the coast to ﬂuxes inland is constant irrespective of
stability variations for their simulations. This ratio was however not constant for our study
since heterogeneous land-surface characteristics were used as compared to homogeneous
conditions by Porson et al. (2007).
Given the discrepancies in the literature about the use of coastal versus inland ﬂuxes, we
test the existence of the empirical relationships using time-averaged ﬂuxes at the coast, LK,
and a transect from the coast to LK. The sea-breeze depth at the coast (Zsb) is evaluated
using the conventional definition and only sea-breeze depths between 1400 and 1800 LST
are used in the scaling analysis. This time interval was chosen for three reasons: ﬁrstly, the
land-sea temperature difference becomes too small after 1800 LST; secondly, sea-breeze
depths after 1800 LST were inﬂuenced by the low pressure trough; and thirdly, sea-breeze
depths between 1400 and 1800 LST are the same regardless of whether the conventional
or the modiﬁed definitions are used (Figs. 8, 9a).  T is computed using the model surface
soil temperatures and sea-surface temperatures (rather than using the 2-m temperature as
in Steyn 1998) and following regression analysis, values for the empirical constant   were
determined as summarized in Table 4 for the sea-breeze wind speed and depth at the coast
for all simulations. The regression plot is shown in Fig. 12.
Figure 12 conﬁrms the existence of the empirical relationships for the scaled sea-breeze
wind speed and depth at the coast with all three ﬂux locations. However, the standard devi-
ation of the residuals for Zsb/zs for ﬂuxes at LK and the transect were twice and 1.5 times
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Fig. 12 Scatter plots of a the scaled sea-breeze strength (Vsb/Vs)a n db scaled sea-breeze depth (Zsb/Zs)
at the coast with time-integrated sensible heat ﬂuxes at the coast, LK, and a transect from the coast to LK for
all simulations. Values of the empirical coefﬁcient   are shown in Table 4
that at the coast respectively, showing that the coastal ﬂuxes are a better representation of the
driving force behind the sea breeze than ﬂuxes inland (at least for this particular case study).
It was also interesting to note that, while the standard deviation of the residuals Vsb/vs is
comparabletothoseofPorsonetal.(2007),thestandarddeviationoftheresidualsfor Zsb/zs
is much higher (0.007 by Porson et al. 2007). This may be due to several factors, namely, our
study makes use of heterogenous land-surface parameterizations and is three-dimensional
whereas the study of Porson et al. (2007) uses homogenous land-surface characteristics and
is two-dimensional. The two studies also use different latitudes.
Given the empirical relationships of the sea-breeze wind speed and depth, the sea-breeze
volumeﬂuxscale(VF scale)canbedeﬁnedastheproductofthehorizontalandverticalscales
(vscale and zscale)( Porson et al. 2007), viz.
vscalezscale = VF scale =
gH
T N
, (7)
where:
vscale =
 
gH
T 
 1/2
, (8a)
zscale =
 
gH
T 
 1/2 1
N
. (8b)
The time series of VF scale with time-integrated ﬂuxes measured at the coast are shown in
Fig. 13. This clearly shows the effect of increasing soil moisture in reducing the sea-breeze
volume ﬂux scale and also shows that land-cover change alone has a minimal impact, with
minimal differences between the Cnt and Pre and Cnt25 and Pre25 runs respectively.
In summary, the scaling analysis further highlights that the sea breeze is mainly driven by
the time-integrated sensible heat ﬂuxes at the coast. Since land-cover change only occurred
inland,thereisnomarkedeffectonthevolumeﬂuxscalebetweenthePreandCntruns.How-
ever, the higher soil moisture for the Pre25 and Cnt25 runs results in a higher partitioning of
the available energy to latent heat ﬂux, and hence, a markedly lower volume ﬂux scale.
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Fig. 13 Time series of the
sea-breeze volume ﬂux scale
(VF scale)f o ra l ls i m u l a t i o n s
using time-integrated sensible
heat ﬂuxes at the Coast
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7C o n c l u s i o n s
RAMS version 6.0 is used to model a strong sea-breeze event in SWWA and shown to repro-
duce the qualitative features of the sea breeze well, but nonetheless the quantitative errors
are shown to be high. Namely, the model reproduces a weaker sea breeze than observed with
the wind speeds under-predicted by as much as 3m s 1 and temperatures generally over-
predicted. Sensitivity tests are carried out to investigate the impacts of historical land-cover
change on the dynamics of the sea breeze by using current and pre-European vegetation
datasets and current soil moisture estimates, as well as increasing soil moisture initialisation
by 0.25 of the saturation value.
The conclusions can be summarised as follows:
1. Land-cover change alone, with no changes in soil moisture initialisation, does not sig-
nificantly alter the overall structure of the sea breeze at the coastline. This is related to
the fact that land-cover change in SWWA along 119.8 E occurred further inland and the
ﬂuxes at the coast have not changed. Although the time-integrated sensible heat ﬂuxes
furtherinlandarehigherwithpre-Europeanvegetationascomparedtocurrentvegetation
by about 60W m 2, this does not lead to a markedly stronger sea breeze.
2. Land-cover change leads to increased surface winds due to lower vegetation roughness
length and this leads to increased surface moisture advection from the sea breeze.
3. Increasingthesoilmoistureinitialisationresultsinaweaker,shallower,andlesspenetra-
tiveseabreeze,anddelaysitsonsetandreducesitsdurationduetothehigherpartitioning
to latent heat ﬂux.
4. The scaling analysis conﬁrms that the scaling formalism of Steyn (1998, 2002)c a nb e
applied to numerical simulations of the sea breeze in SWWA and illustrates the impact
of increasing soil moisture on reducing the sea-breeze volume ﬂux scale.
A limitation of this study is that only one sea-breeze event is considered and the results
cannot easily be generalised. This has also been argued by Gero and Pitman (2006), namely
that single simulations of meteorological phenomena after and before land-cover change are
limiting and multiple examples or ensemble techniques should be used. However, high res-
olution datasets such as the soundings used in this study are seldom available over long time
frames. Thus, an advantage of our study is that is allows the model to be evaluated, which is
often not possible with ensemble simulations.
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1233.3 Chapter summary
This chapter explored the impacts of land-cover change on a southern sea-
breeze in SWWA. It is found that changes in soil moisture have a stronger e↵ect
on the overall structure of the sea-breeze as compared to land-cover change alone.
This is highlighted by the application of a sea-breeze scaling formalism, which
shows the inﬂuence of higher soil moisture on reducing the sea-breeze volume
ﬂux scale. Nonetheless, it is also shown that land-cover change alone, results in
an increase in surface winds due to the lower surface roughness, which results in
enhanced surface moisture advection inland. Given that atmospheric moisture
advection is an important process in precipitation formation, the next chapter
focusses on the impacts of land-cover change on precipitation associated with cold-
fronts, with emphasis on changes in low-level atmospheric moisture convergence
patterns, as well as changes in boundary-layer turbulent kinetic energy and wind
speed.
27CHAPTER 4
CASE-STUDY II: NUMERICAL
SIMULATIONS OF THE IMPACTS OF
LAND-COVER CHANGE ON COLD FRONTS
IN SOUTH-WEST WESTERN AUSTRALIA
4.1 Overview and author contributions
This chapter addresses the second research question, namely, what are the
impacts of land-cover change on cold-fronts in SWWA. A summer and late win-
ter cold-front are simulated and evaluated against high resolution atmospheric
soundings, station data, as well as gridded rainfall analyzes. Sensitivity tests are
carried out with pre-European vegetation cover to investigate the impacts of land
cover change.
J. Kala wrote all sections of this paper, carried out all RAMS simulations,
and conducted all of the data analysis. He was also involved in the August 2008
Field expedition. T. J. Lyons acted as principal supervisor and designed the
concept for the paper in conjunction with J. Kala and U. S. Nair. T. J. Lyons
also provided day-to-day feedback on various drafts of the paper and provided
signiﬁcant input/feed-back into the data analysis carried out by J. Kala. He was
also involved as a principal investigator with U. S. Nair in the ﬁeld campaign for
this study. U. S. Nair was a principal investigator in the ﬁeld campaign for this
study, provided feedback on the ﬁnal stages of the paper, and also assisted with
28running RAMS.
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Abstract The south-west of Western Australia has experienced significant land-cover
change as well as a decline in rainfall. Given that most precipitation in the region results
from frontal passages, the impact of land-cover change on the dynamics of cold fronts is
explored using the Regional Atmospheric Modeling System version 6.0. Frontal simula-
tions are evaluated against high resolution atmospheric soundings, station observations, and
gridded rainfall analyses and shown to reproduce the qualitative features of cold fronts.
Land-cover change results in a decrease in total frontal precipitation through a decrease in
boundary-layer turbulent kinetic energy and vertically integrated moisture convergence, and
an increase in wind speed within the lower boundary layer. Such processes contribute to
reduced convective rainfall under current vegetation cover.
Keywords Cold fronts · Land–atmosphere interactions · Land-cover change ·
Regional Atmospheric Modeling System
1I n t r o d u c t i o n
Thesouth-westofWesternAustralia(SWWA)(Fig.1)istypiﬁedbyaMediterraneanclimate
with cool, wet winters and warm, dry summers (Gentilli 1971). Most of the rain occurs in
winter (May–October) and is brought about by the passage of cold fronts and cloud bands
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Fig. 1 Map showing the vermin fence acting as a boundary between agricultural land use (shaded), west of
the fence, and native vegetation, east of the fence, in south-west Western Australia (SWWA). The map shows
the release locations of the atmospheric soundings at the Lake King East (LKE) and Lake King West (LKW)
sites, the location of the meteorological station at Albany Airport (AL), and the boundary of Grid 3
(IOCI 2002). The formation of fronts is mainly driven by the interaction of sub-tropical and
polar air that provides the conditions for a continual cycle of frontal development within the
prevailing westerlies (Sturman and Tapper 1996). Namely, fronts develop along troughs in
between the anticyclonic cells of the sub-tropical high pressure belt. In winter, these fronts
frequently travel across SWWA and result in precipitation, and in summer, the frequency of
frontstravellingacrossSWWAdecreasesasthesub-tropicalanticyclonesmovefurthersouth.
The ﬁrst comprehensive study of frontal systems and winter rainfall over SWWA was by
Wright (1974) who identiﬁed two major rainfall types. He describes the ﬁrst type of winter
rain as originating from strong north-westerly winds associated with the approach of cold
fronts advecting relatively warm humid air from the southern Indian Ocean. He argues that
these occur in early winter (May–July), are strongly linked to the oscillation of the sub-trop-
ical highs, and are not strongly affected by coastal orography and surface friction. Type 2
rainfalloccursmostlyinlatewinter(August–October)andisassociatedwithconvectiondur-
ing or after the passage of a cold front. Wright (1974)a r g u e st h a tt h i st y p ei sn o ta ss t r o n g l y
related to general circulation features, i.e., the subtropical highs, and is enhanced by coastal
friction and orography.
Following Wright (1974), a significant decline in winter rainfall was noticed in the 1970s,
whichhaspersistedsincethen(IOCI2002).Thishasresultedinasignificantbodyofresearch
into the likely causes of this decline and a comprehensive review can be found in Bates et al.
(2008). As a brief summary, this extensive literature can be broadly classiﬁed into two major
categories.Theﬁrstisthatthedeclineinrainfallisdirectlylinkedtochangesinthelarge-scale
synoptic features of the southern hemisphere, such as patterns of mean sea level pressure
and sea surface temperatures (e.g., Allan and Haylock 1993; Smith et al. 2000; England
et al. 2006; Hope et al. 2006; Samuel et al. 2006; Nicholls 2010). One of the over-arching
arguments is that the frequency of synoptic features leading to winter rainfall, i.e., troughs
and cold fronts, have shown a marked decline, while the frequency of high-pressure cells
over the continent (and associated drier conditions) has increased. This change in dominant
synoptic features has been linked to the increasing level of greenhouse gases (Hope et al.
2006; Cai and Cowan 2006).
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Thesecondschoolofthoughtisthatland-coverchangeviathelarge-scaleclearingofnative
vegetation for agriculture in SWWA has altered the boundary-layer dynamics of the region
and can explain, at least in part, the observed decline in rainfall. The extent of land-cover
change in SWWA is illustrated in Fig. 1 showing the vermin fence acting as a clear boundary
betweenundisturbednativevegetationeastofthefenceandagriculturallandwestofthefence
(shaded),representinganestimated13millionhectaresofnativeperennialvegetationcleared
since European settlement (Huang et al. 1995). The impact of land-cover change was ﬁrst
investigated by Lyons et al. (1993)a n dLyons (2002) who used aircraft and surface measure-
ments to show that the reduced albedo, higher roughness length and canopy resistance over
the native vegetation results in higher sensible heat ﬂuxes and hence enhances convective
cloudformationespeciallyduringspringmonths.Pitmanetal.(2004)furtherin vestigatedthe
impactsofland-coverchangeontheJulyclimateofSWWAbyrunningthreeregionalclimate
models at 50km 50km resolution using current as well as pre-European (pristine) vegeta-
tion cover. All three models showed a decrease in rainfall with the current vegetation, which
wasattributedtoareductioninsurfaceroughnessandhencefrictionaldragbytheremovalof
native vegetation. They argued that land-cover change led to increased divergence of mois-
ture advected from the Indian Ocean at the coast and an increased convergence and higher
vertical velocities further inland. This was related to the observed increase in rainfall inland
and decrease closer to the coast, and hence Pitman et al. (2004)a r g u et h a tl a n d - c o v e rc h a n g e
provides a plausible mechanism to explain at least part of the decrease in winter rainfall.
The interaction between vegetation and the atmosphere has also been extensively studied
elsewhere. Anthes (1984) postulated that vegetation bands of up to 50–100km in semi-arid
regions could potentially initiate and enhance moist convection under the appropriate atmo-
spheric conditions. More realistic numerical simulations by Pielke et al. (1999)h a v es h o w n
that landscape (vegetation) changes in Florida between 1900 and 1993 can account for up
to an 11% decrease in summer rainfall in this region and Kanae et al. (2001) found simi-
lar effects for September rainfall on the Indochina peninsula. A comprehensive review of
the effects of land-cover change on atmospheric circulations can be found in Pielke (2001),
Pielke et al. (2007), and Cotton and Pielke (2007).
In summary, there is ample evidence that land–atmosphere interactions are an important
part of the overall hydrological cycle. Although the work of Pitman et al. (2004) provides
useful insight into land–atmosphere interactions and precipitation, it did not explicitly focus
on the interaction between cold fronts (a major source of precipitation) with the land sur-
face in SWWA. The ongoing bufex ﬁeld campaign (Lyons et al. 1993) recently completed
the collection of high resolution atmospheric soundings in SWWA during December 2005
(summer) and August 2007 (late winter to early spring), during which two cold fronts were
observed to travel across SWWA and resulted in precipitation. Accordingly, the aim of this
paper is to investigate the interactions of these two cold fronts with the land surface. Numer-
ical experiments are carried out with the Regional Atmospheric Modeling System (RAMS)
(Pielke et al. 1992; Cotton et al. 2003)( l a t e s tv e r s i o n6 . 0 )a n dt h em o d e li se v a l u a t e da g a i n s t
the high resolution atmospheric soundings, as well as station observations and gridded
rainfall analyses. Sensitivity tests are carried out to investigate the impact of historical
land-cover change on the structure and dynamics of the cold fronts.
2 Study Area and Field Data
FieldobservationswereundertakeninDecember2005andAugust2007.Decemberoccursin
the austral summer season, with the agricultural region being bare of crops following harvest
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andcoveredwithharveststubblesapproximately0.2mhighorbaresoil,whileAugustoccurs
during late winter to early spring, with the agricultural region active. The native vegetation
east of the fence (Fig. 1)i su n d i s t u r b e da n di ni t sp r i s t i n es t a t e .I ti sm o s t l yc o m p r i s e do f
eucalyptus eremophilia species and patches of eucalypt woodland can be found on the lower
ground and casuarina thickets on the residual plateau soils (Lyons et al. 1996). The height
of the native trees varies between 0.5 and 6.0m, with more than 75% between 0.5 and 2.0m
high(EsauandLyons2002).Thereisnoirrigationacrosstheregionandtheoveralllandscape
inland is ﬂat. The predominant soil type is a duplex soil of sand over clay.
HighresolutionatmosphericsoundingswereacquiredusingtheNationalCenterforAtmo-
spheric Research Mobile Global Positioning System Advanced Upper-Air Sounding System
during the ﬁrst three weeks of December 2005 and August 2007 at 3-hourly intervals at two
locations near the town of Lake King, namely, the Lake-King West (LKW) and Lake-King
East (LKE) sites respectively (Fig. 1). The soundings provided proﬁles of temperature, rela-
tive humidity, wind speed and direction either side of the vermin fence (i.e., the LKW site in
the agricultural region and the LKE site in the native vegetation) from the surface to about
12km height. These data were collected as part of the ongoing bufex ﬁeld campaign (Lyons
et al. 1993) and all soundings were subjected to data quality control. The soundings were not
assimilated into RAMS but used to evaluate the model.
The Australian Bureau of Meteorology operates a large number of automated meteoro-
logical stations across SWWA, which record hourly data including temperature, wind speed,
wind direction, relative humidity, and pressure. Data from the Albany Airport station (AL in
Fig. 1) were used for comparison with the model results. The Bureau also provides gridded
analyses of daily precipitation over Australia at a 5-km resolution. These analyses were used
to compare against the simulated precipitation.
3 Model Description and Initialization
RAMS is a highly versatile three-dimensional mesoscale meteorological model (Pielke et al.
1992; Cotton et al. 2003) that has been extensively used for a wide variety of applications
including modelling sea breezes (e.g., Ma and Lyons 2000; Cai and Steyn 2000; Miao et al.
2003; Kala et al. 2010) and storm events (e.g., Nair et al. 1997; Kotroni et al. 1998; Ryan
et al. 2000; Gero and Pitman 2006). The latest 6.0 version was utilised and operated as a
non-hydrostatic, compressible, primitive equation model with a  z terrain-following vertical
coordinate system with polar stereographic coordinates. RAMS 6.0 is coupled to a land-
ecosystem atmosphere feedback model (LEAF-3) that represents the energy and moisture
budgetsatthesurfaceandtheirinteractionswiththeatmosphere(Walko et al. 2000).Itincor-
porates the interactions between soil and vegetation and the atmosphere at a subgrid scale;
see Walko et al. (2000) for detailed descriptions.
Three nested grids were used, with Grid 1 covering the Australian continent and its
contiguous Indian and Southern oceans at a grid spacing of 60km 60km and covering
ad o m a i no f3 , 1 8 0 k m  2,580km, Grid 2 had a spacing of 20km 20km and domain of
1,420km 1,240km, and Grid 3 a spacing of 5km 5kmanddomainof650km 590km
(Fig.1).28verticallevelswereusedforeachgridstartingat20mabovethegroundto21km,
with the lower levels having higher resolution and the upper levels were gradually stretched
to a maximum spacing of 2km in the upper levels of the atmosphere; 10 soil layers were
used. The turbulence closure scheme of Mellor and Yamada (1982) was used for vertical
diffusion and horizontal diffusion was taken as proportional to the horizontal deformation
ratewithacoefﬁcientbasedontheSmagorinsky(1963)formulation.TheHarringtonscheme
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(Harrington1997)wasusedforlongwaveandshortwaveradiationandtheKain–Fritschcon-
vective parameterization scheme (Kain and Fritsch 1993) was utilized in the two outer grids;
explicitmicrophysicalparameterization(Walko et al. 1995;Meyersetal.1997)wasactivated
in all model grids.
RAMSwasinitialisedwiththe1  1  NationalCenterforEnvironmentalPredictionFinal
Analysesat6-hourlyintervals.Themodelwasnudgedtowardsthelateralandtopboundaries
of the coarsest grid domain with no nudging in the centre of the domain. Soil moisture data
from the Australian Soil Water Availability Project (Raupach et al. 2008, 2009)w e r eu s e d
for soil moisture initialisation. These data provide monthly averages of upper (surface to
0.2m) and lower (0.2–1.5m) relative soil moisture (percentage of ﬁeld capacity) across the
Australian continent at a 5km 5km grid spacing. The upper and lower layer soil moisture
from this dataset were used to initialize the top three and bottom seven soil layers in RAMS
respectively. The model was initialised 15days prior to the event to allow for sufﬁcient spin
upofthesoilvariablesandonlytwogridswereusedforcomputationalefﬁciency.Themodel
wasthenrestartedwiththreegridsbyinterpolatingthesoilvariablesfromthespin-uprunand
the model was integrated for 72h to capture the movement of the cold fronts across SWWA
(i.e., 24h before the cold front reached the coast, 24h while it moved across, and 24h to
capture post-frontal processes).
All input geographical datasets were obtained from the RAMS source distribution
except that the mean sea surface temperatures for December 2005 and August 2007 were
obtainedfromtheNationalOceanographicandAtmosphericAdministrationOptimumInter-
polation Sea Surface Temperature V2 data archive (Reynolds et al. 2002), 9-s ( 250m)
topography was obtained from Geoscience Australia (Hutchinson et al. 2009), and the
land-cover/vegetation classes were obtained from the Australian Surveying and Land Infor-
mation Group (AUSLIG 1990). These data provide two vegetation datasets over the
Australian continent, a current post-European settlement vegetation cover dataset repre-
sentative of 1988, and a pre-European settlement vegetation cover dataset representative
of 1788, and have been used previously in RAMS (e.g., Pitman et al. 2004; Peel et al. 2005;
Kala et al. 2010 ). Following Kala et al. (2010), these vegetation classes were mapped
to the LEAF-3 classes by mapping the vegetation data for the current vegetation types
as close as possible to the vegetation ﬁles provided with the RAMS source distribution.
Additionally, the data for current vegetation were modiﬁed to have bare soil, rather than
crops, within the agricultural region for December, as harvest had been completed by then.
The same translation was used to convert the pre-European vegetation data to LEAF-3
classes, and this dataset was used to carry out simulations of the effects of changes in
land-cover. Hence in December, land-cover change represents a change from wooded grass-
lands to bare soil, whereas in August, it represents a change form wooded grasslands to
crops.
4 Description of Cold Fronts and Model Evaluation
The two cold fronts were chosen based on days for which upper air observations were avail-
able for validation during December 2005 and August 2007, rather than the strongest cold
frontsobservedduringthesemonths.ThesummercoldfronttravelledacrossSWWAbetween
the 10 and 11 December 2005 and the winter cold front between the 5 and 6 August 2007.
Thisis illustrated in Fig.2showingthesurface analysischartat0000UTC(0800LST)on11
December 2005 and 0600 UTC (1400 LST) on 6 August 2007 respectively. Figure 2as h o w s
the summer front moving across SWWA, with cold air emanating from a low pressure cell
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Fig. 2 Surface analysis charts for a the summer front at 0000 UTC (0800 LST) on 11 December 2005, and
b the winter front at 0600 UTC (1400 LST) on 6 August 2007. Mean sea-level pressure contours are thin solid
black lines,Hd e n o t e sah i g h - p r e s s u r es y s t e m( a n t i c y c l o n e ) ,Ld e n o t e sal o w - p r e s s u r es y s t e m( c y c l o n e ) ,a n d
the thick solid black line with triangles illustrates the position cold front
in the southern Indian Ocean, and warmer air from the weak surface low and inland trough.
The movement of the cold front is enhanced by the trough and the front eventually moves
further south as the low pressure cell in the southern Indian Ocean weakens. Such a synoptic
patternisatypicalforsummerinSWWA,astheanticyclonesassociatedwiththesub-tropical
high pressure belt are usually further south and cold fronts emanating from the cyclonic cells
in the southern Indian Ocean seldom reach the coast. Figure 2bo nt h eo t h e rh a n ds h o w s
a typical winter pattern with high pressure cells located around 25 S in the eastern Indian
Ocean and the central Australian continent respectively, with the cold front in the middle.
The front reaches further north and the horizontal pressure gradient is higher as compared to
the summer case (Fig. 2a).
The passage of a cold front usually results in a sharp decrease in surface pressure and
temperature due to the advection of moister, cooler maritime air, as well as an increase in
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moisture content and cloudiness. This is illustrated in Figs. 3 and 4 showing the observed
and modelled time series of sea-level pressure, temperature, mixing ratio (derived from the
observedpressure,temperature,andrelativehumidity),windspeed,andwinddirectionatthe
AL station (Fig. 1) for the summer and winter fronts respectively. We note that the modelled
temperature and wind speed have been corrected to screen level using surface-layer scaling,
while the mixing ratio and wind direction are for the lowest grid (6.52m). Figures 3aa n d4a
show that the model clearly captures the decrease in sea-level pressure associated with the
passage of the front and the subsequent increase as the front travels further east. However,
the model performs poorly in reproducing the temperature trends, with over-predictions by
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Fig. 3 Modelled and observed (Obs) time series of a sea-level pressure (hPa), b temperature ( C), c mixing
ratio (gkg 1), d wind speed (ms 1), and e wind direction at AL (Fig. 1)f o rt h es u m m e rf r o n tf r o m0 9 0 0L S T
on the 9 December to 0900 LST on the 12 December 2005
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Fig. 4 Same as in Fig. 3 except for the winter front from 0900 LST on the 5 August to 0900 LST on the
8A u g u s t2 0 0 7
as much as 5 C( F i g s .3b, 4b). Namely, the model produces a normal temperature diurnal
cycle, while the data show evidence of rapidly changing cloudiness, as shown by the “kinks”
in the temperature trace, which are not captured by the model. This is clearly evident in
Fig. 4bb e t w e e n0 9 0 0a n d2 1 0 0L S To nt h e6A u g u s t2 0 0 7 ,w i t ht h eo b s e r v e dt e m p e r a t u r e
trace essentially lacking a daytime maximum due to the passage of the front and associated
cloudiness (other stations showed the same trends). This discrepancy can partly be explained
bythefactthatthemodelisinitialised withboundaryconditionsataresolutionofonedegree
(  100km), while the temperature contrast between warm and cold air at the frontal bound-
ary is over a much smaller spatial scale. Hence, this sharp contrast in temperature is unlikely
to be reproduced by the model (under its current conﬁguration) and can partly explain
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Fig. 5 Modelled and observed (Obs) proﬁles of a temperature ( C), b mixing ratio (gkg 1), c wind speed
(ms 1)a n d ,d wind direction at the LKW site (Fig.1)f o rt h es u m m e rf r o n to nt h e1 1a n d1 2D e c e m b e r2 0 0 5
at 0600 LST
temperatures being over-predicted. Nonetheless, Figs. 3ca n d4cs h o wt h a tt h em o d e lc a p -
tures the increase in mixing ratio associated with the passage of the front reasonably well,
and wind speeds and wind direction are also reasonably well reproduced (Figs. 3d, e, 4d, e).
We note that Fig. 3cs h o w sas h a r pi n c r e a s ei nh u m i d i t yb e t w e e n1 2 0 0L S Ta n d1 5 0 0L S T
on 10 December 2005, suggesting the arrival of a sea breeze. While the model also shows an
increase in mixing ratio over this period, the magnitude of the increase is small compared to
the observations. Previous sea-breeze modelling in SWWA (Kala et al. 2010)h a ss h o w nt h a t
RAMS tends to reproduce the qualitative features of the sea breeze, while the quantitative
errors can be large, i.e., the simulated sea breeze is weaker than observed.
While Figs. 3 and 4 provide useful insight into the performance of the model close to the
surface, it is equally important to examine the vertical structure of the atmosphere. This is
illustratedinFig.5showingtheobservedandmodelledproﬁlesoftemperature,mixingratio,
wind speed and direction at the LKW site (Fig. 1)f o rt h es u m m e rf r o n to nt h e1 1a n d1 2
December 2005 at 0600 LST. The ﬁgure shows that the model reproduces the overall vertical
structure of the atmosphere well. However, we note that the front reached the LKW and LKE
sites close to 0900 LST on the 11 December, and since no soundings were available at that
time, it is not possible to comment on the ability of the model to simulate the frontal passage.
Nonetheless, Fig. 5 still provides some conﬁdence in the model.
Figure 6 shows the same variables plotted at the LKW site (Fig. 1) for the winter front on
the 6 August 2007 at 1200 LST and 1500 LST respectively (the front reached the LKW and
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Fig. 6 Same as in Fig. 5 except for the winter front on the 6 August 2007 at 1200 LST and 1500 LST
respectively
LKE sites between these times). The ﬁgure shows that the model performed reasonably well
at 1200 LST, but did not capture the sharp decrease in temperature by as much as 5–8 Ca t
1500 LST. This decrease in temperature is associated with the baroclinic zone at the frontal
boundary, which is substantially smaller as compared to the model grid spacing and input
boundaryconditions,andappearstohavebeensmoothedout.Figure6bshowsthatthemixing
ratio was generally over-predicted at 1500 LST, which can be related to temperatures being
over-predicted. Figure 6c shows that wind speeds were generally under-predicted at 1500
LSTandthesimulatedwinddirection(Fig.6d)differedbyabout30 .Ingeneral,comparison
with the soundings further illustrates that the model does not capture the ﬁne-scale structure
of the front (comparison with soundings at the LKE site showed the same trends and have
not been reproduced here for simplicity).
Itis alsoimportant toevaluatethemodel’s ability tosimulate precipitation sinceourfocus
is on the effects of land-cover change on precipitation. Given that precipitation is highly
variable and only resolved on the outer two grids (since the convective scheme is only valid
fortheﬁrsttwogrids),adirectcomparisonwithstationobservationsisdifﬁcult.Howeverthe
Australian Bureau of Meteorology provides daily analyses of gridded rainfall over Australia
based on station observations, giving both the magnitude and spatial extent of precipitation.
This is compared to the model output from grid 2 as illustrated in Figs. 7 and 8 showing the
observed and simulated total surface accumulated precipitation for the summer and winter
fronts respectively. Figure 7 shows that the model reproduced the magnitude and spatial
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Fig. 7 a Observed and b simulated (Grid 2) total surface accumulated precipitation (mm) for the summer
front, integrated from 0900 LST on the 9 December to 0900 LST on the 12 December 2005
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Fig. 8 Same as in Fig. 7 except for the winter front, integrated from 0900 LST on the 5 August to 0900 LST
on the 8 August 2007
extent of precipitation reasonably well for the summer front, with precipitation generally
under-predicted in the central and southern wheat belt. Figure 8 on the other hand shows that
themodelunder-predictedprecipitationalongthewestcoastandover-predictedprecipitation
in the eastern wheat belt for the winter front. A possible explanation for the under-predic-
tion along the west coast can be attributed to the Darling Scarp, a topographical feature of
SWWA. The scarp can be observed from space, extending 200km in a north-south direction
from 31 St o3 4  S( F i g .1) roughly 25km from the coast, representing a sudden increase in
topography of about 300m from sea level (Pitts and Lyons 1989). Pitts and Lyons (1990)
used an earlier version of RAMS to model ﬂows along the scarp and found that a horizontal
resolution of 0.5 km was required to adequately simulate the meteorological impact of the
scarp. These features are not resolved with a 20-km grid resolution and suggest that any
topographical enhancement of precipitation would not be simulated. We note that this is an
inherent limitation of the model since the convective scheme used assumes a horizontal grid
spacing greater than 20km.
Overall, comparison of the model output with station observations and the soundings
show that the model captures the broad features of the front, but not the ﬁne scale structure.
Comparison with gridded rainfall observations shows that coastal orographic effects are not
well represented for the winter front, due to the coarse resolution of Grid 2. We note that
several studies have used RAMS to model storm events, including those induced by cold
fronts (Nair et al. 1997; Gero et al. 2006; Gero and Pitman 2006). However, the latter do not
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evaluate the model output against observations, and hence it is difﬁcult to benchmark our
results against similar studies. In fact, Gero and Pitman (2006)a r g u et h a tt h e yd on o te x p e c t
RAMS(wheninitialisedwithre-analysisdata)tobeabletoreproduceameteorologicalevent
onaparticularday,sinceAustraliaisarelativelydata-poorregion(ascomparedtotheUnited
States), and hence, they do not evaluate their results against observations.
Havingadequatelyevaluatedthemodel,thenextsectiondiscussestheimpactofland-cover
change on cold-front dynamics.
5I m p a c to fL a n d - C o v e rC h a n g e
Figures 9 and 10 show the difference in total surface accumulated precipitation between
current and pre-European vegetation cover for the summer and winter fronts respectively,
expressed in absolute values (rounded to the nearest mm) and as a percentage change ( P)
respectively:
 P = 100
 
Pcurrent   PpreEu
Pcurrent
 
(1)
where Pcurrent and PpreEu are the total surface accumulated precipitation (mm) under cur-
rent and pre-European vegetation cover respectively. (We note that  P will be greater than
±100% when the magnitude of the difference between Pcurrent and PpreEu is greater than
Pcurrent).
Figure 9a shows a reduction in precipitation of up to 2–6mm in the southern wheat belt
for the summer front, which corresponds to a percentage change of 50–150% (Fig. 10a).
Figure 9b shows a reduction of 2–4mm across most of the wheat belt for the winter front
corresponding to a percentage change of approximately 50% (Fig. 10b). We note that these
percentages need to be interpreted with care, namely a small absolute change in precipitation
canrepresentahighpercentagechange(e.g.,1–2mm,representsa100%decreaseundercur-
rent vegetation, but is nonetheless a small absolute change). These are inherent limitations of
doing single rather than ensemble simulations, and hence, the focus of ourpaperis to explain
the mechanisms behind the overall decrease in precipitation under current vegetation, rather
than the magnitude of the decrease.
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Fig. 9 Difference in total surface accumulated precipitation (mm) between current and pre-European veg-
etation cover for a the summer front, integrated from 0900 LST on 9 December 2005 to 0900 LST on
12 December 2005, b the winter front, integrated from averaged from 0900 LST on 5 August 2007 to 0900
LST on the 8 August 2007
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Fig. 10 Same as in Fig. 9 except showing the percentage difference ( P in Eq. 1)
Given that there is no additional source of atmospheric moisture, and the only difference
isachangeinland-cover,theincreaseinprecipitationunderpre-Europeanlandcoverismost
probably due to enhanced vertical motion and cloud microphysical processes. That is, there
must be a mechanism transporting additional moisture beyond the lifting condensation level
(LCL) or the freezing level, which would enhance convective cloud formation and increase
the likelihood of rain. This is illustrated in Fig. 11 showing the difference in turbulent kinetic
energy (TKE) between current and pre-European vegetation cover along a north-south tran-
sectpassingthrough117 E(Fig.1)forthesummerandwinterfrontsrespectively.Figure11a
shows a clear decrease in TKE under current vegetation conditions extending up to 1.4km
andwellabovetheLCL(shownbythedottedwhiteline)forthesummerfront,andupto0.6–
0.8km for the winter front (Fig. 11b). This implies stronger turbulent mixing throughout the
boundary layer and extending beyond the LCL, which would have invariably enhanced con-
vective precipitation processes. The larger decrease in TKE for the summer front (Fig. 11a)
as compared to the winter front (Fig. 11b) would have been due to enhanced surface heating
during summer, and this is reﬂected in the higher percentage decrease in precipitation for the
summer front (Fig. 10). Figure 12 is analogous to Fig. 11, except that it shows the change in
wind speed. The ﬁgure clearly shows an increase in wind speed within the ﬁrst 600–800m
of the atmosphere under current vegetation cover, probably due to the lower aerodynamic
roughness length of the bare soil (summer front) and crops (winter front), compared to pre-
Europeanvegetationcover.Hence,land-coverchange(i.e.,achangefromwoodedgrasslands
to bare soil or crops) not only results in a decrease in turbulence, but increases the frontal
speedclosetothesurface,allowinglesstimeforprocessesleadingtoconvectiveprecipitation
to take place. This decrease in turbulence is further illustrated in Fig.13 showing a decrease
in boundary-layer heights under current vegetation of up to 100–250m for the summer front
and40–100mforthewinterfrontthroughoutthewheat-belt,similartotheﬁndingsofHuang
et al. (1995).
Pitman et al. (2004) argued that the mechanism leading to reduced July precipitation in
SWWA due to land-cover change is a change in surface moisture convergence. To test this
hypothesis, we deﬁne the vertically-integrated moisture ﬂux convergence ( ) following
van Zomeren and van Delden (2007) as:
  =  
1
g
1000hPa  
700hPa
 
 uq
 x
+
 vq
 y
 
dp (2)
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current and pre-European vegetation cover for a the summer front, averaged from 0900 LST on 9 December
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to 0900 LST on the 8 August 2007. The mean height of the LCL is shown as the dotted white line (the heights
of the LCL under current and pre-European vegetation were very similar)
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Fig. 12 Same as in Fig. 11 but showing the change in wind speed (ms 1)
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Fig. 13 Difference in planetary boundary layer height (m) between current and pre-European vegetation
cover for (a) the summer front, averaged from 0900 LST on 9 December 2005 to 0900 LST on 12 December
2005, and (b) the winter front, averaged from 0900 LST on 5 August 2007 to 0900 LST on the 8 August 2007
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Fig. 14 Same as in Fig. 13 except showing the change in vertically-integrated moisture ﬂux convergence ( )
(kgm 2 s 1)
where q is the speciﬁc humidity, u and v are the zonal (x) and meridional (y)w i n dc o m -
ponents respectively, p is pressure, and g is acceleration due to gravity.   is evaluated as
the summation of the horizontal moisture ﬂux convergence over the intervals 1,000–925,
925–850 and 850–700hPa. We note that Eq. 2 is the conventional definition of  ,w h e r e a s
Pitman et al. (2004)l i m i t e dt h e i re v a l u a t i o no fm o i s t u r ec o n v e r g e n c et ot h el o w e s tg r i dl e v e l .
The change in   between current and pre-European vegetation cover for the summer and
winter front is illustrated in Fig. 14, showing a decrease in   along the western boundary of
thewheatbeltandanincreasefurtherinland,similartotheﬁndingsofPitmanetal.(2004).We
note, however, that regions showing a decrease in   do not correspond exactly with regions
showing a decrease in precipitation (Figs. 9, 10). Given the complexities of land–atmosphere
feedbacks, it is likely that the decrease in  , together with the decrease in TKE and the
increase in wind speed, provide a plausible mechanism for the decrease in precipitation.
Thus, irrespective of large-scale atmospheric changes (e.g., Hope et al. 2006; Nicholls
2010), land-cover change has contributed to a decrease in microphysical processes within
frontal systems to decrease precipitation in SWWA. Whilst large-scale processes have
decreased the number of fronts reaching SWWA, land-cover change has reduced the effec-
tivenessofthesefrontalsystemsinproducingprecipitation(atleastforthoseconsideredhere,
which are Type 2 systems (Wright 1974) and sensitive to surface conditions). Furthermore,
several studies investigating the inﬂuence of anthropogenic (greenhouse) forcing on SWWA
rainfall (e.g., Cai and Cowan 2006; Timbal et al. 2006) conclude that these alone cannot
account for all of the decline in rainfall and other factors (like land-cover change) must be
accounted for.
6C o n c l u s i o n s
RAMS version 6.0 is used to model summer and winter cold fronts in SWWA and shown
to reproduce the overall features of the fronts reasonably well, but the quantitative errors
are shown to be high. Namely, temperatures are over-predicted by as much as 5 C since the
model does not reproduce the strong temperature gradient between cold and warm air within
thefront.Thisisattributedtothecoarseresolutionoftheinputboundaryconditionsandisan
inherentlimitationofthemodelset-up.Themodelreproducesthespatialandtemporalextent
of precipitation well for both fronts, but quantitatively, precipitation is under-predicted along
the west coast and over-predicted further inland for the winter front. This is partly attributed
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toorographiceffectsthatcannotbeadequatelyresolvedduetotherelativelycoarseresolution
of the second model grid.
Sensitivity tests are carried out to investigate effects of historical land-cover change and
it is found that land-cover change results in a decrease in precipitation for both fronts, with a
higherdecreaseforthesummerfront.Thedecreaseinprecipitationisattributedtoadecrease
in TKE and moisture ﬂux convergence as well as an increase in wind speed within the lower
boundary layer. The suggested mechanism is that the enhanced vertical mixing under pre-
European vegetation cover, with the decrease in wind speeds close to the ground, enhances
microphysicalprocessesleadingtoincreasedconvectiveprecipitation.Thehigherdecreasein
precipitation for the summer front is most likely due to enhanced convection during summer.
Whilstthisstudywaslimitedtotwoevents,ithighlightsasignificantchangeinmicrophys-
ical processes caused by land-cover change. Even without large-scale shifts in the climate,
local land-use practices affect atmospheric processes and need to be adequately managed
under a changing climate.
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1234.3 Chapter summary
This chapter explored the impacts of land-cover change on two frontal events
in SWWA. It is found that land-cover change results in an overall decrease in con-
vective precipitation associated with the cold-fronts, due to a decrease in TKE and
low-level atmospheric moisture ﬂux convergence, and an increase in wind speed
within the boundary-layer. Regardless of large-scale shifts in the climate system,
these mechanisms lead to decreased precipitation, and hence, land-use practices
need careful management under a changing climate. Another process which leads
to late winter/spring and summer precipitation is the west-coast trough, a surface
heat low, which can initiate convection via the southerly transport of continental
air masses. Since the trough is largely brought about by surface heating, it is
likely that land-cover change could alter trough dynamics, and potentially in-
ﬂuence the formation of convective clouds and associated precipitation. This is
addressed in the next chapter.
31CHAPTER 5
CASE-STUDY III: NUMERICAL
SIMULATIONS OF THE IMPACTS OF
LAND-COVER CHANGE ON THE WEST
COAST TROUGH AND CONVECTIVE
CLOUDS IN SOUTH-WEST WESTERN
AUSTRALIA
5.1 Overview and author contributions
This chapter addresses the third research question, namely, what are the
impacts of land-cover change on the west-coast trough and convective clouds in
SWWA. A summer and late winter west-coast trough events are simulated and
sensitivity tests are carried out to investigate the impacts of land-cover change.
This paper also presents an analysis of soundings, station and air-craft surface
ﬂux measurements either side of the vermin fence.
U. S. Nair and Y. Wu carried out all the simulations for this paper, and lead
the writing and analysis. J. Kala assisted in designing the experiments in close
collaboration with the latter, was involved in the analysis of the observations and
model results, and also took part in the August 2008 ﬁeld expedition. He also
provided extensive comments and feedback on several drafts of the paper and
provided much support in addressing the reviewer’s comments (It is noted that
the concept for this paper was partly brought about from the ﬁrst two papers and
ﬂows from those). T. J. Lyons (with U. S. Nair) was a principal investigator in
32the ﬁeld campaign and also assisted in the analysis and in addressing reviewer’s
comments. R. A. Pielke Sr. was also a principal investigator and involved in
the overall experimental design of the campaign. He also provided over-arching
feedback on the overall concept for the paper and assisted in addressing the
reviewer’s comments. J. M. Hacker was also a principal investigator and designed
the experimental plans for the ﬂights. He also provided feed-back at the ﬁnal
stages and assisted in addressing the reviewer’s comments.
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[1] Land clearing for agricultural purposes in southwest Australia has created a landscape
where a 750 km rabbit‐proof fence separates 13 million hectares of croplands from
the remnant native vegetation to the east. The Bunny Fence Experiment (BuFex) was
conducted in the vicinity of the intended vermin‐proof boundary in December 2005 and
August 2007. The experiment examined the role of land cover change (LCC) on the
preferential formation of clouds over the native vegetation that often terminates along the
vermin‐proof fence as well as the regional rainfall reduction observed in this region.
Observations and numerical model analysis show that the formation and development of
the west coast trough (WCT), which is a synoptic‐scale feature that initiates spring and
summertime convection, is impacted by land cover change and that the cloud fields
induced by the WCT would extend farther west in the absence of the LCC. The surface
convergence patterns associated with the wintertime WCT circulation are substantially
altered by LCC, due to changes in both WCT dynamics and surface aerodynamic
roughness, leading to a rainfall decrease to the west of the rabbit fence. Although this study
focuses on only two events, it further illustrates that LCC has significant regional impacts
in southwest Western Australia regardless of large‐scale shifts in the climate system.
Citation: Nair, U. S., Y. Wu, J. Kala, T. J. Lyons, R. A. Pielke Sr., and J. M. Hacker (2011), The role of land use change on the
development and evolution of the west coast trough, convective clouds, and precipitation in southwest Australia, J. Geophys. Res.,
116, D07103, doi:10.1029/2010JD014950.
1. Introduction
[2] Over the last several decades, approximately 13 million
hectares of native vegetation in southwest Australia have
been replaced by nonnative, rain‐fed agricultural species
[Lyons et al., 1993]. A 750 km long rabbit‐proof fence sepa-
rates this wedge‐shaped region of land clearing in south-
west Australia from the remnant native vegetation to the east
and is readily visible in satellite imagery due to enhanced
albedo, with darker native vegetation found to the east of the
fence and lighter agricultural regions to the west (Figure 1).
[3] Differing land cover leads to contrasting land surface
characteristics on either side of the fence that vary season-
ally, with the albedo and roughness length over the agricul-
tural region during the summer being higher before harvest
and lower when it is bare after harvest [Huang et al., 1995;
Ray et al., 2003]. Whereas the albedo and surface roughness
of the agricultural area decreases substantially following
harvest when vegetated surface is replaced by bare soil, the
native vegetation areas show very small seasonal variations
in surface vegetation characteristics [Huang et al., 1995;
Ray et al., 2003]. Rainfall observations show about a 20 per-
cent decline of winter rainfall since the 1970s confined
mainly to agricultural areas [Pittock, 1983; Williams 1991,
IOCI Panel, 2002; Narisma and Pitman, 2003] (Figure 2).
The rainfall decrease in this region has been attributed to
large‐scale changes in circulation including a shift toward the
high‐phase regime of the Southern Annular Mode (SAM),
with increases in surface pressure over southern Australia
and a poleward shift of the extratropical jet [Pittock, 1983;
Hope, 2006; Bates et al., 2008, Nicholls, 2010] resulting in a
decrease of westerly winds bringing less rainfall over land
[Cai and Watterson, 2002]. Observations of preferential
cloud formation and enhanced sensible heat fluxes over
native vegetation [Lyons et al., 1993; Huang et al., 1995;
Ray et al., 2003], however, suggest that effects of land cover
change (LCC) may also be substantial and this has been
confirmed by modeling studies. Timbal and Arblaster [2006]
showed that LCC in southwest Western Australia (SWWA)
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D07103 1 of 12reinforces the negative rainfall trends due to other forcings;
however, since their imposed change was larger than
observed, they could not quantify the role of LCC in the
observed rainfall decline. Pitman et al. [2004] found that the
effect of reduced roughness from LCC and the associated
increase in moisture divergence may be a significant con-
tributor to a decrease in southwest Western Australian
rainfall. At locations farther inland, Pitman et al. [2004]
found that LCC induced enhanced moisture convergence
and rainfall in accordance with observations [Williams,
1991]. However, it is noticeable that the rainfall has con-
tinued to decrease in spite of the termination of large‐scale
land clearing in this region. A question of relevance in this
context is whether the land use change is contributing to the
ongoing decrease in rainfall or if it is just modulating the
severity of a larger‐scale declining trend over the region.
[4] A striking visual manifestation of the impact of land
use on atmospheric processes in southwest Australia are
cloud fields that are observed to form preferentially over the
native vegetation area in satellite imagery to the east of the
rabbit‐proof fence [Lyons et al.,1 9 9 3 ;Lyons,2 0 0 2 ;Ray
et al., 2003] (Figure 3a), with cumulus clouds occurring
preferentially over the native vegetation up to 10% of the
time during the austral summer [Ray et al., 2003]. Based on
analysis of a one‐dimensional numerical model, this phe-
nomenon is hypothesized to be due to enhanced planetary
boundary layer (PBL) height over native vegetation exceed-
ing the Lifting Condensation Level (LCL) and increasing
the possibility of cloud formation over the native vegeta-
tion areas [Lyons et al., 1993; Lyons, 2002]. Prior aircraft
observations of higher sensible heat fluxes over native
vegetation areas do support this hypothesis [Lyons et al.,
1993, 2001]. The Bunny Fence Experiments in December
2005 (BuFex05), December 2006 (BuFex06), and August
2007(BuFex07),acontinuationofseriesofafieldcampaigns
in southwest Australia [Lyons et al., 1993], examined this
hypothesis through observations of boundary layer develop-
mentasafunctionoflandcoverandseasonusingradiosonde,
aircraft and ground‐based measurements. Along with
numerical modeling analysis, these observations are used to
show that the west coast trough (WCT), a quasi‐permanent
surface heat low‐pressure region in northwestern Australia
Figure 1. (a) The location of the rabbit‐proof fence in the southwest Australian region and the grids used
in the numerical model simulations. The first grid, with the coarsest spacing of 64 km, covers the entire
region shown in Figure 1a. The second, third, and fourth grids, with grid spacing of 16, 4, and 1 km,
respectively, are shown using red, green, and blue squares, respectively. (b) False color image over the
second grid, derived from the data acquired by the Aqua Moderate Imaging Spectroradiometer (MODIS)
sensor on 17 December 2005. Also marked on the map are the two BuFex radiosonde stations.
Figure 2. Average May–October rainfall over the 1976–
2001 period as a percentage of the average May–October
over the 1925–1975 period, from IOCI Panel [2002].
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2 of 12that forces summertime convection in southwest Australia,
is impacted by LCC.
2. Data and Methods
[5] The primary goal of this study is to use observational
and numerical modeling analysis of selected case studies
to examine the processes through which land use change
in southwest Australia impacts atmospheric processes in
this region, especially the development and evolution of
the WTC.
[6] Paired radiosonde releases, approximately every 3 h
during the day, from locations 20 km to the west and east of
the rabbit‐proof fence (Figure 1) in the Lake King area of
southwest Australia during December 2005 (austral summer)
and August 2007 (austral winter) were used to compute
planetary boundary layer height (PBL) and lifting condensa-
tion level (LCL). The PBL height is determined as the height
of potential temperature or equivalent potential temperature
inversion. The LCL is computed utilizing the procedure out-
lined by Bolton [1980]. The differences in PBL heights over
the native vegetation and agricultural areas during the after-
noon hours are used to investigate the hypothesis. For spe-
cific case days, the diurnal variation of PBL and LCL heights
are analyzed to determine whether boundary layer develop-
ment is vigorous enough for cloud formation to occur. The
case days were selected to eliminate preferential cloudiness
impacts (higher cloud cover over one site earlier during the
day compared to the other side), and days in which radiosonde
release was delayed, etc.
[7] Aircraft observations of heat and moisture fluxes from
the native vegetation and agricultural regions are also
compared to determine the cause for differences in boundary
layer development between the two regions of differing land
use. Surface energy fluxes from the aircraft are processed
using a technique detailed by Lyons et al. [2001]. Only long
(>30 km), low‐altitude (<25 m AGL) traverses are used in
Figure 3. The 1500 LST geostationary visible channel imagery over southwest Australia for (a) 3 Jan-
uary 1999, (b) 18 December 2005, and (c) 13 August 2007. The imagery for 3 January 1999 is from
the Geostationary Meteorological Satellite (GMS), and the imagery for the other case days are from
the Multifunction Transport Satellite (MTSAT).
Figure 4. Comparison between native vegetation and agricultural area: (a) PBL heights (December
2005), (b) sensible heat fluxes (December 2005 and 2006), and (c) latent heat fluxes (December 2005
and 2006). The green, orange, light green, and light blue symbols in Figures 4b and 4c denote late morn-
ing (0200–0400 UTC), midday (0400–0600 UTC), midafternoon (0600–0800 UTC) and late afternoon
(0800–1000 UTC) observations, respectively.
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3 of 12Figure 5. Surface weather chart at (a) 0800 LST (0000 UTC) 17 December 2005, (b) 0800 LST
18 December 2005, and (c) 2000 LST 18 December 2005.
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4 of 12the analysis. The data are detrended first and then a square
Lanzcos high‐pass filter is applied after which the data are
separately averaged for sections of flight path over agri-
cultural and native vegetation areas.
[8] The Regional Atmospheric Modeling System (RAMS),
version 6.0 [Cotton et al., 2003], is used to simulate the evo-
lution of regional atmospheric conditions for selected case
days of WCT activity, in order to understand the role of
LCC on differing boundary layer evolution, cloud, and
precipitation formation. The days considered in this study
are 17 December 2005 and 12 August 2007 during which
the WCT feature played a major role in the development
of convection. A nested grid configuration consisting of
four grids of 64 km, 16 km, 4 km, and 1 km grid spacing
and covering a domain span in the X and Y direction of
3712 km   3712 km, 928 km   928 km, 296 km   296 km,
and 102 km   102 km, respectively, is utilized in the simu-
lations (Figure 1). In the vertical, all the grids utilize a
stretched grid of 50 points and a grid stretch ratio of 1.05,
with the grid spacing increasing from 10 m at the surface
Figure 6. Time evolution of PBL height (triangle) and
LCL (asterisk) and LCL (asterisk) for 17 December 2005
(red, agriculture; black, native vegetation).
Figure 7. (a and b) The mean sea level pressure within grid 2 of CLU and PELU simulations at 0500 LST,
18 December 2005, and (c) the difference between PELU and CLU simulations. (d, e, and f) Same as
Figures 7a, 7b, and 7c but for PBL heights. (g, h, and i) Same as Figures 7d, 7e, and 7f but for grid 4.
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constant.
[9] The soil model uses 8 layers located at depths 0.1, 0.2,
0.4, 0.6, 0.8, 1.0, 1.5, and 2.0 m. The atmospheric variables
in RAMS at 0 UTC is initialized using the 1°   1° global
tropospheric final analysis (FNL) created by the National
Center for Environmental Prediction (NCEP). The NCEP
FNL analysis is also used to specify temporally varying
top and lateral boundary conditions at six‐hourly intervals
by nudging five grid points along the lateral boundaries
and for the grid points at altitudes greater that 14 km along
the top boundary toward values consistent with the NCEP
FNL analysis. Explicit cloud microphysical parameteriza-
tion was used on all four grids while the two outer grids also
utilized convective parameterization. The two‐stream radi-
ative transfer parameterization of Harrington et al. [1999]
was used in the simulations.
[10] Two types of experiments are conducted, assuming
two differing scenarios of land use: (1) current land use
(referred as CLU from hereon) conditions and (2) pre‐
European land use (referred as PELU from hereon) where
the wedge‐shaped region of agricultural clearing is replaced
by native vegetation. The cumulative impact of land use
change on atmospheric processes is of interest to the present
study, which is examined through the comparison of the
effect of CLU with that of PELU, i.e., before large‐scale
land clearing for agriculture. Soil moisture and soil tempera-
tures in these simulations are initialized using corresponding
fields obtained for two sets of longer‐term simulations
assuming CLU and PELU scenarios, initiated from the begin-
ning of the month prior to the month in which the case day
occurred. In these longer‐term simulations, the initial soil
moisture conditions and temperature conditions were ini-
tialized using fields obtained from the NCEP FNL soil
analysis. The soil moisture and temperature fields in these
simulations were allowed to continuously evolve, while
the atmospheric conditions were reinitialized every 24 h.
The goal of this experimental design was to maintain real-
istic variation of large‐scale atmospheric conditions, while
allowing the higher‐resolution grids to develop a more real-
istic spatial distribution of soil moisture that is not present in
the 1°   1° analysis. The Land Ecosystem and Atmosphere
Feedback (LEAF) submodel [Walko et al., 2000] is utilized
to simulate vegetation‐atmosphere exchange. Leaf Area
Index, vegetation fractional cover, vegetation albedo, and
roughness height are all parameterized based on the satellite‐
derived Normalized Difference Vegetation Index (NDVI).
3. Results
3.1. Summertime Boundary Layer and Convective
Development
[11] The near‐simultaneous observations of PBL heights
during the afternoon hours of December 2005 over the
native vegetation and agricultural areas show consistently
higher values over the native vegetation (Figure 4a), in
agreement with the hypothesis proposed on the basis of
one‐dimensional boundary layer modeling [Lyons, 2002].
The majority of observations over the native vegetation
show a higher PBL (5 out of 8 and 7 out of 11 at 1200
and 1500 LST, respectively; Figure 4a) that is closer to the
LCL (6 out of 8 and 7 out of 11 at 1200 and 1500 LST,
respectively, not shown), indicating a higher potential
for cloud formation compared to the agricultural areas.
The mean difference in PBL height between the native
vegetation and agricultural areas is  260 m and  240 m
at 1200 and 1500 LST, respectively. The 1200 LST differ-
ence is significant at a 95% confidence level, while the
1500 LST difference is significant only at the 90% confi-
dence level. Aircraft measurements of near‐surface energy
fluxes show higher sensible heat (Figure 4b) and latent
fluxes (Figure 4c) over the native vegetation areas, consis-
tent with lower albedo and higher aerodynamic roughness
over these areas [Huang et al., 1995; Ray et al., 2003].
[12] The radiosonde observations show that the maxi-
mum PBL height attained on the majority of BuFex field
study days ( 72% at 1500 LST) in December 2005 was
substantially less than the LCL height at the corresponding
time. However, under calm conditions that accompany the
influence of a high‐pressure system in the region, a heat
low often develops over the Pilbara and Kimberley regions
of Western Australia, eventually establishing the west coast
Figure 8. Comparison between native vegetation and agricultural area: (a) PBL heights (August 2007),
(b) sensible heat fluxes (August 2007), and (c) latent heat fluxes (August 2007). The green, orange,
and light green symbols in Figures 8b and 8c denote late morning (0200–0400 UTC), midday (0400–
0600 UTC), and midafternoon (0600–0800 UTC) observations.
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2007, and (c) 2000 LST 13 August 2007.
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7 of 12trough (WCT) feature [Ma et al., 2001]. The wind flow
associated with the WCT primes the conditions for con-
vective development by inducing a southerly transport
of heated, continental air masses east of its axis with a
nearly adiabatic lapse rate over southwest Australia. A very
deep PBL can develop under such conditions, exceeding
the LCL and generating convective clouds. Low‐level
convergence also occurs due to sea breeze and nocturnal
low‐level jet interactions. The WCT often exhibits a north-
west orientation and the role of WCT in the formation of
cloud fields that terminate along the rabbit‐proof fence
(Figure 3a) is not completely understood.
[13] During BuFex05, the boundary layer development
during such an event was sampled on 17–18 December
2005 (Figure 5). Vigorous boundary layer development
occurred under the calm conditions accompanying the
high‐pressure system that was established over southwest
Australia (Figure 5a). Surface pressure observations show
the development of the WCT during the afternoon hours
of 17 December and its establishment over the south-
west Australian region by 0800 LST 18 December 2005
(Figure 5b). While the WCT formed during the afternoon
hours of 17 December 2005, satellite imagery did not show
any substantial cloud development. Further deepening of
the WCT occurred during the day on 18 December 2005 in
response to heating (Figure 5c) and eventually moved east
during the evening hours. While no rainfall was recorded on
18 December 2005, preferential cloud formation did occur
over native vegetation during the late afternoon hours
(Figure 3b) allowing for analysis of processes that lead
to preferential cloud formation, including the role of the
WCT.
[14] The diurnal variation of observed PBL heights
over the agricultural and native vegetation regions on
17 December 2005 was examined to determine the impact
of LCC on the development of the WCT (Figure 6). Note
that clear sky conditions existed over both regions allowing
for straightforward comparisons of PBL development.
Compared to the agricultural area, substantially higher PBL
heights occur over the native vegetation during the after-
noon hours, very nearly approaching the LCL at 1500 LST
(Figure 6). By 1700 LST the PBL height over the agricul-
tural area is approximately the same as that over the native
vegetation at 1500 LST, while over the native vegetation,
the arrival of the sea breeze caused the decoupling of the
mixed layer from the surface. The arrival of the sea breeze
in the agricultural region (the Lake King site) occurs at a
later time and prior modeling studies show that the differ-
ence in time of arrival of the sea breeze between these areas
is not related to LCC [Kala et al., 2010].
[15] RAMS simulations for 18 December 2005 show
that the structure of the WCT is sensitive to LCC, with the
low‐pressure core of the WCT feature expanding and the
orientation of the southern part becoming more south-
westerly when the agricultural clearing is replaced with
native vegetation (Figures 7a and 7b). Areas of enhanced
PBL heights in both the CLU and PELU scenarios are found
to be associated with the simulated WCT pattern in these
scenarios (Figures 7d and 7e). Over the regions of enhanced
PBL development, the cloud development observed in sat-
ellite imagery (Figure 3b) correlates well with the areas of
larger PBL heights in the numerical model simulation for
the CLU scenario (Figure 7d). When the agricultural land
cover is replaced by native vegetation, the region of enhanced
PBL development extends farther west (Figure 7e, 7c). Simu-
lations using a higher‐resolution 1 km grid over the Lake
King area show that when native vegetation occupies areas
to the west of the fence, the convective eddies penetrate
to substantially higher levels (Figures 7e and 7f), thus
increasing the potential for cloud formation to the west
of the fence. Even though the PBL heights simulated with
the 1 km spacing grid exceeded 4.5 km, simulated eddies
did not reach high LCL heights observed on 18 December.
Note that the summertime WCT event considered in this
study did not produce any precipitation but showed a
deeper convective boundary layer over the native vegetation
consistent with the analysis of Huang et al. [1995] who
suggested that conditions are more favorable for cloud
development over native vegetation.
3.2. Wintertime Boundary Layer and Convective
Development
[16] Boundary layer heights derived from the paired
radiosonde releases from August 2007 also show a strong
tendency for the PBL heights in the afternoon hours to be
higher over the native vegetation areas compared to the
agricultural areas (Figure 8a), consistent with the analysis
of Huang et al. [1995]. The mean difference in PBL
heights between the native vegetation and agricultural areas
is  189 m and  133 m at 1200 and 1500 LST, respec-
tively, both of which are statistically significant at a 95%
confidence level. Due to moister boundary layer conditions
resulting from frequent frontal passage and rainfall, the
LCL was found to be substantially lower during the win-
tertime. While lower LCL heights were observed over the
agricultural area, it did not increase the probability of
cloud formation for the majority of the days, since the PBL
heights exceeded the LCL on 17 out of 20 days. Aircraft
observations of surface energy fluxes do show that sensible
heat fluxes were higher over the native vegetation areas
(Figure 8b).
[17] The latent heat fluxes over the native vegetation areas
do not vary substantially from summer (Figure 4c) to winter
(Figure 8c), and rarely exceed 40 W m 2. However, over the
agricultural areas, they increase during wintertime, ranging
Figure 10. Time evolution of PBL height (triangle) and
LCL (asterisk) for 12 August 2007 (red, agriculture; black,
native vegetation).
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 2 (Figure 8c), compared to sum-
mertime when they did not exceed 30 W m
 2, consistent
with the analysis of Lyons et al. [1996]. The higher latent
heat fluxes over the agricultural areas compared to native
vegetation in wintertime are due to both higher rainfall over
these regions and the tendency of the nonnative agricultural
species to transpire more than the native species, with the
latter ones being adapted better to the semiarid conditions.
[18] Development of the WCT also occurs during
the wintertime and such an event was sampled during
Figure 11. Mean sea level pressure in the (a) CLU and (b) PELU simulations at 1500 LST, 13 August
2007, and (c) the difference between the PELU and CLU simulations. (d, e, and f) Same as Figures 11a,
11b, and 11c but for PBL heights at 1500 LST, 13 August 2007. (g, h, and i) Same as Figures 11a, 11b,
and 11c but for 24 h accumulated rainfall at 0000 LST on 14 August 2007. (j, k, and l) Same as
Figures 11a, 11b, and 11c but for surface convergence.
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9 of 1212–13 August 2007 (Figure 9). On 12 August 2007, south-
west Australia was under the influence of a high‐pressure
system and easterly flow dominated the region (Figure 9a).
Ah e a tl o wd e v e l o p e di nn o r t h w e s t e r nA u s t r a l i ao n1 3A u g u s t
and the associated trough became mobile, bringing rain in
the Lake King region during the night (Figure 9b). A cold
front that followed the trough brought rainfall to the west
coast (Figure 9c). The pattern of boundary layer develop-
ment was very similar to the WCT event sampled during
December 2005. On 12 August the PBL over the native
vegetation was consistently higher during the afternoon
hours (Figure 10); hence penetration above the LCL is more
likely over the native vegetation.
[19] After 1200 LST, the PBL height over the agricultural
region was slightly below the LCL while it exceeded the
LCL in the native vegetation areas. Satellite observations
showed a persistence of fair weather cumulus over the
native vegetation in the afternoon while clearing is found
over the agricultural area. Another feature observed in both
the numerical simulation and the satellite observations
(Figure 3c) is the formation of clouds along the zone of low‐
level convergence as the southerly sea breeze flow collides
with the northwesterly flow to the east of the WCT. In the
numerical simulations, this convergence zone is strength-
ened to the west of the fence when the agriculture clearing is
eliminated, producing deeper nocturnal convection (not
shown) in the same region.
[20] On 13 August, a trough developed over the south-
west Australian region, and similar to summertime, the
trough development is indeed impacted by the land cover
(Figures 11a, 11b, and 11c). The core region of the trough
occupies a larger area when there is native vegetation to
the west of the rabbit‐proof fence (Figure 11b). However,
the impact of the land cover on the daytime evolution of
the trough is less drastic compared to that simulated for the
summertime case. PBL development in excess of 1 km is
observed over both native and agricultural regions, with
higher PBLs observed over native vegetation (Figure 11d,
11e, and 11f). Satellite imagery at 1500 LST shows active
convection over native vegetation associated with the WCT
(Figure 3c). However, unlike the summer case, the winter
situation is more complicated due to the presence of con-
vection ahead of the cold front approaching the southwest
coastal region.
[21] Similar to observations, numerical model simula-
tions show higher PBLs to the east of the fence for the
current LCC (Figure 11e). When the agriculture land cover
is replaced by native vegetation as simulated by the PELU
scenario, enhanced heating and associated deepening of
the trough leads to changes in the wind field along a band
approximately parallel to and offset to the west of the
vermin‐proof fence (Figure 11c). Areas of enhanced PBL
height and surface convergence (Figures 11f and 11l) in the
PELU scenario are well correlated to the wind and sur-
face pressure anomalies (Figure 11c). During the nighttime
when the trough moves east, convection is initiated along
convergence zones associated with its low‐level circula-
tion patterns. Comparison of RAMS simulated rainfall for
the CLU conditions (Figure 11j) to gridded rainfall anal-
ysis (Figure 12) show that the simulation underestimates
rainfall over the ocean areas. However, note that the gridded
rainfall analysis is based on point observations that are
sparse over oceanic regions and also over some of the
adjacent land area. Over land, the simulation captures the
general pattern of rainfall better, but underestimates the north-
ward extend of rainfall to the east of the vermin‐proof fence
and also the accumulated precipitation amounts along the
western and southern coastal regions. The simulated rain-
fall pattern is substantially altered under PELU conditions,
with a general increase in rainfall found to the west of the
vermin‐proof fence except for a localized region of decreased
precipitation (R1 in Figure 11i). The majority of the areas of
increased rainfall to the west of the fence and the southern
coast (Figure 11i) coincide with regions of enhanced con-
vergence, with the percentage increase in rainfall in the
PELU scenario exceeding 100% (not shown) over some of
these areas. Note that other modeling studies, both case
studies [Kala et al., 2011] and seasonal simulations [Pitman
et al., 2004] also report precipitation increases for the PELU
scenario. To the east of the fence, PELU results in three
alternating bands of positive and negative rainfall anomalies
(R2, R3, and R4 in Figure 11i). This is because the simu-
lated spatial distribution of precipitation for the PELU sce-
nario exhibits three distinct local maxima of accumulated
precipitation as opposed to one distinct maximum found
for CLU conditions.
4. Discussion
[22] The observational and numerical model analysis
shows that while the structure and orientation of WCT
produce large‐scale conditions that are conducive to pref-
erential cloud formation over the native vegetation during
summer, land cover modulates the boundary layer devel-
opment even under the influence of the WCT. While the
spatial orientation of the WCT is often similar to that of the
rabbit‐proof fence, it is unlikely that the areas of enhanced
boundary layer development will always relate closely to
the areas separated by the fence. Numerical modeling si-
mulations show that the structure of the WCT itself is
altered by LCC and enhanced boundary layer development
is extended to the west of the fence in the absence of the
land clearing. This shows that the observed termination of
summertime cloud fields along the fence (Figure 3b) is
Figure 12. The 24 h accumulated rainfall observation
plotted for the grid 2 simulation domain at 0000 LST on
14 August 2007.
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10 of 12potentially related to the differences in land use in the
vicinity of the fence.
[23] Depending on the large‐scale distribution of bound-
ary layer moisture, as shown by the radiosonde observations
on 17 December 2005 (Figure 6), enhanced PBL develop-
ment over the native vegetation increase the probability of
the PBL top exceeding the LCL, causing cloud fields to
form exclusively over the native vegetation. Examination
of satellite imagery in conjunction with surface meteoro-
logical analysis shows similar, preferential cloud formation
over native vegetation area during other WCT events (for
example, 3 January 1999; Figure 3a).
[24] In the context of the decreasing precipitation trends
reported for this region, it is relevant whether such differ-
ences in cloudiness would impact rainfall over the agricul-
tural areas. While the summertime case considered in the
present study (see section 3.1) did not produce precipita-
tion, rainfall observations associated with a prior summer-
time WCT event that occurred on 10 February 1999, shows
that clouds forming preferentially along the northern part of
the fence resulted in the only rainfall event in that region
for that month. Therefore, it is probable that without the
LCC and the resulting extension of the WCT, cloud fields
farther west could increase austral spring and summer
precipitation along a zone parallel to the fence. The rela-
tive narrowness of the area impacted, combined with the
spotty nature of precipitation associated with scattered
thunderstorms, could be the reason why the observations do
not show a statistically significant trend of rainfall decrease
during the austral spring and summer [Williams, 1991;
Narisma and Pitman, 2003], in contradiction to numerical
models which show such a trend in response to LCC
[Narisma and Pitman, 2003].
[25]P r i o r s t u d i e s [ Narisma and Pitman,2 0 0 3 ;Pitman
et al., 2004] suggested that the following mechanisms
may be responsible for decreased rainfall associated with
clearing of native vegetation: (1) Decrease in physical
evaporation and transpiration, and (2) Decrease in moisture
convergence causing a deficit in rainfall in regions adjacent
to the coast, while an increase in moisture convergence leads
to an increase in rainfall farther inland. Pitman et al. [2004]
concluded that the change in moisture convergence, which,
in turn, is due to decreased roughness, is the primary cause
for alterations in rainfall. Results from the present study
support these mechanisms. Aircraft observations show that
during the wetter winter season, latent heat fluxes over areas
of native vegetation are lower than over the agricultural
areas. Furthermore, the latent heat fluxes over the native
vegetation do not vary substantially between the winter and
summer seasons, indicating that the transpiration from the
native vegetation is less sensitive to soil moisture avail-
ability. The deep rooted native vegetation has access to
the underground aquifer whereas the shallow rooted agri-
cultural crops are reliant on near‐surface soil moisture and
hence their greater sensitivity to soil moisture. One of the
consequences of replacing native vegetation with agricul-
tural crops is the removal of this link between the under-
ground aquifer and the atmosphere.
[26] In general, the response of the numerically simu-
lated surface convergence (Figure 11l) and moisture con-
vergence (not shown, but the pattern is very similar to
mass convergence) fields to clearing of native vegetation is
similar to that reported by Pitman et al. [2004]. However,
unlike Pitman et al. [2004], localized regions of increased
(decreased) mass and moisture convergence is also found
in inland (coastal) areas. This difference is because Pitman
et al. [2004] utilized monthly averages, while our analysis
is made for particular case days.
[27] To the west of the fence, areas of decreased (increased)
precipitation (Figures 11g–11i) in response to clearing of
native vegetation are generally associated with areas of
decreased (increased) mass convergence (Figures 11j–11l).
To the east of the fence, numerical simulations do not show
substantial changes in surface convergence except near
the coast. However, there are substantial changes in the
rainfall pattern (Figures 11g–11i) with a “bull’s ‐eye”
pattern occurring under the CLU scenario as opposed to a
more widespread pattern of rain with multiple maxima for
the PELU scenario. While the differences in rainfall to the
west of the fence are related to changes in surface conver-
gence, the mechanism responsible for rainfall changes to
the east of the fence is not clear and requires further study.
[28] Note that while Pitman et al. [2004] attributes the
differences in surface convergence between the CLU and
PELU scenarios to interactions of surface winds with altered
surface roughness regimes, the current study found specific
changes to synoptic‐scale features caused by land use
change are also important. Development of the heat lows,
which played a dominant role in events that occurred on the
case study days, were substantially impacted by clearing of
native vegetation to the west of the fence. Replacement
of native vegetation in the cleared areas intensified the
heat lows found on both case days (Figures 7a–7c and
Figures 11a–11c). Whereas the smaller, wintertime differ-
ences in PBL heights between the agricultural and native
vegetation areas did not increase the probability of cloud
formation on the majority of the days (see section 3.2),
enhanced heating over the native vegetation areas did con-
tribute to intensification of the wintertime heat low. The
anomalies in wind fields associated with the intensifica-
tion of the pressure system for the wintertime case day
coincides well with anomalies of PBL height, precipitation
and surface convergence. This suggests that in addition
to the direct role of the altered surface roughness, mod-
ifications to development and evolution of mesoscale and
synoptic‐scale features such as pressure systems, atmo-
spheric fronts, etc., caused by land use change also need to
be considered. A recent case study by Kala et al. [2011] that
found clearing of native vegetation reducing rainfall pro-
duced by the passage of a frontal system further supports
this conclusion and the need for studying the impact of land
use change on specific mesoscale and synoptic systems
relevant to the region.
[29]T h em a x i m u md i f f e r e n c e si na c c u m u l a t e dr a i n f a l l
between the two land cover scenarios were found to be
substantially higher in the simulations with smaller grid
spacing (16, 4, and 1 km). The inability of coarser grids
utilized in prior modeling analyses [Narisma and Pitman,
2003; Pitman et al., 2004] to suitably resolve small‐scale
convergence features could be the reason for the conclu-
sion that the resulting pattern of precipitation decrease to be
dominated by the effects of changes in surface roughness.
[30] Note that the analysis conducted in this study is based
on the WTC events that coincided with the BuFex field
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11 of 12campaign. This constrains the numerical modeling analysis
to select case study days and thus may not be a represen-
tative sampling of the WTC phenomenon. The sensitivity of
WTC evolution to LCC found in the numerical experiments
should be viewed in this context, and further numerical
experiments need to conducted in order to determine its
variability.
5. Conclusions
[31] Analysis of radiosonde and aircraft observations,
characterizing PBL development and surface energy fluxes
as a function of land cover and season, along with numer-
ical modeling analysis is used to show that in southwest
Australia: (1) the west coast trough (WCT), which often
forces summertime convection, is impacted by LCC causing
cloud fields to preferentially terminate along the rabbit‐
proof fence; (2) enhanced PBL heights over the native
vegetation increase the probability of cloud formation by
allowing surface air to reach the LCL; (3) the LCC also
impacts the WCT during the winter season and the tendency
for higher PBLs over native vegetation persists during this
period; and (4) while the most visible effect of LCC on
regional climate is the cloud fields that terminate along the
fence, the primary cause for rainfall decrease in this region
is due to changes in low‐level convergence, caused by
alteration of both WCT dynamics and aerodynamic rough-
ness. This study identifies some of the processes through
which landscape influences weather and climate. It suggests
that the impact of LCC on atmospheric processes should be
a consideration for land management policies in the regions
around the globe where significant land clearing for agri-
culture purposes is occurring.
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12 of 125.3 Chapter summary
This chapter explored the impacts of land-cover change on the west-coast
trough and convective clouds. It is found that land-cover change results in a
decrease in precipitation associated with the west-coast trough due to a decrease
in low-level convergence caused by the modiﬁed surface roughness, as well as
shift of the cloud ﬁelds further east under current vegetation. This study further
re-enforces the results found in Chapter 4 that land-cover change results in a
decrease in precipitation, regardless of large-scale shifts in the climate system. A
common mechanism identiﬁed in the chapter and the previous, which contributes
to reduced precipitation under current vegetation is the decrease in PBL height
due to a decrease in surface heating and vertical mixing. However, other studies
have suggested that the PBL is not only responsive to surface ﬂuxes, but also the
entrainment of dry tropospheric air. This is investigated in the next chapter.
35CHAPTER 6
CASE-STUDY IV: SURFACE INFLUENCES
ON PLANETARY BOUNDARY-LAYER
DEVELOPMENT IN SOUTH-WEST
WESTERN AUSTRALIA
6.1 Overview and author contributions
This chapter addresses the fourth research question, namely, what are the
surface inﬂuences on PBL development in SWWA. Two events are identiﬁed
whereby higher PBL heights over the native vegetation as compared to agricul-
tural land were observed from near-simultaneous soundings. These di↵erences in
PBL are simulated using LES, and sensitivity tests are carried out with modi-
ﬁed soil moisture and pre-European vegetation. The mixing-diagram approach is
used to quantify the relative contributions of surface and entrainment ﬂuxes on
the development of the PBL.
J. Kala wrote all sections of this paper, carried out all RAMS simulations,
and conducted all of the data analysis. He was also involved in the August 2008
Field expedition. T. J. Lyons acted as principal supervisor and designed the
concept for the paper in conjunction with J. Kala and U. S. Nair. T. J. Lyons
also provided day-to-day feedback on various drafts of the paper and provided
signiﬁcant input/feed-back into the data analysis carried out by J. Kala. He
was also involved as a principal investigator in the ﬁeld campaign for this study.
36U. S. Nair was also a principal investigator in the ﬁeld campaign for this study,
provided feedback on the ﬁnal stages of the paper, and assisted in running RAMS.
Y. Wu provided signiﬁcant assistance in de-bugging RAMS for LES applications,
and provided feedback on the ﬁnal stages of the paper.
376.2 Paper: Kala J., Lyons T. J., Nair U. S., and Wu, Y.
(2011) Large-eddy simulations of surface inﬂuences on
planetary boundary-layer development in south-west
Western Australia. Q. J. R. Meteorol. Soc., under
review.
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Large-eddy simulations of surface inﬂuences on planetary
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Observations from near-simultaneous atmospheric soundings released over
contrasting land surfaces in the southwest of Western Australia during
December 2005 (austral summer) and August 2007 (late austral winter or
early spring) have shown higher planetary boundary-layer (PBL) heights over
native vegetation as compared to agricultural land. The large-eddy simulation
technique is used to investigate the drivers behind these observed differences
in PBL and sensitivity tests are carried out with modiﬁed soil moisture and
vegetation cover. It is shown that the differences in PBL for the December
case are mainly driven by the change in vegetation cover, while a soil moisture
gradient also played a role for the August case. The mixing-diagram approach
is used to further quantify the relative contributions of surface and entrainment
ﬂuxes on the growth of the PBL and it is shown that while dry-air entrainment
playsanimportantroleinPBLdevelopment,itisthehighersurfaceBowenratio
which drives the more vigorous PBL development over the native vegetation. It
is also shown that the enhanced PBL development over the native vegetation
leads to the preferential formation of shallow convective clouds for the August
case. Copyright c   2011 Royal Meteorological Society
Key Words: Land-atmosphere interactions; Large-eddy simulations; Planetary boundary-layer; Regional
Atmospheric Modeling System
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1. Introduction
The south-west of Western Australia (SWWA) is a region
of extensive land-cover change, with an estimated 13
million hectares of native vegetation cleared since European
Settlement (Huang et al. 1995). This is illustrated in Figure
1 showing the vermin fence acting as a clear boundary
between native vegetation east of the fence, and agricultural
land-use west of the fence (shaded). The impacts of such
an extensive change in land-use have been investigated via
a series of on-going micro-climatological ﬁeld experiments
(buFex)( Lyons et al. 1993; Nair et al. 2011), using a
combination of aircraft and satellite data as well as standard
meteorological sensors. The aircraft data have shown higher
averaged sensible heat ﬂuxes over the native vegetation due
to the reduced albedo, higher surface roughness and canopy
resistance, and higher latent heat ﬂuxes over the agricultural
Copyright c   2011 Royal Meteorological Society
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Figure 1. Map showing the vermin fence acting as a boundary between agricultural land use (shaded), west of the fence, and native vegetation, east
of the fence, in south-west Western Australia (SWWA). The map shows the release locations of the NCAR atmospheric soundings at Lake King East
(LKE) and Lake King West (LKW).
crops due to higher transpiration during winter (Lyons et al.
1993).
Higher sensible heat ﬂuxes imply a more developed
convective boundary layer, however, the data of Lyons et al.
(1993) were over a temporal scale of days, and their results
cannot easily be generalised. As such, Huang et al. (1995)
used a combination of satellite data and a one-dimensional
soil-vegetation boundary layer model (Huang and Lyons
1995) to show that sensible heat ﬂuxes are consistently
higher over the native vegetation throughout the year,
while latent heat ﬂuxes are higher over the agricultural
region during the growing season. Their one-dimensional
boundary-layer model showed planetary boundary layer
(PBL) heights to be consistently higher over the native
vegetation and above the lifting condensation level (LCL)
during spring and summer months. Lyons (2002) further
expanded on the work of Huang et al. (1995) using the
same one-dimensional boundary layer model to show that
a deeper PBL over the native vegetation leads to the
preferential formation of convective clouds over this region
through a moistening of the upper PBL. Whilst these
simulations highlight the role of the surface, the effect of
the spatial inhomogeneity has been further reinforced by
large-eddy simulations (LES) of the boundary effects of the
abrupt change in land use at the fence, which have shown
the formation of roll-like circulations resulting in signiﬁcant
horizontal heat and moisture ﬂux (Esau and Lyons 2002).
These rolls are estimated to accumulate up to 30% of the
water evaporated within a 5 km strip of the agricultural
area. Pitman et al. (2004) further expanded on the work
of Lyons (2002) by using a three dimensional mesoscale
atmospheric model to investigate the impacts of land-cover
change on the July climate of SWWA. They showed that
the decrease in precipitation can be partly explained by
a decrease in low-level moisture convergence due to a
change in surface roughness. More recent investigations
based on individual case studies have shown that the
replacement of native vegetation with agriculture results in
a decrease in convective precipitation associated with cold-
fronts and the west-coast trough (a synoptic feature which
initiates summer and spring time convection in SWWA),
due to a decrease in turbulent kinetic energy and moisture
convergence, and an increase in wind speeds within the
lower boundary-layer (Kala et al. 2011; Nair et al. 2011).
Similar studies have been conducted elsewhere. Doran
et al. (1995) investigated boundary-layer characteristics
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over areas of inhomogeneous surface ﬂuxes, namely a
semiarid grassland steppe and an irrigated farmland. They
found that on days with lighter winds, a thermal circulation
can be set up related to the thermal contrast between the
two areas, analogous to a sea-breeze circulation. Ek and
Holtslag (2004) investigated the effects of soil moisture
on the boundary layer using a one-dimensional coupled
land-surface boundary-layer model. They found that soil
moisture has the potential to promote cloud development
above the PBL provided there is sufﬁcient instability above;
sufﬁcient initial humidity within the PBL; and that the
air above the PBL is not too dry. They also found that
when stability above the PBL is weak, dry soil (low
soil moisture) can result in higher PBL relative humidity
tendency, and hence, cloud cover. Santanello et al. (2005)
investigated the relationships between PBL development
and land surface conditions using radiosonde and surface
ﬂux data over the U. S. Southern Great Plains. They
found that 76% of the variance in PBL height can be
explained by atmospheric stability in the layer of PBL
growth, as well as soil water content. Santanello et al.
(2007) combined the observations of Santanello et al.
(2005) with a single column PBL/land surface model to
further investigate the feedbacks. While their results further
re-enforced the ﬁndings of Santanello et al. (2005), they
also found that adequate parameterisations of entrainment
and the residual mixed layer are critical in quantifying
PBL growth. Similar results have been found by van
Heerwaarden et al. (2009), namely, that, under certain
conditions, the convective boundary layer (CBL) height is
not only responsive to land-surface properties, but also to
dry-airentrainmentoffreetroposphericairintotheCBL.As
such, Santanello et al. (2009) have devised a frame-work for
quantifying land-atmosphere feedbacks based on mixing-
diagrams (Betts 1992) which include a surface vector ﬂux
as well as an entrainment vector, providing a complete
assessment of land-atmosphere feedbacks. Recent work
by Wang et al. (2010) on the properties of a simulated
boundary-layeroverinhomogeneousvegetationhaveshown
that the effects of surface heterogeneity remain signiﬁcant
with geostrophic winds of up to 10 ms  1, and under
the right conditions, two-dimensional strips of alternating
soil and vegetated surfaces can favour the initiation of
deep convection. Their simulations however remain highly
idealised.
The latest buFex ﬁeld campaign recently completed
the collection of atmospheric soundings at either side of
the vermin fence near the town of Lake King, at Lake
King East (LKE) and Lake King West (LKW) respectively
(Figure 1) during December 2005 (summer) and August
2007 (spring or late winter). An initial analysis of these
near simultaneous soundings have shown enhanced PBL
development over the native vegetation at LKE as compared
to agricultural land or bare soil at LKW on several days
(Nair et al. 2011). The largest differences observed were on
the 17 December 2005 at 1500 h (0700 UTC) and 21 August
2007 at 1200 h (0400 UTC) which were characterised
by a large anticyclonic cell with low pressure gradient
and accompanying clear and calm conditions, providing
ideal conditions to detect changes in PBL due to land-
surface inﬂuences. While previous studies have already
suggested mechanisms behind the enhanced boundary-
layer development over the native vegetation, these have
been based on highly idealised LES (Esau and Lyons
2002), limited to one-dimensional models (Huang et al.
1995; Lyons 2002), or the spatial resolution of the three-
dimensional numerical models used were too large to
investigate boundary-layer processes in adequate detail
(Kala et al. 2011; Nair et al. 2011). Moreover, on the
case-study days considered by Lyons (2002), air above
the PBL was too moist for dry-air entrainment, and the
relative importance of surface versus entrainment ﬂuxes on
the development of the PBL in SWWA remains largely
unexplored. Accordingly, the aim of this paper is to
investigate the surface inﬂuences driving these differences
in boundary-layer dynamics. LES are carried out using the
Regional Atmospheric Modeling System (RAMS) version
6.0 and the model is evaluated against the soundings.
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Sensitivity tests are then carried out with different soil
moisture initialisation and vegetation cover and the mixing-
diagram approach is applied to quantify the surface and
entrainment ﬂuxes.
2. Study area and ﬁeld data
SWWA is characterised by a Mediterranean climate with
warm, dry summers and cool, wet winters (Gentilli
1971). Field observations were undertaken in December
2005 and August 2007. December is during the austral
summer season, with the agricultural region being bare of
crops following harvest and covered with harvest stubbles
approximately 0.2 m high or bare soil and August is during
late winter to early spring, with the agricultural region
active. The native vegetation east of the fence (Figure 1) is
undisturbed and in its pristine state. It is mostly comprised
of eucalyptus eremophilia species and patches of eucalypt
woodland can be found on the lower ground and casuarina
thickets on the residual plateau soils (Lyons et al. 1996).
The height of the native trees varies between 0.5 m to 6.0 m
and more than 75% are between 0.5 m and 2.0 m high (Esau
and Lyons 2002). There is no irrigation across the region
and the overall landscape inland is ﬂat. The predominant
soil type is a duplex soil of sand over clay.
High resolution atmospheric soundings were acquired
using the National Center for Atmospheric Research
(NCAR) Mobile Global Positioning Advanced Upper-
Air Sounding System during the ﬁrst three weeks of
December 2005 and August 2007 at 3-hourly intervals
at two locations approximately 45 km apart near the
town of Lake King, namely, the Lake-King West (LKW)
and Lake-King East (LKE) sites respectively (Figure 1).
The soundings provided proﬁles of temperature, relative
humidity, wind speed and direction either side of the vermin
fence (i.e., the LKW site in the agricultural region and
the LKE site in the native vegetation) from the surface
to about 12 km. This data were collected as part of the
ongoing bufex ﬁeld campaign (Lyons et al. 1993) and all
soundings were subjected to NCAR data quality control.
The morning soundings were used to initialise the model,
and the afternoon soundings were used for model evaluation
(not assimilated).
3. Model description and initialisation
RAMS is a highly versatile three-dimensional mesoscale
meteorological model (Pielke et al. 1992; Cotton et al.
2003) that has been extensively used for a wide variety
of applications including LES (e.g., Avissar et al.
1998; Eastman et al. 1998; Avissar and Schmidt 1998;
Gopalakrishnan et al. 2000; Gopalakrishnan and Avissar
2000; Cheng et al. 2001; Bohrer et al. 2009; Angevine et al.
2010). The latest 6.0 version was utilised and operated as
a non-hydrostatic, compressible, primitive equation model
with a  z terrain-following vertical coordinate system with
polar stereographic coordinates. RAMS 6.0 is coupled to
a Land-Ecosystem Atmosphere Feedback Model (LEAF-
3) that represents the energy and moisture budgets at the
surface and their interactions with the atmosphere (Walko
etal.2000).Itincorporatestheinteractionsbetweensoiland
vegetation and the atmosphere at a sub grid scale; see Walko
et al. (2000) for detailed model descriptions.
The model grid domain was centered between the
LKW and LKE sites (Figure 1) and covered an area 100
km ⇥ 40 km, such that both sites were in the domain and
not too close to the grid boundaries. In order to adequately
simulate the observed differences in PBL between the two
sites (a few hundred metres), 160 vertical levels were
used with the lowest level being 20 m above the ground,
and subsequent levels stretched by a factor of 1.15 to a
maximum of 25 m, after which all levels were 25 m higher
than the previous. The horizontal grid spacing used in LES
studies ofthe PBLtypically varies from100 m(e.g., Avissar
et al. 1998; Cheng et al. 2001) to 500 m (e.g., Tian et al.
2003; Wang et al. 2010). Given the large domain size, and
high vertical resolution used, a horizontal grid spacing of
250 m was found to be both adequate in simulating the
observed differences in PBL at both sites, as well as being
computationally efﬁcient. Whilst a grid spacing of 250 m is
Copyright c   2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. 00: 1–18 (2011)
Prepared using qjrms4.clsLarge-Eddy Simulations of Surface Inﬂuences on the PBL 5
notidealforresolvingtheﬁnespatialstructureofturbulence
associated with large eddies, a grid spacing of 500 m or less
is adequate for resolving convective structures within the
PBL (Tian et al. 2003), which is of interest to this study.
The model was homogeneously initialised with the
mean of the LKW and LKE morning soundings at 0900
h (0100 UTC) for the 17 December 2005 case and
0600 h (2200 UTC) for the 21 August 2007 case, and
integrated for 12 hours (We note that there were no
major differences in the morning soundings at the two
sites and the different initialisation times for the two
case studies are due to the availability of soundings at
different times). The Harrington scheme (Harrington 1997)
was used for longwave and shortwave radiation, which
is the most sophisticated option available in RAMS, and
explicit cloud microphysical parameterisation was activated
(see Walko and Tremback (2006)). The 1.5-order closure
scheme of Deardorff (1980) was used for subgrid-scale
turbulence; cyclic conditions were used for lateral boundary
conditions; and, a rigid lid was used as the top boundary
condition with a Rayleigh friction scheme applied to the
top 8 layers to absorb spurious gravity waves and reduce
reﬂection from the upper part of the simulated domain.
The soil-vegetation model was activated for all runs and
the vegetation biophysical parameters (albedo, fractional
vegetation cover, and minimum stomatal resistance) were
changed to monthly values published in Huang et al. (1995)
to better reﬂect growing stage of the native vegetation
and crop for December and August. This study used the
same input geographical datasets as described in Kala et al.
(2011), including 9s (⇠ 250 m) topography (Hutchinson
et al. 2009) and the Australian Surveying and Land
Information Group (AUSLIG) current and pre-European
(undisturbed) vegetation datasets (AUSLIG 1990).
Three experiments were carried out as summarised
in Table I. The control experiments (CNTL) were used
to evaluate the model’s performance in reproducing the
observed differences in PBL for the two case-studies.
These experiments used the AUSLIG data for current
vegetation conditions, except that crops were replaced with
bare soil for the 17 December simulation since harvest
was completed by then. Soil moisture initialisation was
carried out using the Australian Soil Water Availability
Project (AWAP) (Raupach et al. 2008, 2009) soil moisture
products. These data provide monthly means of upper
(surface to 0.2 m) and lower (0.2 m to 1.5 m) relative soil
moisture (percentage of ﬁeld capacity) across the Australian
continent at a 5 km ⇥ 5 km grid spacing. A two week
spin-up was carried out using the AWAP data and following
the same model speciﬁcations as described in Kala et al.
(2011), except that a fourth nested grid was used to obtain a
resolutionofonekm.Thesoilmoistureandsoiltemperature
outputfromthisspin-uprunwastheninterpolatedtothe250
m LES grid. This ensured a realistic representation of initial
soil conditions, which are well documented to have a strong
inﬂuence on the PBL (e.g., Ek and Holtslag 2004).
In order to investigate the inﬂuence of vegetation
cover and soil moisture on the PBL, tests were carried out
with horizontally homogeneous soil moisture initialisation
(CNTL-CM), and with Pre-European vegetation cover
(PRE-EU). The CNTL-CM experiment is the same as
CNTL except that a horizontally homogeneous dry soil
moisture proﬁle is used with the soil moisture estimates
obtained from Li and Lyons (2002). The PRE-EU
experiment is the same as CNTL-CM except that the
vegetation type at LKE (wooded grasslands) is used
throughout the domain. It is noted that we did not use the
AWAP soil moisture data-set to carry out a separate spin-
up for the PRE-EU experiment as this soil moisture product
is representative of current vegetation conditions. It is also
noted that several studies investigating surface inﬂuences
on the PBL carry out experiments with saturated versus
completely dry soils (e.g., Findell and Eltahir 2003a,b; Ek
and Holtslag 2004). We do not carry such experiments here
as saturated soil proﬁles are rare in this semi-arid region,
but rather, focus on understanding the impacts of land-cover
change.
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Table I. Summary of numerical experiments
Experiment Vegetation Soil moisture
name cover initialisation
CNTL Current AWAP
CNTL-CM Current Constant
PRE-EU Pre-Eu Constant
4. Model evaluation
The observed and simulated differences in PBL depth on 17
December 2005 and 21 August 2007 are shown in Figures
2 and 3 respectively. The observed soundings clearly show
higher PBL heights over the native vegetation by about
500 m and 250 m for the December and August cases
respectively ( PBL in Figures 2a and 3a), which is also
evident in the proﬁles of speciﬁc humidity (Figures 2b and
3b) (the different times for each case-study correspond to
times when the observed differences in PBL between the
two sites were largest). The differences are reasonably well
reproduced by the model (CNTL experiments) with the
simulated proﬁles of potential temperature within 1-2 K and
speciﬁc humidity within 1-2 g kg 1 of the observations.
The simulated differences in PBL are smaller as compared
to the observed differences, but nonetheless, the simulations
reproduce the overall qualitative trends.
Themagnitudeofthedifferencesbetweentheobserved
and simulated proﬁles are consistent with the RAMS-LES
study by Avissar et al. (1998), who report their simulated
proﬁles of potential temperature and speciﬁc humidity to
be within 1 K and 1 g kg 1 of the observations. However,
Avissar et al. (1998) carried out several iterations using
artiﬁcial proﬁles, until the simulated proﬁles corresponded
to observed proﬁles at a later time; imposed surface ﬂux
observations on the model; and did not activate cloud
microphysical processes or the land surface scheme (these
model settings were reasonable given their aims). Hence,
the results shown here are quite encouraging as we did not
impose such constraints on the model but relied on the land-
surface and atmospheric parameterisation schemes.
5. Results and Discussion
Having sufﬁcient conﬁdence in the model’s ability to
reproduce the differences in PBL between the two sites,
we now examine the inﬂuence of vegetation type and soil
moisture on the PBL. This is illustrated in Figure 4 showing
the time-series of average surface sensible and latent heat
ﬂux and PBL heights (the height above the surface at
which the turbulent kinetic energy becomes close to zero)
for each experiment (Table I) for the December (summer)
case. Figure 4a shows higher sensible heat ﬂuxes over the
LKE site (native vegetation) as compared to the LKW site
(bare soil in December) for the CNTL experiment, with
the latent heat ﬂuxes being close to zero at both sites. The
ﬂuxes simulated by the model are consistent with recent
observations (Nair et al. 2011) but signiﬁcantly lower than
those observed in the earlier buFex experiments (Lyons
et al. 1993). The longterm AWAP soil moisture analysis
(Raupach et al. 2008, 2009) shows a considerable drying
out of the top-soil over this period, which has undoubtedly
contributed to the lower latent ﬂuxes observed. The higher
sensible heat ﬂuxes at LKE is due to the lower albedo
and higher stomatal resistance of the native vegetation
(Lyons et al. 1993; Huang et al. 1995; Lyons 2002), and
this corresponds to higher PBL heights throughout the
day. Running the model with a horizontally homogeneous
soil moisture proﬁle (Figure 4b) resulted in very similar
results to the CNTL experiment (Figure 4a), with the mean
difference in PBL height and sensible heat ﬂux between
LKE and LKW sites between the CNTL and CNTL-CM
experiments (i.e.,  PBLCNTL    PBLCNTL CM and
 HCNTL    HCNTL CM) being 0.5 m and 1.9 Wm  2
respectively. This shows that the differences in PBL height
are driven by a change in vegetation cover, rather than a
soil moisture gradient between the two sites. This is further
conﬁrmed by Figure 4c showing no distinct difference in
sensible and latent heat ﬂuxes and PBL heights when pre-
European vegetation is used throughout the domain.
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Figure 2. Observed and simulated vertical proﬁles of (a) potential temperature (K), (b) and speciﬁc humidity (gk g  1) at the LKW and LKE sites
(Figure 1) at 1500 h (0700 UTC) on 17 December 2005.
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Figure 3. Same as in Figure 2 except at 1200 h (0400 UTC) on 21 August 2007.
Figure 5 is the same as Figure 4, except for the August
(late winter) case. Figure 5a shows higher sensible heat
ﬂuxes and PBL heights and lower latent heat ﬂuxes over
the LKE site (native vegetation) as compared to the LKW
site (crops in August). The higher latent heat ﬂuxes over
the LKW site are due to higher transpiration from crops at
this location, as compared to the native vegetation which
has a higher minimum stomatal resistance, consistent with
previous research (Lyons et al. 1993; Huang et al. 1995;
Lyons 2002). A notable feature in Figure 5a is the sharp
decrease in sensible heat ﬂux from 1300 h to 1400 h by
almost 180 Wm  2 at the LKE site. This corresponded to
a decrease in incoming short-wave radiation (not shown),
due to the formation of clouds as illustrated in Figure 6a
showing the cloud water mixing ratio at 1300 h (2100
UTC) at 2405 m above ground level for the CNTL
experiment. There is a preferential formation of shallow
cumulus clouds on the east side of grid (native vegetation)
as compared to the west side (crops), consistent with the
aircraft observations of Lyons et al. (1993) and satellite
observations of Ray et al. (2003). This is further conﬁrmed
by visible satellite imagery shown in Figure 7. At 1000 h
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(0200 UTC), there are no clouds either side of the vermin
fence, but a large synoptically driven cloud band can be
seen in the west, moving east. At 1100 h (0300 UTC), thin
cloud bands are observed east of the fence, which develop
into parallel bands at 1200 h (0400 UTC). By 1300 h (0500
UTC), the large cloud band to the west has moved over the
fence.
Running the model with a horizontally homogeneous
soil moisture proﬁle (Figure 5b) resulted in the difference
in PBL heights between LKE and LKW being smaller as
compared to the CNTL case (Figure 5a), namely, the mean
difference in PBL height between the two sites between the
CNTL and CNTL-CM experiment was 135.4 m. This is the
result of a soil moisture gradient as illustrated in Figure 8
showing the average surface (top 3 layers) soil moisture for
the CNTL experiment. The soil moisture was higher on the
west side of the grid, resulting in less of the available energy
being partitioned into sensible heat, and hence lower PBL
height. This soil moisture gradient is due to the AWAP soil
moisture data used for soil moisture initialisation having an
East-West gradient in soil moisture as rainfall during winter
months decreases from West to East due to the regular
passage of frontal systems. In contrast, the surface soil
moisture for the CNTL-CM experiment (not shown) was
homogeneous at approximately 0.05 mm  3 throughout the
grid. Hence, the difference in PBL heights for the August
caseistheresultofbothvegetationcoverandasoilmoisture
gradient. It is also clear when comparing Figures 6a and 6b
that the soil moisture gradient (CNTL experiment) results
in enhanced formation of clouds over the native vegetation
as compared to uniform drier soil moisture (CNTL-CM
experiment). This is further conﬁrmed in Figure 5c showing
no distinct difference in heat ﬂuxes and PBL height between
the two sites for the PRE-EU experiment, with nearly
uniform cloud formation throughout the domain (Figure
6c).
In summary, the results presented here are consistent
with Lyons et al. (1993), Huang et al. (1995), Lyons (2002),
and Nair et al. (2011). Namely, the native vegetation east
of the vermin fence, with its lower albedo and higher
stomatal resistance, results in higher sensible heat ﬂuxes,
which promotes the formation of a deeper PBL, and
higher chances of convective cloud formation. However,
the analysis so far neglects to account for the role of
entrainment ﬂuxes which can inﬂuence the growth of the
PBL (e.g., Santanello et al. 2005; van Heerwaarden et al.
2009). In order to account for these, we apply the mixing-
diagram theory of Betts (1984, 1992), which uses a vector
representation of the diurnal co-evolution of temperature
and humidity to quantify the heat and moisture budgets in
the PBL. The mixing-diagram theory has been successfully
applied by Santanello et al. (2009) to quantify local land-
atmosphere feedbacks in the U. S. Southern Great Plains,
using both numerical simulations and observations. The full
derivation and discussion of the theory can be found in Betts
(1992).
As discussed in Santanello et al. (2009), the evolution
of the near surface potential temperature (✓) and speciﬁc
humidity (q) is sensitive to, and integrative of, land-
atmosphere processes. Hence, the latter can be represented
in vectorial form by plotting the evolution of ✓ and q in
energy terms (i.e., Lq versus Cp✓, where L is the latent
heat of vaporisation and Cp the speciﬁc heat), and the
entrainment and surface vectors can be computed using the
initial and ﬁnal values of ✓ and q (at ⇡ 2 m) , as well as the
mean surface energy ﬂuxes and PBL height during these
times. For example, the surface vector for heat is deﬁned as
(Santanello et al. 2009):
Cp ✓sfc =
Hsfc t
⇢mPBLH
(1)
where Hsfc and PBLH are the mean sensible heat ﬂux
and PBL heights respectively over the time step  t , and ⇢m
is the density in the mixed layer.
The entrainment vector is then the residual that
connects the surface vector for heat and moisture to the ﬁnal
valuesofCp✓ andLq,scaledbyavolumedeﬁnedbyPBLH.
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Figure 4. Temporal evolution of the surface sensible (H) and latent (LE) heat ﬂuxes (Wm  2) and height of the PBL (PBLH) (km) from 1000 h (0200
UTC) to 2100 h (1300 UTC) on 17 December 2005 at the LKE (black) and LKW (grey) sites.
This is illustrated in Figures 9 and 10 show the mixing-
diagrams for each experiment (Table I) for the December
and August cases respectively, with the respective energy
budgets shown in Tables II and III.  sfc and  ent are the
surface and entrainment Bowen ratios respectively (i.e.,
 sfc = Hsfc/LEsfc and  ent = Hent/LEent), and their
vector representation is shown as the slope of the dotted
lines emanating from the start and end values of Lq and
Cp✓. Ah and Ale are the ratio of the sensible and latent
heat of entrainment to that of the surface respectively (i.e.,
Ah = Hent/Hsfc and Ale = LEent/LEsfc).
We ﬁrst examine the overall shape of the Lq   Cp✓
curves for the December case (Figure 9). There is clearly
little evaporation from the surface (i.e, no clear increase
in Lq during the day) for all three experiments, which is
expected due to dry soil conditions, consistent with the
mixing diagrams of Santanello et al. (2009) for their dry-
soil experiments. The curves for the CNTL and CNTL-
CM experiments (Figure 9a,b) also show that LKE site was
slightly warmer and drier for the ﬁrst 3-4 hours as compared
to the LKW site. This can be contrasted with the curves for
the PRE-EU experiment showing no difference between the
two sites. The large and negative values of  ent indicate that
dry-air entrainment was a dominant process at both sites
for all 3 experiments. However, while  ent was the same
order of magnitude at both sites for all experiments,  sfc
was at least twice as high at LKE as compared to LKW for
the CNTL and CNTL-CM experiments, but similar for the
PRE-EU experiment. This is also clear in Table II showing
that the main difference between LKE and LKW for the
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Figure 5. Same as in Figure 4 except from 0700 h (2300 UTC) to 1800 (1000 UTC) on 21 August 2007.
Table II. Surface (sfc) and entrainment (ent) ﬂuxes (Wm  2) of heat (H) and moisture (LE) from the total mean ﬂux (tot) and mean height (km)
of the PBL (PBLH) for the the experiments in Table I for the 17 December 2005 case at the LKE and LKW sites.
CNTL Htot Hsfc Hent LEtot LEsfc LEent PBLH
LKE 736.23 421.62 314.61 -90.66 8.07 -98.74 2.1
LKW 613.22 312.84 300.38 -66.50 19.06 -85.56 1.7
CNTL-CM Htot Hsfc Hent LEtot LEsfc LEent
LKE 749.53 415.65 333.88 -97.26 12.19 -109.45 2.2
LKW 665.12 309.98 355.14 -82.85 20.34 -103.19 1.8
PRE-EU Htot Hsfc Hent LEtot LEsfc LEent
LKE 834.12 428.14 405.98 -155.45 15.31 -170.76 2.3
LKW 813.91 430.63 383.28 -171.61 15.02 -186.63 2.2
CNTL and CNTL-CM experiments is in Hsfc, rather than
Hent. It is noted that the magnitudes of  sfc are much
higher as compared to those in Santanello et al. (2009).
This is because the magnitude of LEsfc is small. Ah was
close to one for all experiments at both sites, showing that
there was little difference between Hsfc and Hent (Table
II), but Ale was higher at LKE for the CNTL and CNTL-
CM experiments. This is because LEsfc was almost twice
as low at LKE (wooded grasslands) as compared to LKW
(bare soil). Similar trends were found for the August case
(Figure 10 and Table III). Namely, the overall shapes of
the Lq   Cp✓ curves show that the LKE site was slightly
Copyright c   2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. 00: 1–18 (2011)
Prepared using qjrms4.clsLarge-Eddy Simulations of Surface Inﬂuences on the PBL 11
 36’   48’   120
oE 
 12’   24’ 
 12’ 
  8’ 
  4’ 
  33
oS 
 56’ 
 
 
+ +
CNTL
0.2
0.4
0.6
0.8
1
(a)
 36’   48’   120
oE 
 12’   24’ 
 12’ 
  8’ 
  4’ 
  33
oS 
 56’ 
CNTL CM
 
 
+ +
0
0.2
0.4
0.6
0.8
1
(b)
 36’   48’   120
oE 
 12’   24’ 
 12’ 
  8’ 
  4’ 
  33
oS 
 56’ 
 
 
+ +
PRE EU
0
0.2
0.4
0.6
0.8
1
(c)
Figure 6. Cloud water mixing ratio (gk g  1) at 1300 h (2100 UTC) at 2405 m above ground level for the August simulations. The red crosses are the
locations of LKW (left) and LKE (right) respectively and the black dotted line represents the boundary between the native vegetation and crops.
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Figure 7. Visible channel imagery over SWWA on 21st August 2007 from the Multifunction Transport Satellite (MTSAT) at (a) 1000 h (0200 UTC),
(b) 1100 h (0300 UCT), (c) 1200 h (0400 UTC), and (d) 1300 h (0500 UTC).
Table III. Same as in Figure II except for the 21 August 2007.
CNTL Htot Hsfc Hent LEtot LEsfc LEent PBLH
LKE 568.58 199.26 369.32 -140.23 11.86 -152.08 2.0
LKW 434.24 178.81 255.43 -78.10 36.32 -114.43 1.5
CNTL-CM Htot Hsfc Hent LEtot LEsfc LEent
LKE 545.08 231.92 313.17 -217.91 9.4 -227.32 2.2
LKW 422.63 195.80 226.82 -178.66 29.03 -207.69 1.9
PRE-EU Htot Hsfc Hent LEtot LEsfc LEent
LKE 567.78 248.05 319.74 -234.83 9.50 -244.32 2.2
LKW 549.30 265.62 283.68 -213.69 8.94 -222.63 2.1
Copyright c   2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. 00: 1–18 (2011)
Prepared using qjrms4.clsLarge-Eddy Simulations of Surface Inﬂuences on the PBL 13
 
 
 36’   48’   120
oE 
 12’   24’ 
 12’ 
  8’ 
  4’ 
  33
oS 
 56’ 
• •
0.06
0.07
0.08
0.09
0.1
0.11
Figure 8. Average surface (top 3 layers) soil moisture (m3 m 3) for the CNTL experiment for the August case. The white dots are the locations of
LKW (left) and LKE (right) respectively.
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Figure 9. Co-evolution of Lq and Cp✓ on 17 December 2005 at LKE (black) and LKW (grey) using the mixing-diagram approach.
warmer and drier as compared to LKW during the ﬁrst 3-
4 hours, Bent was large and negative, but the same order
of magnitude at both sites,  sfc and Ale were higher at
LKE as compared to LKW for the CNTL and CNTL-CM
experiments, but similar for the PRE-EU experiment, and
Ah was the same order of magnitude at both sites. However,
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Figure 10. Same as in Figure 9 except on 21 August 2007.
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Figure 11. Ratio of PBLH to LCL for the CNTL experiments for (a) the August and (b) December case respectively at LKE (black) and LKW (grey).
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there were also some differences, namely,  sfc was at least
4 times higher at LKE as compared to LKW (compared
with twice for the December case). This can be explained
by the ﬂuxes in Table III showing that LEsfc at LKE
was at least 3 times as small as compared to LKW for
the August case, as compared to only twice as small for
the December case (Table II). The higher LEsfc at LKW
during August as compared to December is due to having
transpiring crops at LKW in August, as compared to bare
soil. An interesting observation is that LEent at LKE for the
PRE-EU experiment was higher as compared to LEent at
LKE for the CNTL experiment (although the LKE site has
wooded grasslands for both experiments). This is because
the mean PBL at LKE for the PRE-EU experiment was
higher as compared to the CNTL experiment due to the
different soil moisture and temperature initialisation used
for two experiments.
In summary, the mixing-diagrams show that while
dry-air entrainment was an important process for all the
experiments (large and negative  ent), it is the higher  sfc
at LKE which drives the higher PBL heights at this site, i.e.,
the change in land-use and consequent increase in sensible
heat ﬂux drives the observed differences in PBL. On the
case study days considered by Lyons (2002), air above
the boundary-layer was too moist for dry-air entrainment
to occur, and Lyons (2002) argues that it was the higher
sensible heat over the native vegetation which lead to the
formation of convective clouds. However, this study shows
that even with dry-air entrainment occurring at both sites
for the August case, a higher surface Bowen ratio over the
native vegetation can still lead to the preferential formation
of convective clouds (Figure 6a). The PBL exceeds the LCL
to a greater extent at the LKE site as compared to the LKW
site, as illustrated in Figure 11a. On the other hand, for
the December case (Figure 11b), the PBL was higher at
LKE compared to LKW, but did not exceed the LCL. Even
under a drying climate, increased sensible heat ﬂux over the
darker native vegetation enhances cloud development. It is
noted that the PBL is not only responsive to surface and
entrainmentﬂuxes,butcanalsobeinﬂuencedbydifferences
in wind shear. However, observations showed no signiﬁcant
difference in wind shear between the two sites and given
the homogeneous initialisation, this was also replicated in
the simulations.
6. Conclusions
LES simulations are carried out using RAMS 6.0 to
investigate the drivers behind higher PBL heights over
native vegetation as compared to bare soil or crops observed
from atmospheric soundings during speciﬁc case-study
days in December 2005 and August 2007 respectively.
The model is initialised with the morning soundings, and
evaluated against the afternoon soundings, and shown to
reproduce the observed differences in PBL well. Sensitivity
tests are carried out with horizontally homogeneous soil
moisture and Pre-European vegetation and it is found that
the higher PBL heights over the native vegetation is mainly
driven by the higher sensible heat ﬂuxes over this region,
due to the lower albedo and higher stomatal resistance of the
wooded grasslands as compared to bare soil or crops. The
enhanced PBL development over the native vegetation for
the August case led to the formation of convective clouds
with roll-like formations, similar to the idealised LES
simulations of Esau and Lyons (2002). However, unlike
Esau and Lyons (2002), whose grid domain was limited to
6 km and only focussed on the effects of a sharp vegetation
boundary, this study shows that the preferential formation
over the native vegetation extends well east of the fence.
The mixing-diagram approach is applied to further quantify
the relative contributions of surface versus entrainment
ﬂuxes, and it is found that while dry-air entrainment plays
an important role in the growth of the PBL, it is the
surface ﬂuxes which drive more vigorous PBL development
over the native vegetation. In this semi-arid environment,
the removal of native vegetation has clearly reduced the
development of the PBL by altering surface ﬂuxes, and
consequently altered cloud dynamical processes. Hence this
study further re-enforces previous work which have shown
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that land-cover change may be partly responsible for the
decrease in precipitation in SWWA (Pitman et al. 2004;
Kala et al. 2011; Nair et al. 2011).
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Prepared using qjrms4.cls6.3 Chapter summary
This chapter explored the drivers behind the higher PBL heights observed
over the native vegetation as compared to the agricultural region, with particular
focus on the role of surface and entrainment ﬂuxes on the development of the
PBL. It is found that di↵erences in PBL are due to the change in vegetation
cover, while a soil moisture gradient also played a role for the August case. The
mixing-diagram approach is used to further quantify the relative contributions of
surface and entrainment ﬂuxes on the growth of the PBL and it is shown that
while dry-air entrainment plays an important role in PBL development, it is the
higher surface Bowen ratio which drives the more vigorous PBL development
over the native vegetation. The simulation also showed that the enhanced PBL
development over the native vegetation leads to the preferential formation of
shallow convective clouds for the August case. Hence, this study conﬁrms previous
work, that a change in land-cover has reduced PBL development in SWWA, which
reduces chances of convective cloud formation.
39CHAPTER 7
GENERAL DISCUSSION, CONCLUSIONS,
AND FURTHER WORK
Whilst there is an extensive literature on the impacts of land-cover change
in SWWA, the detailed mechanisms of the impacts of land-cover change on in-
dividual meteorological events is missing. The aim of this thesis was to address
this knowledge gap by carrying out four case-studies focussing on:
1. The impacts of land-cover change on the southern sea breeze of SWWA.
2. The impacts of land-cover change on cold-fronts in SWWA.
3. The impacts of land-cover change on the west coast trough and convective
clouds in SWWA.
4. The impacts of land-cover change on planetary boundary-layer development
in SWWA.
As outlined in Chapter 2, these knowledge gaps were addressed by using
a meso-scale atmospheric model, RAMS 6.0, to reproduce the events, and the
model was evaluated against high resolution atmospheric soundings, as well as
station data, and gridded rainfall observations where appropriate.
In Chapter 3, a strong southern sea-breeze was simulated using RAMS and
the model was evaluated against observed soundings and station data and shown
to reproduce the event well. The simulations showed that land-cover change
40alone, i,.e., a change from wooded grasslands to bare soil, did not result in a
markedly weaker sea-breeze circulation, although there was an overall decrease in
sensible heat ﬂux of about 60 W m 2.R a t h e r ,t h ee ↵ e c to fl a n d - c o v e rc h a n g ew a s
an increase in surface winds due to the lower surface roughness, which increased
low-level moisture advection inland. It was also shown that soil moisture is the
main driver behind the sea breeze, as it controls the partitioning of the available
energy between sensible and latent heat ﬂuxes, as has been documented before
(e.g., Physick, 1980; Miao et al., 2003). This was further quantiﬁed by applying
the scaling formalism of Steyn (1998, 2002) which showed the inﬂuence of higher
soil moisture on reducing the sea-breeze volume ﬂux scale. A caveat is that
that this sea-breeze event was particularly strong as it was further enhanced by
prevailing synoptic conditions and it is possible that land-cover change may have
a stronger impact on weaker sea-breeze circulations. Hence, future studies should
simulate multiple sea-breeze events and also make use of the long-term AWAP
soil moisture data-set (Raupach et al., 2008, 2009) now available to investigate
the inﬂuence of di↵erent soil moisture regimes on sea-breezes for the di↵erent
seasons. Other potential future studies could investigate the inﬂuence of partial
re-forestation strategies on moisture advection due to the sea-breeze, and also
the use of data-assimilation techniques (using the available soundings and station
data) on the simulation of sea-breezes.
In Chapter 4, two cold-fronts (summer and late winter) were simulated us-
ing RAMS, and evaluated against observed soundings, station data, as well as
gridded rainfall observations, and shown to reproduce the qualitative features of
the fronts well. Sensitivity tests showed that land-cover change results in a de-
crease in convective precipitation associated with the fronts, due to an increase
41in wind speed, decrease in TKE, and a decrease in vertically integrated moisture
convergence. These results were further re-enforced in Chapter 5 showing that
land-cover change has a similar e↵ect on precipitation due to convection brought
about by the west-coast trough. Namely, without land-cover change, cloud ﬁelds
induced by the west-coast trough expand further West, and land-cover change
acts to reduce the surface roughness and decrease moisture convergence within
the region of land-cover change. These mechanisms lead to reduced convective
precipitation under current vegetation, consistent with previous studies (Pitman
et al., 2004). These results are important as SWWA has experienced a warming
and drying trend since the 1970’s, which has been partly attributed to large-scale
shifts in the climate system (e.g. Allan and Haylock, 1993; Smith et al., 2000; Eng-
land et al., 2006; Hope et al., 2006). However, this study clearly shows that even
without large-scale shifts in the climate system, land-cover changes still inﬂuence
convective precipitation, and hence, land-use practices need careful management
under a changing climate. As discussed in Chapter 1, an additional mechanism
which may contribute to the decrease in precipitation in SWWA is the higher
emission of ultra-ﬁne particles from the agricultural region during both seasons,
as compared to the lower concentrations over the native vegetation (Junkermann
et al., 2009). The suggested mechanism of Junkermann et al. (2009) is that the
droplet size distribution over the native vegetation is closer to the threshold for
precipitation as compared to the agricultural region. Hence, future studies should
incorporate the e↵ects of biogenic aerosol emissions in regional climate simula-
tions, using a model with fully coupled atmospheric chemistry parameterisations.
In Chapter 6, LES simulations were carried out using RAMS to investigate
the drivers behind enhanced PBL development over the native vegetation as com-
42pared to agriculture or bare soil, as observed from near simultaneous atmospheric
soundings on particular case-study days in summer and late winter. The simula-
tions showed that the larger PBL heights over the native vegetation are mainly
driven by the higher sensible heat ﬂuxes over this region, due to the lower albedo
and higher stomatal resistance of the wooded grasslands as compared to bare soil
or crops, consistent with previous research (Lyons et al., 1993; Huang et al., 1995;
Lyons et al., 1996; Lyons, 2002). Additionally, a soil moisture gradient present
for the winter case further enhanced PBL growth over the native vegetation. The
enhanced PBL development over the native vegetation for the August (late win-
ter) case, lead to the formation of shallow convective cumulus clouds, showing
roll-like features consistent with the idealised LES simulations of Esau and Lyons
(2002). However, unlike Esau and Lyons (2002), whose grid domain was limited
to 6 km and only focussed on the e↵ects of a sharp vegetation boundary, this
study showed that the preferential formation over the native vegetation extends
well east of the fence, thus highlighting the role of land-cover change, rather than
the boundary only. Another aim of this chapter was to investigate the relative
importance of surface versus entrainment ﬂuxes on the PBL, and application
of the mixing-diagram theory showed that although dry-air entrainment was an
important process in PBL development, it is the surface ﬂuxes which drive the
enhanced PBL growth over the native vegetation.
In summary, this thesis further highlights important impacts of deforesta-
tion on the meteorology of SWWA. The main inﬂuence of land-cover change
on the southern sea-breeze, cold-fronts, and troughs, is via a change in surface
roughness. This results in higher surface winds, lower TKE, and alters surface
moisture convergence patterns, which lead to lower precipitation. Moreover, the
43decrease in sensible heat, combined with the roughness e↵ects, leads to lower PBL
development under current vegetation, and even with the entrainment of dry tro-
pospheric air, the higher sensible heat over the native vegetation leads to the
preferential development of convective clouds over this region. Hence, land-cover
change has signiﬁcant impacts on the meteorology of SWWA. Accordingly, future
studies should also focus on the potential impacts of reforestation strategies in
SWWA under a range of scenarios. These simulations not only need to take into
consideration the impact of reforestation on the meteorology and climatology, but
also the inﬂuence of higher levels of greenhouse gases on leaf physiological prop-
erties and the resulting atmospheric feed-back. Another interesting question is to
determine the tipping-point whereby land-cover change becomes signiﬁcant, by
carrying out simulations with gradual, rather than sudden changes in land-cover.
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