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B. deMathan (1970, Bull. Soc. Math. France Supl. Mem. 21) proved that
Khintchine’s Theorem has an analogue in the ﬁeld of formal Laurent series. First, we
show that in case of only one inequality this result can also be obtained by continued
fraction theory. Then, we are interested in the number of solutions and show under
special assumptions that one gets a central limit theorem, a law of iterated logarithm
and an asymptotic formula. This is an analogue of a result due to W. J. LeVeque
(1958, Trans. Amer. Math. Soc. 87, 237–260). The proof is based on probabilistic
results for formal Laurent series due to H. Niederreiter (1988, in Lecture Notes in
Computer Science, Vol. 330, pp. 191–209, Springer-Verlag, New York/Berlin). #
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fractions; ﬁnite ﬁelds.1. INTRODUCTION
In [6], Hurwitz proved the following classical theorem:
Theorem 1.1 (Hurwitz Theorem). For any irrational number x the
inequality
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MICHAEL FUCHS344has infinitely many integer solutions p and q > 0. The factor
ﬃﬃﬃ
5
p
is best
possible, which means that a similar theorem does not hold if the factor is
replaced by any bigger one.
It is well known that the bound on the right hand side of (1) can be
considerably improved if someone concentrates not only on all irrational
numbers but also on sets with measure one (thereby the measure is the
Lebesgue measure on ð0; 1Þ which we are going to denote by l). This is a
famous result due to Khintchine.
Theorem 1.2 (Khintchine’s Theorem). Let gðkÞ be a positive function on
the positive integers, such that kgðkÞ decreases. Then the inequality
x
p
q

5gðqÞq ð2Þ
has finitely or infinitely many integer solutions p and q > 0 for almost all x,
according to whether the series
X1
k¼1
gðkÞ
converges or diverges.
In case of divergence of the above series, it is interesting to consider the
following sets
XnðxÞ ¼ #fðp; qÞ j 1 q n; ðp; qÞ ¼ 1 and p=q is a solution of ð2Þg ð3Þ
and
YnðxÞ ¼ #fðp; qÞ j 1 q n and p=q is a solution of ð2Þg ð4Þ
for integers n
 1 and x 2 ð0; 1Þ. ðXnÞn
1 and ðYnÞn
1 can be viewed as
sequences of random variables and a lot of work was done on the
asymptotic distribution of these sequences by several authors. In this paper,
we are interested in a result of LeVeque.
Let f be a function with the following properties:
0 f ðxÞ 
1
2
and decreasing for x
 0; ð5Þ
f ðxÞ ¼ Oðx1Þ and f 0ðxÞ ¼ Oðx2Þ; as x!1; ð6Þ
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k¼1
f ðkÞ ¼ 1: ð7Þ
LeVeque proved in [10] the following theorem:
Theorem 1.3. Suppose f satisfies the conditions ð5Þ–ð7Þ and put
gðxÞ ¼
f ðlog xÞ
x
and GðnÞ ¼
Xn
k¼1
gðkÞ:
Then we have:
ðIÞ For fixed real o
lim
n!1
l Xn5
12
p2
GðnÞ þ o
12
p2
GðnÞ
 1=2" #
¼ FðoÞ :¼
1ﬃﬃﬃﬃﬃ
2p
p Z o
1
e
u2
2 du:
ðIIÞ For almost all x
XnðxÞ 
12
p2
GðnÞ:
By deMathan [4], we know that Khintchine’s Theorem has an analogue in
the ﬁeld of formal Laurent series. The main result of this paper is an
analogue of the above theorem of LeVeque (see Theorem 4.9 in Section 4).
The proof (Section 6) is based on ideas of the classical proof and uses
generalisations of probabilistic results contained in [11], a sharper version of
the lemma of Borel and Cantelli for formal Laurent series, and an analogue
of a sharper version of the Khintchine–Levy Theorem (these auxiliary
results are collected in Section 5). Furthermore, we show that the number of
solutions in the divergence case of Khintchine’s Theorem obeys a law of
iterated logarithm (Theorem 4.9(II)).
In fact, deMathan proved Khintchine’s Theorem already for systems of
inequalities by following the classical idea of Khintchine. In this paper we
are not interested in systems but only in one equation. It is well known that
in this situation an easier proof of Khintchine’s Theorem can be given by
continued fraction theory. We show in Section 3 that the classical arguments
also the work in the Laurent series case (see Theorem 3.7). Furthermore, we
give an application of Khintchine’s Theorem in Section 3 (see Theorem 3.8)
and show that also Hurwitz’s Theorem has an analogue in the ﬁeld of
formal Laurent series (see Theorem 3.6).
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ﬁeld of Laurent series (see also [4, 14]).
2. CONTINUED FRACTIONS AND PROBABILISTIC RESULTS
IN THE FIELD OF FORMAL LAURENT SERIES
Let K be an arbitrary ﬁeld. We consider the ﬁeld of rational functions
KðT Þ with the following exponential evaluation
v
P
Q
 
¼ deg P  degQ; P ;Q 2 K½T ; Q=0;
where we put as usual deg 0 ¼ 1.
With jaj ¼ bvðaÞ, where b
 2 is an integer and a 2 KðT Þ, we get an
evaluation of KðT Þ and the complementation of this ﬁeld with respect of this
evaluation is the ﬁeld of formal Laurent series which we are going to denote
by KððT1ÞÞ.
In the following, we write a; b; . . . for elements of K; A;B; . . . for elements
of K½T ; and a; b; . . . for elements of KððT1ÞÞ.
There are many analogues between K½T ; KðT Þ; KððT1ÞÞ and Z;Q;R.
Especially, one can consider ﬁnite continued fractions which we are going
to denote by ½A0;A1; . . . ;An, where A0 is an arbitrary polynomial and
A1; . . . ;An are polynomials of degree > 0. It is easy to see that every element
of KðT Þ has a unique representation as a ﬁnite continued fraction.
Furthermore, if one considers a sequence of polynomials ðAkÞk
0, where
A0 is an arbitrary element of K½T  and Ak ; k 
 1 are polynomials with degree

 1, then ½A0;A1; . . . ;An converges to an irrational element of KððT1ÞÞ and
one gets each irrational element exactly once.
In a nutshell, we have as in the classical theory
Each element in KððT1ÞÞ has a unique continued fraction expansion and the
expansion for an element is finite if and only if the element is in KðT Þ.
As in the classical theory one deﬁnes the kth rational convergent of the
continued fraction expansion of a (denoted by Pk=Qk). Most of the classical
results for the convergents have an analogue in the ﬁeld of formal Laurent
series. We collect a few results which we are going to use frequently.
Lemma 2.1. Let Pk=Qk denote the kth convergent of a. Then we have
ð1Þ ðPk ;QkÞ ¼ 1.
ð2Þ 1 ¼ jQ0j5jQ1j5jQ2j . . . :
ð3Þ jQk j ¼
Qk
i¼1 jAij.
ð4Þ ja Pk=Qk j ¼ 1=jQk jjQkþ1j51=jQk j2.
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a
P
Q

5 1jQj2
then there exists an integer k 
 0 such that P=Q ¼ Pk=Qk.
ð6Þ If P ;Q 2 K½T ; Q=0, and jQk j  jQj5jQkþ1j then
a
P
Q


 a PkQk

:
For each a 2 KððT1ÞÞ, we write ½a for the polynomial part of a and
fag ¼ a ½a for the fractional part of a.
In this paper we only consider the case K ¼ Fq with q ¼ pt;p 2 P, and
t 
 1 an integer. In this case, we use q for the basis of the evaluation.
The following subset of FqððT1ÞÞ can be viewed as the analogue of the
interval ð0; 1Þ in the ﬁeld of formal Laurent series
H ¼ fa 2 FqððT1ÞÞ j jaj51g: ð8Þ
By restriction of the valuation of FqððT1ÞÞ on H one gets a compact
topological space. We denote by B the s-Algebra of Borel sets on H .
H is also an abelian subgroup of FqððT1ÞÞ and therefore, we have a
compact abelian group. On such a group there exists a unique, translation
invariant probability measure which we are going to denote by h.
With P , we denote the set of polynomials over Fq of positive degree and
with AkðaÞ resp. QkðaÞ and PkðaÞ the kth partial quotient resp. kth convergent
of the continued fraction expansion of a. The following result is contained in
[11].
Lemma 2.2. Let A1; . . . ;An be given polynomials in P and put
RðA1; . . . ;AnÞ ¼ fa 2 H j AkðaÞ ¼ Ak ; 1 k  ng:
Then, we have
hðRðA1; . . . ;AnÞÞ ¼ q2ðdeg A1þþdeg AnÞ:
Proof. See Lemma 2 in [11]. &
Most of the classical metrical results of the continued fraction theory have
an analogue in the ﬁeld of formal Laurent series and because of the
ultrametric structure the proof is usually more simple. We mention only two
MICHAEL FUCHS348results which we are going to use. They are both contained in the work of
Niederreiter [11].
We write in the following h-a.e. for a property which is true, except for a
set of measure zero.
Theorem 2.4. (Lemma of Borel and Cantelli for Formal Laurent Series).
Let f ðkÞ be a positive function on the positive integers. Then, we have
ð1Þ
P1
k¼1
1
f ðkÞ51) jAkðaÞj  f ðkÞ for k large enough h-a.e.
ð2Þ
P1
k¼1
1
f ðkÞ ¼ 1 ) jAkðaÞj > f ðkÞ for infinitely many k h-a.e.
Proof. See Theorem 6 of [11]. &
The next theorem can be viewed as an analogue of the classical theorem of
Khintchine and Levy.
Theorem 2.5 (Theorem of Khintchine and Levy for Formal Laurent
Series). We have h-a.e.
lim
k!1
k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jQkðaÞj
p
¼ qq=ðq1Þ:
Proof. See Corollary 1 of [11]. &
The classical analogues of these two theorems are the main ingredients in
the classical proof of Khintchine’s Theorem. Therefore, one can expect that
the classical arguments carry over in the ﬁeld of formal Laurent series. We
show in the next section that, in fact, this is true.
3. THE THEOREMS OF KHINTCHINE AND HURWITZ
FOR FORMAL LAURENT SERIES
We start with the following lemma (compare with Theorem 23 in [8]):
Lemma 3.3. If a is an irrational element of FqððT1ÞÞ with bounded
continued fraction expansion then there exists a real constant c > 0 such that
a
P
Q


 1cjQj2
for all P ;Q 2 K½T ; Q=0.
If a is an irrational element with unbounded continued fraction expansion
then for any real constant c > 0 the inequality
a
P
Q

5 1cjQj2
has infinitely many solutions P ;Q 2 K½T ; Q=0.
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partial quotients of the continued fraction expansion of a. Then, we have
a
Pk
Qk

 ¼ 1jQk jjQkþ1j ¼
1
jAkþ1jjQk j
2


1
cjQk j
2
for k 
 0.
Next, we consider arbitrary P ;Q 2 K½T ; Q=0. Because of Lemma 2.1(2)
there is an integer k 
 0 such that jQk j  jQj5jQkþ1j. With (6) of Lemma
2.1, we have
a
P
Q


 a PkQk


 1cjQk j 

1
cjQj
and the ﬁrst case is proved.
In the second case there exists, because of the unbounded continued
fraction expansion of a, an integer k0 
 1 such that jAk j > c for all k 
 k0.
Therefore, we have for such k
a
Pk
Qk

 ¼ 1jQk jjQkþ1j ¼
1
jAkþ1jjQk j2
5
1
cjQk j2
and also the second case is proved. &
As a corollary, we get an analogue of the theorem of Hurwitz in the ﬁeld
of formal Laurent series.
Theorem 3.6 (Hurwitz’s Theorem for Formal Laurent Series). Let
05q05q. Then for all irrational a 2 FqððT1ÞÞ the inequality
a
P
Q

5 1q0jQj2
has infinitely many solutions P ;Q 2 Fq½T ;Q=0. If q0 
 q then this is not true
in general. Furthermore, there exist irrational a for which the above inequality
has no solutions.
Proof. Part one follows from Lemma 2.1(4).
For the proof of the second part, we consider the following element
a ¼ ½0; T ; T ; T ; . . .
which is irrational and has bounded continued fraction expansion with q as
a bound for the absolute values of the partial quotients. The lemma
immediately gives the claimed result. &
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with unbounded continued fraction expansion the factor q0 in Hurwitz’s
Theorem for formal Laurent series can be replaced by any positive real
constant.
It is an easy consequence of the Lemma of Borel and Cantelli for formal
Laurent series that the elements in H with a bounded continued fraction
expansion form a set of measure zero (in fact much more is known about
this set; see [12]).
Because of that, one can expect, as in the classical case, an improvement
of the upper bound in the Hurwitz Theorem for formal Laurent series, if one
concentrates not only on all irrational elements but also on sets of elements
with measure one.
Our next aim is the proof of an analogue of Khintchine’s Theorem in the
ﬁeld of formal Laurent series. We start with an easy consequence of the
Lemma of Borel and Cantelli for formal Laurent series:
Lemma 3.4. Let ðckÞk
0 be a sequence of positive real numbers withP1
k¼0 ck ¼ 1. Then we have h-a.e. for infinitely many k
a
Pk
Qk

5 ckjQk j2:
Proof. Because of
jQk jjQka Pk j ¼
jQk j
jQkþ1j
¼
1
jAkþ1j
this follows from the Lemma of Borel and Cantelli for formal Laurent
series. &
Now, we can prove an analogue of Khintchine’s Theorem:
Theorem 3.7 (Khintchine’s Theorem for Formal Laurent Series). Let g
be a positive function defined on the sequence qk ; k 
 0, such that qkgðqkÞ
decreases. Then the inequality
a
P
Q

5gðjQjÞjQj ð9Þ
has finitely or infinitely many solutions P ;Q 2 K½T ;Q=0 for h-a.e. a,
according to whether the series
X1
k¼0
qkgðqkÞ ð10Þ
converges or diverges.
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consider the following sets
Bk ¼ fa 2 H j ð9Þ has a solution P ;Q with degQ ¼ k; deg P5degQg;
where k is a nonnegative integer. Furthermore, we consider for ﬁxed
polynomials P ;Q 2 K½T ; Q=0;deg P5degQ the set
BP ;Q ¼ fa 2 H j ð9Þ has P ;Q as an solutiong:
It is clear that
Bk ¼
[
deg Q¼k;deg P5deg Q
BP ;Q
and an easy calculation shows
hðBP ;QÞ ¼ O
gðjQjÞ
jQj
 
;
where the implied constant does not depend on P ;Q. Therefore, we have
X1
k¼0
hðBkÞ  ðq 1Þ
X1
k¼0
q2kO
gðqkÞ
qk
 
51
and the ﬁrst part follows from the classical Lemma of Borel and Cantelli.
In the second case, we assume that the series (10) diverges. First, we show
that this implies that also the following series
X1
k¼0
qtkgðqtkÞ ð11Þ
diverges, where t 
 0 is an integer.
We can assume that t 
 1 because the case t ¼ 0 is obvious. Let n
 0
be an integer and we put n ¼ qt þ r with integers q; r and r5q. Then, we
have
1
t
Xn
k¼0
qkgðqkÞ 
1
t
Xðqþ1Þt1
k¼0
qkgðqkÞ 
Xq
k¼0
qtkgðqtkÞ
and n!1 entails the claimed result.
Because of the Khintchine–Levy Theorem for formal Laurent series, we
can choose a positive integer t such that we have h-a.e.
jQk j5qtk
MICHAEL FUCHS352for k large enough. Lemma 3.4 and (11) show that we have h-a.e.
a
Pk
Qk

5qtkgðqtkÞjQk j2
for inﬁnitely many k. If we combine these two results and use the
assumption that qkgðqkÞ decreases, we obtain the claimed result. &
We give a classical example:
Example 3.1. We use the following notation Logq k ¼ maxf1; logq kg
and consider the function
gðqkÞ ¼
1
qk LogqðqkÞ
;
which fulﬁlls the assumptions of Khintchine’s Theorem for formal Laurent
series. Furthermore, we have
X1
k¼0
qkgðqkÞ ¼ 1
and therefore it follows that the inequality
a
P
Q

5 1jQj2 Logq jQj
has inﬁnitely many solutions h-a.e.
We show an easy consequence of Khintchine’s Theorem for formal
Laurent series. Therefore, we deﬁne:
Definition 3.1. Let a be an irrational element of FqððT1ÞÞ. The number
nðaÞ ¼ lim sup
jQj!1

log ja P=Qj
log jQj
 
;
where P and Q vary over all polynomials in Fq½T  with Q=0 is called the
approximation exponent of a.
This notation is slightly different from that introduced by deMathan [5]
and is contained in the survey of Lasjaunias [9].
The result is now as follows:
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nðaÞ ¼ 2:
Proof. We consider the following function
geðqkÞ ¼
1
qkð1þeÞ
;
where e > 0 is a real constant. Because of
X1
k¼0
qkgeðqkÞ51
it follows from Khintchine’s Theorem for formal Laurent series that the
inequality
a
P
Q

5 1jQj2þe
has ﬁnitely many solutions h-a.e.
The result follows now from the deﬁnition of the approximation
exponent. &
In the next section, we consider the case of divergence in Khintchine’s
Theorem for formal Laurent series and state the main result of the paper.
4. THE THEOREM OF LEVEQUE FOR FORMAL
LAURENT SERIES
Let f be a function deﬁned on the nonnegative real numbers with the
following properties
05f ðxÞ  1; f is decreasing;
1
x1þe
5f ðxÞ5
1
x
; ð12Þ
f 0ðxÞ5
1
x2
;
X1
k¼0
f ðkÞ ¼ 1; ð13Þ
where e51 is a positive real constant.
If we deﬁne
gðqkÞ ¼ qkf ðkÞ
MICHAEL FUCHS354for k 
 0, then it follows from Khintchine’s Theorem for formal Laurent
series that the inequality
a
P
Q

5gðjQjÞjQj ¼ f ðdegQÞjQj2 ð14Þ
has inﬁnitely many solutions P ;Q 2 Fq½T  with Q=0 h-a.e.
We consider the following set
WnðaÞ ¼ #fðP ;QÞ 2 Fq½T Fq½T  j 0 degQ n; ðP ;QÞ ¼ 1;
P=Q is a solution of ð14Þg
for n
 0 and a 2 H .
With this notation, we have the following analogue of LeVeque’s
Theorem in the ﬁeld of formal Laurent series.
Theorem 4.9. Let ðWnÞn
0 be the sequence of random variables introduced
above and denote by
AðnÞ ¼
ðq 1Þ2
q
Xn
k¼0
qdlogq f ðkÞe
for n
 0, where dxe, for real x, is the smallest integer 
 x.
ðIÞ For fixed real number o, we have
lim
n!1
h½Wn  AðnÞ5oððq 1ÞAðnÞÞ
1=2 ¼ FðoÞ:
ðIIÞ We have h-a.e.
lim sup
n!1
1
ð2ðq 1ÞAðnÞ log log AðnÞÞ1=2
ðWnðaÞ  AðnÞÞ ¼ 1;
lim inf
n!1
1
ð2ðq 1ÞAðnÞ log log AðnÞÞ1=2
ðWnðaÞ  AðnÞÞ ¼ 1:
In particular, we have h-a.e.
WnðaÞ  AðnÞ: ð15Þ
Before we prove this result, we need few auxiliary results which we collect
in the next section.
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The ﬁrst lemma is a simply generalisation of Lemma 4 in [11]:
Lemma 5.5. Let ðgkÞk
1 be sequence of real-valued functions on P. Define
XkðaÞ :¼ gkðAkðaÞÞ for k 
 1 and a 2 H . Then ðXkÞk
1 is an independent
sequence of random variables on the probability space ðH ;B; hÞ.
Proof. To be exact, the Xk are only deﬁned on the irrational elements of
H . But the other elements form a set of measure zero and we can deﬁne Xk
on this set arbitrarily.
In order to show that the sequence is independent, it sufﬁces to show that
the events A1ðaÞ ¼ A1; . . . ;AnðaÞ ¼ An are independent for all polynomials
A1; . . . ;An in P and n
 1. But this is a simple consequence of Lemma
2.2. &
As in [11] we apply now the classical results of probability theory to this
sequence of random variables. Compare the next two results with Theorem
4 and Theorem 5 in [11].
Theorem 5.10. (Law of Iterated Logarithm for Formal Laurent Series).
Let ðgkÞk
1 be a sequence of real-valued functions on P withX
p2P
g2kðpÞq
2 deg p51
for all k 
 1. We denote by
xk :¼
X
p2P
gkðpÞq2 deg p; s2k :¼
X
p2P
g2kðpÞq
2 deg p  x2k ; s
2
n :¼
Xn
k¼1
s2k
for k; n
 1 and assume that
s2n !1; as n!1; ð16Þ
jgk j  mk ; ð17Þ
mk ¼ o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2k
log log s2k
s !
; as k !1: ð18Þ
Then, we have h-a.e.
lim sup
n!1
1
ð2s2n log log s2nÞ
1=2
Xn
k¼1
ðgkðAkðaÞÞ  xkÞ ¼ 1;
MICHAEL FUCHS356lim inf
n!1
1
ð2s2n log log s2nÞ
1=2
Xn
k¼1
ðgkðAkðaÞÞ  xkÞ ¼ 1:
Proof. Consider the independent sequence of random variables which is
deﬁned as in Lemma 5.5 and apply the classical law of iterated logarithm
due to Kolmogorov (see for instance Theorem 1 of Chapter X in [13]). &
Theorem 5.11 (Central Limit Theorem for Formal Laurent Series). Let
ðgkÞk
1 be a sequence of non-constant, real valued functions on P withX
p2P
g2kðpÞq
2 deg p51
for all k 
 1. Let xk ;s2k , and s
2
n be as in Theorem 8 and denote by
LnðeÞ :¼
1
s2n
Xn
k¼1
X
p2P ;jgkðpÞxk j
esn
ðgkðpÞ  xkÞ
2q2 deg p
for a positive real constant e. Assume that limn!1 LnðeÞ ¼ 0 for all e > 0.
Then, we have
lim
n!1
h
Xn
k¼1
ðgkðAkðaÞÞ  xkÞ5osn
" #
¼ FðoÞ:
Proof. Consider again the sequence of random variables of Lemma 5.5.
From the assumption that gk is non-constant, it follows that the standard
deviations of these random variables are positive and limn! LnðeÞ ¼ 0 for all
e > 0 is the classical Lindeberg condition for this sequence. Therefore, the
result follows from the classical central limit theorem. (see for instance Satz
51.3 in [1]). &
We have the following consequence:
Corollary 5.1. Let ðgkÞk
1 be a sequence satisfying the assumptions of
Theorem 5:10 and furthermore assume that
s2n ¼ O
Xn
k¼1
xk
 !
: ð19Þ
We denote by l a real number in the interval ð12; 1Þ. Then for h-a.e. a there
exists a real number k such that
Xn
k¼1
gkðAkðaÞÞ 
Xn
k¼1
xk

 k
Xn
k¼1
xk


1l
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 1. In particular we have h-a.e.
Xn
k¼1
gkðAkðaÞÞ 
Xn
k¼1
xk :
Proof. Because of the law of iterated logarithm for formal Laurent
series, we have h-a.e.
Xn
k¼1
gkðAkðaÞÞ 
Xn
k¼1
xk

 kðs2n log log snÞ1=2
for all n
 1 with a suitable constant k. The result now follows from the
assumption (19).
Because of (19), we have
Xn
k¼1
xk

!1; as n!1
and the second part follows from the ﬁrst. &
The additional assumption (19) in Corollary 5.1 is, for instance, fulﬁlled
by a nonnegative sequence of functions gk with a uniformly bounded
sequence mk (note that in this situation (18) is obvious). We are going to
apply these probabilistic results to a sequence of functions gk which has this
property.
Let f be a function on the nonnegative real numbers satisfying (12) and
(13).
Because of Lemma 3.4, we know that we have h-a.e. for inﬁnitely many k
a
Pk
Qk

5f ðkÞjQk j2: ð20Þ
Therefore, it is natural to consider the following set
XnðaÞ :¼ f0 k  n j Pk=Qk is a solution of ð20Þg
for an integer n
 0 and a 2 H . The sequence ðXnÞn
0 can be viewed as a
sequence of random variables and we have the following asymptotic result:
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0 be as above and we put
F ðnÞ ¼
Xn
k¼0
qdlogq f ðkÞe
for n
 0.
ðIÞ For a fixed real number o, we have
lim
n!1
h½Xn  F ðnÞ5oðF ðnÞÞ
1=2 ¼ FðoÞ:
ðIIÞ We have h-a.e.
lim sup
n!1
1
ð2F ðnÞ log log F ðnÞÞ1=2
ðXnðaÞ  F ðnÞÞ ¼ 1:
lim inf
n!1
1
ð2F ðnÞ log log F ðnÞÞ1=2
ðXnðaÞ  F ðnÞÞ ¼ 1:
In particular, we have h-a.e.
XnðaÞ  F ðnÞ: ð21Þ
Proof. We deﬁne the following sequence of functions on P
gkðpÞ ¼
1 if jpj >
1
f ðk  1Þ
;
0 otherwise
8<
:
for k 
 1. Because of the properties of f , these functions are non-constant
and we haveX
p2P
g2kðpÞq
2 deg p ¼
X
p2P ;deg p>logq f ðk1Þ
q2 degp
¼ q½logq f ðk1Þ ¼ qdlogq f ðk1Þe51:
We use the same notation as in Theorem 5.11 and get
s2n ¼ F ðn 1Þ 
Xn1
k¼0
q2dlogq f ðkÞe ¼ F ðn 1Þ þ Oð1Þ: ð22Þ
Again, because of the properties of f , it follows from (22) that
s2n !1; as n!1: ð23Þ
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uniformly bounded by 1, it follows for an arbitrary positive real constant e
and n large enough that
jgkðpÞ  xk j5esn
for all integers k 
 1 and all p 2 P . Hence, the Lindeberg condition in the
central limit theorem for formal Laurent series is true and this theorem
implies
lim
n!1
h
Xnþ1
k¼1
gkðAkÞ  F ðnÞ5oðF ðnÞÞ
1=2
" #
¼ FðoÞ:
Because of
1
jAkþ1j
> f ðkÞ , a
Pk
Qk

5f ðkÞjQk j2 ð24Þ
and the deﬁnition of gk, we have
Xnþ1
k¼1
gkðAkÞ ¼ Xn
and the ﬁrst claimed result is proved.
The second result follows by an application of the law of iterated
logarithm for formal Laurent series on the sequence gk. Thereby, the
boundary condition on gk is trivially satisﬁed and the other assumptions
follow from (23). (Notice that because of (22) one can replace s2n in the law
of iterated logarithm for formal Laurent series by F ðn 1Þ.)
Finally, (21) immediately follows from the second result. &
Remark 5.1. Notice that Theorem 5.12 remains true, also when f fulﬁlls
the following weaker assumptions
05f ðxÞ  1; f ðxÞ ¼ O
1
x
 
;
X1
k¼0
f ðkÞ ¼ 1: ð25Þ
Remark 5.2. Because of (24), XnðaÞ is also the number of 1 k  nþ 1
with
jAkðaÞj >
1
f ðk  1Þ
:
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Borel and Cantelli for formal Laurent series for functions f with (25).
Remark 5.3. The constant function f ðxÞ ¼ c, where c 2 ð0; 1 is a real
number, does not satisfy the assumptions but Theorem 5.12 is still true for
this function. The reason is that this situation is much easier, because the
involved sequence of random variables is not only an independent sequence
but also an equidistributed sequence of random variables.
Especially, in this case, we have a stronger version of (21) which follows
from the strong law of large numbers applied on the sequence of random
variables. In detail, we have h-a.e.
lim
n!1
1
nþ 1
XnðaÞ ¼ qdlogq ce:
This can also be seen as follows:
The function k/jQk jjQka Pk j has a limiting distribution h-a.e.
This was already pointed out in [2] and was in the classical case a
conjecture of H. W. Lenstra (with the exact limit distribution) which was
proved in [3].
The next two lemmas are technical details for the proof of Theorem 4.9.
The ﬁrst one is contained in [10]:
Lemma 5.6. For positive real constants c and l, we have
f ðk þ Oðk1lÞÞ ¼ f ðkÞ þ Oðk1lÞ; ð26Þ
Xcn
k¼nþ1
f ðkÞ ¼ Oð1Þ; ð27Þ
Xn
k¼0
cf ðckÞ ¼
Xn
k¼0
f ðkÞ þ Oð1Þ: ð28Þ
Proof. See Lemma 1 in [10]. &
Lemma 5.7. ðIÞ There exists a real number l 2 ð1=2; 1Þ such that for all
real constants k, we have
Xn
k¼0
qdlogq f ðkþkk
1lÞe ¼
Xn
k¼0
qdlogq f ðkÞe þ Oð1Þ; ð29Þ
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k¼0
qdlogq f ðkkk
1lÞe ¼
Xn
k¼0
qdlogq f ðkÞe þ Oð1Þ: ð30Þ
ðIIÞ For all positive real constants c, we have
Xcn
k¼0
qdlogq f ðkÞe ¼
Xn
k¼0
qdlogq f ðkÞe þ Oð1Þ; ð31Þ
Z n
0
qdlogq f ðxÞedx ¼
Xn
k¼0
qdlogq f ðkÞe þ Oð1Þ; ð32Þ
Xn
k¼0
cqdlogq f ðckÞe ¼
Xn
k¼0
qdlogq f ðkÞe þ Oð1Þ: ð33Þ
Proof. First, because of (26), we observe
f ðk þ kk1lÞ ¼ f ðkÞ þ Oðk1lÞ
¼ f ðkÞ 1þ O
k1l
f ðkÞ
  
¼ f ðkÞð1þ OðkelÞÞ
and therefore, we choose l > e. Next, we put
hðxÞ ¼
1
f ðxÞ
and because of the assumptions on f , the function h is increasing and 
 1.
The deﬁnition of l and the above calculation imply for large enough k
hðkÞ5qi ) hðk þ kk1lÞ5qiþ1;
where i
 0 is an integer.
We have to ﬁnd now an upper bound for the number of k with
hðkÞ5qi  hðk þ kk1lÞ ð34Þ
for all integers i
 1, because the elements in the sums on the right-hand
side and on the left-hand side of (29) differ exactly for this k.
Therefore, let ki for i
 1 denote the smallest integer with the property
(34). Then, we see from the right-hand side of (34) that the number of k with
(34) is bounded by ½kk1li  þ 2.
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qi > hðkiÞ4ki
and hence
ki5qi:
Now, we can estimate the difference of the two sums in (29)
Xn
k¼0
qdlogq f ðkÞe 
Xn
k¼0
qdlogq f ðkþkk
1lÞe5
X1
i¼1
ð½kk1li  þ 2Þq
i
5
X1
i¼1
ðqið1lÞ þ 1Þqi
¼
X1
i¼1
qil þ Oð1Þ ¼ Oð1Þ
and (29) is proved.
The proof of (30) is similar.
For the proof of (31), we have to make the following estimation
Xcn
k¼nþ1
qdlogq f ðkÞe5q
Xcn
k¼nþ1
f ðkÞ ¼ Oð1Þ;
where the last estimation follows from (27).
The proof of (32) is trivial and ﬁnally, the proof of (33) follows from
c
Xn
k¼0
qdlogq f ðckÞe ¼ c
Z n
0
qdlogq f ðcxÞedxþ Oð1Þ
with the substitution y ¼ cx and applying (32) and (33). &
The last ingredient in the proof of Theorem 4.9 is a stronger version of the
Theorem of Khintchine and Levy for formal Laurent series (compare with
Lemma 4 in [10]).
Lemma 5.8. Let l 2 ð1=2; 1Þ be an arbitrary real number. Then, we have h-
a.e. that there exists a positive real number k such that
degQkðaÞ 
q
q 1
k

 kk1l ð35Þ
for all k 
 0.
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continued fractions in [11, Corollary 3]. &
6. PROOF OF THE MAIN THEOREM
Proof of Theorem 4:9. We follow the ideas of the classical result in [10].
Therefore, we use the notation of Theorem 5.12 and have
lim
n!1
h½Xn5F ðnÞ þ oðF ðnÞÞ
1=2 ¼ FðoÞ:
Furthermore, we use l from Lemma 5.7 I and consider the following
random variables
Yn;kðaÞ ¼ # 0 k  n a
Pk
Qk

5f ðk þ kk1lÞjQk j2


;
YnðaÞ ¼ # 0 k  n a
Pk
Qk

5f ðððq 1Þ=qÞdegQkÞjQk j2


;
where k is an arbitrary positive constant, n
 0 is an integer, and a 2 H . We
introduce the following sets
Bn;k ¼ fa 2 H j Yn;kðaÞ  F ðnÞ5oðF ðnÞÞ
1=2g;
Bn ¼ fa 2 H j YnðaÞ  F ðnÞ5oðF ðnÞÞ
1=2g;
Ck ¼ fa 2 H j a satisfies ð35Þ with kg;
where o is a real constant and denote
FkðnÞ ¼
Xn
k¼0
qdlogq f ðkþkk
1lÞe:
Because of Lemma 5.6, we can apply Theorem 5.12 to the function
f ðk þ kk1lÞ and we get
lim
n!1
h½Yn;k  FkðnÞ5oðFkðnÞÞ
1=2 ¼ FðoÞ: ð36Þ
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FkðnÞ in (36) by F ðnÞ. Hence
lim
n!1
hðBn;kÞ ¼ FðoÞ ð37Þ
for all positive real numbers k.
Let now e > 0 be a real constant. First, we can choose a real constant k0
such that hðCkÞ 
 1 e for all k
 k0 because of Lemma 5.8. Next, we ﬁx
k
 k0 and choose, because of (37), an integer n0 such that hðBn;kÞ 
FðoÞ þ e for all n
 n0.
It is easy to see that we have
Ck \ Bn  Bn;k
and therefore, we get
hðBn;kÞ 
 hðCkÞ þ hðBnÞ  1:
An easy calculation shows
hðBnÞ  FðoÞ þ 2e for n
 n0:
By using k in the deﬁnition of Yn;k and similar arguments one gets for n
large enough
hðBnÞ 
 FðoÞ  2e
and hence
lim
n!1
hðBnÞ ¼ FðoÞ:
If we set now
ZnðaÞ ¼ # 0 k  n a
Pk
Qk

5f ðdegQkÞjQk j2


and GðnÞ ¼
q 1
q
Xn
k¼0
qdlogq f ðkÞe;
then, we have also proved that
lim
n!1
h½Zn  GðnÞ5oðGðnÞÞ
1=2 ¼ FðoÞ: ð38Þ
Of course if we start with the function f then the assumptions for f are also
true for the function f ð qq1xÞ and we can apply what we have already proved.
Finally, Lemma 5.7 (33) implies the claimed result.
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a
P
Q

5f ðdegQÞjQj2 ð39Þ
and because of Lemma 2.1(5) and the assumptions on f the random
variable Zn can also be viewed as
ZnðaÞ ¼ #fð P ;QÞ j 1 jQj  jQnj;Q is monic; ðP ;QÞ ¼ 1;
and P=Q is a solution of ð39Þg:
We ﬁnish the proof by showing that if someone replaces jQnj in the above
deﬁnition by qn, (38) remains true. Therefore, we deﬁne the following
random variable
Vn;b ¼ #fð P ;QÞ j 1 jQj  qbn;Q is monic; ðP ;QÞ ¼ 1;
and P=Q is a solution of ð39Þg;
where b is a positive real constant and we use Vn as a short form for Vn;1.
Furthermore, we deﬁne the following sets
Dn;b;o ¼ fa 2 H j Vn;bðaÞ  GðnÞ5oðGðnÞÞ
1=2g
En;o ¼ fa 2 H j ZnðaÞ  GðnÞ5oðGðnÞÞ
1=2g
FN ¼ fa 2 H j qn5jQnj5q3n for all n
 Ng;
where N is a positive integer.
First, we observe that
FN \ En;o  Dn;1;o
for all n
 N . Then, we consider for a positive real constant Z
Gðn=3Þ þ ZðGðn=3ÞÞ1=2 ¼ GðnÞ þ ðZþ OððGðnÞÞ1=2ÞÞðGðnÞÞ1=2
where Lemma 5.7 (31) was used. Because of the assumptions on f , we have
that limn!1GðnÞ ¼ 1 and therefore, it follows that for all positive real
constants d there exists an index n0, such that
Gðn=3Þ þ ðoþ dÞðGðn=3ÞÞ1=2 
 GðnÞ þ oðGðnÞÞ1=2 ð40Þ
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 n0. By (40), we have
Dn;1;o  Dn=3;3;oþd
for all n
 n0. It is easy to see that we have
FN \ Dn=3;3;oþd  E½n=3;oþd
for all n
 3N .
If we now put everything together, we have
FN \ En;o  FN \ Dn;1;o  FN \ Dn=3;3;oþd  FN \ E½n=3;oþd ð41Þ
for all positive real constants d if n
 maxfn0; 3Ng.
Because of the fact
15
q
q 1
53
the Khintchine–Levy Theorem 2.5 implies that
lim
N!1
hðFN Þ ¼ 1:
Therefore, we can conclude from (41) and from (38) that
FðoÞ  lim
n!1
hðDn;1;oÞ  Fðoþ dÞ
for all positive real constants d. By considering d! 0, we have
lim
n!1
h½Vn  GðnÞ5oðGðnÞÞ
1=2 ¼ FðoÞ:
Finally, by multiplying both sides with q 1, we get the desired result.
The rest of the theorem is proved similarly with the corresponding results
of Theorem 5.12. We give only a sketch of the proof.
First apply Theorem 5.12 to the function f ðk þ kk1lÞ and use Lemma 5.7
(29) to get h-a.e.
lim sup
n!1
1
ð2F ðnÞ log log F ðnÞÞ1=2
ðYn;kðaÞ  F ðnÞÞ ¼ 1: ð42Þ
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then we have h-a.e.
lim sup
n!1
1
ð2F ðnÞ log log F ðnÞÞ1=2
ðYn;kðaÞ  F ðnÞÞ ¼ 1 ð43Þ
for all k 2 Z.
We now choose an a 2 H with (43), which has the property (5.8). Then it is
easy to see that
lim sup
n!1
1
ð2F ðnÞ log log F ðnÞÞ1=2
ðYnðaÞ  F ðnÞÞ ¼ 1:
We can, as in the ﬁrst part, replace the function f by f ð qq1 xÞ and it follows
h-a.e.
lim sup
n!1
1
ð2GðnÞ log logGðnÞÞ1=2
ðZnðaÞ  GðnÞÞ ¼ 1: ð44Þ
Because of the Khintchine–Levy Theorem 2.5, we have h-a.e.
qn5jQnj5q3n
for n large enough and hence
Z½n=3ðaÞ  VnðaÞ  ZnðaÞ
for n large enough. By using this and Lemma 5.7 (32), we can replace Zn in
(44) by Vn and multiplying the denominator and enumerator with q 1 gives
the claimed result.
The second part of (II) is proved in the same manner and (15) is a simple
consequence of (II). &
Remark 6.1. In [10], LeVeque only proved a central limit theorem and
an asymptotic formula for the number of solutions. A few years later, an
iterated logarithm law corresponding to (II) of Theorem 4.9 was added by
Philipp [15].
We conclude the paper by giving an application of Theorem 4.9:
Example 6.1. We consider the function
f ðxÞ ¼
1; 0 x 1
1
x
; x > 1
8<
:
MICHAEL FUCHS368for which the assumptions are true. In this case, the inequality (14) has the
following form
a
P
Q

5 1jQj2 LogqjQj: ð45Þ
It is easy to see that one has
Xn
k¼1
q½logq k  ðq 1Þ logq n
and therefore, Theorem 4.9 implies for the number of solutions of (45) h-a.e.
WnðaÞ 
ðq 1Þ3
q
logq n:
REFERENCES
1. H. Bauer, ‘‘Wahrscheinlichkeitstheorie und Grundz .uge der Masstheorie,’’ de Gruyter,
Berlin, 1968.
2. V. Berth!e and H. Nakada, On continued fraction expansions in positive characteristic:
Equivalence and relations and some metric properties, to appear.
3. W. Bosma H. Jager and F. Wiedijk, Some metrical observations on the approximation by
continued fractions, Indag. Math. 45 (1983), 281–299.
4. B. deMathan, Approximations diophantiennes dans un corps local, Bull. Soc. Math. France
Suppl. Mem. 21 (1970).
5. B. deMathan, Approximation exponents for algebraic functions, Acta Arith. 60 (1992), 359–370.
6. A. Hurwitz, .Uber die angen.aherte Darstellung der Irrationalzahlen durch rationale Br .uche,
Math. Ann. 46 (1891), 279–284.
7. A. Ya. Khintchine, Zur metrischen Theorie der diophantischen Approximationen, Math. Z.
24 (1926), 706–714.
8. A. Ya. Khintchine, ‘‘Kettenbr .uche,’’ Teubner, Leibzig, 1956.
9. A. Lasjaunias, A survey of diophantine approximation in ﬁelds of power series, Monatsh.
Math. 130 (2000), 211–229.
10. W. J. LeVeque, On the frequency of small fractional parts in certain real sequences, Trans.
Amer. Math. Soc. 87 (1958), 237–260.
11. H. Niederreiter, The probabilistic theory of linear complexity, in: ‘‘Advances in
Cryptology-EUROCRYPT’88’’ (C. G. G .unther, Ed.), Lecture Notes in Computer Science,
Vol. 330, Springer-Verlag, New York/Berlin, 1988, pp. 191–209.
12. H. Niederreiter and M. Vielhaber, Linear complexity proﬁles: Hausdorff dimensions for
almost perfect proﬁles and measures for general proﬁles, J. Complexity 13 (1997), 353–383.
13. V. V. Petrov, ‘‘Sums of Independent Random Variables,’’ Springer-Verlag, Berlin/
Heidelberg/New York, 1975.
14. W. M. Schmidt, On continued fractions and diophantine approximation in power series
ﬁelds, Acta Arith. 95 (2000), 139–166.
15. W. Philipp, Mixing sequences of random variables and probabilistic number theory, Mem.
Amer. Math. Soc. 114 (1971), Providence, Rhode Island.
