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Abstract
The aim of this paper is to establish a global asymptotic equivalence between
the experiments generated by the discrete (high frequency) or continuous ob-
servation of a path of a Le´vy process and a Gaussian white noise experiment
observed up to a time T , with T tending to ∞. These approximations are
given in the sense of the Le Cam distance, under some smoothness condi-
tions on the unknown Le´vy density. All the asymptotic equivalences are
established by constructing explicit Markov kernels that can be used to re-
produce one experiment from the other.
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1. Introduction
Le´vy processes are a fundamental tool in modelling situations, like the
dynamics of asset prices and weather measurements, where sudden changes
in values may happen. For that reason they are widely employed, among
many other fields, in mathematical finance. To name a simple example, the
price of a commodity at time t is commonly given as an exponential function
of a Le´vy process. In general, exponential Le´vy models are proposed for their
ability to take into account several empirical features observed in the returns
of assets such as heavy tails, high-kurtosis and asymmetry (see [15] for an
introduction to financial applications).
From a mathematical point of view, Le´vy processes are a natural exten-
sion of the Brownian motion which preserves the tractable statistical prop-
erties of its increments, while relaxing the continuity of paths. The jump
dynamics of a Le´vy process is dictated by its Le´vy density, say f . If f is
continuous, its value at a point x0 determines how frequent jumps of size
close to x0 are to occur per unit time. Concretely, if X is a pure jump Le´vy
process with Le´vy density f , then the function f is such that∫
A
f(x)dx =
1
t
E
[∑
s≤t
IA(∆Xs)
]
,
for any Borel set A and t > 0. Here, ∆Xs ≡ Xs−Xs− denotes the magnitude
of the jump of X at time s and IA is the characteristic function. Thus, the
Le´vy measure
ν(A) :=
∫
A
f(x)dx,
is the average number of jumps (per unit time) whose magnitudes fall in the
set A. Understanding the jumps behavior, therefore requires to estimate the
Le´vy measure. Several recent works have treated this problem, see e.g. [2]
for an overview.
When the available data consists of the whole trajectory of the process
during a time interval [0, T ], the problem of estimating f may be reduced
to estimating the intensity function of an inhomogeneous Poisson process
(see, e.g. [23, 42]). However, a continuous-time sampling is never available
in practice and thus the relevant problem is that of estimating f based on
discrete sample data Xt0 , . . . , Xtn during a time interval [0, Tn]. In that case,
the jumps are latent (unobservable) variables and that clearly adds to the
difficulty of the problem. From now on we will place ourselves in a high-
frequency setting, that is we assume that the sampling interval ∆n = ti−ti−1
tends to zero as n goes to infinity. Such a high-frequency based statistical
approach has played a central role in the recent literature on nonparametric
estimation for Le´vy processes (see e.g. [22, 13, 14, 1, 19]). Moreover, in order
to make consistent estimation possible, we will also ask the observation time
Tn to tend to infinity in order to allow the identification of the jump part in
the limit.
Our aim is to prove that, under suitable hypotheses, estimating the Le´vy
density f is equivalent to estimating the drift of an adequate Gaussian white
noise model. In general, asymptotic equivalence results for statistical exper-
iments provide a deeper understanding of statistical problems and allow to
single out their main features. The idea is to pass via asymptotic equivalence
to another experiment which is easier to analyze. By definition, two sequences
of experiments P1,n and P2,n, defined on possibly different sample spaces,
but with the same parameter set, are asymptotically equivalent if the Le
Cam distance ∆(P1,n,P2,n) tends to zero. ForPi = (Xi,Ai,
(
Pi,θ : θ ∈ Θ)
)
,
i = 1, 2, ∆(P1,P2) is the symmetrization of the deficiency δ(P1,P2) where
δ(P1,P2) = inf
K
sup
θ∈Θ
∥∥KP1,θ − P2,θ∥∥TV .
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Here the infimum is taken over all randomizations from (X1,A1) to (X2,A2)
and ‖ · ‖TV denotes the total variation distance. Roughly speaking, the Le
Cam distance quantifies how much one fails to reconstruct (with the help of a
randomization) a model from the other one and vice versa. Therefore, we say
that ∆(P1,P2) = 0 can be interpreted as “the models P1 and P2 contain
the same amount of information about the parameter θ.” The general defi-
nition of randomization is quite involved but, in the most frequent examples
(namely when the sample spaces are Polish and the experiments dominated),
it reduces to that of a Markov kernel. One of the most important feature of
the Le Cam distance is that it can be also interpreted in terms of statistical
decision theory (see [32, 33]; a short review is presented in the Appendix).
As a consequence, saying that two statistical models are equivalent means
that any statistical inference procedure can be transferred from one model to
the other in such a way that the asymptotic risk remains the same, at least
for bounded loss functions. Also, as soon as two models,P1,n andP2,n, that
share the same parameter space Θ are proved to be asymptotically equiv-
alent, the same result automatically holds for the restrictions of both P1,n
and P2,n to a smaller subclass of Θ.
Historically, the first results of asymptotic equivalence in a nonparametric
context date from 1996 and are due to [5] and [39]. The first two authors
have shown the asymptotic equivalence of nonparametric regression and a
Gaussian white noise model while the third one those of density estimation
and white noise. Over the years many generalizations of these results have
been proposed such as [3, 28, 43, 11, 10, 40, 12, 37, 46] for nonparametric
regression or [9, 31, 4] for nonparametric density estimation models. Another
very active field of study is that of diffusion experiments. The first result
of equivalence between diffusion models and Euler scheme was established
in 1998, see [38]. In later papers generalizations of this result have been
considered (see [24, 35]). Among others we can also cite equivalence results
for generalized linear models [27], time series [29, 38], diffusion models [18, 25,
16, 17], GARCH model [7], functional linear regression [36], spectral density
estimation [26] and volatility estimation [41]. Negative results are somewhat
harder to come by; the most notable among them are [20, 6, 48]. There is
however a lack of equivalence results concerning processes with jumps. A first
result in this sense is [34] in which global asymptotic equivalences between the
experiments generated by the discrete or continuous observation of a path of
a Le´vy process and a Gaussian white noise experiment are established. More
precisely, in that paper, we have shown that estimating the drift function
h from a continuously or discretely (high frequency) time inhomogeneous
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jump-diffusion process:
Xt =
∫ t
0
h(s)ds+
∫ t
0
σ(s)dWs +
Nt∑
i=1
Yi, t ∈ [0, Tn], (1)
is asymptotically equivalent to estimate h in the Gaussian model:
dyt = h(t)dt+ σ(t)dWt, t ∈ [0, Tn].
Here we try to push the analysis further and we focus on the case in
which the considered parameter is the Le´vy density and X = (Xt) is a
pure jump Le´vy process (see [8] for the interest of such a class of processes
when modelling asset returns). More in details, we consider the problem of
estimating the Le´vy density (with respect to a fixed, possibly infinite, Le´vy
measure ν0 concentrated on I ⊆ R) f := dνdν0 : I → R from a continuously
or discretely observed pure jump Le´vy process X with possibly infinite Le´vy
measure. Here I ⊆ R denotes a possibly infinite interval and ν0 is supposed
to be absolutely continuous with respect to Lebesgue with a strictly positive
density g := dν0
dLeb
. In the case where ν is of finite variation one may write:
Xt =
∑
0<s≤t
∆Xs (2)
or, equivalently, X has a characteristic function given by:
E
[
eiuXt
]
= exp
(
− t
(∫
I
(1− eiuy)ν(dy)
))
.
We suppose that the function f belongs to some a priori set F , non-
parametric in general. The discrete observations are of the form Xti , where
ti = Tn
i
n
, i = 0, . . . , n with Tn = n∆n →∞ and ∆n → 0 as n goes to infinity.
We will denote by Pν0n the statistical model associated with the continuous
observation of a trajectory of X until time Tn (which is supposed to go to
infinity as n goes to infinity) and by Qν0n the one associated with the obser-
vation of the discrete data (Xti)
n
i=0. The aim of this paper is to prove that,
under adequate hypotheses on F (for example, f must be bounded away
from zero and infinity; see Section 2.1 for a complete definition), the models
Pν0n and Q
ν0
n are both asymptotically equivalent to a sequence of Gaussian
white noise models of the form:
dyt =
√
f(t)dt+
1
2
√
Tn
dWt√
g(t)
, t ∈ I.
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As a corollary, we then get the asymptotic equivalence between Pν0n and
Qν0n . The main results are precisely stated as Theorems 2.5 and 2.6. A par-
ticular case of special interest arises when X is a compound Poisson process,
ν0 ≡ Leb([0, 1]) and F ⊆ F I(γ,K,κ,M) where, for fixed γ ∈ (0, 1] and K,κ,M
strictly positive constants, F I(γ,K,κ,M) is a class of continuously differentiable
functions on I defined as follows:
F I(γ,K,κ,M) =
{
f : κ ≤ f(x) ≤M, |f ′(x)− f ′(y)| ≤ K|x− y|γ, ∀x, y ∈ I
}
.
(3)
In this case, the statistical models Pν0n and Q
ν0
n are both equivalent to the
Gaussian white noise model:
dyt =
√
f(t)dt+
1
2
√
Tn
dWt, t ∈ [0, 1].
See Example 3.1 for more details. By a theorem of Brown and Low in [5],
we obtain, a posteriori, an asymptotic equivalence with the regression model
Yi =
√
f
( i
Tn
)
+
1
2
√
Tn
ξi, ξi ∼ N (0, 1), i = 1, . . . , [Tn].
Note that a similar form of a Gaussian shift was found to be asymptotically
equivalent to a nonparametric density estimation experiment, see [39]. Let
us mention that we also treat some explicit examples where ν0 is neither
finite nor compactly-supported (see Examples 3.2 and 3.3).
Without entering into any detail, we remark here that the methods are
very different from those in [34]. In particular, since f belongs to the discon-
tinuous part of a Le´vy process, rather then its continuous part, the Girsanov-
type changes of measure are irrelevant here. We thus need new instruments,
like the Esscher changes of measure.
Our proof is based on the construction, for any given Le´vy measure ν,
of two adequate approximations νˆm and ν¯m of ν: the idea of discretizing
the Le´vy density already appeared in an earlier work with P. E´tore´ and
S. Louhichi, [21]. The present work is also inspired by the papers [9] (for
a multinomial approximation), [4] (for passing from independent Poisson
variables to independent normal random variables) and [34] (for a Bernoulli
approximation). This method allows us to construct explicit Markov kernels
that lead from one model to the other; these may be applied in practice to
transfer minimax estimators.
The paper is organized as follows: Sections 2.1 and 2.2 are devoted to
make the parameter space and the considered statistical experiments precise.
The main results are given in Section 2.3, followed by Section 3 in which some
5
examples can be found. The proofs are postponed to Section 4. The paper
includes an Appendix recalling the definition and some useful properties of
the Le Cam distance as well as of Le´vy processes.
2. Assumptions and main results
2.1. The parameter space
Consider a (possibly infinite) Le´vy measure ν0 concentrated on a possibly
infinite interval I ⊆ R, admitting a density g > 0 with respect to Lebesgue.
The parameter space of the experiments we are concerned with is a class of
functions F = F ν0,I defined on I that form a class of Le´vy densities with
respect to ν0: For each f ∈ F , let ν (resp. νˆm) be the Le´vy measure having
f (resp. fˆm) as a density with respect to ν0 where, for every f ∈ F , fˆm(x)
is defined as follows.
Suppose first x > 0. Given a positive integer depending on n, m = mn,
let Jj := (vj−1, vj] where v1 = εm ≥ 0 and vj are chosen in such a way that
µm := ν0(Jj) =
ν0
(
(I \ [0, εm]) ∩ R+
)
m− 1 , ∀j = 2, . . . ,m. (4)
In the sequel, for the sake of brevity, we will only write m without making
explicit the dependence on n. Define x∗j :=
∫
Jj
xν0(dx)
µm
and introduce a sequence
of functions 0 ≤ Vj ≤ 1µm , j = 2, . . . ,m supported on [x∗j−1, x∗j+1] if j =
3, . . . ,m − 1, on [εm, x∗3] if j = 2 and on (I \ [0, x∗m−1]) ∩ R+ if j = m. The
Vj’s are defined recursively in the following way.
• V2 is equal to 1µm on the interval (εm, x∗2] and on the interval (x∗2, x∗3]
it is chosen so that it is continuous (in particular, V2(x
∗
2) =
1
µm
),∫ x∗3
x∗2
V2(y)ν0(dy) =
ν0((x∗2,v2])
µm
and V2(x
∗
3) = 0.
• For j = 3, . . . ,m − 1 define Vj as the function 1µm − Vj−1 on the in-
terval [x∗j−1, x
∗
j ]. On [x
∗
j , x
∗
j+1] choose Vj continuous and such that∫ x∗j+1
x∗j
Vj(y)ν0(dy) =
ν0((x∗j ,vj ])
µm
and Vj(x
∗
j+1) = 0.
• Finally, let Vm be the function supported on (I \ [0, x∗m−1]) ∩ R+ such
that
Vm(x) =
1
µm
− Vm−1(x), for x ∈ [x∗m−1, x∗m],
Vm(x) =
1
µm
, for x ∈ (I \ [0, x∗m]) ∩ R+.
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(It is immediate to check that such a choice is always possible). Observe
that, by construction,
m∑
j=2
Vj(x)µm = 1, ∀x ∈ (I\[0, εm])∩R+ and
∫
(I\[0,εm])∩R+
Vj(y)ν0(dy) = 1.
Analogously, define µ−m =
ν0
(
(I\[−εm,0])∩R−
)
m−1 and J−m, . . . , J−2 such that
ν0(J−j) = µ−m for all j. Then, for x < 0, x
∗
−j is defined as x
∗
j by using J−j and
µ−m instead of Jj and µm and the V−j’s are defined with the same procedure
as the Vj’s, starting from V−2 and proceeding by induction.
Define
fˆm(x) = I[−εm,εm](x) +
m∑
j=2
(
Vj(x)
∫
Jj
f(y)ν0(dy) + V−j(x)
∫
J−j
f(y)ν0(dy)
)
.
(5)
The definitions of the Vj’s above are modeled on the following example:
Example 2.1. Let ν0 be the Lebesgue measure on [0, 1] and εm = 0. Then
vj =
j−1
m−1 and x
∗
j =
2j−3
2m−2 , j = 2, . . . ,m. The standard choice for Vj (based on
the construction by [9]) is given by the piecewise linear functions interpolating
the values in the points x∗j specified above:
0 x∗2 x
∗
3 1
m− 1
0 x∗j−1x
∗
j x
∗
j+1 1
m− 1
0
m− 1
x∗mx
∗
m−1 1
V2 Vj Vm
Remark 2.2. The function fˆm has been defined in such a way that the
rate of convergence of the L2 norm between the restriction of f and fˆm on
I \ [−εm, εm] is compatible with the rate of convergence of the other quanti-
ties appearing in the statements of Theorems 2.5 and 2.6. For that reason,
as in [9], we have not chosen a piecewise constant approximation of f but
an approximation that is, at least in the simplest cases, a piecewise linear
approximation of f . Such a choice allows us to gain an order of magnitude
on the convergence rate of ‖f − fˆm‖L2(ν0|I\[−εm,εm]) at least when F is a class
of sufficiently smooth functions.
We now explain the assumptions we will need to make on the parameter
f ∈ F = F ν0,I . The superscripts ν0 and I will be suppressed whenever this
can lead to no confusion. We require that:
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(H1) There exist constants κ,M > 0 such that κ ≤ f(y) ≤ M , for all y ∈ I
and f ∈ F .
For every integer m = mn, we can consider
√̂
fm, the approximation of
√
f
constructed as fˆm above, i.e.
√̂
fm(x) = I[−εm,εm](x) +
∑
j=−m...,m
j 6=−1,0,1.
Vj(x)
∫
Jj
√
f(y)ν0(dy),
and introduce the quantities:
A2m(f) :=
∫
I\
[
−εm,εm
] (√̂fm(y)−√f(y))2ν0(dy),
B2m(f) :=
∑
j=−m...,m
j 6=−1,0,1.
(∫
Jj
√
f(y)√
ν0(Jj)
ν0(dy)−
√
ν(Jj)
)2
,
C2m(f) :=
∫ εm
−εm
(√
f(t)− 1)2ν0(dt).
The conditions defining the parameter space F are expressed by asking that
the quantities introduced above converge quickly enough to zero. To state
the assumptions of Theorem 2.5 precisely, we will assume the existence of
sequences of discretizations m = mn →∞, of positive numbers εm = εmn →
0 and of functions Vj, j = ±2, . . . ,±m, such that:
(C1) lim
n→∞
n∆n sup
f∈F
∫
I\(−εm,εm)
(
f(x)− fˆm(x)
)2
ν0(dx) = 0.
(C2) lim
n→∞
n∆n sup
f∈F
(
A2m(f) +B
2
m(f) + C
2
m(f)
)
= 0.
Remark in particular that Condition (C2) implies the following:
(H2) sup
f∈F
∫
I
(
√
f(y)− 1)2ν0(dy) ≤ L,
where L = supf∈F
∫ εm
−εm(
√
f(x)−1)2ν0(dx)+(
√
M+1)2ν0
(
I \(−εm, εm)
)
, for
any choice of m such that the quantity in the limit appearing in Condition
(C2) is finite.
Theorem 2.6 has slightly stronger hypotheses, defining possibly smaller
parameter spaces: We will assume the existence of sequences mn, εm and Vj,
j = ±2, . . . ,±m (possibly different from the ones above) such that Condition
(C1) is verified and the following stronger version of Condition (C2) holds:
(C2’) lim
n→∞
n∆n sup
f∈F
(
A2m(f) +B
2
m(f) + nC
2
m(f)
)
= 0.
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Finally, some of our results have a more explicit statement under the
hypothesis of finite variation which we state as:
(FV)
∫
I
(|x| ∧ 1)ν0(dx) <∞.
Remark 2.3. The Condition (C1) and those involving the quantities Am(f)
and Bm(f) all concern similar but slightly different approximations of f .
In concrete examples, they may all be expected to have the same rate of
convergence but to keep the greatest generality we preferred to state them
separately. On the other hand, conditions on the quantity Cm(f) are purely
local around zero, requiring the parameters f to converge quickly enough to
1.
Examples 2.4. To get a grasp on Conditions (C1), (C2) we analyze here
three different examples according to the different behavior of ν0 near 0 ∈ I.
In all of these cases the parameter spaceF ν0,I will be a subclass ofF I(γ,K,κ,M)
defined as in (3). Recall that the conditions (C1), (C2) and (C2’) depend
on the choice of sequences mn, εm and functions Vj. For the first two of the
three examples, where I = [0, 1], we will make the standard choice for Vj
of triangular and trapezoidal functions, similarly to those in Example 2.1.
Namely, for j = 3, . . . ,m− 1 we have
Vj(x) = I(x∗j−1,x∗j ](x)
x− x∗j−1
x∗j − x∗j−1
1
µm
+ I(x∗j ,x∗j+1](x)
x∗j+1 − x
x∗j+1 − x∗j
1
µm
; (6)
the two extremal functions V2 and Vm are chosen so that V2 ≡ 1µm on (εm, x∗2]
and Vm ≡ 1µm on (x∗m, 1]. In the second example, where ν0 is infinite, one
is forced to take εm > 0 and to keep in mind that the x
∗
j are not uniformly
distributed on [εm, 1]. Proofs of all the statements here can be found in
Section 5.2.
1. The finite case: ν0 ≡ Leb([0, 1]).
In this case we are free to choose F Leb,[0,1] = F [0,1](γ,K,κ,M). Indeed, as ν0
is finite, there is no need to single out the first interval J1 = [0, εm], so that
Cm(f) does not enter in the proofs and the definitions of Am(f) and Bm(f)
involve integrals on the whole of [0, 1]. Also, the choice of the Vj’s as in (6)
guarantees that
∫ 1
0
Vj(x)dx = 1. Then, the quantities ‖f− fˆm‖L2([0,1]), Am(f)
and Bm(f) all have the same rate of convergence, which is given by:√∫ 1
0
(
f(x)− fˆm(x)
)2
ν0(dx) + Am(f) +Bm(f) = O
(
m−γ−1 +m−
3
2
)
,
uniformly on f . See Section 5.2 for a proof.
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2. The finite variation case: dν0
dLeb
(x) = x−1I[0,1](x).
In this case, the parameter space F ν0,[0,1] is a proper subset of F [0,1](γ,K,κ,M).
Indeed, as we are obliged to choose εm > 0, we also need to impose that
Cm(f) = o
(
1
n
√
∆n
)
, with uniform constants with respect to f , that is, that
all f ∈ F converge to 1 quickly enough as x → 0. Choosing εm = m−1−α,
α > 0 we have that µm =
ln(ε−1m )
m−1 , vj = ε
m−j
m−1
m and x∗j =
(vj−vj−1)
µm
. In particular,
maxj |vj−1 − vj| = |vm − vm−1| = O
(
lnm
m
)
. Also in this case one can prove
that the standard choice of Vj described above leads to
∫ 1
εm
Vj(x)
dx
x
= 1.
Again, the quantities ‖f − fˆm‖L2(ν0|I\[0,εm]), Am(f) and Bm(f) have the same
rate of convergence given by:√∫ 1
εm
(
f(x)− fˆm(x)
)2
ν0(dx)+Am(f)+Bm(f) = O
((
lnm
m
)γ+1√
ln(ε−1m )
)
,
(7)
uniformly on f . The condition on Cm(f) depends on the behavior of f near
0. For example, it is ensured if one considers a parametric family of the form
f(x) = e−λx with a bounded λ > 0. See Section 5.2 for a proof.
3. The infinite variation, non-compactly supported case: dν0
dLeb
(x) =
x−2IR+(x).
This example involves significantly more computations than the preceding
ones, since the classical triangular choice for the functions Vj would not have
integral equal to 1 (with respect to ν0), and the support is not compact.
The parameter space F ν0,[0,∞) can still be chosen as a proper subclass of
F [0,∞)(γ,K,κ,M), again by imposing that Cm(f) converges to zero quickly enough
(more details about this condition are discussed in Example 3.3). We divide
the interval [0,∞) in m intervals Jj = [vj−1, vj) with:
v0 = 0; v1 = εm; vj =
εm(m− 1)
m− j ; vm =∞; µm =
1
εm(m− 1) .
To deal with the non-compactness problem, we choose some “horizon” H(m)
that goes to infinity slowly enough as m goes to infinity and we bound the
L2 distance between f and fˆm for x > H(m) by 2 sup
x≥H(m)
f(x)2
H(m)
. We have:
‖f − fˆm‖2L2(ν0|I\[0,εm]) + A2m(f) +B2m(f) = O
(
H(m)3+4γ
(εmm)2+2γ
+ sup
x≥H(m)
f(x)2
H(m)
)
.
In the general case where the best estimate for sup
x≥H(m)
f(x)2 is simply given by
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M2, an optimal choice for H(m) is
√
εmm, that gives a rate of convergence:
‖f − fˆm‖2L2(ν0|I\[0,εm]) + A2m(f) +B2m(f) = O
(
1√
εmm
)
,
independently of γ. See Section 5.2 for a proof.
2.2. Definition of the experiments
Let (xt)t≥0 be the canonical process on the Skorokhod space (D,D) and
denote by P (b,0,ν) the law induced on (D,D) by a Le´vy process with charac-
teristic triplet (b, 0, ν). We will write P
(b,0,ν)
t for the restriction of P
(b,0,ν) to
the σ-algebra Dt generated by {xs : 0 ≤ s ≤ t} (see Appendix A.2 for the
precise definitions). Let Q
(b,0,ν)
t be the marginal law at time t of a Le´vy pro-
cess with characteristic triplet (b, 0, ν). In the case where
∫
|y|≤1 |y|ν(dy) <∞
we introduce the notation γν :=
∫
|y|≤1 yν(dy); then, Condition (H2) guaran-
tees the finiteness of γν−ν0 (see Remark 33.3 in [44] for more details).
Recall that we introduced the discretization ti = Tn
i
n
of [0, Tn] and denote
by Q(γ
ν−ν0 ,0,ν)
n the laws of the n + 1 marginals of (xt)t≥0 at times ti, i =
0, . . . , n. We will consider the following statistical models, depending on
a fixed, possibly infinite, Le´vy measure ν0 concentrated on I (clearly, the
models with the subscript FV are meaningful only under the assumption
(FV)):
Pν0n,FV =
(
D,DTn ,
{
P
(γν ,0,ν)
Tn
: f :=
dν
dν0
∈ F ν0,I
})
,
Qν0n,FV =
(
Rn+1,B(Rn+1),
{
Q(γ
ν ,0,ν)
n : f :=
dν
dν0
∈ F ν0,I
})
,
Pν0n =
(
D,DTn ,
{
P
(γν−ν0 ,0,ν)
Tn
: f :=
dν
dν0
∈ F ν0,I
})
,
Qν0n =
(
Rn+1,B(Rn+1),
{
Q(γ
ν−ν0 ,0,ν)
n : f :=
dν
dν0
∈ F ν0,I
})
.
Finally, let us introduce the Gaussian white noise model that will appear in
the statement of our main results. For that, let us denote by (C(I),C ) the
space of continuous mappings from I into R endowed with its standard fil-
tration, by g the density of ν0 with respect to the Lebesgue measure. We will
require g > 0 and let Wfn be the law induced on (C(I),C ) by the stochastic
process satisfying:
dyt =
√
f(t)dt+
dWt
2
√
Tn
√
g(t)
, t ∈ I, (8)
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where (Wt)t∈R denotes a Brownian motion on R with W0 = 0. Then we set:
W ν0n =
(
C(I),C , {Wfn : f ∈ F ν0,I}
)
.
Observe that when ν0 is a finite Le´vy measure, then W ν0n is equivalent to
the statistical model associated with the continuous observation of a process
(y˜t)t∈I defined by:
dy˜t =
√
f(t)g(t)dt+
dWt
2
√
Tn
, t ∈ I.
2.3. Main results
Using the notation introduced in Section 2.1, we now state our main
results. For brevity of notation, we will denote by H(f, fˆm) (resp. L2(f, fˆm))
the Hellinger distance (resp. the L2 distance) between the Le´vy measures ν
and νˆm restricted to I \ [−εm, εm], i.e.:
H2(f, fˆm) :=
∫
I\[−εm,εm]
(√
f(x)−
√
fˆm(x)
)2
ν0(dx),
L2(f, fˆm)
2 :=
∫
I\[−εm,εm]
(
f(y)− fˆm(y)
)2
ν0(dy).
Observe that Condition (H1) implies (see Lemma 5.1)
1
4M
L2(f, fˆm)
2 ≤ H2(f, fˆm) ≤ 1
4κ
L2(f, fˆm)
2.
Theorem 2.5. Let ν0 be a known Le´vy measure concentrated on a (possibly
infinite) interval I ⊆ R and having strictly positive density with respect to
the Lebesgue measure. Let us choose a parameter space F ν0,I such that there
exist a sequence m = mn of integers, functions Vj, j = ±2, . . . ,±m and a
sequence εm → 0 as m → ∞ such that Conditions (H1), (C1), (C2) are
satisfied for F = F ν0,I . Then, for n big enough we have:
∆(Pν0n ,W
ν0
n ) = O
(√
n∆n sup
f∈F
(
Am(f) +Bm(f) + Cm(f)
))
+O
(√
n∆n sup
f∈F
L2(f, fˆm) +
√
m
n∆n
( 1
µm
+
1
µ−m
))
. (9)
Theorem 2.6. Let ν0 be a known Le´vy measure concentrated on a (possibly
infinite) interval I ⊆ R and having strictly positive density with respect to
the Lebesgue measure. Let us choose a parameter space F ν0,I such that there
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exist a sequence m = mn of integers, functions Vj, j = ±2, . . . ,±m and a
sequence εm → 0 as m → ∞ such that Conditions (H1), (C1), (C2’) are
satisfied for F = F ν0,I . Then, for n big enough we have:
∆(Qν0n ,W
ν0
n ) = O
(
ν0
(
I \ [−εm, εm]
)√
n∆2n +
m lnm√
n
+
√
n
√
∆n sup
f∈F
Cm(f)
)
+O
(√
n∆n sup
f∈F
(
Am(f) +Bm(f) +H(f, fˆm)
))
. (10)
Corollary 2.7. Let ν0 be as above and let us choose a parameter space F ν0,I
so that there exist sequences m′n, ε
′
m, V
′
j and m
′′
n, ε
′′
m, V
′′
j such that:
• Conditions (H1), (C1) and (C2) hold for m′n, ε′m, V ′j , and m
′
n∆n
(
1
µm′
+
1
µ−
m′
)
tends to zero.
• Conditions (H1), (C1) and (C2’) hold for m′′n, ε′′m, V ′′j , and ν0
(
I \
[−εm′′ , εm′′ ]
)√
n∆2n +
m′′ lnm′′√
n
tends to zero.
Then the statistical models Pν0n and Q
ν0
n are asymptotically equivalent:
lim
n→∞
∆(Pν0n ,Q
ν0
n ) = 0,
If, in addition, the Le´vy measures have finite variation, i.e. if we assume
(FV), then the same results hold replacing Pν0n and Q
ν0
n by P
ν0
n,FV and
Qν0n,FV , respectively (see Lemma Appendix A.14).
3. Examples
We will now analyze three different examples, underlining the different
behaviors of the Le´vy measure ν0 (respectively, finite, infinite with finite vari-
ation and infinite with infinite variation). The three chosen Le´vy measures
are I[0,1](x)dx, I[0,1](x)dxx and IR+(x)
dx
x2
. In all three cases we assume the pa-
rameter f to be uniformly bounded and with uniformly γ-Ho¨lder derivatives:
We will describe adequate subclasses F ν0,I ⊆ F I(γ,K,κ,M) defined as in (3). It
seems very likely that the same results that are highlighted in these exam-
ples hold true for more general Le´vy measures; however, we limit ourselves
to these examples in order to be able to explicitly compute the quantities
involved (vj, x
∗
j , etc.) and hence estimate the distance between f and fˆm as
in Examples 2.4.
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In the first of the three examples, where ν0 is the Lebesgue measure
on I = [0, 1], we are considering the statistical models associated with the
discrete and continuous observation of a compound Poisson process with Le´vy
density f . Observe thatW Lebn reduces to the statistical model associated with
the continuous observation of a trajectory from:
dyt =
√
f(t)dt+
1
2
√
Tn
dWt, t ∈ [0, 1].
In this case we have:
Example 3.1. (Finite Le´vy measure). Let ν0 be the Lebesgue measure on
I = [0, 1] and letF = F Leb,[0,1] be any subclass ofF [0,1](γ,K,κ,M) for some strictly
positive constants K, κ, M and γ ∈ (0, 1]. Then:
lim
n→∞
∆(PLebn,FV ,W
Leb
n ) = 0 and lim
n→∞
∆(QLebn,FV ,W
Leb
n ) = 0.
More precisely,
∆(PLebn,FV ,W
Leb
n ) =
O
(
(n∆n)
− γ
4+2γ
)
if γ ∈ (0, 1
2
]
,
O
(
(n∆n)
− 1
10
)
if γ ∈ (1
2
, 1
]
.
In the case where ∆n = n
−β, 1
2
< β < 1, an upper bound for the rate of
convergence of ∆(QLebn,FV ,W
Leb
n ) is
∆(QLebn,FV ,W
Leb
n ) =

O
(
n−
γ+β
4+2γ lnn
)
if γ ∈ (0, 1
2
)
and 2+2γ
3+2γ
≤ β < 1,
O
(
n
1
2
−β lnn
)
if γ ∈ (0, 1
2
)
and 1
2
< β < 2+2γ
3+2γ
,
O
(
n−
2β+1
10 lnn
)
if γ ∈ [1
2
, 1
]
and 3
4
≤ β < 1,
O
(
n
1
2
−β lnn
)
if γ ∈ [1
2
, 1
]
and 1
2
< β < 3
4
.
See Section 5.3 for a proof.
Example 3.2. (Infinite Le´vy measure with finite variation). Let X be a
truncated Gamma process with (infinite) Le´vy measure of the form:
ν(A) =
∫
A
e−λx
x
dx, A ∈ B([0, 1]).
Here F ν0,I is a 1-dimensional parametric family in λ, assuming that there
exists a known constant λ0 such that 0 < λ ≤ λ0 < ∞, f(t) = e−λt and
dν0(x) =
1
x
dx. In particular, the f are Lipschitz, i.e. F ν0,[0,1] ⊂ F [0,1](γ=1,K,κ,M).
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The discrete or continuous observation (up to time Tn) of X are asymptoti-
cally equivalent to W ν0n , the statistical model associated with the observation
of a trajectory of the process (yt):
dyt =
√
f(t)dt+
√
tdWt
2
√
Tn
, t ∈ [0, 1].
More precisely, in the case where ∆n = n
−β, 1
2
< β < 1, an upper bound for
the rate of convergence of ∆(Qν0n,FV ,W
ν0
n ) is
∆(Qν0n,FV ,W
ν0
n ) =
{
O
(
n
1
2
−β lnn
)
if 1
2
< β ≤ 9
10
O
(
n−
1+2β
7 lnn
)
if 9
10
< β < 1.
Concerning the continuous setting we have:
∆(Pν0n,FV ,W
ν0
n ) = O
(
n
β−1
6
(
lnn
) 5
2
)
= O
(
T
− 1
6
n
(
lnTn
) 5
2
)
.
See Section 5.4 for a proof.
Example 3.3. (Infinite Le´vy measure, infinite variation). Let X be a pure
jump Le´vy process with infinite Le´vy measure of the form:
ν(A) =
∫
A
2− e−λx3
x2
dx, A ∈ B(R+).
Again, we are considering a parametric family in λ > 0, assuming that
the parameter stays bounded below a known constant λ0. Here, f(t) =
2− e−λt3 , hence 1 ≤ f(t) ≤ 2, for all t ≥ 0, and f is Lipschitz, i.e. F ν0,R+ ⊂
FR+(γ=1,K,κ,M). The discrete or continuous observations (up to time Tn) of X
are asymptotically equivalent to the statistical model associated with the
observation of a trajectory of the process (yt):
dyt =
√
f(t)dt+
tdWt
2
√
Tn
, t ≥ 0.
More precisely, in the case where ∆n = n
−β, 0 < β < 1, an upper bound for
the rate of convergence of ∆(Qν0n ,W
ν0
n ) is
∆(Qν0n ,W
ν0
n ) =
{
O
(
n
1
2
− 2
3
β
)
if 3
4
< β < 12
13
O
(
n−
1
6
+ β
18 (lnn)
7
6
)
if 12
13
≤ β < 1.
In the continuous setting, we have
∆(Pν0n ,W
ν0
n ) = O
(
n
3β−3
34 (lnn)
7
6
)
= O
(
T
− 3
34
n (lnTn)
7
6
)
.
See Section 5.5 for a proof.
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4. Proofs of the main results
In order to simplify notations, the proofs will be presented in the case
I ⊆ R+. Nevertheless, this allows us to present all the main difficulties,
since they can only appear near 0. To prove Theorems 2.5 and 2.6 we need
to introduce several intermediate statistical models. In that regard, let us
denote by Qfj the law of a Poisson random variable with mean Tnν(Jj) (see
(4) for the definition of Jj). We will denote by Lm the statistical model
associated with the family of probabilities
{⊗m
j=2Q
f
j : f ∈ F
}
:
Lm =
(
N¯m−1,P(N¯m−1),
{ m⊗
j=2
Qfj : f ∈ F
})
. (11)
By N fj we mean the law of a Gaussian random variableN (2
√
Tnν(Jj), 1)
and by Nm the statistical model associated with the family of probabilities{⊗m
j=2N
f
j : f ∈ F
}
:
Nm =
(
Rm−1,B(Rm−1),
{ m⊗
j=2
N fj : f ∈ F
})
. (12)
For each f ∈ F , let ν¯m be the measure having f¯m as a density with
respect to ν0 where, for every f ∈ F , f¯m is defined as follows.
f¯m(x) :=
{
1 if x ∈ J1,
ν(Jj)
ν0(Jj)
if x ∈ Jj, j = 2, . . . ,m. (13)
Furthermore, define
P¯ν0n =
(
D,DTn ,
{
P
(γν¯m−ν0 ,0,ν¯m)
Tn
:
dν¯m
dν0
∈ F
})
. (14)
4.1. Proof of Theorem 2.5
We begin by a series of lemmas that will be needed in the proof. Before
doing so, let us underline the scheme of the proof. We recall that the goal
is to prove that estimating f = dν
dν0
from the continuous observation of a
Le´vy process (Xt)t∈[0,Tn] without Gaussian part and having Le´vy measure ν
is asymptotically equivalent to estimating f from the Gaussian white noise
model:
dyt =
√
f(t)dt+
1
2
√
Tng(t)
dWt, g =
dν0
dLeb
, t ∈ I.
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Also, recall the definition of νˆm given in (5) and read P1
∆⇐⇒P2 as P1
is asymptotically equivalent to P2. Then, we can outline the proof in the
following way.
• Step 1: P (γν−ν0 ,0,ν)Tn
∆⇐⇒ P (γνˆm−ν0 ,0,νˆm)Tn ;
• Step 2: P (γνˆm−ν0 ,0,νˆm)Tn
∆⇐⇒⊗mj=2P(Tnν(Jj)) (Poisson approximation).
Here
⊗m
j=2P(Tnν(Jj)) represents a statistical model associated with
the observation ofm−1 independent Poisson r.v. of parameters Tnν(Jj);
• Step 3: ⊗mj=2P(Tnν(Jj)) ∆⇐⇒⊗mj=2N (2√Tnν(Jj), 1) (Gaussian ap-
proximation);
• Step 4: ⊗mj=2N (2√Tnν(Jj), 1) ∆⇐⇒ (yt)t∈I .
Lemmas 4.1–4.3, below, are the key ingredients of Step 2.
Lemma 4.1. Let P¯ν0n and Lm be the statistical models defined in (14) and
(11), respectively. Under the Assumption (H2) we have:
∆(P¯ν0n ,Lm) = 0, for all m.
Proof. Denote by N¯ = N ∪ {∞} and consider the statistics S : (D,DTn) →(
N¯m−1,P(N¯m−1)) defined by
S(x) =
(
Nx; 2Tn , . . . , N
x;m
Tn
)
with Nx; jTn =
∑
r≤Tn
IJj(∆xr). (15)
An application of Theorem Appendix A.12 to P
(γν¯m−ν0 ,0,ν¯m)
Tn
and P
(0,0,ν0)
Tn
,
yields
dP
(γν¯m−ν0 ,0,ν¯m)
Tn
dP
(0,0,ν0)
Tn
(x) = exp
( m∑
j=2
(
ln
( ν(Jj)
ν0(Jj)
))
Nx;jTn −Tn
∫
I
(f¯m(y)−1)ν0(dy)
)
.
Hence, by means of the Fisher factorization theorem, we conclude that S is
a sufficient statistics for P¯ν0n . Furthermore, under P
(γν¯m−ν0 ,0,ν¯m)
Tn
, the random
variables Nx;jTn have Poisson distributions Q
f
j with means Tnν(Jj). Then, by
means of Property Appendix A.7, we get ∆(P¯ν0n ,Lm) = 0, for all m.
Let us denote by Qˆfj the law of a Poisson random variable with mean
Tn
∫
Jj
fˆm(y)ν0(dy) and let Lˆm be the statistical model associated with the
family of probabilities {⊗mj=2 Qˆfj : f ∈ F}.
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Lemma 4.2.
∆(Lm, Lˆm) ≤ sup
f∈F
√
Tn
κ
∫
I\[0,εm]
(
f(y)− fˆm(y)
)2
ν0(dy).
Proof. By means of Facts Appendix A.2–Appendix A.4, we get:
∆(Lm, Lˆm) ≤ sup
f∈F
H
( m⊗
j=2
Qfj ,
m⊗
j=2
Qˆfj
)
≤ sup
f∈F
√√√√ m∑
j=2
2H2(Qfj , Qˆ
f
j )
= sup
f∈F
√
2
√√√√ m∑
j=2
(
1− exp
(
− Tn
2
[√∫
Jj
fˆ(y)ν0(dy)−
√∫
Jj
f(y)ν0(dy)
]2))
.
By making use of the fact that 1 − e−x ≤ x for all x ≥ 0 and the equality√
a−√b = a−b√
a+
√
b
combined with the lower bound f ≥ κ (that also implies
fˆm ≥ κ) and finally the Cauchy-Schwarz inequality, we obtain:
1− exp
(
− Tn
2
[√∫
Jj
fˆ(y)ν0(dy)−
√∫
Jj
f(y)ν0(dy)
]2)
≤ Tn
2
[√∫
Jj
fˆ(y)ν0(dy)−
√∫
Jj
f(y)ν0(dy)
]2
≤ Tn
2
(∫
Jj
(f(y)− fˆm(y))ν0(dy)
)2
κν0(Jj)
≤ Tn
2κ
∫
Jj
(
f(y)− fˆm(y)
)2
ν0(dy).
Hence,
H
( m⊗
j=2
Qfj ,
m⊗
j=2
Qˆfj
)
≤
√
Tn
κ
∫
I\[0,εm]
(
f(y)− fˆm(y)
)2
ν0(dy).
Lemma 4.3. Let νˆm and ν¯m the Le´vy measures defined as in (5) and (13),
respectively. For every f ∈ F , there exists a Markov kernel K such that
KP
(γν¯m−ν0 ,0,ν¯m)
Tn
= P
(γνˆm−ν0 ,0,νˆm)
Tn
.
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Proof. By construction, ν¯m and νˆm coincide on [0, εm]. Let us denote by
ν¯resm and νˆ
res
m the restriction on I \ [0, εm] of ν¯m and νˆm respectively, then
it is enough to prove: KP
(γν¯
res
m −ν0 ,0,ν¯resm )
Tn
= P
(γνˆ
res
m −ν0 ,0,νˆresm )
Tn
. First of all, let us
observe that the kernel M :
M(x,A) =
m∑
j=2
IJj(x)
∫
A
Vj(y)ν0(dy), x ∈ I \ [0, εm], A ∈ B(I \ [0, εm])
is defined in such a way that Mν¯resm = νˆ
res
m . Indeed, for all A ∈ B(I \ [0, εm]),
Mν¯resm (A) =
m∑
j=2
∫
Jj
M(x,A)ν¯resm (dx) =
m∑
j=2
∫
Jj
(∫
A
Vj(y)ν0(dy)
)
ν¯resm (dx)
=
m∑
j=2
(∫
A
Vj(y)ν0(dy)
)
ν(Jj) =
∫
A
fˆm(y)ν0(dy) = νˆ
res
m (A). (16)
Observe that (γ ν¯
res
m −ν0 , 0, ν¯resm ) and (γ
νˆresm −ν0 , 0, νˆresm ) are Le´vy triplets asso-
ciated with compound Poisson processes since ν¯resm and νˆ
res
m are finite Le´vy
measures. The Markov kernel K interchanging the laws of the Le´vy pro-
cesses is constructed explicitly in the case of compound Poisson processes.
Indeed if X¯ is the compound Poisson process having Le´vy measure ν¯resm , then
X¯t =
∑Nt
i=1 Y¯i, where Nt is a Poisson process of intensity ιm := ν¯
res
m (I \ [0, εm])
and the Y¯i are i.i.d. random variables with probability law
1
ιm
ν¯resm . Moreover,
given a trajectory of X¯, both the trajectory (nt)t∈[0,Tn] of the Poisson process
(Nt)t∈[0,Tn] and the realizations y¯i of Y¯i, i = 1, . . . , nTn are uniquely deter-
mined. This allows us to construct nTn i.i.d. random variables Yˆi as follows:
For every realization y¯i of Y¯i, we define the realization yˆi of Yˆi by throwing
it according to the probability law M(y¯i, ·). Hence, thanks to (16), (Yˆi)i
are i.i.d. random variables with probability law 1
ιm
νˆresm . The desired Markov
kernel K (defined on the Skorokhod space) is then given by:
K : (X¯t)t∈[0,Tn] 7−→
(
Xˆt :=
Nt∑
i=1
Yˆi
)
t∈[0,Tn]
.
Finally, observe that, since
ιm =
∫
I\[0,εm]
f¯m(y)ν0(dy) =
∫
I\[0,εm]
f(y)ν0(dy) =
∫
I\[0,εm]
fˆm(y)ν0(dy),
(Xˆt)t∈[0,Tn] is a compound Poisson process with Le´vy measure νˆ
res
m .
Let us now state two lemmas needed to understand Step 4.
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Lemma 4.4. Denote by W #m the statistical model associated with the contin-
uous observation of a trajectory from the Gaussian white noise:
dyt =
√
f(t)dt+
1
2
√
Tn
√
g(t)
dWt, t ∈ I \ [0, εm].
Then, according with the notation introduced in Section 2.1 and at the begin-
ning of Section 4, we have
∆(Nm,W
#
m ) ≤ 2
√
Tn sup
f∈F
(
Am(f) +Bm(f)
)
.
Proof. As a preliminary remark observe that W #m is equivalent to the model
that observes a trajectory from:
dy¯t =
√
f(t)g(t)dt+
√
g(t)
2
√
Tn
dWt, t ∈ I \ [0, εm].
Let us denote by Y¯j the increments of the process (y¯t) over the intervals Jj,
j = 2, . . . ,m, i.e.
Y¯j := y¯vj − y¯vj−1 ∼ N
(∫
Jj
√
f(y)ν0(dy),
ν0(Jj)
4Tn
)
and denote by ¯Nm the statistical model associated with the distributions of
these increments. As an intermediate result, we will prove that
∆(Nm, ¯Nm) ≤ 2
√
Tn sup
f∈F
Bm(f), for all m. (17)
To that aim, remark that the experiment ¯Nm is equivalent to observing m−1
independent Gaussian random variables of means 2
√
Tn√
ν0(Jj)
∫
Jj
√
f(y)ν0(dy),
j = 2, . . . ,m and variances identically 1, name this last experiment N #m .
Hence, using also Property Appendix A.1, Facts Appendix A.2 and Ap-
pendix A.5 we get:
∆(Nm, ¯Nm) ≤ ∆(Nm,N #m ) ≤
√√√√ m∑
j=2
(
2
√
Tn√
ν0(Jj)
∫
Jj
√
f(y)ν0(dy)− 2
√
Tnν(Jj)
)2
.
Since it is clear that δ(W #m ,
¯Nm) = 0, in order to bound ∆(Nm,W #m ) it
is enough to bound δ( ¯Nm,W #m ). Using similar ideas as in [9] Section 8.2, we
define a new stochastic process as:
Y ∗t =
m∑
j=2
Y¯j
∫ t
εm
Vj(y)ν0(dy) +
1
2
√
Tn
m∑
j=2
√
ν0(Jj)Bj(t), t ∈ I \ [0, εm],
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where the (Bj(t)) are independent centered Gaussian processes independent
of (Wt) and with variances
Var(Bj(t)) =
∫ t
εm
Vj(y)ν0(dy)−
(∫ t
εm
Vj(y)ν0(dy)
)2
.
These processes can be constructed from a standard Brownian bridge {B(s), s ∈
[0, 1]}, independent of (Wt), via
Bi(t) = B
(∫ t
εm
Vi(y)ν0(dy)
)
.
By construction, (Y ∗t ) is a Gaussian process with mean and variance given
by, respectively:
E[Y ∗t ] =
m∑
j=2
E[Y¯j]
∫ t
εm
Vj(y)ν0(dy) =
m∑
j=2
(∫
Jj
√
f(y)ν0(dy)
)∫ t
εm
Vj(y)ν0(dy),
Var[Y ∗t ] =
m∑
j=2
Var[Y¯j]
(∫ t
εm
Vj(y)ν0(dy)
)2
+
1
4Tn
m∑
j=2
ν0(Jj)Var(Bj(t))
=
1
4Tn
∫ t
εm
m∑
j=2
ν0(Jj)Vj(y)ν0(dy) =
1
4Tn
∫ t
εm
ν0(dy) =
ν0([εm, t])
4Tn
.
One can compute in the same way the covariance of (Y ∗t ) finding that
Cov(Y ∗s , Y
∗
t ) =
ν0([εm, s])
4Tn
, ∀s ≤ t.
We can then deduce that
Y ∗t =
∫ t
εm
√̂
fm(y)ν0(dy) +
∫ t
εm
√
g(s)
2
√
Tn
dW ∗s , t ∈ I \ [0, εm],
where (W ∗t ) is a standard Brownian motion and√̂
fm(x) :=
m∑
j=2
(∫
Jj
√
f(y)ν0(dy)
)
Vj(x).
Applying Fact Appendix A.6, we get that the total variation distance
between the process (Y ∗t )t∈I\[0,εm] constructed from the random variables Y¯j,
j = 2, . . . ,m and the Gaussian process (y¯t)t∈I\[0,εm] is bounded by√
4Tn
∫
I\[0,εm]
(√̂
fm −
√
f(y)
)2
ν0(dy),
which gives the term in Am(f).
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Lemma 4.5. In accordance with the notation of Lemma 4.4, we have:
∆(W #m ,W
ν0
n ) = O
(
sup
f∈F
√
Tn
∫ εm
0
(√
f(t)− 1)2ν0(dt)). (18)
Proof. Clearly δ(W ν0n ,W
#
m ) = 0. To show that δ(W
#
m ,W
ν0
n ) → 0, let us
consider a Markov kernel K# from C(I \ [0, εm]) to C(I) defined as follows:
Introduce a Gaussian process, (Bmt )t∈[0,εm] with mean equal to t and covari-
ance
Cov(Bms , B
m
t ) =
∫ εm
0
1
4Tng(s)
I[0,s]∩[0,t](z)dz.
In particular,
Var(Bmt ) =
∫ t
0
1
4Tng(s)
ds.
Consider it as a process on the whole of I by defining Bmt = B
m
εm ∀t > εm.
Let ωt be a trajectory in C(I \ [0, εm]), which again we constantly extend to a
trajectory on the whole of I. Then, we define K# by sending the trajectory
ωt to the trajectory ωt +B
m
t . If we define W˜n as the law induced on C(I) by
dy˜t = h(t)dt+
dWt
2
√
Tng(t)
, t ∈ I, h(t) =
{
1 t ∈ [0, εm]√
f(t) t ∈ I \ [0, εm],
then K#Wfn|I\[0,εm] = W˜n, where Wfn is defined as in (8). By means of Fact
Appendix A.6 we deduce (18).
Proof of Theorem 2.5. The proof of the theorem follows by combining the
previous lemmas together:
• Step 1: Let us denote by Pˆν0n,m the statistical model associated with the
family of probabilities (P
(γνˆm−ν0 ,0,νˆm)
Tn
: dν
dν0
∈ F ). Thanks to Property
Appendix A.1, Fact Appendix A.2 and Theorem Appendix A.13 we
have that
∆(Pν0n , Pˆ
ν0
n,m) ≤
√
Tn
2
sup
f∈F
H(f, fˆm).
• Step 2: On the one hand, thanks to Lemma 4.1, one has that the sta-
tistical model associated with the family of probability (P
(γν¯m−ν0 ,0,ν¯m)
Tn
:
dν
dν0
∈ F ) is equivalent to Lm. By means of Lemma 4.2 we can bound
∆(Lm, Lˆm). On the other hand it is easy to see that δ(Pˆν0n,m, Lˆm) = 0.
Indeed, it is enough to consider the statistics
S : x 7→
(∑
r≤Tn
IJ2(∆xr), . . . ,
∑
r≤Tn
IJm(∆xr)
)
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since the law of the random variable
∑
r≤Tn IJj(∆xr) under P
(γνˆm−ν0 ,0,νˆm)
Tn
is Poisson of parameter Tn
∫
Jj
fˆm(y)ν0(dy) for all j = 2, . . . ,m. Finally,
Lemmas 4.1 and 4.3 allows us to conclude that δ(Lm, Pˆν0n,m) = 0. Col-
lecting all the pieces together, we get
∆(Pˆν0n,m,Lm) ≤ sup
f∈F
√
Tn
κ
∫
I\[0,εm]
(
f(y)− fˆm(y)
)2
ν0(dy).
• Step 3: Applying Theorem Appendix A.9 and Fact Appendix A.3 we
can pass from the Poisson approximation given by Lm to a Gaussian
one obtaining
∆(Lm,Nm) = C sup
f∈F
√√√√ m∑
j=2
2
Tnν(Jj)
≤ C
√√√√ m∑
j=2
2κ
Tnν0(Jj)
= C
√
(m− 1)2κ
Tnµm
.
• Step 4: Finally, Lemmas 4.4 and 4.5 allow us to conclude that:
∆(Pν0n ,W
ν0
n ) = O
(√
Tn sup
f∈F
(
Am(f) +Bm(f) + Cm
))
+O
(√
Tn sup
f∈F
√∫
I\[0,εm]
(
f(y)− fˆm(y)
)2
ν0(dy) +
√
m
Tnµm
)
.
4.2. Proof of Theorem 2.6
Again, before stating some technical lemmas, let us highlight the main
ideas of the proof. We recall that the goal is to prove that estimating f = dν
dν0
from the discrete observations (Xti)
n
i=0 of a Le´vy process without Gaussian
component and having Le´vy measure ν is asymptotically equivalent to esti-
mating f from the Gaussian white noise model
dyt =
√
f(t)dt+
1
2
√
Tng(t)
dWt, g =
dν0
dLeb
, t ∈ I.
Reading P1
∆⇐⇒P2 as P1 is asymptotically equivalent to P2, we have:
• Step 1. Clearly (Xti)ni=0 ∆⇐⇒ (Xti − Xti−1)ni=1. Moreover, (Xti −
Xti−1)i
∆⇐⇒ (iYi) where (i) are i.i.d Bernoulli r.v. with parameter
α = ιm∆ne
−ιm∆n , ιm :=
∫
I\[0,εm] f(y)ν0(dy) and (Yi)i are i.i.d. r.v.
independent of (i)
n
i=1 and of density
f
ιm
with respect to ν0|I\[0,εm] ;
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• Step 2. (iYi)i ∆⇐⇒ M(n; (γj)mj=1), where M(n; (γj)mj=1) is a multino-
mial distribution with γ1 = 1− α and γi := αν(Ji) i = 2, . . . ,m;
• Step 3. Gaussian approximation: M(n; (γ1, . . . γm)) ∆⇐⇒
⊗m
j=2N (2
√
Tnν(Jj), 1);
• Step 4. ⊗mj=2N (2√Tnν(Jj), 1) ∆⇐⇒ (yt)t∈I .
Lemma 4.6. Let νi, i = 1, 2, be Le´vy measures such that ν1  ν2 and
b1 − b2 =
∫
|y|≤1 y(ν1 − ν2)(dy) <∞. Then, for all 0 < t <∞, we have:∥∥∥Q(b1,0,µ1)t −Q(b2,0,µ2)t ∥∥∥
TV
≤
√
t
2
H(ν1, ν2).
Proof. For all given t, let Kt be the Markov kernel defined as Kt(ω,A) :=
IA(ωt), ∀ A ∈ B(R), ∀ ω ∈ D. Then we have:∥∥Q(b1,0,ν1)t −Q(b2,0,ν2)t ∥∥TV = ∥∥KtP (b1,0,ν1)t −KtP (b2,0,ν2)t ∥∥TV
≤ ∥∥P (b1,0,ν1)t − P (b2,0,ν2)t ∥∥TV
≤
√
t
2
H(ν1, ν2),
where we have used that Markov kernels reduce the total variation distance
and Theorem Appendix A.13.
Lemma 4.7. Let (Pi)
n
i=1, (Yi)
n
i=1 and (i)
n
i=1 be samples of, respectively, Pois-
son random variablesP(λi), random variables with common distribution and
Bernoulli random variables of parameters λie
−λi, which are all independent.
Let us denote by Q(Yi,Pi) (resp. Q(Yi,i)) the law of
∑Pi
j=1 Yj (resp., iYi).
Then: ∥∥∥ n⊗
i=1
Q(Yi,Pi) −
n⊗
i=1
Q(Yi,i)
∥∥∥
TV
≤ 2
√√√√ n∑
i=1
λ2i . (19)
The proof of this Lemma can be found in [34], Section 2.1.
Lemma 4.8. Let f trm be the truncated function defined as follows:
f trm(x) =
{
1 if x ∈ [0, εm]
f(x) otherwise
and let νtrm (resp. ν
res
m ) be the Le´vy measure having f
tr
m (resp. f |I\[0,εm]) as
a density with respect to ν0. Denote by Qtr,ν0n the statistical model associ-
ated with the family of probabilities
(⊗n
i=1 Q
(γν
tr
m−ν0 ,0,νtrm)
ti−ti−1 :
dνtrm
dν0
∈ F
)
and by
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Qres,ν0n the model associated with the family of probabilities
(⊗n
i=1Q
(γν
res
m −ν0 ,0,νresm )
ti−ti−1 :
dνresm
dν0
∈ F
)
. Then:
∆(Qtr,ν0n ,Q
res,ν0
n ) = 0.
Proof. Let us start by proving that δ(Qtr,ν0n ,Q
res,ν0
n ) = 0. For that, let us
consider two independent Le´vy processes, Xtr and X0, of Le´vy triplets given
by
(
γν
tr
m−ν0 , 0, νtr−ν0m
)
and
(
0, 0, ν0|[0,εm]
)
, respectively. Then it is clear (using
the Le´vy-Khintchine formula) that the random variable Xtrt − X0t is a ran-
domization of Xtrt (since the law of X
0
t does not depend on ν) having law
Q
(γν
res
m −ν0 ,0,νresm )
t , for all t ≥ 0. Similarly, one can prove that δ(Qres,ν0n ,Qtr,ν0n ) =
0.
Proof of Theorem 2.6. As a preliminary remark, observe that the model Qν0n
is equivalent to the one that observes the increments of
(
(xt), P
(γν−ν0 ,0,ν)
Tn
)
,
that is, the model Q˜ν0n associated with the family of probabilities
(⊗n
i=1Q
(γν−ν0 ,0,ν)
ti−ti−1 :
dν
dν0
∈ F
)
.
• Step 1: Facts Appendix A.2–Appendix A.3 and Lemma 4.6 allow us
to write
∥∥∥ n⊗
i=1
Q
(γν−ν0 ,0,ν)
∆n
−
n⊗
i=1
Q
(γν
tr
m−ν0 ,0,νtrm)
∆n
∥∥∥
TV
≤
√
n
√
∆n
2
H(ν, νtrm)
=
√√√√n√∆n
2
√∫ εm
0
(√
f(y)− 1)2ν0(dy).
Using this bound together with Lemma 4.8 and the notation therein, we
get ∆(Qν0n ,Q
res,ν0
n ) ≤
√
n
√
∆n
2
supf∈F H(f, f trm). Observe that ν
res
m is a
finite Le´vy measure, hence
(
(xt), P
(γν
res
m ,0,νresm )
Tn
)
is a compound Poisson
process with intensity equal to ιm :=
∫
I\[0,εm] f(y)ν0(dy) and jumps
size density f(x)g(x)
ιm
, for all x ∈ I \ [0, εm] (recall that we are assuming
that ν0 has a density g with respect to Lebesgue). In particular, this
means that Q
(γν
res
m ,0,νresm )
∆n
can be seen as the law of the random variable∑Pi
j=1 Yj where Pi is a Poisson variable of mean ιm∆n, independent from
(Yi)i≥0, a sequence of i.i.d. random variables with density
fg
ιm
II\[0,εm]
with respect to Lebesgue. Remark also that ιm is confined between
κν0
(
I \ [0, εm]
)
and Mν0
(
I \ [0, εm]
)
.
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Let (i)i≥0 be a sequence of i.i.d. Bernoulli variables, independent of
(Yi)i≥0, with mean ιm∆ne−ιm∆n . For i = 1, . . . , n, denote by Q
,f
i the
law of the variable iYi and by Qn the statistical model associated with
the observations of the vector (1Y1, . . . , nYn), i.e.
Qn =
(
In,B(In),
{ n⊗
i=1
Q,fi : f ∈ F
})
.
Furthermore, denote by Q˜fi the law of
∑Pi
j=1 Yj. Then an application
of Lemma 4.7 yields:∥∥∥ n⊗
i=1
Q˜fi −
n⊗
i=1
Q,fi
∥∥∥
TV
≤ 2ιm
√
n∆2n ≤ 2Mν0
(
I \ [0, εm]
)√
n∆2n.
Hence, we get:
∆(Qres,ν0n ,Q

n) = O
(
ν0
(
I \ [0, εm]
)√
n∆2n
)
. (20)
Here the O depends only on M .
• Step 2: Let us introduce the following random variables:
Z1 =
n∑
j=1
I{0}(jYj); Zi =
n∑
j=1
IJi(jYj), i = 2, . . . ,m.
Observe that the law of the vector (Z1, . . . , Zm) is multinomialM(n; γ1, . . . , γm)
where
γ1 = 1− ιm∆ne−ιm∆n , γi = ∆ne−ιm∆nν(Ji), i = 2, . . . ,m.
Let us denote byMn the statistical model associated with the observa-
tion of (Z1, . . . , Zm). Clearly δ(Qn,Mn) = 0. Indeed,Mn is the image
experiment by the random variable S : In → {1, . . . , n}m defined as
S(x1, . . . , xn) =
(
#{j : xj = 0}; #
{
j : xj ∈ J2
}
; . . . ; #
{
j : xj ∈ Jm
})
,
where #A denotes the cardinal of the set A.
We shall now prove that δ(Mn,Qn) ≤ supf∈F
√
n∆nH2(f, fˆm). We
start by defining a discrete random variable X∗ concentrated at the
points 0, x∗i , i = 2, . . . ,m:
P(X∗ = y) =
{
γi if y = x
∗
i , i = 1, . . . ,m,
0 otherwise,
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with the convention x∗1 = 0. It is easy to see that Mn is equivalent to
the statistical model associated with n independent copies of X∗. Let
us introduce the Markov kernel
K(x∗i , A) =
{
IA(0) if i = 1,∫
A
Vi(x)ν0(dx) otherwise.
Denote by P ∗ the law of the random variable X∗ and by Q,fˆi the
law of a random variable iYˆi where i is Bernoulli independent of Yˆi,
with mean ιm∆ne
−ιm∆n and Yˆi has a density
fˆmg
ιm
II\[0,εm] with respect to
Lebesgue. The same computations as in Lemma 4.3 prove that KP ∗ =
Q,fˆi . Hence, thanks to Remark Appendix A.8, we get the equivalence
betweenMn and the statistical model associated with the observations
of n independent copies of iYˆi. In order to bound δ(Mn,Qn) it is
enough to bound the total variation distance between the probabilities⊗n
i=1Q
,f
i and
⊗n
i=1Q
,fˆ
i . Alternatively, we can bound the Hellinger
distance between each of the Q,fi and Q
,fˆ
i , thanks to Facts Appendix
A.2 and Appendix A.3, which is:∥∥∥∥ n⊗
i=1
Q,fi −
n⊗
i=1
Q,fˆi
∥∥∥∥
TV
≤
√√√√ n∑
i=1
H2
(
Q,fi , Q
,fˆ
i
)
=
√√√√ n∑
i=1
1− γ1
ι
H2(f, fˆm) ≤
√
n∆nH2(f, fˆm).
It follows that
δ(Mn,Qn) ≤
√
n∆n sup
f∈F
H(f, fˆm).
• Step 3: Let us denote by N ∗m the statistical model associated with
the observation of m independent Gaussian variables N (nγi, nγi), i =
1, . . . ,m. Very similar computations to those in [9] yield
∆(Mn,N ∗m) = O
(m lnm√
n
)
.
In order to prove the asymptotic equivalence betweenMn and Nm de-
fined as in (12) we need to introduce some auxiliary statistical models.
Let us denote by Am the experiment obtained from N ∗m by disregarding
the first component and by Vm the statistical model associated with the
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multivariate normal distribution with the same means and covariances
as a multinomial distribution M(n, γ1, . . . , γm). Furthermore, let us
denote by N#m the experiment associated with the observation of m−1
independent Gaussian variables N (
√
nγi,
1
4
), i = 2, . . . ,m. Clearly
∆(Vm,Am) = 0 for all m: In one direction one only has to consider
the projection disregarding the first component; in the other direction,
it is enough to remark that Vm is the image experiment of Am by the
random variable S : (x2, . . . , xm)→ (n(1−
∑m
i=2 xi
n
), x2, . . . , xm). More-
over, using two results contained in [9], see Sections 7.1 and 7.2, one
has that
∆(Am,N ∗m) = O
(√
m
n
)
, ∆(Am,N#m ) = O
(
m√
n
)
.
Finally, using Facts Appendix A.2 and Appendix A.5 we can write
∆(N#m ,Nm) ≤
√√√√2 m∑
i=2
(√
Tnν(Ji)−
√
Tnν(Ji) exp(−ιm∆n)
)2
≤
√
2Tn∆2nι
3
m ≤
√
2n∆3nM
3
(
ν0
(
I \ [0, εm]
))3
.
To sum up, ∆(Mn,Nm) = O
(
m lnm√
n
+
√
n∆3n
(
ν0
(
I \ [0, εm]
))3)
, with
the O depending only on κ and M .
• Step 4: An application of Lemmas 4.4 and 4.5 yield
∆(Nm,W ν0n ) ≤ 2
√
T n sup
f∈F
(
Am(f) +Bm(f) + Cm(f)
)
.
5. Proofs of the examples
The purpose of this section is to give detailed proofs of Examples 2.4 and
Examples 3.1–3.3. As in Section 4 we suppose I ⊆ R+. We start by giving
some bounds for the quantities Am(f), Bm(f) and L2(f, fˆm), the L2-distance
between the restriction of f and fˆm on I \ [0, εm].
5.1. Bounds for Am(f), Bm(f), L2(f, fˆm) when fˆm is piecewise linear.
In this section we suppose f to be in F I(γ,K,κ,M) defined as in (3). We are
going to assume that the Vj are given by triangular/trapezoidal functions as
in (6). In particular, in this case fˆm is piecewise linear.
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Lemma 5.1. Let 0 < κ < M be two constants and let fi, i = 1, 2 be functions
defined on an interval J and such that κ ≤ fi ≤ M , i = 1, 2. Then, for any
measure ν0, we have:
1
4M
∫
J
(
f1(x)− f2(x)
)2
ν0(dx) ≤
∫
J
(√
f1(x)−
√
f2(x)
)2
ν0(dx)
≤ 1
4κ
∫
J
(
f1(x)− f2(x)
)2
ν0(dx).
Proof. This simply comes from the following inequalities:
1
2
√
M
(f1(x)− f2(x)) ≤ f1(x)− f2(x)√
f1(x) +
√
f2(x)
=
√
f1(x)−
√
f2(x)
≤ 1
2
√
κ
(f1(x)− f2(x)).
Recall that x∗i is chosen so that
∫
Ji
(x − x∗i )ν0(dx) = 0. Consider the
following Taylor expansions for x ∈ Ji:
f(x) = f(x∗i ) + f
′(x∗i )(x− x∗i ) +Ri(x); fˆm(x) = fˆm(x∗i ) + fˆ ′m(x∗i )(x− x∗i ),
where fˆm(x
∗
i ) =
ν(Ji)
ν0(Ji)
and fˆ ′m(x
∗
i ) is the left or right derivative in x
∗
i depending
whether x < x∗i or x > x
∗
i (as fˆm is piecewise linear, no rest is involved in its
Taylor expansion).
Lemma 5.2. The following estimates hold:
|Ri(x)| ≤ K|ξi − x∗i |γ|x− x∗i |;∣∣f(x∗i )− fˆm(x∗i )∣∣ ≤ ‖Ri‖L∞(ν0) for i = 2, . . . ,m− 1;∣∣f(x)− fˆm(x)∣∣ ≤ {2‖Ri‖L∞(ν0) +K|x∗i − ηi|γ|x− x∗i | if x ∈ Ji, i = 3, . . . ,m− 1;
C|x− τi| if x ∈ Ji, i ∈ {2,m}.
for some constant C and points ξi ∈ Ji, ηi ∈ Ji−1 ∪ Ji ∪ Ji+1, τ2 ∈ J2 ∪ J3
and τm ∈ Jm−1 ∪ Jm.
Proof. By definition of Ri, we have
|Ri(x)| =
∣∣∣(f ′(ξi)− f ′(x∗i ))(x− x∗i )∣∣∣ ≤ K|ξi − x∗i |γ|x− x∗i |,
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for some point ξi ∈ Ji. For the second inequality,
|f(x∗i )− fˆm(x∗i )| =
1
ν0(Ji)
∣∣∣ ∫
Ji
(f(x∗i )− f(x))ν0(dx)
∣∣∣
=
1
ν0(Ji)
∣∣∣∣ ∫
Ji
Ri(x)ν0(dx)
∣∣∣∣ ≤ ‖Ri‖L∞(ν0),
where in the first inequality we have used the defining property of x∗i . For the
third inequality, let us start by proving that for all 2 < i < m− 1, fˆ ′m(x∗i ) =
f ′(χi) for some χi ∈ Ji ∪ Ji+1 (here, we are considering right derivatives; for
left ones, this would be Ji−1 ∪ Ji). To see that, take x ∈ Ji ∩ [x∗i , x∗i+1] and
introduce the function h(x) := f(x)− l(x) where
l(x) =
x− x∗i
x∗i+1 − x∗i
(
fˆm(x
∗
i+1)− fˆm(x∗i )
)
+ fˆm(x
∗
i ).
Then, using the fact that
∫
Ji
(x−x∗i )ν0(dx) = 0 joint with
∫
Ji+1
(x−x∗i+1)ν0(dx) =
(x∗j+1 − x∗j)µm, we get∫
Ji
h(x)ν0(dx) = 0 =
∫
Ji+1
h(x)ν0(dx).
In particular, by means of the mean theorem, one can conclude that there
exist two points pi ∈ Ji and pi+1 ∈ Ji+1 such that
h(pi) =
∫
Ji
h(x)ν0(dx)
ν0(Ji)
=
∫
Ji+1
h(x)ν0(dx)
ν0(Ji+1)
= h(pi+1).
As a consequence, we can deduce that there exists χi ∈ [pi, pi+1] ⊆ Ji ∪ Ji+1
such that h′(χi) = 0, hence f ′(χi) = l′(χi) = fˆ ′m(x
∗
i ). When 2 < i < m − 1,
the two Taylor expansions joint with the fact that fˆ ′m(x
∗
i ) = f
′(χi) for some
χi ∈ Ji ∪ Ji+1, give
|f(x)− fˆm(x)| ≤ |f(x∗i )− fˆm(x∗i )|+ |Ri(x)|+K|x∗i − χi|γ|x− x∗i |
≤ 2‖Ri‖L∞(ν0) +K|x∗i − χi|γ|x− x∗i |
whenever x ∈ Ji and x > x∗i (the case x < x∗i is handled similarly using the
left derivative of fˆm and ξi ∈ Ji−1∪Ji). For the remaining cases, consider for
example i = 2. Then fˆm(x) is bounded by the minimum and the maximum
of f on J2∪J3, hence fˆm(x) = f(τ) for some τ ∈ J2∪J3. Since f ′ is bounded
by C = 2M +K, one has |f(x)− fˆm(x)| ≤ C|x− τ |.
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Lemma 5.3. With the same notations as in Lemma 5.2, the estimates for
A2m(f), B
2
m(f) and L2(f, fˆm)
2 are as follows:
L2(f, fˆm)
2 ≤ 1
4κ
( m∑
i=3
∫
Ji
(
2‖Ri‖L∞(ν0) +K|x∗i − ηi|γ|x− x∗i |
)2
ν0(dx)
+ C2
(∫
J2
|x− τ2|2ν0(dx) +
∫
Jm
|x− τm|2ν0(dx)
)
.
A2m(f) = L2
(√
f,
√̂
fm
)2
= O
(
L2(f, fˆm)
2
)
B2m(f) = O
( m∑
i=2
1√
κ
ν0(Ji)(2
√
M + 1)2‖Ri‖2L∞(ν0)
)
.
Proof. The L2-bound is now a straightforward application of Lemmas 5.1
and 5.2. The one on Am(f) follows, since if f ∈ F I(γ,K,κ,M) then
√
f ∈
F I
(γ, K√
κ
,
√
κ,
√
M)
. In order to bound B2m(f) write it as:
B2m(f) =
m∑
j=1
ν0(Jj)
(∫
Jj
√
f(y)ν0(dy)
ν0(Jj)
−
√
ν(Jj)
ν0(Jj)
)2
=:
m∑
j=1
ν0(Jj)E
2
j .
By the triangular inequality, let us bound Ej by Fj +Gj where:
Fj =
∣∣∣∣
√
ν(Jj)
ν0(Jj)
−
√
f(x∗j)
∣∣∣∣ and Gj = ∣∣∣∣√f(x∗j)−
∫
Jj
√
f(y)ν0(dy)
ν0(Jj)
∣∣∣∣.
Using the same trick as in the proof of Lemma 5.1, we can bound:
Fj ≤ 2
√
M
∣∣∣∣
∫
Jj
(
f(x)− f(x∗i )
)
ν0(dx)
ν0(Jj)
∣∣∣∣ ≤ 2√M‖Rj‖L∞(ν0).
On the other hand,
Gj =
1
ν0(Jj)
∣∣∣∣ ∫
Jj
(√
f(x∗j)−
√
f(y)
)
ν0(dy)
∣∣∣∣
=
1
ν0(Jj)
∣∣∣∣ ∫
Jj
(
f ′(x∗j)
2
√
f(x∗j)
(x− x∗j) + R˜j(y)
)
ν0(dy)
∣∣∣∣ ≤ ‖R˜j‖L∞(ν0),
which has the same magnitude as 1
κ
‖Rj‖L∞(ν0).
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Remark 5.4. Observe that when ν0 is finite, there is no need for a special
definition of fˆm near 0, and all the estimates in Lemma 5.2 hold true replacing
every occurrence of i = 2 by i = 1.
Remark 5.5. The same computations as in Lemmas 5.2 and 5.3 can be
adapted to the general case where the Vj’s (and hence fˆm) are not piece-
wise linear. In the general case, the Taylor expansion of fˆm in x
∗
i involves a
rest as well, say Rˆi, and one needs to bound this, as well.
5.2. Proofs of Examples 2.4
In the following, we collect the details of the proofs of Examples 2.4.
1. The finite case: ν0 ≡ Leb([0, 1]).
Remark that in the case where ν0 if finite there are no convergence prob-
lems near zero and so we can consider the easier approximation of f :
fˆm(x) :=

mθ1 if x ∈
[
0, x∗1
]
,
m2
[
θj+1(x− x∗j) + θj(x∗j+1 − x)
]
if x ∈ (x∗j , x∗j+1] j = 1, . . . ,m− 1,
mθm if x ∈ (x∗m, 1]
where
x∗j =
2j − 1
2m
, Jj =
(j − 1
m
,
j
m
]
, θj =
∫
Jj
f(x)dx, j = 1, . . . ,m.
In this case we take εm = 0 and Conditions (C2) and (C2
′) coincide:
lim
n→∞
n∆n sup
f∈F
(
A2m(f) +B
2
m(f)
)
= 0.
Applying Lemma 5.3, we get
sup
f∈F
(
L2(f, fˆm) + Am(f) +Bm(f)
)
= O
(
m−
3
2 +m−1−γ
)
;
(actually, each of the three terms on the left hand side has the same rate of
convergence).
2. The finite variation case: dν0
dLeb
(x) = x−1I[0,1](x).
To prove that the standard choice of Vj described at the beginning of
Examples 2.4 leads to
∫ 1
εm
Vj(x)
dx
x
= 1, it is enough to prove that this integral
is independent of j, since in general
∫ 1
εm
m∑
j=2
Vj(x)
dx
x
= m− 1. To that aim
observe that, for j = 3, . . . ,m− 1,
µm
∫ 1
εm
Vj(x)ν0(dx) =
∫ x∗j
x∗j−1
x− x∗j−1
x∗j − x∗j−1
dx
x
+
∫ x∗j+1
x∗j
x∗j+1 − x
x∗j+1 − x∗j
dx
x
.
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Let us show that the first addendum does not depend on j. We have∫ x∗j
x∗j−1
dx
x∗j − x∗j−1
= 1 and − x
∗
j−1
x∗j − x∗j−1
∫ x∗j
x∗j−1
dx
x
=
x∗j−1
x∗j − x∗j−1
ln
(x∗j−1
x∗j
)
.
Since x∗j =
vj−vj−1
µm
and vj = ε
m−j
m−1
m , the quantities
x∗j
x∗j−1
and, hence,
x∗j−1
x∗j−x∗j−1 do
not depend on j. The second addendum and the trapezoidal functions V2
and Vm are handled similarly. Thus, fˆm can be chosen of the form
fˆm(x) :=

1 if x ∈ [0, εm],
ν(J2)
µm
if x ∈ (εm, x∗2],
1
x∗j+1−x∗j
[
ν(Jj+1)
µm
(x− x∗j) + ν(Jj)µm (x∗j+1 − x)
]
if x ∈ (x∗j , x∗j+1] j = 2, . . . ,m− 1,
ν(Jm)
µm
if x ∈ (x∗m, 1].
A straightforward application of Lemmas 5.2 and 5.3 gives√∫ 1
εm
(
f(x)− fˆm(x)
)2
ν0(dx)+Am(f)+Bm(f) = O
((
lnm
m
)γ+1√
ln(ε−1m )
)
,
as announced.
3. The infinite variation, non-compactly supported case: dν0
dLeb
(x) =
x−2IR+(x). Recall that we want to prove that
L2(f, fˆm)
2 + A2m(f) +B
2
m(f) = O
(
H(m)3+4γ
(εmm)2γ
+ sup
x≥H(m)
f(x)2
H(m)
)
,
for any given sequence H(m) going to infinity as m→∞.
Let us start by addressing the problem that the triangular/trapezoidal
choice for Vj is not doable. Introduce the following notation: Vj =
4
Vj + Aj,
j = 2, . . . ,m, where the
4
Vj’s are triangular/trapezoidal function similar to
those in (6). The difference is that here, since x∗m is not defined,
4
Vm−1 is
a trapezoid, linear between x∗m−2 and x
∗
m−1 and constantly equal to
1
µm
on
[x∗m−1, vm−1] and
4
Vm is supported on [vm−1,∞), where it is constantly equal
to 1
µm
. Each Aj is chosen so that:
1. It is supported on [x∗j−1, x
∗
j+1] (unless j = 2, j = m−1 or j = m; in the
first case the support is [x∗2, x
∗
3], in the second one it is [x
∗
m−2, x
∗
m−1],
and Am ≡ 0);
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2. Aj coincides with −Aj−1 on [x∗j−1, x∗j ], j = 3, . . . ,m−1 (so that
∑
Vj ≡
1
µn
) and its first derivative is bounded (in absolute value) by 1
µm(x∗j−x∗j−1)
(so that Vj is non-negative and bounded by
1
µn
);
3. Aj vanishes, along with its first derivatives, on x
∗
j−1, x
∗
j and x
∗
j+1.
We claim that these conditions are sufficient to assure that fˆm converges to
f quickly enough. First of all, by Remark 5.5, we observe that, to have a
good bound on L2(f, fˆm), the crucial property of fˆm is that its first right
(resp. left) derivative has to be equal to 1
µm(x∗j+1−x∗j ) (resp.
1
µm(x∗j−x∗j−1)) and
its second derivative has to be small enough (for example, so that the rest
Rˆj is as small as the rest Rj of f already appearing in Lemma 5.2).
The (say) left derivatives in x∗j of fˆm are given by
fˆ ′m(x
∗
j) =
(4
V ′j (x
∗
j)+A
′
j(x
∗
j)
)(
ν(Jj)−ν(Jj−1)
)
; fˆ ′′m(x
∗
j) = A
′′
j (x
∗
j)
(
ν(Jj)−ν(Jj−1)
)
.
Then, in order to bound |fˆ ′′m(x∗j)| it is enough to bound |A′′j (x∗j)| because:∣∣fˆ ′′m(x∗j)∣∣ ≤ |A′′j (x∗j)|∣∣∣ ∫
Jj
f(x)
dx
x2
−
∫
Jj−1
f(x)
dx
x2
∣∣∣ ≤ |A′′j (x∗j)|sup
x∈I
|f ′(x)|(`j+`j−1)µm,
where `j is the Lebesgue measure of Jj.
We are thus left to show that we can choose the Aj’s satisfying points
1-3, with a small enough second derivative, and such that
∫
I
Vj(x)
dx
x2
= 1. To
make computations easier, we will make the following explicit choice:
Aj(x) = bj(x− x∗j)2(x− x∗j−1)2 ∀x ∈ [x∗j−1, x∗j),
for some bj depending only on j and m (the definitions on [x
∗
j , x
∗
j+1) are
uniquely determined by the condition Aj + Aj+1 ≡ 0 there).
Define jmax as the index such that H(m) ∈ Jjmax ; it is straightforward to
check that
jmax ∼ m− εm(m− 1)
H(m)
; x∗m−k = εm(m−1) log
(
1+
1
k
)
, k = 1, . . . ,m−2.
One may compute the following Taylor expansions:∫ x∗m−k
x∗m−k−1
4
Vm−k(x)ν0(dx) =
1
2
− 1
6k
+
5
24k2
+O
( 1
k3
)
;∫ x∗m−k+1
x∗m−k
4
Vm−k(x)ν0(dx) =
1
2
+
1
6k
+
1
24k2
+O
( 1
k3
)
.
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In particular, for m  0 and m − k ≤ jmax, so that also k  0, all the
integrals
∫ x∗j+1
x∗j−1
4
Vj(x)ν0(dx) are bigger than 1 (it is immediate to see that the
same is true for
4
V2, as well). From now on we will fix a k ≥ εmmH(m) and let
j = m− k.
Summing together the conditions
∫
I
Vi(x)ν0(dx) = 1 ∀i > j and noticing
that the function
∑m
i=j Vi is constantly equal to
1
µm
on [x∗j ,∞) we have:∫ x∗j
x∗j−1
Aj(x)ν0(dx) = m− j + 1− 1
µm
ν0([x
∗
j ,∞))−
∫ x∗j
x∗j−1
4
Vj(x)ν0(dx)
= k + 1− 1
log(1 + 1
k
)
− 1
2
+
1
6k
+O
( 1
k2
)
=
1
4k
+O
( 1
k2
)
Our choice of Aj allows us to compute this integral explicitly:∫ x∗j
x∗j−1
bj(x− x∗j−1)2(x− x∗j)2
dx
x2
= bj
(
εm(m− 1)
)3(2
3
1
k4
+O
( 1
k5
))
.
In particular one gets that asymptotically
bj ∼ 1
(εm(m− 1))3
3
2
k4
1
4k
∼
(
k
εmm
)3
.
This immediately allows us to bound the first order derivative of Aj as asked
in point 2: Indeed, it is bounded above by 2bj`
3
j−1 where `j−1 is again the
length of Jj−1, namely `j =
εm(m−1)
k(k+1)
∼ εmm
k2
. It follows that for m big enough:
sup
x∈I
|A′j(x)| ≤
1
k3
 1
µm(x∗j − x∗j−1)
∼
(
k
εmm
)2
.
The second order derivative of Aj(x) can be easily computed to be bounded
by 4bj`
2
j . Also remark that the conditions that |f | is bounded by M and that
f ′ is Ho¨lder, say |f ′(x) − f ′(y)| ≤ K|x − y|γ, together give a uniform L∞
bound of |f ′| by 2M +K. Summing up, we obtain:
|fˆ ′′m(x∗j)| . bj`3mµm ∼
1
k3εmm
(here and in the following we use the symbol . to stress that we work up to
constants and to higher order terms). The leading term of the rest Rˆj of the
Taylor expansion of fˆm near x
∗
j is
fˆ ′′m(x
∗
j)|x− x∗j |2 ∼ |f ′′m(x∗j)|`2j ∼
εmm
k7
.
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Using Lemmas 5.2 and 5.3 (taking into consideration Remark 5.5) we
obtain∫ ∞
εm
|f(x)− fˆm(x)|2ν0(dx) .
jmax∑
j=2
∫
Jj
|f(x)− fˆm(x)|2ν0(dx) +
∫ ∞
H(m)
|f(x)− fˆm(x)|2ν0(dx)
.
m∑
k= εmm
H(m)
µm
(
(εmm)
2+2γ
k4+4γ
+
(εmm)
2
k14
)
+
1
H(m)
sup
x≥H(m)
f(x)2
(21)
.
(
H(m)3+4γ
(εmm)2+2γ
+
H(m)13
(εmm)10
)
+
1
H(m)
.
It is easy to see that, since 0 < γ ≤ 1, as soon as the first term converges, it
does so more slowly than the second one. Thus, an optimal choice for H(m)
is given by
√
εmm, that gives a rate of convergence:
L2(f, fˆm)
2 . 1√
εmm
.
This directly gives a bound on H(f, fˆm). Also, the bound on the term Am(f),
which is L2(
√
f,
√̂
fm)
2, follows as well, since f ∈ F I(γ,K,κ,M) implies
√
f ∈
F I
(γ, K√
κ
,
√
κ,
√
M)
. Finally, the term B2m(f) contributes with the same rates as
those in (21): Using Lemma 5.3,
B2m(f) .
dm− εm(m−1)
H(m)
e∑
j=2
ν0(Jj)‖Rj‖2L∞ + ν0([H(m),∞))
. µm
m∑
k=
εm(m−1)
H(m)
(εmm
k2
)2+2γ
+
1
H(m)
. H(m)
3+4γ
(εmm)2+2γ
+
1
H(m)
.
5.3. Proof of Example 3.1
In this case, since εm = 0, the proofs of Theorems 2.5 and 2.6 simplify
and give better estimates near zero, namely:
∆(PLebn,FV ,W
ν0
n ) ≤ C1
(√
Tn sup
f∈F
(
Am(f) +Bm(f) + L2(f, fˆm)
)
+
√
m2
Tn
)
∆(QLebn,FV ,W
ν0
n ) ≤ C2
(√
n∆2n +
m lnm√
n
+
√
Tn sup
f∈F
(
Am(f) +Bm(f) +H
(
f, fˆm
)))
,
(22)
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where C1, C2 depend only on κ,M and
Am(f) =
√∫ 1
0
(√̂
fm(y)−
√
f(y)
)2
dy, Bm(f) =
m∑
j=1
(√
m
∫
Jj
√
f(y)dy −√θj)2.
As a consequence we get:
∆(PLebn,FV ,W
ν0
n ) ≤ O
(√
Tn(m
− 3
2 +m−1−γ) +
√
m2T−1n
)
.
To get the bounds in the statement of Example 3.1 the optimal choices are
mn = T
1
2+γ
n when γ ≤ 12 and mn = T
2
5
n otherwise. Concerning the discrete
model, we have:
∆(QLebn,FV ,W
ν0
n ) ≤ O
(√
n∆2n +
m lnm√
n
+
√
n∆n
(
m−
3
2 +m−1−γ
))
.
There are four possible scenarios: If γ > 1
2
and ∆n = n
−β with 1
2
< β < 3
4
(resp. β ≥ 3
4
) then the optimal choice is mn = n
1−β (resp. mn = n
2−β
5 ).
If γ ≥ 1
2
and ∆n = n
−β with 1
2
< β < 2+2γ
3+2γ
(resp. β ≥ 2+2γ
3+2γ
) then the
optimal choice is mn = n
2−β
4+2γ (resp. mn = n
1−β).
5.4. Proof of Example 3.2
As in Examples 2.4, we let εm = m
−1−α and consider the standard trian-
gular/trapezoidal Vj’s. In particular, fˆm will be piecewise linear. Condition
(C2’) is satisfied and we have Cm(f) = O(εm). This bound, combined with
the one obtained in (7), allows us to conclude that an upper bound for the
rate of convergence of ∆(Qν0n,FV ,W
ν0
n ) is given by:
∆(Qν0n,FV ,W
ν0
n ) ≤ C
(√√
n2∆nεm+
√
n∆n
( ln(ε−1m )
m
)2
+
m lnm√
n
+
√
n∆2n ln(ε
−1
m )
)
,
where C is a constant only depending on the bound on λ > 0.
The sequences εm and m can be chosen arbitrarily to optimize the rate
of convergence. It is clear from the expression above that, if we take εm =
m−1−α with α > 0, bigger values of α reduce the first term
√√
n2∆nεm,
while changing the other terms only by constants. It can be seen that taking
α ≥ 15 is enough to make the first term negligeable with respect to the others.
In that case, and under the assumption ∆n = n
−β, the optimal choice for m
is m = nδ with δ = 5−4β
14
. In that case, the global rate of convergence is
∆(Qν0n,FV ,W
ν0
n ) =
{
O
(
n
1
2
−β lnn
)
if 1
2
< β ≤ 9
10
O
(
n−
1+2β
7 lnn
)
if 9
10
< β < 1.
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In the same way one can find
∆(Pν0n,FV ,W
ν0
n ) = O
(√
n∆n
( lnm
m
)2√
ln(ε−1m )+
√
m2
n∆n ln(εm)
+
√
n∆nεm
)
.
As above, we can freely choose εm and m (in a possibly different way from
above). Again, as soon as εm = m
−1−α with α ≥ 1 the third term plays no
role, so that we can choose εm = m
−2. Letting ∆n = n−β, 0 < β < 1, and
m = nδ, an optimal choice is δ = 1−β
3
, giving
∆(Pν0n,FV ,W
ν0
n ) = O
(
n
β−1
6
(
lnn
) 5
2
)
= O
(
T
− 1
6
n
(
lnTn
) 5
2
)
.
5.5. Proof of Example 3.3
Using the computations in (21), combined with
(
f(y)−fˆm(y)
)2 ≤ 4 exp(−2λ0y3) ≤
4 exp(−2λ0H(m)3) for all y ≥ H(m), we obtain:∫ ∞
εm
∣∣f(x)− fˆm(x)∣∣2ν0(dx) . H(m)7
(εmm)4
+
∫ ∞
H(m)
∣∣f(x)− fˆm(x)∣∣2ν0(dx)
. H(m)
7
(εmm)4
+
e−2λ0H(m)
3
H(m)
.
As in Example 2.4, this bounds directly H2(f, fˆm) and A
2
m(f). Again, the
first part of the integral appearing in B2m(f) is asymptotically smaller than
the one appearing above:
B2m(f) =
m∑
j=1
(
1√
µm
∫
Jj
√
fν0 −
√∫
Jj
f(x)ν0(dx)
)2
. H(m)
7
(εmm)4
+
εmm
H(m)∑
k=1
(
1√
µm
∫
Jm−k
√
fν0 −
√∫
Jm−k
f(x)ν0(dx)
)2
. H(m)
7
(εmm)4
+
e−λ0H(m)
3
H(m)
.
As above, for the last inequality we have bounded f in each Jm−k, k ≤ εmmH(m) ,
with exp(−λ0H(m)3). Thus the global rate of convergence of L2(f, fˆm)2 +
A2m(f) +B
2
m(f) is
H(m)7
(εmm)4
+ e
−λ0H(m)3
H(m)
.
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Concerning Cm(f), we have C
2
m(f) =
∫ εm
0
(
√
f(x)−1)2
x2
dx . ε5m. To write
the global rate of convergence of the Le Cam distance in the discrete setting
we make the choice H(m) = 3
√
η
λ0
lnm, for some constant η, and obtain:
∆(Qν0n ,W
ν0
n ) = O
(√
n∆n
εm
+
m lnm√
n
+
√
n∆n
((lnm) 76
(εmm)2
+
m−
η
2
3
√
lnm
)
+ 4
√
n2∆nε5m
)
.
Letting ∆n = n
−β, εm = n−α and m = nδ, optimal choices give α =
β
3
and
δ = 1
3
+ β
18
. We can also take η = 2 to get a final rate of convergence:
∆(Qν0n ,W
ν0
n ) =
{
O
(
n
1
2
− 2
3
β
)
if 3
4
< β < 12
13
O
(
n−
1
6
+ β
18 (lnn)
7
6
)
if 12
13
≤ β < 1.
In the continuous setting, we have
∆(Pν0n ,W
ν0
n ) = O
(√
n∆n
((lnm) 76
(εmm)2
+
m−
η
2
3
√
lnm
+ ε
5
2
m
)
+
√
εmm2
n∆n
)
.
Using Tn = n∆n, εm = T
−α
n and m = T
δ
n , optimal choices are given by
α = 4
17
, δ = 9
17
; choosing any η ≥ 3 we get the rate of convergence
∆(Pν0n ,W
ν0
n ) = O
(
T
− 3
34
n (lnTn)
7
6
)
.
Appendix A. Background
Appendix A.1. Le Cam theory of statistical experiments
A statistical model or experiment is a tripletPj = (Xj,Aj, {Pj,θ; θ ∈ Θ})
where {Pj,θ; θ ∈ Θ} is a family of probability distributions all defined on
the same σ-field Aj over the sample space Xj and Θ is the parameter
space. The deficiency δ(P1,P2) of P1 with respect to P2 quantifies “how
much information we lose” by using P1 instead of P2 and it is defined as
δ(P1,P2) = infK supθ∈Θ ||KP1,θ−P2,θ||TV , where TV stands for “total vari-
ation” and the infimum is taken over all “transitions” K (see [32], page 18).
The general definition of transition is quite involved but, for our purposes, it
is enough to know that Markov kernels are special cases of transitions. By
KP1,θ we mean the image measure of P1,θ via the Markov kernel K, that is
KP1,θ(A) =
∫
X1
K(x,A)P1,θ(dx), ∀A ∈ A2.
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The experiment KP1 = (X2,A2, {KP1,θ; θ ∈ Θ}) is called a randomization
of P1 by the Markov kernel K. When the kernel K is deterministic, that is
K(x,A) = IAS(x) for some random variable S : (X1,A1) → (X2,A2), the
experiment KP1 is called the image experiment by the random variable S.
The Le Cam distance is defined as the symmetrization of δ and it defines
a pseudometric. When ∆(P1,P2) = 0 the two statistical models are said
to be equivalent. Two sequences of statistical models (Pn1 )n∈N and (P
n
2 )n∈N
are called asymptotically equivalent if ∆(Pn1 ,P
n
2 ) tends to zero as n goes to
infinity. A very interesting feature of the Le Cam distance is that it can be
also translated in terms of statistical decision theory. Let D be any (measur-
able) decision space and let L : Θ×D 7→ [0,∞) denote a loss function. Let
‖L‖ = sup(θ,z)∈Θ×D L(θ, z). Let pii denote a (randomized) decision procedure
in the i-th experiment. Denote by Ri(pii, L, θ) the risk from using procedure
pii when L is the loss function and θ is the true value of the parameter. Then,
an equivalent definition of the deficiency is:
δ(P1,P2) = inf
pi1
sup
pi2
sup
θ∈Θ
sup
L:‖L‖=1
∣∣R1(pi1, L, θ)−R2(pi2, L, θ)∣∣.
Thus ∆(P1,P2) < ε means that for every procedure pii in problem i there is
a procedure pij in problem j, {i, j} = {1, 2}, with risks differing by at most
ε, uniformly over all bounded L and θ ∈ Θ. In particular, when minimax
rates of convergence in a nonparametric estimation problem are obtained
in one experiment, the same rates automatically hold in any asymptotically
equivalent experiment. There is more: When explicit transformations from
one experiment to another are obtained, statistical procedures can be carried
over from one experiment to the other one.
There are various techniques to bound the Le Cam distance. We report
below only the properties that are useful for our purposes. For the proofs
see, e.g., [32, 47].
Property Appendix A.1. Let Pj = (X ,A , {Pj,θ; θ ∈ Θ}), j = 1, 2, be
two statistical models having the same sample space and define ∆0(P1,P2) :=
supθ∈Θ ‖P1,θ − P2,θ‖TV . Then, ∆(P1,P2) ≤ ∆0(P1,P2).
In particular, Property Appendix A.1 allows us to bound the Le Cam
distance between statistical models sharing the same sample space by means
of classical bounds for the total variation distance. To that aim, we collect
below some useful results.
Fact Appendix A.2. Let P1 and P2 be two probability measures on X ,
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dominated by a common measure ξ, with densities gi =
dPi
dξ
, i = 1, 2. Define
L1(P1, P2) =
∫
X
|g1(x)− g2(x)|ξ(dx),
H(P1, P2) =
(∫
X
(√
g1(x)−
√
g2(x)
)2
ξ(dx)
)1/2
.
Then,
‖P1 − P2‖TV = 1
2
L1(P1, P2) ≤ H(P1, P2). (A.1)
Fact Appendix A.3. Let P and Q be two product measures defined on the
same sample space: P = ⊗ni=1Pi, Q = ⊗ni=1Qi. Then
H2(P,Q) ≤
n∑
i=1
H2(Pi, Qi). (A.2)
Fact Appendix A.4. Let Pi, i = 1, 2, be the law of a Poisson random
variable with mean λi. Then
H2(P1, P2) = 1− exp
(
− 1
2
(√
λ1 −
√
λ2
)2)
.
Fact Appendix A.5. Let Q1 ∼ N (µ1, σ21) and Q2 ∼ N (µ2, σ22). Then
‖Q1 −Q2‖TV ≤
√
2
(
1− σ
2
1
σ22
)2
+
(µ1 − µ2)2
2σ22
.
Fact Appendix A.6. For i = 1, 2, let Qi, i = 1, 2, be the law on (C,C ) of
two Gaussian processes of the form
X it =
∫ t
0
hi(s)ds+
∫ t
0
σ(s)dWs, t ∈ [0, T ]
where hi ∈ L2(R) and σ ∈ R>0. Then:
L1
(
Q1, Q2
) ≤
√∫ T
0
(
h1(y)− h2(y)
)2
σ2(s)
ds.
Property Appendix A.7. Let Pi = (Xi,Ai, {Pi,θ, θ ∈ Θ}), i = 1, 2, be
two statistical models. Let S : X1 → X2 be a sufficient statistics such that
the distribution of S under P1,θ is equal to P2,θ. Then ∆(P1,P2) = 0.
41
Remark Appendix A.8. Let Pi be a probability measure on (Ei, Ei) and Ki
a Markov kernel on (Gi,Gi). One can then define a Markov kernel K on
(
∏n
i=1Ei,⊗ni=1Gi) in the following way:
K(x1, . . . , xn;A1 × · · · × An) :=
n∏
i=1
Ki(xi, Ai), ∀xi ∈ Ei, ∀Ai ∈ Gi.
Clearly K ⊗ni=1 Pi = ⊗ni=1KiPi.
Finally, we recall the following result that allows us to bound the Le Cam
distance between Poisson and Gaussian variables.
Theorem Appendix A.9. (See [4], Theorem 4) Let P˜λ be the law of a
Poisson random variable X˜λ with mean λ. Furthermore, let P
∗
λ be the law of
a random variable Z∗λ with Gaussian distribution N (2
√
λ, 1), and let U˜ be a
uniform variable on
[− 1
2
, 1
2
)
independent of X˜λ. Define
Z˜λ = 2sgn
(
X˜λ + U˜
)√∣∣X˜λ + U˜ ∣∣. (A.3)
Then, denoting by Pλ the law of Z˜λ,
H2
(
Pλ, P
∗
λ
)
= O(λ−1).
Remark Appendix A.10. Thanks to Theorem Appendix A.9, denoting by
Λ a subset of R>0, by P˜ (resp. P∗) the statistical model associated with
the family of probabilities {P˜λ : λ ∈ Λ} (resp. {P ∗λ : λ ∈ Λ}), we have
∆
(
P˜,P∗
) ≤ sup
λ∈Λ
C
λ
,
for some constant C. Indeed, the correspondence associating Z˜λ to X˜λ defines
a Markov kernel; conversely, associating to Z˜λ the closest integer to its square,
defines a Markov kernel going in the other direction.
Appendix A.2. Le´vy processes
Definition Appendix A.11. A stochastic process {Xt : t ≥ 0} on R de-
fined on a probability space (Ω,A ,P) is called a Le´vy process if the following
conditions are satisfied.
1. X0 = 0 P-a.s.
2. For any choice of n ≥ 1 and 0 ≤ t0 < t1 < . . . < tn, random variables
Xt0 , Xt1 −Xt0 , . . . , Xtn −Xtn−1are independent.
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3. The distribution of Xs+t −Xs does not depend on s.
4. There is Ω0 ∈ A with P(Ω0) = 1 such that, for every ω ∈ Ω0, Xt(ω) is
right-continuous in t ≥ 0 and has left limits in t > 0.
5. It is stochastically continuous.
Thanks to the Le´vy-Khintchine formula, the characteristic function of
any Le´vy process {Xt} can be expressed, for all u in R, as:
E
[
eiuXt
]
= exp
(
− t
(
iub− u
2σ2
2
−
∫
R
(1− eiuy + iuyI|y|≤1)ν(dy)
))
,
where b, σ ∈ R and ν is a measure on R satisfying
ν({0}) = 0 and
∫
R
(|y|2 ∧ 1)ν(dy) <∞.
In the sequel we shall refer to (b, σ2, ν) as the characteristic triplet of the
process {Xt} and ν will be called the Le´vy measure. This data characterizes
uniquely the law of the process {Xt}.
Let D = D([0,∞),R) be the space of mappings ω from [0,∞) into R that
are right-continuous with left limits. Define the canonical process x : D → D
by
∀ω ∈ D, xt(ω) = ωt, ∀t ≥ 0.
Let Dt and D be the σ-algebras generated by {xs : 0 ≤ s ≤ t} and
{xs : 0 ≤ s <∞}, respectively (here, we use the same notations as in [44]).
By the condition (4) above, any Le´vy process on R induces a probability
measure P on (D,D). Thus {Xt} on the probability space (D,D , P ) is
identical in law with the original Le´vy process. By saying that ({xt}, P )
is a Le´vy process, we mean that {xt : t ≥ 0} is a Le´vy process under the
probability measure P on (D,D). For all t > 0 we will denote Pt for the
restriction of P to Dt. In the case where
∫
|y|≤1 |y|ν(dy) < ∞, we set γν :=∫
|y|≤1 yν(dy). Note that, if ν is a finite Le´vy measure, then the process having
characteristic triplet (γν , 0, ν) is a compound Poisson process.
Here and in the sequel we will denote by ∆xr the jump of process {xt}
at the time r:
∆xr = xr − lim
s↑r
xs.
For the proof of Theorems 2.5, 2.6 we also need some results on the equiv-
alence of measures for Le´vy processes. By the notation  we will mean “is
absolutely continuous with respect to”.
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Theorem Appendix A.12 (See [44], Theorems 33.1–33.2 and [45] Corol-
lary 3.18, Remark 3.19). Let P 1 (resp. P 2) be the law induced on (D,D) by
a Le´vy process of characteristic triplet (η, 0, ν1) (resp. (0, 0, ν2)), where
η =
∫
|y|≤1
y(ν1 − ν2)(dy) (A.4)
is supposed to be finite. Then P 1t  P 2t for all t ≥ 0 if and only if ν1  ν2
and the density dν1
dν2
satisfies∫ (√
dν1
dν2
(y)− 1
)2
ν2(dy) <∞. (A.5)
Remark that the finiteness in (A.5) implies that in (A.4). When P 1t  P 2t ,
the density is
dP 1t
dP 2t
(x) = exp(Ut(x)),
with
Ut(x) = lim
ε→0
(∑
r≤t
ln
dν1
dν2
(∆xr)I|∆xr|>ε−
∫
|y|>ε
t
(
dν1
dν2
(y)−1
)
ν2(dy)
)
, P (0,0,ν2)-a.s.
(A.6)
The convergence in (A.6) is uniform in t on any bounded interval, P (0,0,ν2)-
a.s. Besides, {Ut(x)} defined by (A.6) is a Le´vy process satisfying EP (0,0,ν2) [eUt(x)] =
1, ∀t ≥ 0.
Finally, let us consider the following result giving an explicit bound for the
L1 and the Hellinger distances between two Le´vy processes of characteristic
triplets of the form (bi, 0, νi), i = 1, 2 with b1 − b2 =
∫
|y|≤1 y(ν1 − ν2)(dy).
Theorem Appendix A.13 (See [30]). For any 0 < T <∞, let P iT be the
probability measure induced on (D,DT ) by a Le´vy process of characteristic
triplet (bi, 0, νi), i = 1, 2 and suppose that ν1  ν2.
If H2(ν1, ν2) :=
∫ (√
dν1
dν2
(y)− 1)2ν2(dy) <∞, then
H2(P 1T , P
2
T ) ≤
T
2
H2(ν1, ν2).
We conclude the Appendix with a technical statement about the Le Cam
distance for finite variation models.
Lemma Appendix A.14.
∆(Pν0n ,P
ν0
n,FV ) = 0.
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Proof. Consider the Markov kernels pi1, pi2 defined as follows
pi1(x,A) = IA(xd), pi2(x,A) = IA(x− ·γν0), ∀x ∈ D,A ∈ D ,
where we have denoted by xd the discontinuous part of the trajectory x, i.e.
∆xr = xr− lims↑r xs, xdt =
∑
r≤t ∆xr and by x−·γν0 the trajectory xt−tγν0,
t ∈ [0, Tn]. On the one hand we have:
pi1P
(γν−ν0 ,0,ν)(A) =
∫
D
pi1(x,A)P
(γν−ν0 ,0,ν)(dx) =
∫
D
IA(xd)P (γ
ν−ν0 ,0,ν)(dx)
= P (γ
ν ,0,ν)(A),
where in the last equality we have used the fact that, under P (γ
ν−ν0 ,0,ν), {xdt }
is a Le´vy process with characteristic triplet (γν , 0, ν) (see [44], Theorem 19.3).
On the other hand:
pi2P
(γν ,0,ν)(A) =
∫
D
pi2(x,A)P
(γν0 ,0,ν)(dx) =
∫
D
IA(x− ·γν0)P (γν ,0,ν)(dx)
= P (γ
ν−ν0 ,0,ν)(A),
since, by definition, γν − γν0 is equal to γν−ν0 . The conclusion follows by the
definition of the Le Cam distance.
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