Abstract. For each 1 ≤ p < ∞ and each countable oriented graph Q we introduce an L p -operator algebra O p (Q) which contains the Leavitt path C-algebra L Q as a dense subalgebra and is universal for those L p -representations of L Q which are spatial in the sense of N.C. Phillips. For R n the graph with one vertex and n loops (2 ≤ n ≤ ∞), O p
Introduction
Let Q be a countable oriented graph, let Q 0 and Q 1 be the sets of vertices and edges, and let L Q be the Leavitt path C-algebra. For 1 ≤ p < ∞ we call a representation ρ : L Q → L(L p (X)) spatial if X is a σ-finite measure space and ρ maps the elements of Q 0 ⊔Q 1 ⊔(Q 1 ) * to partial isometries which are spatial in the sense of [12, Definition 6.4] . Each spatial representation ρ induces a seminorm on L Q via ||a|| ρ = ||ρ(a)||; the supremum of these seminorms is a norm (Proposition 4.23) and we write O p (Q) for the completion of (L Q , ). For p {1, 2}, O p (Q) agrees with the tight semigroup algebra introduced by Gardella and Lupini in [8] (Proposition 7.12). We prove the following. 
Condition iv) says that O
p (Q) is simple as an L p -operator algebra. Since every L poperator algebra is isometrically embedded in L(L p (X)) for some σ-finite measure space X, simplicity is equivalent to the condition that every contractive nonzero representation ρ : O p (Q) → L(L p (X)), degenerate or not, be injective. We show (using a classical result of Andô [5] and a recent result of Gardella and Thiel [10] ) that if either Q 0 is finite or p > 1, then the restriction of ρ to L Q factors through a nondegenerate spatial representation; this allows us to prove that iii) ⇐⇒ iv).
To prove Theorem 1.1 we first show the following uniqueness theorem. The rest of this paper is organized as follows. In Section 2 we recall some definitions and basic facts on Leavitt path algebras and prove some elementary technical lemmas. In Section 3 we show (Lemma 3.3) that L Q is the universal algebra for tight algebraic representations of the inverse semigroup S(Q) generated by Q. Spatial representations of the Leavitt path algebra L Q of a countable graph Q are introduced in Section 4. We give examples of such representations and show in Proposition 4.23 that for every countable Q and 1 ≤ p < ∞ there is an injective, nondegenerate spatial representation L Q → L(ℓ p (N)). Spatial representations of matrix algebras M n L Q for 1 ≤ n ≤ ∞ are considered in Section 5 and it is shown that they are the same as spatial representations of the Leavitt path algebra over the graph M n Q (Remark 5.1) and that any such representation is equivalent to the matricial amplification M n ρ of a spatial representation ρ of L Q (Lemma 5.4). Section 6 is concerned with a characterization of spatiality of representations in terms of norm estimates. We prove a spatiality criterion which we shall presently explain. The subalgebra (L Q ) 0,1 = span{v ∈ Q 0 , ee * , e ∈ Q 1 } ⊂ L Q is a direct sum of -possibly infinite dimensional-matrix algebras and is thus naturally equipped with a canonically equipped with an L p -operator norm. The spatiality criterion, Theorem 6.4 -which generalizes [12, Theorem 7.7] 
Moreover we prove, using the spatiality criterion of Section 6, that for p 2, any nondegenerate contractive representation 8 ). Section 9 is devoted to the proof of Theorem 1.2 (Theorem 9.1). The technical result of the previous section is used here to reduce the proof to the case of graphs without sources, sinks or infinite emmitters. After this reduction, the strategy of proof is similar to that of [12, Theorem 8.7] , although it requires several nontrivial technical adjustments. Simplicity Theorem 1.1 is proved in Section 10. In fact we prove in Theorem 10.1 that the simplicity of L Q is equivalent not only to the conditions of Theorem 1.1, but also to other more restrictive conditions, e.g. that every nondegenerate spatial nonzero representation L Q → L(ℓ p (N)) be injective. The last section of this article is Section 11, where we prove Theorem 11.2, of which Theorem 1.3 is a particular case. Notation 1.4. In this paper N = Z ≥1 and N 0 = Z ≥0 . All algebras, vector spaces, and tensor products are over C. All identities pertaining measure spaces are to be interpreted up to sets of measure zero. For example we say that a family {X n } n≥1 of measurable sets in a measurable space X = (X, B, µ) is disjoint if X n ∩ X m has measure zero for all n m, and write n X n for their union. In case the latter agrees with X up to measure zero, we write X = n X n . This reflects the fact that under the above hypothesis (X, B, µ) is equivalent to set theoretic coproduct n X n equipped with the σ-algebra generated by n B n and the measure induced by the sequence of measures {µ |X n }. We write L 0 (X) for the vector space of classes of measurable functions X → C.
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Graphs and Leavitt path algebras
A vertex is singular if it is either a sink or an infinite emitter. We write sing(Q) = sink(Q) ∪ inf(Q) ⊂ Q 0 for the set of singular vertices and reg(Q) = Q 0 \ sing(Q). We call Q singular if sing(Q) ∅ and nonsingular (or regular) otherwise. We call Q row-finite if it has no infinite emitters. A vertex v is a source if r −1 (v) = ∅; we write sour(Q) ⊂ Q 0 for the set of sources. Since all our graphs will be oriented, we shall use the term graph to mean oriented graph.
A path α is a (finite or infinite) sequence of edges α = e 1 . . . e i . . . such that r(e i ) = s(e i+1 ) (i ≥ 1). For such α, we write s(α) = s(e 1 ); if α is finite of length l, we put |α| = l and r(α) = r(e l ). Vertices are considered as paths of length 0. A finite path α is closed if s(α) = r(α). A closed path α = α 1 . . . α n is a cycle if in addition s(e i ) s(e j ) if i j. Let P = P(Q) be the set of finite paths, and let P n be the set of paths of length n. Thus,
We consider the following preorder in P:
Observe that (2.2) also makes sense when α is an infinite path.
Definition 2.3. Let Q be a graph. The Leavitt path algebra L Q is the quotient of the free
* , modulo the following relations:
The Leavitt path algebra is a * -algebra with involution determined by v → v, e → e * . It has a Z-grading where vertices have degree zero, edges have degree 1, and |e * | = −1 for e ∈ Q 1 ([1, Corollary 2.1.5]). We write
for the n-th homogeneous component with respect to this grading. The elementary lemmas below shall be used later in the article.
Lemma 2.5. Let Q be a nonsingular graph and a 1 , . . . , a m ∈ L Q . Then there exist n ∈ N, a finite set F ⊂ P, and finitely supported functions 
Proof. One checks that the elements ρ(x),
* satisfy the relations of Definition 2.3.
Leavitt path algebras and semigroups
Let Q be a graph and P = P(Q) the set of finite paths. Write
S is the inverse semigroup associated with Q. The Cohn algebra of Q is the semigroup algebra C Q = C[S] of S; its elements are the finite linear combinations of the elements of S with multiplication induced by that of S. Observe that L Q is the quotient of C Q modulo the relation CK2. Consider
the sub-semigroup of idempotent elements. The set E is partially ordered by p ≤ q ⇐⇒ pq = p and is a semilattice for this partial order. Observe that for the order of paths defined in (2.2), the bijection P → E\{0}, α → αα * is a poset isomorphism. Note also that p, q ∈ E are incomparable if and only if pq = 0. Let p ∈ E and Z ⊂ {q ∈ E : q ≤ p}. We call Z a cover of p if for every q ≤ p there exists z ∈ Z such that zq 0. A representation of S in a vector space V is a semigroup homomorphism ρ : S → (End(V), •), where the latter is the set of linear endomorphisms considered as a semigroup under composition. The image of E under a representation ρ generates a boolean algebra B ρ with operations p ∧ q = pq, p ∨ q = p + q − pq. By [7, Proposition 11.8] , the boolean representation ρ : E → B ρ is tight in the sense of [7, Definition 11.6] if and only if for every p ∈ E and every finite cover Z of p, we have
Following [7, Definition 13 .1], we call the representation ρ of S tight if its restriction to E is tight.
Although the following lemma is well-known to experts, we have not been able to find it explicitly stated in the literature, so we include it here with proof. The particular case of Proof. If v ∈ reg(Q), then Z = {ee * : e ∈ Q 1 , s(e) = v} is a finite cover of v and the supremum in (3.2) equals e∈Z ρ(ee * ). It follows that if ρ is tight then it extends to an algebra homomorphism L Q → End(V). Assume conversely that ρ extends to L Q . We have to prove that (3.2) holds. Since the supremum in (3.2) depends only on the maximal elements of Z and any two of these are incomparable we may assume that no two distinct elements of Z are comparable. Hence
If α ∈ P and r(α) = v, then W = α * Zα is a cover of v and z∈Z = α w∈W wα * . Hence we may further assume that α = v. We must then prove that the following identity holds in L Q z∈Z z = v for each finite cover Z of v in which no two distinct elements are comparable. We do this by induction on n = m(Z) = max{|α| : αα * ∈ Z}. For n = 0 this is trivial. Assume n ≥ 1 and let A = {α ∈ P n : αα * ∈ Z}. Each α ∈ A writes uniquely asαe α where |α| = n − 1 and e α ∈ Q 1 . For w ∈ B := {s(e α ) : α ∈ A}, put C w = {e α : s(e α ) = w}; because Z is a cover,
any two distinct elements of Z ′ are incomparable, and by the calculation above, z ′ ∈Z ′ z ′ = z∈Z z. This concludes the proof.
Spatial representations of L Q
Let E be a Banach space. We write L(E) for the Banach algebra of bounded linear
In this paper we shall be mostly concerned with L p -representations, that is, with representations on Banach spaces of the form
is a σ-finite measure space. If A ∈ B, we write P(A) for the set of subsets of A and consider A as a measure space with σ-algebra B A := B ∩ P(A) and measure µ |B A ; thus
In what follows, we need to borrow several definitions from [12] , pertaining to (partial) isometries between L p -spaces. Let X = (X, B, µ) and (Y, C, ν) be σ-finite measure spaces. A measurable set transformation from X to Y is homomorphism of σ-algebras S : B µ → C ν . If S is bijective, then S * (µ) = µS −1 is a σ finite measure on C, absolutely continuous with respect to ν. By [12, Proposition 5.6] , there is also a map S * : 
is a spatial isometric isomorphism. If S and h are as in (4.1) we call s the spatial partial isometry associated with the spatial system (S , A, B, h); S and h are the spatial realization and the phase factor of the spatial system. The reverse of the spatial partial isometry (4.2) is the spatial partial isometry t = ι A u −1 π B . If p = 2, then the reverse of a spatial partial isometry s is just its adjoint t = s * .
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Example 4.3. Let X = (X, B, µ) be a σ-finite measure space. Let E ∈ B and let χ E be the characteristic function. Then the canonical projection π E : 
is a norm one idempotent that is not spatial in our sense (which is that of [12] ) for any p ≥ 1 ([12, Example 7.3]). However it is self-adjoint and therefore 2-spatial in the sense of [8, Definition 4.6] .
is a spatial idempotent and for each e ∈ Q 1 , ρ(e) is a spatial partial isometry with reverse ρ(e * ). If ρ is spatial then ρ(x) is spatial for every x ∈ S(Q), whence by Lemma 3.3 a spatial representation of L Q is the same as a tight spatial representation of S(Q), that is, a tight representation of S(Q) which takes values in the inverse semigroup S(L p (X)) of spatial partial isometries.
Remark 4.5. As we explained above, the reverse of a spatial isometry
) is a * -representation. The converse does not hold. For example C is the Leavitt path algebra of the graph consisting of a single vertex and no edges, and the representation ρ : C → M 2 = L(ℓ 2 (N)) that sends 1 to the self-adjoint idempotent of Remark 4.4 is a * -representation that is not spatial in our sense.
Remark 4.6. If ρ is spatial and α, β ∈ P(Q) are paths with r(α) = r(β), then ρ(αβ * ) is a spatial partial isometry. In particular, ρ(αα * ) is an idempotent spatial partial isometry, and thus by Example 4.3, there is X α ∈ B such that ρ(αα * ) is the canonical projection
On the other hand if α and β are not comparable then X α and X β are disjoint. In particular, for each v ∈ Q 0 the family {X e : s(e) = v} ⊂ B ∩ P(X v ) is disjoint, and if v is regular its union is the whole X v :
It follows from (4.7) that if Q is nonsingular then for each l ≥ 0 we have
Conversely, if we are given disjoint families {X v : v ∈ Q 0 } ⊂ B and {X e : e ∈ Q 1 , s(e) = v} ⊂ B ∩ P(X v ) (v ∈ Q 0 ) satisfying (4.7) and a family {s e : e ∈ Q 1 } of spatial partial isometries in L(L p (X)) with range and source projections π X e and π X v , then we have a unique algebra homomorphism ρ : Proof. Immediate from the fact that
It follows from (4.8) and Lemma 4.9 that if Q is nonsingular and ρ is nondegenerate, then for each l ≥ 0 we have
Example 4.13. Let Q be a graph, and let (4.14) X = X Q = {α : infinite path in Q} ∪ {α ∈ P : r(α) ∈ sing(Q)}.
The sets Z α are the basis of a topology which makes it a locally compact Hausdorff space; modulo our different conventions for ranges and sources, this is the space considered in [6, page 3] . The inverse semigroup S = S(Q) acts on X by partial homeomorphisms; an element u = αβ * ∈ S acts on X with domain Z β and range Z α via (4.15) αβ * (βx) = αx.
Let B the the σ-algebra of all Borel subsets of X. The semigroup S of (3.1) acts on X via (4.15). If α, β ∈ P with r(α) = r(β), then
is a bijective homomorphism of σ-algebras. Let µ be a measure on B; µ is quasi-invariant under αβ * if µ |Z β and µ |Z α • βα * are equivalent measures (that is, if they are absolutely continuous with respect to each other); µ is quasi-invariant under S it is quasi-invariant under any element of S. One can show that X always has a σ-finite measure that is quasiinvariant under S. For example, in case X is countable we can take µ to be the counting measure. Assume that µ is a σ-finite measure on the Borel subsets of X, quasi-invariant under S, and let s αβ * be the spatial isometry of (4.1) with spatial realization S = S αβ * and constant phase factor h = 1. Then
is a tight nondegenerate spatial representation of S and thus induces a nondegenerate spa- Construction 4.17. Let X be a countable set, and let I(X) be the inverse semigroup of all partially defined injections
Let Q be a countable graph, S = S(Q) its associated inverse semigroup and S : S → I(X) a semigroup homomorphism. For each α ∈ P = P(Q), set X α = dom(S α ). We shall assume that S is tight, i.e. that the identities (4.7) and (4.10) are satisfied. Let G = G(S, X) be the groupoid of germs, as defined in [7, Section 4] . The elements of G are equivalence classes [αβ * , x] where r(α) = r(β), x ∈ X β ; the equivalence relation is determined by the prescription that [αβ
Let A(G) ⊂ map(G, C) be the linear subspace generated by the characteristic functions χ Θ α,β , (αβ * ∈ S \ {0}). One checks that A(G) is an algebra under the convolution product (it is in fact the Steinberg algebra of G [16]) and that
is an algebra homomorphism. Let
This is well-defined because the domain and range functions are injective on each Θ α,β . One checks that L is a monomorphism. Consider the composite
Let αβ * ∈ S(Q) and consider the following subsets of G:
The map
is bijective and thus induces a cardinality preserving bijection S α,β : P(A) → P(B). One checks that ρ(αβ * ) is the spatial isometry with spatial system (S α,β , A, B, 1). Hence ρ is a spatial, nondegenerate representation. Proof. Let X be any countably infinite set. Because X is infinite and #Q 0 ≤ #X, there exists a bijection φ :
Because #X v = #X is infinite and #R v ≤ #X v , there is a bijection ζ v :
s(e) ({e} × X s(e) ) (e ∈ Q 1 ). By construction, (4.7) is satisfied. For e ∈ Q 1 , let r −1 × 1 : {r(e)} × X → {e} × X be the obvious bijection. Define a semigroup homomorphism S : S(Q) → I(X) by setting
Let G be the groupoid of germs associated to this action of S on X, and consider the nondegenerate spatial representation ρ : L Q → L(ℓ p (G)) of (4.20). Then ρ is injective by Lemma 4.21; furthermore, #G = ℵ 0 and any bijection G N induces a spatial isometric isomorphism ℓ p (G) ℓ p (N).
Matrix algebras and spatial representations
Let 1 ≤ n ≤ ∞ and let A be an algebra. Write M n for the algebra of n × n-matrices with finitely many nonzero entries, and M n A = M n ⊗ A. If i, j ∈ N, we write E i, j for the canonical matrix unit. Let Q be a countable graph, X a σ-finite measure space, and
is a spatial partial isometry with reverse ρ(E j,i ⊗ x * ). 
is spatial in the matricial sense above if and only if its composition with the map (5.2) is a spatial representation of L M n Q .
) be a spatial representation. Let I = {1, . . . , n} if n is finite, and
Then σ I is spatial. Indeed if a ∈ S(Q) and σ(a) is a spatial isometry with domain support E and rank support F, then σ I (E i, j ⊗a) is a spatial isometry with domain support { j}×E and range support {i} × F. We remark that for I = {1, . . . , n}, σ I is the representation induced by the amplification of σ in the sense of [8, Definition 4.10].
Lemma 5.4. Let Q be a countable graph, I a countable set, X a σ-finite measure space,
Proof. Let X i,v be the domain support of the spatial idempotent ρ(
. Choose i 0 ∈ I, and let Y = X i 0 . Then
One checks that u conjugates σ I to ρ, concluding the proof.
A spatiality criterion
We write M n = M n C for the matrix algebra and M ∞ = n M n . We have a natural identification M n = L(ℓ p ({1, . . . , n}) for n < ∞ and a natural embedding M ∞ → L(ℓ p (N)); by pulling back the operator norm, we get a norm || || p on M n (1 ≤ n ≤ ∞) which makes the latter into a normed algebra M p n . If I is a set and (6.1) n = (n i ) i∈I is a family with 1 ≤ n i ≤ ∞, we write
for the algebraic direct sum equipped with the supremum norm ||(a i )|| = sup i∈I ||a i || p . We write E 
) satisfying i); hence we may assume that I = {1} has only one element. If n < ∞, nondegeneracy implies that ρ(1) = 1, so ρ is contractive by [12, Theorem 7.2] . Assume n = ∞. Proceed as in loc. cit., using the partial isometries ρ(E 1,a ) :
(the L p -tensor product) that conjugates ρ to the contractive representation T → T ⊗ 1. It follows that ρ is contractive, concluding the proof that i)⇒ii). Assume now that ii) holds. Then {ρ(E Recall that the Leavitt path algebra is equipped with a Z-grading L Q = n (L Q ) n where (L Q ) n is as in (2.4) . Write (L Q ) 0,n ⊂ (L Q ) 0 for the subalgebra linearly spanned by the elements of the form αβ * with r(α) = r(β) and |α| = |β| ≤ n. We have an increasing union
Each (L Q ) 0,n is isomorphic to a direct sum of (possibly infinite dimensional) matrix algebras. 
Proof. The implication i)⇒ ii) is clear using Proposition 6.3. Assume that ii) holds; then ρ(e) is a bijective isometry
ρ(r(e))L p (X) → ρ(ee * )L p (X)
The
An L p -operator algebra is a Banach algebra B together with a norm on each M n B that makes into a Banach algebra in such a way that there exists a nondegenerate representation ρ : B → L(L p (X)) for some σ-finite measure space X, A spatial p-seminorm is a seminorm h : L Q → R ≥0 such that there exist a σ-finite measure space X and spatial representation ρ :
Observe that by Lemma 4.12, every spatial seminorm is induced by a nondegenerate
for the completion of L Q with respect to the norm (7.5); O p (Q) is a Banach algebra, and the canonical map L Q → O p (Q) is injective, again by Proposition 4.23. Since Q is countable, there is a countable family {ρ n } of σ-finite nondegenerate spatial representations such that || || is the norm associated to the L p -direct sum
which is a nondegenerate spatial representation. Hence O p (Q) is isometrically isomorphic to the closure of ρ(L Q ).
is universal for L p -spatial representations. By Lemma 5.4 and the discussion above, for each n there is a spatial representation
and we have isometric isomorphisms
Theorem 7.8. Let X be σ-finite measure space with nonzero measure, p
) the restriction ofρ. Then the following conditions are equivalent:
Proof. If ρ is spatial then it induces a contractive homomorphismρ
) which agrees with ρ on L Q ; sinceρ does the same, we must haveρ =ρ ′ . This proves that i)⇒ii). Conversely if ii) holds, then ρ is spatial by Theorem 6.4. Theorem 7.9. Let X be σ-finite measure space with nonzero measure, p as in Theorem 7.8, Q a countable graph,ρ : 
at each w ∈ sour(Q). The obvious inclusion Q ⊂ Q r induces an algebra monomorphism
Observe that for # ∈ {d, r}, composition with φ # sends spatial representations of L Q # to spatial representations of L Q . Hence we have an induced map
Proposition 8.6. Let Q be a countable graph, 1 ≤ p < ∞, and # ∈ {r, d}. Then the map (8.5) is surjective.
Proof. It suffices to show that for every nonzero spatial
with reverse t, with both Y and s depending on ρ and #, such that for the map
We begin by the case # = r. If α ∈ P(Q), we write X α for the support of the spatial projection ρ(αα * ). Regard N as a measure space with counting measure; set Y := X ⊔ w∈sour(Q) (X w × N). Let s and t be the inverse isometries induced by the inclusion X ⊂ Y.
n . One checks that ρ r is well-defined and makes (8.7) commute. Next we consider the case # = d. The measure space Y will be a coproduct
Y v n ; the isometries s, t will be those induced by the inclusion X ⊂ Y. For v ∈ sink(Q), we set Y v n = X v × {n}, τ n : X v −→ X v × {n} the obvious bijection, and put 
A uniqueness theorem
The purpose of this section is to prove the following theorem. 
) the operator norm closure, then the natural map is an isometric isomorphism
The proof of Theorem 9.1 will be given at the end of the section, after a series of propositions, definitions, and lemmas, which adapt and extend those in [12, Section 8] .
(1) We say that ρ is free if there is a partition X = m∈Z E m , E m ∈ B, such that for all m ∈ Z, e ∈ Q 1 , we have holds if we set E n = E 0 and E −1 = E n−1 .
u has the following properties: Proof. We shall use the fact that, because L Q is simple, Q is cofinal, i.e. for every v ∈ Q 0 and each cycle c there is a path starting at v and ending at some vertex in c (see [1, Theorem 2.9.7] ). Let v ∈ Q 0 . If v ∈ Q 0 is not in any cycle, we set E v = X v ; observe that µ(E v ) 0 by hypothesis. Because v is not in any cycle, any two distinct paths ending in v are incomparable, and so E v satisfies the disjointness condition of the lemma. Next assume that v belongs to a cycle. Let α := α v be a cycle based at v and let β be a closed path with s(β) = v that agrees with α up to an exit, goes out following the exit, returns to c (which is possible by cofinality) and follows it till it gets back to v. Consider the infinite path γ := αβααββαααβββ . . .
It is long, but straightforward to check that (9.7)
∄θ ∈ P(Q) such that θθ ≥ γ.
Let n ∈ N and v ∈ E 0 . For i ≥ 1, let γ i be the i-th edge of γ. Put
Then µ(E v ) 0 because µ(X w ) 0 for all w ∈ Q 0 . Let η and τ be different paths such that r(η) = r(τ) = v, of lengths k and l respectively (k ≤ l ≤ n). We have to check that S η (E v ) and S τ (E v ) are disjoint. If k = 0 this is clear from Remark 4.6, because S τ (E v ) = X τγ 1 ...γ 2n and the paths τγ 1 . . . γ 2n and γ 1 . . . γ 2n are incomparable, by (9.7). So assume that 0 < k ≤ l; if η and τ are incomparable, we are done. Otherwise, we must have η τ; say τ = ηδ.
Let (X, B, µ) be a σ-finite measure space and
Proof. Straightforward.
Proposition 9.9. Let Q be a nonsingular countable graph without sources. Let p ∈ [1, ∞), p 2, and let X and Y be measure spaces and 
Proof. This proposition generalizes [12, Proposition 8.6]; we shall adapt the argument therein using Lemma 9.6 instead of [12, Lemma 8.5] 
) is approximately free. Hence by Lemma 4.12 we may assume that ρ and φ are both nondegenerate. For each α ∈ P = P(Q), let R α and S α be the bijective measurable set transformations X r(α) → X α , Y r(α) → Y α associated to ρ(α) and φ(α), as in Remark 4.6. We have to show that if a ∈ L Q is such that ρ(a) = 1, then φ(a) ≥ 1. By Lemma 2.5, there are N 0 ≥ 0, a finite set F 0 ⊂ P and a finitely supported function λ 0 :
Because sour(Q) = ∅ by hypothesis, for each v ∈ s(F 0 ) we may choose a path τ v ∈ P N 0 with r(
Because every path in the set τ F 0 = {τ v : v ∈ s(F 0 )} is of length N 0 , any two of them are incomparable. Hence by Remark 4.6, the elements of ρ(τ F 0 ) are orthogonal spatial partial isometries. Therefore ρ(x) = 1, by Lemma 9.8; similarly, ρ(x * ) = 1. Hence ρ(b) = ρ(a) = 1 and by the same argument, φ(b) = φ(a) . Therefore it suffices to show that for every ǫ > 0, (9.10) φ(b) > 1 − ǫ.
For β ∈ P N 0 and α ∈ F 0 , let
, it is also injective. Using this in the third step, we obtain such that for the remaindern of n modulo N, Because Q is nonsingular by hypothesis, and because we have assumed that ρ is nondegenerate, for each l ≥ 0 we have a decomposition (4.11). It follows from this that 
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It follows from (9.11) and (9.12) that
Hence we can write any η ∈ L p (X) as a sum
Next, by Lemma 9.6, for each v ∈ Q 0 there is a measurable set E v ⊂ Y of nonzero measure such that the family {S γ (E r(γ) ) : γ ∈ W} is disjoint. Choose a norm-one element ζ v ∈ L p (E v ) for each v ∈ Q 0 . Let
One checks, as in the proof of [12, Proposition 8.6] , that u is an isometry. Let A calculation similar to that of the proof of [12, Proposition 8.6] shows that for ξ as above, (9.14) uρ(b)ξ = ψ(b)uξ.
It follows from (9.13) and (9.14) that (9.10) holds. This completes the proof.
Proof of Theorem 9.1 Because L Q is simple by hypothesis, the C * -algebra C * (Q) is simple; thus every nonzero * -representation L Q → L(L 2 (X)) induces the same norm. But by Remark 4.5 every spatial representation is a * -representation, so the theorem is clear for p = 2. Assume p 2. By Proposition 8.6 and Corollary 8.8, we may assume that Q is nonsingular and has no sources. By Lemma 9.4 and Propositions 9.5 and 9.9, every spatial seminorm is associated to a free spatial representation. Applying Proposition 9.9 again, we get that any two nonzero approximately free spatial representations lead to the same seminorm. Proof. If either p 1 or Q 0 is finite, then iii) and iv) are equivalent, by Theorem 7.9. Let 2 p ∈ [1, ∞). It follows from Theorems 7.8 and 9.1 that i)⇒iii). By Lemma 4.12 and Theorem 7.8, iii)⇒ii). Similarly, iii')⇒ii"). It is clear that ii)⇒ii')⇒ii") and that iii)⇒iii'). It remains to show that ii")⇒i). By [ 
A simplicity theorem

