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KHOVANSKII-GRO¨BNER BASES
Daniel James Ehrmann, PhD
University of Pittsburgh, 2020
In this thesis a natural generalization and further extension of Gro¨bner theory
using Kaveh and Manon’s Khovanskii basis theory [KM19] is constructed.
Suppose A is a finitely generated domain equipped with a valuation v with
a finite Khovanskii basis. We develop algorithmic processes for computations
regarding ideals in the algebra A. We introduce the notion of a Khovanskii-
Gro¨bner basis for an ideal J in A and give an analogue of the Buchberger
algorithm for it (accompanied by a Macaulay2 code). We then use Khovanskii-
Gro¨bner bases to suggest an algorithm to solve a system of equations from A.
Finally we suggest a notion of relative tropical variety for an ideal in A and
sketch ideas to extend the tropical compactification theorem to this setting.
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1.0 INTRODUCTION
This thesis continues the work of Kaveh and Manon [KM19] which aims to
use higher rank valuations to extend powerful and extremely useful methods of
Gro¨bner basis theory for ideals in a polynomial ring to general algebras. When
a general algebra has a finite Khovanskii basis with respect to a valuation, we
introduce the notion of a Khovanskii-Gro¨bner basis for an ideal in that algebra.
We will show how one can construct Khovanskii-Gro¨bner bases and use them
to extend Gro¨bner basis theory to this more general context. The rest of this
introduction will give a survey of the main results of this thesis. Proofs and
unexplained notation will appear in later chapters.
Let k be a field. In the usual Gro¨bner theory for ideals in a polyno-
mial ring k[x] = k[x1, . . . , xn], one begins by fixing a term order  (Example
2.1.1) on the additive semigroup Zn≥0, that is, a well-ordering on Zn≥0 that
respects addition. Let f =
∑
a
cax
a ∈ k[x1, . . . , xn], where x = (x1, . . . , xn),
a = (a1, . . . , an) ∈ Zn≥0 and xa = xa11 . . . xann . One defines the initial monomial
of f as:
in(f) = cbxb,
where b = min{a | ca 6= 0} and the minimum is with respect to the term order
. A Gro¨bner basis for an ideal I ⊂ k[x] is a finite collection of elements in I
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whose initial monomials generate the initial ideal
in(I) = 〈in(f) | f ∈ I〉.
The Hilbert basis theorem (Theorem 2.1.5) asserts that we always have a finite
Gro¨bner basis and the well-known Buchberger algorithm produces a Gro¨bner
basis for I starting with a set of generators for it. Given a Gro¨bner basis for
an ideal I, one can provide efficient algorithms to solve many computational
problems concerning I, such as the ideal membership problem (i.e. deciding
whether a given polynomial lies in I or not).
One attempt to expand Gro¨bner basis theory beyond polynomial rings
was done by Robbiano-Sweedler [RS90] and Ollivier [Oll91] with their work
on SAGBI bases. They were able to expand the algorithms and properties of
Gro¨bner bases to certain subalgebras of polynomial rings, such as determining
ideal membership, computing syzygies, and a Buchberger criterion and algo-
rithm [Mil96]. Throughout this thesis, unless noted otherwise, we start with
a finitely presented commutative algebra over k and domain A and equip it
with a valuation map v : A \ {0} → Zs (Definition 2.3.1) where Zs has a total
order . We say that v has one-dimensional leaves if ∀a dim(Fva/Fva) is
at most 1-dimensional, where Fva = {f ∈ A | v(f)  a} ∪ {0}. For most
of the results in this manuscript we will assume that the valuation has one-
dimensional leaves. If v has one-dimensional leaves, the rank of the sublattice
of Zs generated by S(A, v) = S is equal to d = dim(A), where
S = {v(f) | 0 6= f ∈ A}.
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The valuation v will play the role of the exponent of the initial term of a
polynomial. One defines the associated graded algebra grv(A) with respect to
the valuation map by:
grv(A) =
⊕
a∈Zn
Fva/Fva.
From the definition of a valuation map it follows that grv(A) is a domain. We
can then consider the image f¯ of an element f ∈ A in grv(A) to be the analog
of the initial monomial.
Definition 1.0.1. (Khovanskii Basis) Given a valuation map v : A\{0} → Zs
with the associated graded ring grv(A), we say that B ⊂ A is a Khovanskii
basis for A if the image B¯ of B in grv(A) is a set of algebra generators for grv(A).
Throughout this thesis we assume (A, v) has a finite Khovanskii basis or
equivalently grv(A) is a finitely generated algebra. The basics of Khovanskii
basis theory have been developed by Kaveh and Manon [KM19] and give a nat-
ural generalization of SAGBI theory. In contrast to SAGBI theory Khovanskii
bases can be utilized when working with affine varieties whose coordinate rings
are not subalgebras of polynomial rings (e.g. if the variety is not unirational).
The name was suggested by B. Sturmfels in honor of A. G. Khovanskii’s con-
tributions to combinatorial algebraic geometry and convex geometry and in
particular, his central role in developing the theory of Newton-Okounkuv bod-
ies where valuations on algebras play an important role.
Let (A, v) have a finite Khovanskii basis. The following is an extension of
the notion of Gro¨bner basis for ideals in A.
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Definition 1.0.2. (Khovanskii-Gro¨bner Basis) Let J ⊂ A be an ideal. We
say that G = {g1, . . . , gm} ⊂ J is a Khovanskii-Gro¨bner basis for J if
〈G¯〉 = 〈g¯1, . . . , g¯m〉 = 〈J¯〉 = 〈j¯ | j ∈ J〉
where j¯ is the image of j in grv(A).
The next definition is our extension of the notion of standard monomials
for an ideal of a polynomial algebra.
Definition 1.0.3. (Adapted Basis) A set B ⊂ A is an adapted basis for (A, v)
if B¯ = {f¯ | f ∈ B} is a vector space basis for grv(A).
Remark 1.0.4. Since an adapted basis is a vector space basis, we can de-
compose the algebra as A =
⊕
a∈Zs
Va where Va = span{b ∈ B | v(b) = a}. We
call
⊕
a∈Zs
Va the direct sum decomposition adapted to the valuation v. Note that
Va ∼= Fva/Fva.
We introduce notions of minimal Khovanskii-Gro¨bner basis and reduced
Khovanskii-Gro¨bner basis. However, unlike the usual Gro¨bner theory for poly-
nomial rings, while every ideal J ⊂ A has a reduced Khovanskii-Gro¨bner basis,
it may not be unique. For the purposes of computation in this context we have
the following analog of the division algorithm (Algorithm 3.0.2). This will give
us the necessary and basic tools needed to compute a Khovanskii-Gro¨bner ba-
sis and to solve problems related to ideals in a general algebra with a finite
Khovanskii basis.
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Proposition 1.0.5. (Division Algorithm 3.0.2) Let f ∈ A = ⊕
a
Va and con-
sider a set of elements G = {g1, . . . , gm} ⊂ A. Then f can be written as a
linear combination f = c1g1 + · · ·+ cmgm + r where ci ∈ A and r =
∑
a
ra with
ra ∈ Va such that r¯a /∈ 〈g¯1, . . . , g¯m〉. In particular r = 0 implies that f ∈ 〈G〉.
Similar to the division algorithm for polynomials (Algorithm 2.1.3), the
generalized division algorithm does not always give a unique remainder. In the
polynomial case we only get a unique remainder when dividing by a Gro¨bner
basis. In this context we can replace a Gro¨bner basis with a Khovanskii-
Gro¨bner basis, provided that the valuation has one-dimensional leaves. In this
case grv(A) is a semigroup algebra k[S] where S = {v(f) | 0 6= f ∈ A} is the
value semigroup of (A, v) (Definition 2.6.1). Recall that the rank of a valua-
tion v is the rank of the sublattice generated by S. A valuation is full rank
if the image of A generates a full rank sublattice of Zs. One shows that if a
valuation is full rank and the base field k is algebraically closed, then it has
one-dimensional leaves.
Proposition 1.0.6. (Proposition 3.0.6) If G is a Khovanskii-Gro¨bner basis
and the valuation has one-dimensional leaves, then the remainder term r in
the division algorithm (Algorithm 3.0.2) is unique. In particular, f ∈ 〈G〉 if
and only if r = 0.
We prove an analogue of the Buchberger criterion (Theorem 3.0.20) and
the Buchberger algorithm (Algorithm 3.0.23) for Khovanskii-Gro¨bner bases.
This theorem and algorithm use the notion of syzygies of a graded ring 3.0.19
in place of S-polynomials in the usual Gro¨bner theory, similar to how it is used
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in SAGBI theory. Moreover, we provide a Macaulay2 code for computation of
Khovanskii-Gro¨bner bases when the algebra is given by means of generators
and relations.
Gro¨bner bases can be used to give an efficient algorithm to find solutions of
a system of polynomial equations. We propose an extension of this algorithm
to the setting of an algebra A with a finite Khovanskii basis (Proposal 4.0.6).
Given a smooth point p ∈ Spec(A) = X consider its local ring Op and let mp
denote the maximal ideal of Op. Since p is a smooth point, Op is a regular
local ring and we can write mp = 〈u1, . . . , ud〉 where d = dimX. One calls
{u1, . . . , ud} a system of parameters at p. With this system of parameters we
can define a lowest term order valuation on A (Example 2.3.2). Suppose we
have a finite Khovanskii basis with this valuation. We propose a procedure for
solving a system of equations in A (Proposal 4.0.6). The next proposition is a
key step in this regard.
Proposition 1.0.7. (Elimination Ideal 4.0.2) With notation as above, con-
sider the ideal J ⊂ A with a finite Khovanskii-Gro¨bner basis G with respect
to the valuation v. Then Gi = G ∩ k[[ui+1, . . . , ud]] is a Khovanskii-Gro¨bner
basis for the ith elimination ideal Ji = J ∩ k[[ui+1, . . . , ud]].
Note that a Khovanskii basis gives an embedding of X = Spec(A) in an
affine space An. Suppose B = {b1, . . . , bn} is a finite Khovanskii basis for A
with respect to the valuation above.
Proposal 1.0.8. (Proposal 4.0.6)
Input: A finite set Γ ⊂ A.
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Output: Points on Spec(A) ⊂ An that satisfy f = 0 for all f ∈ Γ.
Suppose J ⊂ A ∼= k[x1, . . . , xn]/I is an ideal, then we can use the usual
Gro¨bner basis theory for the ideal J˜ = pi−1(J) + I ⊂ k[x1, . . . , xn], where
pi : k[x1, . . . , xn] → A is the natural homomorphism, to find solutions of the
system Γ. We expect that the algorithm 4.0.6 is more efficient than using
the classical Gro¨bner basis algorithm when dim(V (I)) = d  n. This is
because running time for finding a Gro¨bner basis is exponential in the number
of variables in the polynomial ring.
Tropical geometry is an interface between algebraic geometry, combina-
torics and convex geometry. The tropical variety of a subvariety of an alge-
braic torus is a polyhedral fan in Rn that encodes the asymptotic directions in
the subvariety. Recall that the tropical variety trop(I) is the set of all ω ∈ Qn
such that the corresponding initial ideal inω(I) (Definition 2.1.14) contains no
monomials. The tropical variety trop(I) has a fan structure coming from the
Gro¨bner fan of the homogenization of I. In particular, each cone C ⊂ trop(I)
has an associated initial ideal inC(I) (Section 2.7). Following [KM19] we say
that C is a prime cone if the corresponding initial ideal inC(I) is a prime ideal.
Many advanced tools in algebraic geometry, such as intersection theory,
are tailored to varieties that are complete/compact. However, many varieties
that one deals with are not compact. In such a case one first needs a compact-
ification of the variety. A compactification of a variety Z is a complete variety
Z˜ such that Z is a Zariski dense subset. One can use tropical varieties to find
a “nice” compactification for a subvariety in an algebraic torus [Tev07].
In this thesis we introduce the notion of a relative tropical variety tropC(J)
of an ideal J ⊂ A with respect to a prime cone C. We show that tropC(J)
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encodes directions at infinity of the subvarieties Y defined by J with respect
to prime divisors defined by C. For ω ∈ C one constructs a partial compacti-
fication X˜ω of X = Spec(A). The variety X˜ω consists of X with a divisor Dω
at infinity attached to it. X˜ω is defined as Proj of a Rees algebra (see Section
5). Let Y˜ω to be the closure of Y = V (J) in X˜ω.
Theorem 1.0.9. (Theorem 5.0.3) Let ω ∈ C and let J ⊂ A be an ideal with
V (J) = Y ⊂ X, and Y˜ω its closure in X˜ω. Then Y˜ω \ Y 6= ∅ if and only if
ω ∈ tropC(J).
This theorem tells us that given a subvariety Y of X, its relative tropical
variety tropC(J) gives us information about the closure of Y in the partial
compactification of X defined using C. A complete generalization of tropi-
cal compactification theorem should say that if Σ is a fan whose support is
tropC(J), then tropC(J), in a sense that can be made precise, gives the most ef-
ficient way to compactify Y ⊂ X among the compactifications coming from C.
Remark 1.0.10. We expect that a complete generalization of the compactifi-
cation theorem should follow from the above result as well as a generalization
of the construction of a toric variety from a fan to associate a partial compact-
ification of X to a fan in a prime cone C.
The development of the theory of Khovanskii bases and construction of
valuations with finite Khovanskii bases from prime cones is the work of Kaveh
and Manon [KM19]. The contribution of this thesis is developing the theory
of Khovanskii-Gro¨bner bases. More precisely we give: (1) an analog of the
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Buchberger criterion and algorithm with corresponding Macaulay2 code, the
associated division algorithm and solution to the ideal membership problem
with corresponding Macaulay2 code, (2) a proposal for finding solutions of a
system of equations in an algebra A, and (3) the notion of relative tropical
variety of an ideal J ⊂ A with respect to a prime cone C.
Notation. Throughout this paper we use the following notation.
• k, a field which we take to be our base field throughout the paper.
• k[x], the polynomial ring over k associated to a finite set of indeterminates
x = (x1, . . . , xn).
• A, a finitely generated k-algebra and domain with Krull dimension d =
dim(A).
• X = Spec(A), the affine variety associated to A.
• v : A \ {0} → Zs, a discrete valuation on A (Definition 2.3.1). We denote
the corresponding associated graded algebra by grv(A).
• vω : A \ {0} → Z, a valuation defined by a weight vector ω (Section 2.7).
• S(A, v), the value semigroup of (A, v) (Definition 2.6.1).
• B = {b1, . . . , bn}, a set of k-algebra generators for A. We denote the kernel
of k[x1, . . . , xn]→ A by I.
• B, a set of vector space generators for A.
• GF (I), the Gro¨bner fan of a homogenous ideal I in k[x1, . . . , xn].
• trop(I), the tropical variety of an ideal I in k[x1, . . . , xn].
• k[V ], the coordinate ring of an affine variety V .
• Syz(S), the set of syzygies on S (Definition 2.5.4).
• D, a divisor on a normal variety X.
• X˜, a compactification of a variety X.
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• IB, the kernel of the map Φ : k[x]→ grv(A) which sends xi → b¯i.
• Frac(A), the field of fractions of A.
• Proj(A), the Proj construction of a positively graded ring A.
• Bω,≥−k = {b ∈ B | vω(b) ≥ −k}.
• X˜ω, the partial compactification of X obtained by adding the divisor Dω.
• tropC(J), the tropical variety relative to a prime cone C of an ideal J ⊂ A
(Definition 5.0.1).
• Op, the local ring associated to a smooth point p in a variety.
• mp = {u1, . . . , ud}, the maximal ideal of a local ring Op.
• Ji, the ith elimination ideal of an ideal J (Definition 4.0.1).
List of Assumptions. Throughout this paper we make the following as-
sumption unless stated otherwise.
• The algebra A is a domain.
• The base field k is of characteristic 0.
• A has a finite Khovanskii basis with respect to a natural choice of a valu-
ation v : A \ {0} → Zs.
• The values of the valuation v can be computed effectively.
• Arithmetic in k and A can be done effectively.
• Arithmetic in the graded ring grv(A) can be done effectively.
• Unless otherwise stated Zn has the lexicographic term order.
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2.0 PRELIMINARIES
This chapter is a review of the known literature that will be needed for the
rest of the thesis.
2.1 GRO¨BNER BASES
We start by introducing Gro¨bner basis theory for ideals in a polynomial ring
k[x1, . . . , xn]. The concept of a Gro¨bner basis was first introduced by Buch-
berger in 1965 [Buc06] and is an extremely powerful tool in the field of com-
putational algebra and algebraic geometry. It provides efficient algorithms to
solve many problems in commutative algebra and algebraic geometry such as
the ideal membership problem:
Given an ideal I ⊂ k[x1, . . . , xn], and a polynomial f ∈ k[x1, . . . , xn],
determine if f ∈ I.
Before going into the details of Gro¨bner bases we first need to introduce
the concept of a term order and an initial ideal. We define a term order on the
group Zn≥0 as a total order with the property that if a  b then a + c  b + c
∀a,b, c ∈ Zn≥0. We assume that the term order is minimum well-ordered, i.e.
every chain of elements has a minimum element.
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Example 2.1.1. An example of a term order is the lexicographic order on
Zn≥0. Let a = (a1, . . . , an),b = b1, · · ·n) ∈ Zn≥0. We say a  b if a1 < b1 or
ai = bi ∀i < k and ak < bk.
Given a term order  on Zn≥0, we define the initial term of a polynomial
f =
∑
a
cax
a ∈ k[x1, . . . , xn], where x = (x1, . . . , xn), a = (a1, . . . , an) and
xa = xa11 . . . x
an
n as:
in(f) = cbxb,
where b = min{a | ca 6= 0}, the minimum is taken with respect to the term
order . For an ideal I ⊂ k[x1, . . . , xn] we define the initial ideal of I as
in(I) = 〈in(f) | f ∈ I〉.
It is clear that in(I) is generated by monomials and hence is a monomial
ideal. Note that the initial terms of a set of generators of an ideal may not
generate the initial ideal.
Example 2.1.2. Let I = 〈x3 − 2xy, x2y + x− 2y2〉 ⊂ k[x, y] with the reverse
lexicographic order. Notice that x(x2y + x− 2y2)− y(x3 − 2xy) = x2 ∈ I.
Thus, in(x2) = x2 ∈ in(I) but,
x2 /∈ 〈in(x3 − 2xy), in(x2y + x− 2y2)〉 = 〈x3, x2y〉.
A set of generators for I is a Gro¨bner basis if their initial terms generate
in(I). The follow two results (Lemma 2.1.4 and Theorem 2.1.5) provides the
ground work for finding a Gro¨bner basis. We will start by introducing the
division algorithm for polynomials.
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Algorithm 2.1.3. (Division Algorithm) Fix a term order  on Zn≥0 and let
Γ = {f1, . . . , ft} be a set of polynomials in k[x1, . . . , xn]. Then for every
f ∈ k[x1, . . . , xn], we can write f as,
f = a1f1 + · · ·+ atft + r,
where ai, r ∈ k[x1, . . . , xn] and either r = 0 or none of the nonzero monomials
in r are divisible by in(f1),. . . ,in(ft).
Input: f1, . . . , ft, f
Output: a1, . . . , at, r
Set a1 := 0; . . . ; at := 0; r := 0
p := f
WHILE p 6= 0 DO
i := 1
divisionoccurred := false
WHILE i ≤ t AND divisionoccurred = false DO
IF in(fi) divides in(p) THEN
ai := ai + in(p)/in(fi)
p := p− (in(p)/in(fi))fi
divisionoccurred := true
ELSE
i := i+ 1
IF divisionoccurred = false THEN
r := r + in(p)
p := p− in(p)
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We will write f
Γ−→ r to mean that if we apply the division algorithm to
f by the set of polynomials Γ we will get the remainder r. It is important to
notice that if the set Γ is chosen arbitrarily then the remainder may not be
unique and depends on the order in which fi appear in Γ.
Lemma 2.1.4. (Dickson’s Lemma) Let I ⊂ k[x1, . . . , xn] be a monomial ideal.
Then there exists a finite set of monomials {xα1 , . . . , xαj} that generate I.
Proof : The proof can be found in [CLO15, p.71].

Theorem 2.1.5. (Hilbert Basis Theorem) Every ideal I ⊂ k[x1, . . . , xn] has a
finite generating set.
Proof : Let I = {0}, then I is clearly finitely generated. We can assume
I contains a nonzero element.
First consider in(I). Since in(I) is a monomial ideal, then by Dickson’s
Lemma (Lemma 2.1.4) we have that in(I) is finitely generated, say
in(I) = 〈in(g1), . . . , in(gm)〉 where gi ∈ I.
We claim that I = 〈g1, . . . , gm〉. Since gi ∈ I for all i, we can see that
〈g1, . . . , gm〉 ⊂ I. Let f ∈ I and apply the division algorithm (Algorithm
2.1.3) to f to get:
f = a1g1 + · · ·+ amgm + r
where no term of r is divisible by any in(gi). Since r = f−a1g1−· · ·−amgm ∈
I. We have in(r) ∈ in(I) = 〈in(g1), . . . , in(gm)〉, which implies that
in(r) = 0. Thus r = 0 and f ∈ 〈g1, . . . , gm〉. Therefore I = 〈g1, . . . , gm〉.
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The above two results give us the existence and finiteness of a Gro¨bner
basis, G, for an ideal I ⊂ k[x1, . . . , xn].
Definition 2.1.6. (Gro¨bner Basis) A set G = {g1, . . . , gm} ⊂ k[x1, . . . , xn] is
a Gro¨bner basis for I = 〈g1, . . . , gm〉 if in(I) = 〈in(g1), . . . , in(gm)〉.
Given a Gro¨bner basis G = {g1, . . . , gm} for an ideal I ⊂ k[x1, . . . , xn]
the division algorithm (Algorithm 2.1.3) gives us a unique way to write f ∈
k[x1, . . . , xn] as f = g+r where g ∈ I and no monomial of r is in in(I). Thus
we have that f ∈ I if and only if the remainder r = 0, giving us a solution to
the ideal membership problem.
We can compute a Gro¨bner basis using the well-known Buchberger crite-
rion (Theorem 2.1.8) and Buchberger algorithm (Algorithm 2.1.9). We first
introduce the S-polynomials, which play a crucial role in the Buchberger cri-
terion.
Definition 2.1.7. (S-Polynomial) Let f, g ∈ k[x1, . . . , xn] be nonzero polyno-
mials.
(i) Let deg(f) = a and deg(g) = b. For each i, let ci = max(ai, bi) and
let c = (c1, . . . , cn). We call x
c the least common multiple of in(f) and
in(g).
(ii) The S-polynomial of f and g is
S(f, g) =
xc
in(f)
f − x
c
in(g)
g
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Theorem 2.1.8. (Buchberger Criterion) Let I be a polynomial ideal. Then
an ideal generating set G = {g1, . . . , gm} for I is a Gro¨bner basis if and only
if for all (i, j), i 6= j, the remainder of S(gi, gj) when divided by G is zero.
Proof : The proof can be found in [CLO15, p.85].

Algorithm 2.1.9. (Buchberger Algorithm)
Input: Γ = {f1, . . . , ft} where I = 〈f1, . . . , ft〉.
Output: A Gro¨bner basis G = {g1, . . . , gm} for I.
(1) Set Γ = G.
(2) For each pair {p, q} ⊂ G where p 6= q, do:
(a) Compute S(p, q).
(b) Apply the division algorithm to S(p, q) with G.
(c) If we get a nonzero remainder S, then G := G ∪ {S}.
Go to step (2).
(d) If all reminders are zero, give G as output.
Gro¨bner bases computed using the Buchberger algorithm (Algorithm 2.1.9)
are often bigger than necessary. This leads us to the notions of minimal and
reduced Gro¨bner bases.
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Definition 2.1.10. (Minimal Gro¨bner Basis) For an ideal I ⊂ k[x1, . . . , xn] a
Gro¨bner basis G is minimal if in(g) /∈ 〈in(G \ {g})〉.
Definition 2.1.11. (Reduced Gro¨bner Basis) A minimal Gro¨bner basis G for
an ideal I ⊂ k[x1, . . . , xn] is reduced if for all g ∈ G, no monomial of g, besides
in(g), lies in in(I) = 〈in(G)〉.
Remark 2.1.12. One can show that every ideal I ⊂ k[x1, . . . , xn] has a unique
reduced Gro¨bner basis (see [CLO15, Proposition 7.6]).
We can also use Gro¨bner bases for finding solutions of a system of poly-
nomial equations. We start by defining the ith elimination ideal of an ideal
I ⊂ k[x1, . . . , xn] to be:
Ii = I ∩ k[xi+1, . . . , xn]
noting that I0 = I.
Theorem 2.1.13. (The Elimination Theorem) Let I ⊂ k[x1, . . . , xn] be an
ideal and let G be a Gro¨bner basis for I with respect to a term order  such
that x1  x2  · · ·  xn. Then for every 0 ≤ i ≤ n− 1, the set
Gi = G ∩ k[xi+1, . . . , xn]
is a Gro¨bner basis for the ith elimination ideal Ii.
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Proof : Fix 0 ≤ i ≤ n. It suffices to show that 〈in(Gi)〉 = in(Ii).
Let f ∈ Ii, and note that this implies that f ∈ I. Since G is a Gro¨bner
basis for I we see that in(f) is divisible by some in(g), g ∈ G. But f ∈ Ii
implies that in(g) ∈ Ii. If there exists a monomials in g that contained xj
for j ≤ i, then because of the term order we see that this monomial should be
in(g), which would imply that in(g) /∈ Ii, a contradiction. Hence, g ∈ Gi,
and 〈in(Ii)〉 ⊂ 〈in(Gi)〉.

Note that the (n− 1)st elimination ideal In−1 is that set of all polynomials
in I in one variable xn. The fact that Gn−1 is a Gro¨bner basis for In−1 implies
that if we solve the polynomials in Gn−1, we get all the possible solutions for
xn. We continue this process to get all solutions for all the variables. Here we
make the assumption that we have an efficient process for root finding in our
algebraically closed field [FJ08].
It can be useful to replace a term order with a weight vector ω ∈ Rn. We
define the initial form of a polynomial f =
∑
α
cαx
α ∈ k[x1, . . . , xn] with respect
to ω ∈ Rn as:
inω(f) =
∑
ω·β=γ
cβx
β,
where γ = min{ω · α | cα 6= 0} and the minimum is taken with respect to the
usual ordering of numbers. This leads to the natural definition of the initial
form.
Definition 2.1.14. (Initial Ideal) Given an ideal I ∈ k[x] the initial ideal of
I with respect to some weight vector ω ∈ Rn is
inω(I) = 〈inω(f) | f ∈ I〉.
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It is easy to see that the initial form of a polynomial may not be a mono-
mial. However, when ω is in general position, we can see that the initial form
is a monomial. When ω is in general position then the initial ideal inω(I)
coincides with in(I) for some term order . This leads us to the concept of
a Gro¨bner region.
Definition 2.1.15. (Gro¨bner Region) A Gro¨bner region of an ideal I ⊂ k[x],
GR(I), is the set of all ω ∈ Rn such that in(inω(I)) = in(I) for some term
order .
Note that if I is homogenous then GR(I) = Rn. Given an ideal I, we have
an equivalence relation among the weights in the Gro¨bner region, GR(I), we
say that ω1 ∼ ω2 if inω1(I) = inω2(I). It can be shown that the equivalence
classes of ∼ are relative interior of polyhedral cones and the closures of the
equivalence classes form a fan (Definition 2.2.4), see [Stu96, Chapter 1].
2.2 TORIC VARIETIES
In this section we take k = C. For a comprehensive reference on toric varieties
we refer the reader to [CLS10].
Definition 2.2.1. (Torus) The affine variety (C∗)n is a group under compo-
nent wise multiplication. A torus T is an affine variety isomorphic to (C∗)n.
Definition 2.2.2. (Toric Variety) A toric variety is an irreducible normal va-
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riety X containing a torus T ∼= (C∗)n as a Zariski open subset such that the
action of T on itself extends to an algebraic action of T on X.
Toric varieties are classified by polyhedral cones and fans. We recall these
notions from polyhedral geometry.
Definition 2.2.3. (Convex Polyhedral Cone) A convex polyhedral cone in Rn
is the cone generated by a finite set S ⊂ Rn:
σ = Cone(S) = {
∑
u∈S
λuu | λu ≥ 0} ⊂ Rn.
σ is a strongly convex polyhedral cone if it does not contain a 1-dimensional
subspace (i.e. a line through the origin).
Definition 2.2.4. (Fan) A fan Σ in Rn is a finite collection of cones σ ⊂ Rn
such that:
(1) Every σ ∈ Σ is a strongly convex rational polyhedral cone.
(2) For all σ ∈ Σ, each face of σ is also in Σ.
(3) For all σ1, σ2 ∈ Σ with σ1 ∩σ2 6= ∅ we have σ1 ∩σ2 is a face of both σ1 and
σ2 and belongs to Σ.
For every cone σ ∈ Rn we define the dual cone of σ by:
σ∨ = {a ∈ Rn | 〈a, u〉 ≥ 0 for all u ∈ σ}.
To a cone σ we associate an affine toric variety Uσ defined by Uσ =
Spec(C[σ∨ ∩ Zn]). One can construct an abstract XΣ from a fan Σ by gluing
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affine toric varieties Uσ [CLS10, Section 3.1]. The following theorem is the
main result about classification of toric varieties (see [CLS10, Chapter 3]):
Theorem 2.2.5. There is a one-to-one correspondence (in fact equivalence of
categories) between fans and the isomorphism classes of toric varieties.
2.3 TROPICAL GEOMETRY
Tropical geometry is an interface between algebraic geometry, combinatorics,
and convex geometry and has many connections to other fields. Tropical ge-
ometry is the geometry over the tropical semiring R¯ = R ∪ {∞}, with the
usual operation of addition replaced by minimum and the usual operation of
multiplication replaced by addition. This turns polynomials into piecewise
linear functions, and turns algebraic varieties into objects from polyhedral ge-
ometry. The notion of a valuation map is an important concept connected to
tropical varieties. We warn the reader that in some of the tropical geometry
literature, in the definitions, maximum convention is used instead of minimum
convention in this thesis.
Definition 2.3.1. (Valuation Map) A function v : A \ {0} → Zs, where Zs is
equipped with a term order , is a valuation map over a field k if it satisfies
the following:
(1) For all 0 6= f, g ∈ A with 0 6= f + g we have v(f + g)  min{v(f), v(g)}.
(2) For all 0 6= f, g ∈ A we have v(fg) = v(f) + v(g).
(3) For all 0 6= f ∈ A and 0 6= c ∈ k we have v(cf) = v(f).
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One extends v : A→ Zs ∪ {∞} by defining v(0) = +∞.
An important example of a valuation map is the minimum term valuation.
Example 2.3.2. Consider the polynomial ring k[x1, . . . , xn]. Fix a term order
on Zn. We define v : k[x1, . . . , xn] \ {0} → Zn as follows. For f ∈ k[x1, . . . , xn]
let v(f) = b = min{a | ca 6= 0}. It is easy to check that this does give us
a valuation map. Note that the above definition works for power series ring
k[[x1, . . . , xn]] as well. We can also similarly define a valuation on k[x1, . . . , xn]
using b′ = max{a | ca 6= 0} and v(f) = −b′.
Fix a valuation v : k \ {0} → Z. Let k[x±1 , . . . , x±n ] denote the ring of
Laurent polynomials over k. Given a function f =
∑
a∈Zn
cax
a ⊂ k[x±1 , . . . , x±n ],
we define the tropical polynomial trop(f) : Rn → R associated to f by:
trop(f)(w) = min
a∈Zn
(v(ca) +
n∑
i=1
aiwi).
Note that the tropicalization of a Laurent polynomial f transforms it to a
piecewise linear function trop(f).
Definition 2.3.3. (Tropical Hypersurface) The tropical hypersurface
trop(V (f)) is the set
{ω ∈ Rn | the minimum in trop(f)(ω) is achieved at least twice}.
The tropical hypersurface is the set of points in Rn where the piecewise
linear function trop(f) fails to be linear. To compute a tropical variety, we
now introduce the Fundamental Theorem of Tropical Algebraic Geometry.
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Theorem 2.3.4. (Fundamental Theorem of Tropical Algebraic Geometry) Let
I be an ideal in k[x±1 , . . . , x
±
n ] and Z = V (I) its variety. Then the following
three subsets of Rn coincide:
(1) The tropical variety trop(Z) =
⋂
f∈I
trop(V (f)).
(2) The closure in Rn of the set of all vectors w ∈ Qs with inw(I) 6= 〈1〉.
(3) The closure of the set of coordinatewise valuations of points in Z:
v(Z) = {(v(u1), . . . , v(un)) | (u1, . . . , un) ∈ Z}.
It is an important result that any tropical variety is the support of a fan.
Suppose C is a cone contained in trop(Z) such that for any w1,w2 ∈ Co,
the relative interior of the cone C, then inw1(I) = inw2(I). We denote this
common initial ideal by inC(I). Kaveh and Manon introduced the notion of
a prime cone [KM19, Section 4] which will be used throughout the remainder
of this paper in correspondence with valuation maps.
Definition 2.3.5. (Prime Cone) Assume A ∼= k[x]/I and trop(V (I)) be the
tropical variety of I. Let C ⊂ trop(V (I)) be a cone as above. We call C a
prime cone if the corresponding initial ideal inC(I) is a prime ideal.
2.4 EFFECTIVE FIELD THEORY
This section will address when algebraic operations can be effectively computed
by a computer. For a more detailed background in effective field theory we
refer the reader to [FJ08]. The basic structures are the prime fields Q, Fp, finite
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algebraic extensions of these fields, the ring Z and the rings of polynomials
over these rings. We consider elements of these rings as recognizable and we
may perform computations with them effectively.
A primitive recursive function is a function that can be computed by a
computer program whose loops are all “for” loops, which implies an upper
bound on the number of iterations of every loop can be determined before
entering the loop. We define the set Λ as the set of all formal quotients of
polynomial words, where polynomial words are defined inductively. Consider
a sequence of symbols (α1, α2, . . . ), then each element of Z and each symbol
is a polynomial word. If t1 and t2 are polynomial words and n ∈ Z, then nt1,
(t1 + t2), and (t1t2) are polynomial words.
The main focus of this section will be presented rings and fields. A pre-
sented ring is a ring in which we can explicitly recognize the elements and in
which we can explicitly carry out addition and multiplication, such as Q and
its algebraic closer Q¯.
Definition 2.4.1. (Presented Ring) A ring is said to be presented if there
exists an injective map j : R→ Λ such that j(R) is a primitive recursive sub-
set of Λ and addition and multiplication are primitive recursive functions over
R. In addition the primitive recursive construction of this data from basic
functions should be “given explicitly” (in a naive way suitable for practical
purposes).
It can be shown that computations of a presented ring can be effectively
done with a computer. Now that we know which rings we can work with we
need to understand what kind of functions we can effectively compute. The
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following is the main theorem of this section.
Theorem 2.4.2. If R is a presented ring then,
(a) The theory of algebraically closed fields of a given characteristic is primitive
recursive.
(b) The theory of algebraically closed fields is primitive recursive.
A field k is presented if the characteristic of k is given explicitly, and the
inverse function of k∗ is a primitive recursive function, explicitly given in terms
of basic functions. An integral domain R is presented in its quotient field k
if R and k are both presented with R a primitive recursive subset of k. Note
that a presented ring is countable and that Z, Q, and Fp can be presented.
Let K be a field extension of a presented field k. Then an element x ∈ K is
presented over k if x is algebraic over k.
Lemma 2.4.3. If an element x is presented over a presented field k, the field
k(x) is also a presented field. An n-tuple (x1, x2, . . . , xn) is said to be presented
over k if xi is presented over k(x1, . . . , xi−1) for all i = 1, 2, . . . , n.
An effective algorithm over a presented ring R is an explicitly given prim-
itive recursive map λ : A → B, where A and B are explicitly given primitive
recursive subsets of [R(x)]a and [R(x)]b, respectively.
Definition 2.4.4. (Splitting Algorithm) A presented field k is said to have a
splitting algorithm if k has an effective algorithm for factoring each element of
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k[x] into a product of irreducible factors.
We should note that it follows from the above results that Q¯, the algebraic
closure of Q, is a presented field and has a splitting algorithm, as well as Q¯[x].
2.5 SAGBI BASES
Gro¨bner basis theory works in polynomial rings. Sweedler [RS90] and Ollivier
[Oll91] extended the framework of Gro¨bner basis theory to subalgebras of
polynomial rings. It is important to recognize that a subalgebra R may not
be Noetherian. Hence, when working with SAGBI (Subalgebra Analog to
Gro¨bner Bases for Ideals) bases we will always make the assumption that R
is finitely generated k-subalgebra in a polynomial ring k[x1, . . . , xn].
Let R ⊂ k[x1, . . . , xn] be a subalgebra. The initial subalgebra in(R) is
the subalgebra of k[x1, . . . , xn] generated by in(f), f ∈ R.
Definition 2.5.1. (SAGBI Basis) A SAGBI basis for a finitely generated k-
algebra R ⊂ k[x1, . . . , xn] is a subset C of R such that in(R) is generated as
a k-algebra by the set of monomials {in(f) | f ∈ C}.
Remark 2.5.2. Even if R is finitely generated, it is still possible that in(R)
is not finitely generated, and hence R would not have a finite SAGBI basis.
However, when in(R) is finitely generated we can imitate all of Gro¨bner the-
ory, including an analogous Buchberger criterion and Buchberger algorithm,
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for ideals in R.
The following example is due to Go¨bel [Gob95] giving us a finitely gen-
erated subalgebra that does not have a finite SAGBI basis with respect to a
certain lexicographic order.
Example 2.5.3. Let R = k[x1, x2, x3]
A3 ⊂ k[x1, x2, x3] the subalgebra which
is invariant under the cyclic permutation x1 → x2, x2 → x3, x3 → x1. We can
see that R has four minimal generators and is hence finitely generated:
R = k[x1 + x2 + x3, x1x2 + x1x3 + x2x3, x1x2x3, (x1 − x2)(x1 − x3)(x2 − x3)]
If we consider  to be the lexicographic term order with x3  x2  x1. It can
be shown that in(R) is not finitely generated (see [Stu96, p.99]). Hence R
does not have a finite SAGBI basis.

Next we introduce the notation of a syzygy. The use of syzygies will re-
place the S-polynomials in the Buchberger algorithm.
Definition 2.5.4. (Syzygy) A syzygy on S = {s1, . . . , sm} ⊂ R is a n-tuple
(as1 , . . . , asm) ∈ Rm such that
m∑
i=1
asisi = 0. We denote the set of all syzygies
on S by Syz(S).
To simplify notation we write (as1 , . . . , asm) = (a1, . . . , am) ∈ Rm when the
order of S = {s1, . . . , sm} is clear.
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Theorem 2.5.5. (Analogue of Buchberger Criterion) Let G = {g1, . . . , gm}
with gi ∈ R, and let H be a subset of Rm such that {(in(h1), . . . , in(hm)) |
(h1, . . . , hm) ∈ H} generates the R-module Syz({in(g1), . . . , in(gm)}). Then
G is a Gro¨bner basis for the ideal 〈G〉 with respect to the term order if and
only if, for every h = (h1, . . . , hm) ∈ H, the polynomial h1g1 +· · ·+hmgm G−→ 0.
Proof : Proof in [Mil94, Theorem 4.9].
Algorithm 2.5.6. (Analogue of Buchberger Algorithms)
Input: A generating set S for an ideal I ⊂ R with a term order .
Output: A Gro¨bner basis G for I.
(1) Let S = {s1, . . . , sm} and in(si) = xci .
(2) Compute a finite generating set H for Syz(xc1 , . . . ,xcm).
(3) Set N := ∅.
(4) For each h = (h1, . . . , hm) ∈ H do:
(a) Find k = (k1, . . . , km) ∈ Rm such that in(ki) = hi.
(b) Compute k1s1 + · · ·+ kmsm S−→ k¯.
(c) Set N := N ∪ {k¯}.
(5) If N 6= {0} then set S := S ∪N \ {0}, and return to step 1.
(6) If N = {0}, print S.
One important example where we can apply the theory of SAGBI bases
is the total coordinate ring of the Grassmanian, namely, the Plu¨cker algebra.
It was shown by Sturmfels [Stu93, Section 3.1] that the set of r × r-minors of
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an r × n-matrix of indeterminants is a SAGBI basis for the subalgebra they
generate, with respect to any diagonal term order on k[x11, . . . , xrn].
However, there are many examples where SAGBI theory cannot be applied,
one of which being Example 2.5.3. For another example where SAGBI theory
cannot be applied, consider an affine cubic curve x3 + ax + b = y2, and let
R = k[x, y]/〈x3 + ax + b − y2〉 = k[E]. Let us assume for a contradiction
that R is a subalgebra of a polynomial ring k[x1, . . . , xn], then there exists an
imbedding Q : R ↪→ k[x1, . . . , xn]. By Lu¨roth’s Theorem there exist k(E) ↪→
k(x1, . . . , xn) which implies that k(E) ↪→ k(t), which is not possible because
an elliptic curve is not a rational curve. Hence, R is not a subalgebra of a
polynomial ring, and thus we cannot apply SAGBI basis theory.
Such examples show the need for a further generalization of Gro¨bner the-
ory. It is because of this that Kaveh and Manon developed what is known as
Khovanskii bases [KM19]. The notion of a Khovanskii basis generalizes the
notion of a SAGBI basis and makes sense for any finitely generated algebra.
2.6 KHOVANSKII BASES
There are many motivations for the theory of Khovanskii bases: they are a
natural generalization of SAGBI theory, they can be utilized when working
with affine varieties whose coordinate rings are not a subalgebra of a polyno-
mial ring, and there is a direct connection between Khovanskii bases and the
theory of Newton-Okounkov bodies. Before we introduce Khovanskii bases we
need to introduce some more terminology, starting by revisiting the definition
of a valuation map (Definition 2.3.1).
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For the remainder of this paper we will consider Zs with a lexicographic
term order. Given a valuation map v : A \ {0} → Zs (for some s ∈ N), we
construct a filtration Fv = (Fva)a∈Qs on A with Fva = {f ∈ A | v(f) 
a}⋃{0} and Fva defined in a similar way. With this filtration we construct
the associated graded ring
grv(A) =
⊕
a∈Qs
Fva/Fva.
For 0 6= f ∈ A we let f¯ ∈ grv(A) be the image of f in Fva/Fva where
v(f) = a.
Definition 2.6.1. (Value Semigroup) Given a valuation map v : A\{0} → Zs
we define the value semigroup of (A, v) by S = S(A, v) = {v(f) | 0 6= f ∈ A}.
We say that the rational rank of the valuation v is the rank of the sublat-
tice of Zs generated by S. A valuation is called full rank if the rational rank
of the valuation is equal to the dimension of the algebra A.
We say that a valuation has one-dimensional leaves if for every a ∈ Qs the
quotient vector space Fva/Fva is at most 1-dimensional.
Theorem 2.6.2. Let k be algebraically closed and assume that v has full rank
d = dim(A) then (A, v) has one-dimensional leaves.
Proof : The proof can be found in [KM19, Theorem 2.3].
The one-dimensional leaves property has the following important implica-
tion. Suppose (A, v) has one-dimensional leaves and let L ⊂ A be a k-vector
30
subspace. Then dimk(L) = |v(L \ {0})|. When (A, v) has one-dimensional
leaves, the associated graded grv(A) is isomorphic to the semigroup algebra
k[S]. Thus we assume that for any pair bi 6= bj ∈ B ⊂ A, a Khovanskii basis,
we have v(bi) 6= v(bj).
Let X ⊂ PN be a d-dimensional projective variety with homogenous coor-
dinate ring A = k[X]. Let v′ : k(X) \ {0} → Zd be a valuation on the field
of rational functions of X. We can extend v′ to v : A \ {0} → Z × Zd as
follows. Fix a homogenous degree one element 0 6= h ∈ k[X]. For f ∈ k[X]m
homogenous of degree m define:
v(f) = (−m, v′( f
hm
)).
Example 2.6.3. Now let X be a projective curve in P2 and let v′ be the order
of vanishing at a smooth point P .
Theorem 2.6.4. (Riemann-Roch Theorem) Given a smooth projective curve
X and D a divisor on it, we have:
`(D)− `(K −D) = deg(D) + 1− g,
where g is the genus of X and K is the canonical divisor of X. Also `(D)
denotes the dimension of the vector space {f | (f) +D > 0}.
Let D = div(h) = Σ
P
aPP be the divisor of h. We can compute the value
semigroup of an elliptic curve using the Riemann-Roch theorem. We note
that for an elliptic curve the genus g = 1, and if deg(D) ≥ 2g − 1 = 1, then
`(K −D) = 0. Consider the divisor nD− kP where D is an arbitrary divisor.
Then we have `(nD − kP ) = 3n − k when deg(nD − kP ) ≥ 1. Thus we
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can see that when k = i < 3n, ` = 3n − i, if k = 3n then ` = 1. Hence,
S = {(x, y) | 0 ≤ y, 0 ≤ x ≤ 3y}. Note that when P = 0 then S is finitely gen-
erated and if P is a general point then S is not finitely generated [KM19, p. 9].
Definition 2.6.5. (Khovanskii Basis) Given a valuation map v : A\{0} → Zs
and the associated graded ring grv(A), we say that B ⊂ A is a Khovanskii basis
for (A, v) if the image B¯ of B in grv(A) is a set of algebra generators for grv(A).
If (A, v) has one-dimensional leaves then B is a Khovanskii basis if and
only if {v(b) | b ∈ B} generates S = S(A, v) as a semigroup. This follows
from the fact that grv(A)
∼= K[S]. We can represent the elements of A as
a polynomial in the elements of B using a subduction algorithm (Algorithm
2.6.6).
Algorithm 2.6.6. (Subduction algorithm)
Input: A Khovanskii basis B ⊂ A and an element 0 6= f ∈ A.
Output: A polynomial expression for f in terms of a finite number of elements
of B.
(1) Since the image of B in grv(A) generates this algebra, we can find
b1, . . . , bn ∈ B and a polynomial p(x1, . . . , xn) such that f¯ = p(b¯1, . . . , b¯n).
Thus we either have f = p(b1, . . . , bn) of v(f − p(b1, . . . , bn))  v(f).
(2) If f = p(b1, . . . , bn) we are done. Otherwise replace f with f−p(b1, . . . , bn)
and go to step (1).
The subduction algorithm (Algorithm 2.6.6) terminates after a finite num-
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ber of steps if the value semigroup S = S(A, v) is maximum well-ordered. It
is important to know how to compute a Khovanskii basis for our algebra A.
For any finite set of generators B = {b1, . . . , bn} let Φ : k[x] → grv(A) be the
natural homomorphism that sends xi → b¯i. The following algorithm is from
[KM19, Section 2].
Algorithm 2.6.7. (Computing a Khovanskii Basis)
Input: A finite set of k-algebra generators {b1, . . . , bn} for A.
Output: A finite Khovanskii basis B.
(1) Put B = {b1, . . . , bn}. Let B¯ be the image of B in grv(A).
Let ΦB : k[x]→ grv(A) be the homomorphism defined by xi 7→ b¯i.
(2) Let IB be the kernel of the homomorphism ΦB. Let G be a finite set of
generators for IB.
(3) Take an element g ∈ G. Let h ∈ A be the element obtained by plugging bi
for xi in g, i = 1, . . . , n. Let h¯ denote the image of h in grv(A).
(4) Verify if h¯ lies in the subalgebra generated by B¯.
(5) If this is the case, find a polynomial p(x1, . . . , xn) such that h¯ = p(b¯1, . . . , b¯n).
This means that either h = p(b1, . . . , bn) or v(h−p(b1, . . . , bn))  v(h). Put
h1 = h− p(b1, . . . , bn). If h1 = 0 go to step (7). Otherwise, replace h with
h1 and go to step (4).
(6) If h¯ does not lie in the subalgebra generated by B¯ then add h to B.
(7) Repeat until there are no more generators left in G.
(8) If no elements were added to G, the set B is our desired finite Khovanskii
basis. Otherwise go to step (1).
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It is shown in [KM19, Corollary 2.19] that the algorithm for computing
a Khovanskii basis (Algorithm 2.6.7) terminates in finite time if and only if
A has a finite Khovanskii basis with the valuation v. We now introduce the
vector space counterpart of a Khovanskii basis, namely, an adapted basis.
Definition 2.6.8. (Adapted Basis) A k-vector space basis B ⊂ A is an adapted
basis with respect to a decreasing algebra filtration F = {Fa}a∈Qs , given by
k-vector subspaces, if Fa
⋂
B is a vector space basis for all a ∈ Qs.
We can write any element in A as a linear combination of elements in the
adapted basis B using the following algorithm.
Algorithm 2.6.9. (Vector Space Subduction)
Input: A vector space basis B¯ ⊂ grv(A), a lift B ⊂ A of B¯ and an element
f ∈ A.
Output: An expression of f as a linear combination of the elements in B.
(1) Compute v(f) = a and take the equivalence class f¯ ∈ Fva/Fva.
(2) Express f¯ as a linear combination of elements in B¯, that is, f¯ =
∑
cib¯i.
(3) If f =
∑
cibi we are done. Otherwise replace f with f −
∑
cibi ∈ Fva
and go to (1).
Remark 2.6.10. Let B¯ ⊂ grv(A) be a vector space basis. A lift B ⊂ A of B¯
is a vector space basis for A (and hence an adapted basis) if and only if the
vector space subduction algorithm (Algorithm 2.6.9) terminates for all f ∈ A.
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2.7 VALUATIONS FROM A PRIME CONE
Fix a total order  on Qs. Given an s × n matrix M ∈ Qs×n we can define
a partial order on the group Qn. Given α, β ∈ Qn, we say that α M β
if Mα  Mβ. Note that it is possible to have α 6= β and Mα = Mβ.
Given this term order we define the notion of initial form of a polynomial
f˜ =
∑
cαx
α ∈ k[x]. Let m(p) = min{Mα | cα 6= 0} where the minimum is
taken with respect to . We define the initial term to be
inM(f) = Σ
β
cβx
β,
where the sum is over all β such that Mβ = m.
Recall that a quasivaluation v is defined with the same axioms as a val-
uation except that v(fg)  v(f) + v(g). One can construct a quasivaluation
v˜ : k[x] \ {0} → Qs from a weight matrix M ∈ Qs×n [KM19, Section 3], by
sending f˜ =
∑
cαx
α ∈ k[x] to
v˜M(f˜) = min{Mα | cα 6= 0},
where the min is with respect to the total order  in Qs. Then we use pi :
k[x] → A and define the quasivaluation map vM : A \ {0} → Qs by sending
f ∈ A to
vM(f) = pi∗(v˜M)(f) = max{v˜M(f˜) | f˜ ∈ k[x], pi(f˜) = f}.
For an arbitrary weight matrix M , this defines a quasivaluation, however if
the weight matrix is chosen appropriately then this construction will give us
a valuation.
The above extends the theory of monomial weightings to weightings by
Qs where Qs is equipped with a term order . We then define a higher rank
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Gro¨bner region GRs(I) ⊂ Qs×n of an ideal I ⊂ k[x] as follows.
Definition 2.7.1. (Gro¨bner region) A matrix M ∈ Qs×n is in the Gro¨bner
region GRs(I) if there is some monomial order > on Qn such that the following
holds:
in(inM(I)) = in(I).
If M ∈ GRs(I) then the standard monomial basis for the cone C that
contains M is an adapted basis with respect to vM [KM19, Proposition 3.3].
We also have that for an algebra A ∼= k[x]/I the associated graded algebra
grv(A)
∼= k[x]/inM(I). Moreover, let 0 6= f ∈ A and write f = Σcαbα as a
linear combination of adapted basis elements bα ∈ B, where bα is the image of
a standard monomial xα. Then vM(f) can be computed by:
vM(f) = min{Mα | cα 6= 0}.
Finally, we will use a prime cone to construct a valuation map on an
algebra A ∼= k[x]/I. Given a prime cone C ⊂ trop(I) of dimension s. Let
{u1, . . . , us} ⊂ C be linearly independent vectors and let M be the matrix
with the ui as its rows. When M is constructed this way from a prime cone
one shows that the quasivaluation is in fact a valuation, and has rank equal
to s = rank(M) (see [KM19, Proposition 4.2]).
We conclude this section with the following example [KM19, p.8].
Example 2.7.2. Consider the algebra A = k[x, y, z]/〈y2z−x3+7xz2−2z3〉 the
homogenous coordinate ring of the elliptic curve E : y2z−x3 +7xz2−2z3 = 0.
The tropical variety T of the affine cone over E, is the union of the three
half-planes Q(1, 1, 1) + Q≥0(1, 0, 0),Q(1, 1, 1) + Q≥0(0, 1, 0), and Q(1, 1, 1) +
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Q≥0(−2,−3, 0) with initial forms zy2 − 2z3, x3 + 7xz2 − 2z3, and y2z − x3
respectively. The half-plane Q(1, 1, 1) +Q≥0(−2,−3, 0) is the only prime cone
and we can use it to construct a valuation with one dimensional leaves. We
use the Gro¨bner Fan GF (E) to compute an adapted basis for this valuation.
We note that T ⊂ GF (E) = R3, and we look at the codimension 1 cones of
GF (E) which contain the prime cone.
The codimension 1 cones C1 = {(ω1, ω2, ω3) | 2ω2 + ω3 ≥ max{3ω1, ω1 +
2ω3, 3ω3}} and C2 = {(ω1, ω2, ω3) | 3ω1 ≥ max{2ω2 + ω3, ω1 + 2ω3, 3ω3}}, are
the two cones that correspond to inω(E) = y
2z and inω(E) = −x3. We can
choose either of these cones to give us a correct adapted basis. Consider the
cone C1 that corresponds to inω(E) = y
2z. The adapted basis for E is then
the set of standard monomials of inω(E), namely B = {monomials which do
not lie in inω(E)}.
Let B be an adapted basis for A, and consider the map Ψ : k[x]→ A that
sends xα to bα. For f =
∑
cαbα ∈ A we have that v(f) = min{Mα | cα 6= 0}
where M (constructed from the prime cone) is
M =
−1 −1 −1
−2 −3 0
 .
We then compute the following values of the valuation:
v(x2 − y2) = min{
−1 −1 −1
−2 −3 0


2
0
0
 ,
−1 −1 −1
−2 −3 0


0
2
0
} =
min{(−2,−4), (−2,−6)} = (−2,−6),
37
v(xy + yz) = min{
−1 −1 −1
−2 −3 0


1
1
0
 ,
−1 −1 −1
−2 −3 0


0
1
1
} =
min{(−2,−5), (−2,−3)} = (−2,−5),
v(z2) = min{
−1 −1 −1
−2 −3 0


0
0
2
} = (−2, 0).
Since the valuation comes from a prime cone, we have grv(A)
∼=
k[x, y, z]/〈y2z − x3〉 and the adapted basis B = {xα1zβ1 , xα2yzβ2 , xα3yβ3 |
αi, βi ∈ Z≥0,∀i}. We also use the computing Khovanskii basis algorithm (Al-
gorithm 2.6.7) to see that a Khovanskii basis for our algebra A is B = {x, y, z}.

2.8 TROPICAL COMPACTIFICATIONS
Given an affine variety Y ⊂ An one can consider its closure Y˜ ⊂ Pn. It is a
projective variety that contains Y as an open subset. For many purposes, such
as doing intersection theory or resolution of singularities, Y˜ may not be the
best compactification of Y to work with. When Y ⊂ T = (k∗)n is a subvariety
of the algebraic torus one can construct suitable compactifications of Y by
taking its closure in the toric varieties of T . Among such compactifications,
there is a minimal one called the tropical compactification of Y and is con-
structed from a fan structure on the tropical variety trop(Y ) of Y (note that
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trop(Y ) does not have a unique fan structure). We record the following fact
which we will refer to later. In section 5 we give a generalization of this in the
context of Khovanskii bases and prime cones.
Theorem 2.8.1. Fix a toric variety XΣ with torus T. Let Y be a subvariety
of T and Y˜ its closure in XΣ. For any σ ∈ Σ, we have Y˜ ∩Oσ 6= ∅ if and only
if trop(Y ) intersects the relative interior of the cone σ.
Proof : The proof can be found in [MS15, p. 276].

This theorem tells us that given a subvariety Y ⊂ T, its tropicalization
trop(Y ) gives us information about the closure of Y in any toric compactifica-
tion of T. The tropical compactification of Y is its closure Y˜ in a toric variety
XΣ where Σ is a fan whose support is trop(Y ). It is a most economical way
to compactify Y (see [Tev07] and [MS15, Section 6.3]).
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3.0 KHOVANSKII-GRO¨BNER BASES
When starting with a general algebra and domain Kaveh and Manon [KM19]
give a criterion for it to have a finite Khovanskii basis and show how to com-
pute it. We now wish to use Khovanskii bases for computations in such general
algebras and more importantly develop a Gro¨bner theory for them. We start
by constructing a division algorithm (Algorithm 3.0.2); using the division al-
gorithm we construct what we call a Khovanskii-Gro¨bner basis for an ideal J
in an algebra and domain A, along with a corresponding Buchberger criterion
and Buchberger algorithm. Throughout this section we assume that the value
semigroup is maximum well-ordered and that our algebra A and its associated
graded grv(A) are finitely generated.
Remark 3.0.1. Since the adapted basis is a vector space basis, we can de-
compose our algebra A =
⊕
a
Va where Va = span{b ∈ B | v(b) = a}. We
call
⊕
a
Va the direct sum decomposition adapted to the valuation v. Note that
Va ∼= Fva/Fva ⊂ grv(A), and if we have a valuation with one dimensional
leaves then Va is at most 1-dimensional.
The following is a generalized division algorithm (Algorithm 3.0.2) that
can be applied to a general algebra and domain A with a finite Khovanskii ba-
40
sis. Similar to the original division algorithm in a polynomial ring (Algorithm
2.1.3), the remainder may not be unique depending on the set of elements
G ⊂ A.
Algorithm 3.0.2. (Division Algorithm)
Input: f ∈ A, a finite set G = {g1, . . . , gm} ⊂ A, a valuation on A with a finite
Khovanskii basis.
Output: f = c1g1 + · · · + cmgm + r where ci ∈ A and r =
∑
a
ra with ra ∈ Va
such that r¯a /∈ 〈g¯1, . . . , g¯m〉, and f ∈ 〈G〉 if r = 0.
(1) If f = 0 set r := 0 and Terminate.
If f 6= 0, write f = va1 + · · ·+ vaα where 0 6= vai ∈ Vai and a1 < · · · < aα.
Set i = 1.
(2) If v¯ai ∈ 〈g¯1, . . . , g¯m〉,
(a) Write v¯ai =
∑
j
d¯jh¯j with h¯j ∈ 〈g¯1, . . . , g¯m〉.
(b) For each j find hj ∈ 〈G〉 such that the image of hj in grv(A) is h¯j.
(c) Write hj =
∑
l
kljgl.
Set cl := cl +
∑
j
djklj.
f := f −∑
j
djhj.
Go to Step (1).
(3) If v¯ai /∈ 〈g¯1, . . . , g¯m〉,
Set i := i+ 1.
If i > α set r := f and Terminate.
Else go to step (2).
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Corollary 3.0.3. The division algorithm (Algorithm 3.0.2) terminates in a
finite number of steps if the term order on value semigroup S(A, v) is maxi-
mum well-ordered.
Proof : Note that the function f = va1 + va2 + . . . only changes at step
(2.c). If i = 1 at this change then we have f¯ = v¯a1 =
∑
c¯jh¯j. Then by
construction, for h = f −∑ cjhj = vb1 + vb2 + . . . , we have that v(f) < v(h),
thus v(va1) < v(vb1). Since the value semigroup is maximum well-ordered, then
this chain of inequalities must stabilize in a finite number of steps and give us
a va1 with maximal valuation. Note that in this algorithm v¯a1 will not change
once i > 1, thus when va1 stabilizes at its maximal valuation, we will never get
v¯a1 ∈ 〈g¯1, ..., g¯m〉 again. Similarly each vai will eventually stabilize at a maximal
valuation at which time v¯ai will no longer change. If we consider vai to be the
stabilized element for all i, then since the value semigroup is maximum well-
ordered, then the valuations of the set {f, f − va1 , f − va1 − va2 , . . . } must
have a maximal element and obtain its maximal element in a finite number of
steps. This maximal element must be 0, for if g = vc1 + vc2 + · · · 6= 0 was the
maximal element, then g − vc1 would be in the list with v(g) < v(g − vc1), a
contradiction.

Example 3.0.4. Using A = k[x, y, z]/〈y2z − x3 + 7xz2 − 2z3〉 with the same
valuation map and adapted basis as in Example 2.7.2. Consider f = 2x3 −
7xz2 + 2z3 ∈ A and G = {xy + yz, z2,−y2 + x2}.
Since the valuation map has one dimensional leaves we can write va1 = 2x
3,
va2 = −7xz2, and va3 = 2z3. Then we see that G¯ = {−y¯2, x¯y¯, z¯2}.
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Since v¯a1 = 2x¯
3 /∈ 〈−y¯2, x¯y¯, z¯2〉 then va1 will not change and it is at its
highest valuation, hence v¯a1 will no longer change.
Then consider va2 and we have that v¯a2 = −7x¯z¯2 ∈ 〈−y¯2, x¯y¯, z¯2〉 and
v¯a2 = −7x¯z¯2 = z¯2(−7x¯). Then choose h = −7x(z2) and set c2 := −7x and
f := 2x3 + 2z3.
This makes va2 := 2z
3 and once again we have v¯a2 = 2z¯
3 ∈ 〈−y¯2, x¯y¯, z¯2〉.
Then v¯a2 = 2z¯
3 = 2z¯(z¯2), and choose h = 2z(z2) and set c2 := −7x + 2z and
f := 2x3.
Finally we set r := f = 2x3 and get a final answer of f = (−7x+2z)z2+2x3.

The existence of Gro¨bner bases solves the problem of having a unique re-
mainder when working in a polynomial ring. Therefore we want to define a
similar notion in the context of a general algebra with a valuation map. The
following definition gives such a general notion of a Gro¨bner basis which we
will be calling a Khovanskii-Gro¨bner basis.
Definition 3.0.5. (Khovanskii-Gro¨bner Basis) Let J ⊂ A be an ideal of A.
We say that G = {g1, . . . , gm} ⊂ J is a Khovanskii-Gro¨bner basis for J if
〈G¯〉 = 〈g¯1, . . . , g¯m〉 = 〈J¯〉 = 〈j¯ | j ∈ J〉
where j¯ is the image of j in grv(A).
Proposition 3.0.6. If G is a Khovanskii-Gro¨bner basis and the valuation has
one dimensional leaves, then the remainder term r in the division algorithm
(Algorithm 3.0.2) is unique. In particular, r = 0 if and only if f ∈ 〈G〉.
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Proof : Let G = {g1, . . . , gm} be a Khovanskii-Gro¨bner basis for A. Con-
sider f ∈ A, and assume that the division algorithm gives us f =∑ bigi+r1 =∑
cigi + r2. Then consider r = r1 − r2 =
∑
cigi −
∑
bigi ∈ 〈G〉, thus, r¯ ∈
〈G¯〉 = 〈g¯1, . . . , g¯m〉 since G is a Khovanskii-Gro¨bner basis. Let r = Σ
a
ra where
ra ∈ Va, and r¯ = r¯b. Let ri = Σ
ai
rai for i = 1, 2, and note that rb = rα1 − rβ2
where v(rb) = v(rα1) = v(rβ2). Since the valuation has one dimensional leaves
then we have that rα1 ∈ 〈rb〉, therefore rα1 = crb for some c ∈ k. By con-
struction of the remainder we have that r¯α1 = cr¯b = cr¯ /∈ 〈g¯1, . . . , g¯m〉, a
contradiction unless r¯ = 0. Using the fact that v(r¯) = v(0) =∞, we have that
r = r1 − r2 = 0.

Since we have a unique remainder (Proposition 3.0.6), then the division
algorithm and a Khovanskii-Gro¨bner basis gives a solution to the ideal mem-
bership problem for an ideal J in a general algebra A with a finite Kho-
vanskii basis. The following code in Macaulay2 determines if a function
f ∈ A ∼= k[x1, . . . , xn]/〈h1, . . . , hr〉 is a member of an ideal J with Khovanskii-
Gro¨bner basis G = {g1, . . . , gm} and valuation on A determined by a weight
matrix M .
w_1 = -1* (row 1 of matrix M)
.
.
.
w_s = -1*(last row of matrix M)
IMP = (R,C,G,f) -> while true do (
I:=ideal C;
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A:=R/I;
Gbar:=ideal(G/leadTerm);
r:=f%Gbar;
if r == 0
then (
print true;
break)
else (
print false;
break
)
)
The following will give us a true result if f ∈ J and a false result if f /∈ J .
IMP(QQ[x_1,...,x_n,MonomialOrder=>
{Weights=>w_1,...,Weights=> w_s}],
{h_1,...,h_r},{g_1,...,g_m},f)
Remark 3.0.7. w1, . . . , ws in the Macaulay2 code are defined by multiplying
the rows by −1 because Macaulay2 uses the maximum convention instead of
the minimum convention used in this paper.
Similar to the usual Gro¨bner bases in a polynomial ring, the Khovanskii-
Gro¨bner bases computed with the analogous Buchberger algorithm (Algorithm
3.0.23) are often larger than necessary. Thus it is useful to have notations of
a minimal and reduced Khovanskii-Gro¨bner basis.
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Definition 3.0.8. (Minimal Khovanskii-Gro¨bner Basis) Let J ⊂ A be an ideal
and G ⊂ J a Khovanskii-Gro¨bner basis for J . We say that G is a minimal
Khovanskii-Gro¨bner basis if for any element g ∈ G, g¯ /∈ 〈G¯ \ {g¯}〉.
Definition 3.0.9. (Reduced Khovanskii-Gro¨bner Basis) Let J ⊂ A = ⊕Va
be an ideal, and G ⊂ J a Khovanskii-Gro¨bner basis for J . We say that a
minimal Khovanskii-Gro¨bner basis G is a reduced Khovanskii-Gro¨bner basis if
for any element g ∈ G, with g =∑
a
va and va ∈ Va, v¯a /∈ 〈G¯ \ {g¯}〉 for all a.
Proposition 3.0.10. For every ideal J ⊂ A there exists a reduced Khovanskii-
Gro¨bner basis G for J if the value semigroup S(A, v) is maximum well-ordered.
Proof : Recall that by assumption grv(A) is finitely generated and hence
Noetherian. Suppose J¯ ⊂ grv(A) is generated by {k¯1, . . . , k¯m}. For each
1 ≤ i ≤ m, let gi ∈ J such that the image of gi in grv(A) is k¯i. Then the set
{g1, . . . , gm} is a Khovanskii-Gro¨bner basis for J . Using reduced Khovanskii-
Gro¨bner basis algorithm (Algorithm 3.0.11) the Khovanskii-Gro¨bner basis
{g1, . . . , gm} can be turned into a reduced Khovanskii-Gro¨bner basis.

Algorithm 3.0.11. (Reduced Khovanskii-Gro¨bner basis Algorithm)
Input: A Khovanskii-Gro¨bner basis G for an ideal J ⊂ A, with A =⊕Va.
Output: A reduced Khovanskii-Gro¨bner basis G for J .
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(1) Write G = {g1, . . . , gm}.
Set i = 1.
(2) If i ≤ m,
(a) If g¯i ∈ 〈G¯ \ {g¯i}〉,
Set G := G \ {gi}.
Go to step (1).
(b) Else set i := i+ 1.
Go to step (2).
(3) If i > n set j := 1,
(4) If j ≤ n compute gj G\{gj}−−−−→ g′j,
Set G := (G \ {gj}) ∪ {g′j}.
Set j := j + 1.
Go to step (4).
(5) If j > m, Print G.
Corollary 3.0.12. The reduced Khovanskii-Gro¨bner basis algorithm (Algo-
rithm 3.0.11) produces a reduced Khovanskii-Gro¨bner basis and terminates in a
finite number of steps if the value semigroup S(A, v) is maximum well-ordered.
Proof : Since G is a finite set, and we never add any elements to G, while
i ≤ m we can only take away a finite number of elements in step (2). This will
give us a minimal Khovanskii-Gro¨bner basis by construction.
We claim that once an element gj is reduced in a minimal Khovanskii-
Gro¨bner basis G = {g1, . . . , gm} it will remain reduced for any other minimal
Khovanskii-Gro¨bner basis with the same {g¯1, . . . , g¯m}. The proof is as follows:
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Let G = {g1, . . . , gm} be a minimal Khovanskii-Gro¨bner basis. Let
gj
G\{gj}−−−−→ g′j. Note that g¯j = g¯′j, since if they did not equal, G would not
be minimal. Thus 〈g¯1, . . . , g¯j, . . . , g¯m〉 = 〈g¯1, . . . , g¯′j, . . . , g¯m〉, and G′ = (G \
{gj})∪{g′j} is a Khovanskii-Gro¨bner basis. The element g′j is reduced in G′ by
the construction of the division algorithm (Algorithm 3.0.2), since the division
algorithm only uses G¯.

Remark 3.0.13. If the value semigroup is not maximum well-ordered then
the division algorithm (Algorithm 3.0.2) may not terminate. Note in the above
algorithm (Algorithm 3.0.11) when applying the division algorithm to reduce
the elements of the Khovanskii-Gro¨bner basis, one element is removed from
the Khovanskii-Gro¨bner basis, thus we are not guaranteed a unique remainder;
hence, a reduced Khovanskii-Gro¨bner basis is not necessarily unique.
Example 3.0.14. We use the same A, valuation map, Khovanskii basis and
adapted basis as in Example 2.7.2. In Example 3.0.24 below we will show that
G = {2x3,−x2z,−y2 + x2, xy + yz, z2}
is a Khovanskii-Gro¨bner basis. Note that for each element g ∈ G, g G\{g}−−−→ g.
Thus, G is already a reduced Khovanskii-Gro¨bner basis.

Note that the reduced Khovanskii-Gro¨bner basis algorithm (Algorithm
3.0.11) first turns our Khovanskii-Gro¨bner basis into a minimal Khovanskii-
Gro¨bner basis. Thus to compute a minimal Khovanskii-Gro¨bner basis we only
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need to apply the first half of the reduced Khovanskii-Gro¨bner basis algo-
rithm. The following propositions tell us when these are minimal and reduced
Khovanskii-Gro¨bner bases are unique and what restrictions are needed.
Proposition 3.0.15. Suppose an algebra A, valuation map v with one dimen-
sional leaves, and an adapted basis B are given. Let J ⊂ A be an ideal, then G¯
for a minimal Khovanskii-Gro¨bner basis G of J is unique up to multiplication
by a unit.
Proof : Let G 6= G′ be minimal Khovanskii-Gro¨bner bases for J . Let
g1 ∈ G \ G′, since G′ is a Gro¨bner basis then g¯1 ∈ 〈G¯′〉. Thus we have that
g¯1 =
∑
h¯ig¯
′
i were g¯
′
i is the image of g
′
i ∈ G′ in grv(A). Since our valuation has
one dimensional leaves, then ∃i such that g¯1 = h¯ig¯′i. Since G is minimal we
know that g′i /∈ G. Similarly we know that ∃gj ∈ G such that g¯′i = k¯j g¯j. Then
g¯1 = h¯ik¯j g¯j, since G is minimal then we know that g¯1 = g¯j. Thus, h¯i and k¯j
are units and G¯ = G¯′ up to multiplication by a unit.

We introduce the following alternative definition for a reduced Khovanskii-
Gro¨bner basis when S(A, v) ⊂ Zs≤0. Notice that the two definitions (Definition
3.0.9 and Definition 3.0.16) are identical when S(A, v) ⊂ Zs≤0.
Definition 3.0.16. (Reduced Khovanskii-Gro¨bner basis - Negative Orthant
Case)
Let J ⊂ A =⊕Va be an ideal, G ⊂ J a Khovanskii-Gro¨bner basis for J , and
v(A \ {0}) ⊂ Zs≤0, then a minimal Khovanskii-Gro¨bner basis G is a reduced
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Khovanskii-Gro¨bner basis if for any element g ∈ G, with g = ∑ va, va ∈ Va,
we have v¯a /∈ 〈G¯〉 ∀a 6= v(g).
Remark 3.0.17. To see why we require S(A, v) ⊂ Zs≤0 consider the example
where g = x + x2 ∈ k[x] = A with the valuation map v(xα) = α. It is clear
that S(A, v) ⊂ Zs≥0 where s = 1. Then v(g) = 1 and g¯ = x¯, thus we have
that x¯2 ∈ 〈g¯〉. Therefore, if we did not require v(A \ {0}) ⊂ Zs≤0 the reduced
Khovanskii-Gro¨bner basis for 〈g〉 is 〈x〉, but we clearly have that 〈g〉 ( 〈x〉, a
contradiction.
Proposition 3.0.18. Suppose an algebra A, valuation map v with one dimen-
sional leaves such that v(A \ {0}) ⊂ Zs≤0, and adapted basis B are given. Let
J ⊂ A be an ideal, then the reduced Khovanskii-Gro¨bner basis G of J is unique
up to scalar multiplication.
Proof : Let G 6= G′ be reduced Khovanskii-Gro¨bner basis for J ⊂ A. Since
we know that both G and G′ are minimal, then we have that G¯ is equal to
G¯′ up to units. Let g¯ = αg¯′ where α is a unit, and consider g − αg′ ∈ J .
Assume g−αg′ 6= 0, since the valuation has one-dimensional leaves, g − αg′ is
equal to an element g¯b which is the image of an element of g or αg
′ in grv(A).
Without loss of generality, let g − αg′ = g¯b be the image of an element of g.
Then g = Σ
a
ga + gb with ga ∈ Va and gb ∈ Vb. Since G is reduce then g¯b /∈ 〈G¯〉
and clearly gb ∈ 〈G〉, thus g¯b = g − αg′ = 0. Using the fact that v(0) =∞, we
have that g − αg′ = 0.

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We now look at how to compute a Khovanskii-Gro¨bner basis using the
analog of the Buchberger criterion (Theorem 3.0.20) and the analog to the
Buchberger algorithm (Algorithm 3.0.23). Following [Mil96] we introduce the
following notation. Let A be an algebra and let G = {g1, . . . , gm} ⊂ A and
f = a1g1 + · · ·+ amgm ∈ 〈g1, . . . , gm〉, then define
ht(f)G = min
i
{v(aigi)}.
This depends on the choice of representation of f as
m
Σ
i=1
aigi, even though it is
not reflected in the notation. We will drop the G when it is obvious.
Definition 3.0.19. (Syzygy) A syzygy on a finite subset G¯ of a graded ring
R is an m-tuple h¯ = (h¯1, . . . , h¯m) ∈ Rm such that
m∑
i=1
h¯ig¯i = 0. Define
Syz(G¯) ⊆ Rm to be the set of all syzygies on G¯.
For a generating set H for Syz(G¯) we can make it so that every element
(h¯1, . . . , h¯m) ∈ H is such that v(h¯ig¯i) = v(h¯j g¯j), ∀i, j with h¯i, h¯j 6= 0. Syzy-
gies will be used in the same way as the S-polynomials are used in the usual
Gro¨bner theory in polynomial rings.
Theorem 3.0.20. (Buchberger Criterion) Let G = {g1, . . . , gm} ⊂ A and
H ⊂ Am =
m⊕
i=1
A such that {(h¯1, . . . , h¯m) | (h1, . . . , hm) ∈ H} generates the
grv(A)-module Syz(G¯). Then G is a Khovanskii-Gro¨bner basis for 〈G〉 with
respect to the valuation v if and only if ∀h ∈ H, h1g1 + · · ·+ hmgm G−→ 0.
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Proof : Let G be a Khovanskii-Gro¨bner basis for 〈G〉. Then for h ∈ H
consider h1g1 + · · ·+ hmgm = f ∈ 〈G〉. Since G is a Khovanskii-Gro¨bner basis
we know that f¯ ∈ 〈G¯〉, thus we have f¯ = ∑ a¯ig¯i. Let f1 = f −∑ aigi ∈ 〈G〉.
Clearly, v(f) < v(f1). If f1 6= 0 then f¯1 ∈ 〈G¯〉 since G is a Khovanskii-
Gro¨bner basis. Thus f¯1 =
∑
b¯ig¯i and we can consider f2 = f1 −
∑
bigi. If we
continue this process, since the value semigroup is maximum well-ordered and
v(fj) < v(fj+1), we must hit 0 eventually, therefore f
G−→ 0.
Conversely, suppose the conditions in the theorem hold, we would like
to show G is a Khovanskii-Go¨bner basis. Let f ∈ 〈G〉, we want to show
that f¯ ∈ 〈g¯1, . . . , g¯m〉. We can write f = a1g1 + · · · + amgm, with ai ∈ A,
such that ht(f) = t0 is maximal with respect to all representations of f as a
combination of elements of G. Note that by the definition of a valuation map
(Definition 2.3.1), v(f) ≥ ht(f) = t0. Assume v(f) > t0. Reorder G such that
v(a1g1) = · · · = v(aγgγ) = t0 and define a = (a1, a2, . . . , aγ, 0, . . . , 0). Note
that a¯1g¯1 + · · · + a¯γ g¯γ = 0, thus a¯ ∈ Syz(G¯). If this was not the case then
f¯ = a¯1g¯1 + · · · + a¯γ g¯γ and v(f) = t0. Therefore there exists c1, . . . , cβ ∈ A
and h1, . . . ,hβ ∈ H such that a¯ =
β∑
j=1
c¯jh¯j with h¯j = (h¯j1, . . . , h¯jm). Since
a¯i =
∑
j
c¯jh¯ji ∈ grv(A) is a homogeneous element we have v(
∑
j
c¯jh¯ji) = v(a¯i) ∀i.
We know by the definition of a generating set of Syz(G¯) we have v(c¯jh¯jig¯i) =
v(a¯ig¯i) = t0 ∀i, j.
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Rewrite
f =
m∑
i=1
aigi −
m∑
i=1
β∑
j=1
cjhjigi +
β∑
j=1
m∑
i=1
cjhjigi
=
m∑
i=1
aigi −
m∑
i=1
(
β∑
j=1
cjhji)gi +
β∑
j=1
cj(
m∑
i=1
hjigi)
=
m∑
i=1
(ai −
β∑
j=1
cjhji)gi +
β∑
j=1
cj(
m∑
i=1
kjigi)
where
m∑
i=1
kjigi is a G-representation for
m∑
i=1
hjigi, such that ht(
m∑
i=1
kijgi) =
v(
m∑
i=1
kijgi). This is possible because by assumption
∑
i
hjigi
G−→ 0. Let
v(
m∑
i=1
kjigi) = tj. Since (h¯1j, . . . , h¯mj) ∈ Syz(G¯), we know tj =
v(
m∑
i=1
kjigi) = v(
m∑
i=1
hjigi) > ht(
m∑
i=1
hjigi) ∀j.
Consider
β∑
j=1
cj(
m∑
i=1
kjigi) =
m
Σ
i=1
(
β
Σ
j=1
cjkji)gi,
ht(
β∑
j=1
cj(
m∑
i=1
kjigi)) = min
i
{v((
β
Σ
j=1
cjkji)gi)} > min
i,j
{v(cjkjigi)}
= min
i,j
{v(cj) + v(kjigi)} = min
j
{v(cj) + tj} > min
i,j
{v(cj) + v(hjigi)}
= min
i,j
{v(cjhjigi)} = min
i
{v(aigi)} = t0.
Consider
m∑
i=1
(ai−
β∑
j=1
cjhji)gi. For i ≤ n, a¯i =
β∑
j=1
c¯jh¯ji thus, v(ai−
β∑
j=1
cjhji) >
v(ai), which implies that v((ai −
β∑
j=1
cjhji)gi) > v(aigi) = t0. For i > n we
have v(aigi) > t0 and
β∑
j=1
cjhji = 0. Therefore, ht(
m∑
i=1
(ai −
β∑
j=1
cjhji)gi) > t0.
Thus, f =
m∑
i=1
(ai −
β∑
j=1
cjhji)gi +
β∑
j=1
cj(
m∑
i=1
kjigi) is a representation for f , with
ht(f) > t0, a contradiction to t0 being maximal.
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Therefore, v(f) = t0. Let N = {i | v(aigi) = t0} ⊂ {1, . . . ,m}. Then
f¯ =
∑
i∈N
a¯ig¯i ∈ 〈g¯1, . . . , g¯m〉.

In preparation for the analogue of the Buchberger algorithm (Algorithm
3.0.23), we first need to compute a set of generators for the syzygies of the
associated graded algebra (Algorithm 3.0.21). This algorithm is written in
such a way that we can compute the syzygies for any graded ring R. First
consider the natural homomorphism Φ : k[x] → R with Φ(xi) = b¯i, where
B¯ = {b¯1, . . . , b¯n} is a set of algebra generators for R and let IB = ker(Φ).
Using the subduction algorithm (Algorithm 2.6.6) we can write any element
f ∈ R as a polynomial in the algebra generators.
Algorithm 3.0.21. Computing the syzygies for a graded ring R.
Input: S¯ = (s¯1, . . . , s¯m) ∈ Rm, with s¯i a homogeneous elements of R with
respect to the grading, and a set of algebra generators B¯ = {b¯1, . . . , b¯n} for R.
Output: A generating set L for Syz(S¯).
(1) Set L := ∅.
(2) For each s¯i, write s¯i = pi(b¯1, . . . , b¯n).
(3) Let fi = pi(x1, . . . , xn), ∀i in the polynomial ring k[x1, . . . , xn],
compute a generating set N for Syz(f1, . . . , fm).
1
(4) For each n = (n1, . . . , nm) ∈ N , set L := L ∪ {(Φ(n1), . . . ,Φ(nm))}.
(5) Compute a generating set G for 〈f1, . . . , fr〉 ∩ IB.
(6) For each g ∈ G do:
1For computing the generating set for syzygies in a polynomial ring, if the fi’s are
monomials then it is generated by the Koszul syzygies: fifj − fjfi.
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(a) Write g =
m∑
i=1
hifi.
(b) Set L := L ∪ {(Φ(h1), . . . ,Φ(hm))}.
Proof : We will show that any element of Syz(s¯1, . . . , s¯m) can be generated
by S. Let Q = (q1, . . . , qm) ∈ Syz(s¯1, . . . , s¯m) ⊂ Rm, thus q1s¯1 + · · ·+ qms¯m =
0. For each s¯i = pi(b¯1, . . . , b¯n), let fi = pi(x1, . . . , xn) ∈ Φ−1(s¯i) and pick
ki ∈ Φ−1(qi). Consider F =
m∑
i=1
kifi, note that since Φ is a homomorphism,
Φ(F ) = q1s¯1 + · · ·+ qms¯m = 0.
If F = 0 then (k1, . . . , km) ∈ Syz(f1, . . . , fm), thus we can find n1, . . . ,nα ∈
N ⊂ (k[x])m such that p1n1 + · · ·+ pαnα = (k1, . . . , km). Therefore,
Q = Φ(p1)(Φ(n11), . . . ,Φ(n1m)) + · · ·+ Φ(pα)(Φ(nα1), . . . ,Φ(nαm))
and (Φ(nj1), . . . ,Φ(njm)) ∈ L ∀j ∈ {1, . . . , α}.
If F 6= 0, note that since Φ(F ) = 0 then F ∈ 〈f1, . . . , fm〉 ∩ IB. Then
since we have a generating set G = {g1, . . . , gβ} for 〈f1, . . . , fm〉 ∩ IB, then
F ∈ 〈g1, . . . , gβ〉. Thus we can say that
F = p1g1 + · · ·+ pβgβ =
m∑
i=1
p1h1ifi + · · ·+
m∑
i=1
pβhβifi =
β∑
j=1
m∑
i=1
pjhjifi =
m∑
i=1
(
β∑
j=1
pjhji)fi.
Note that
m∑
i=1
(ki −
β∑
j=1
pjhji)fi = 0 which implies that (k1 −
β∑
j=1
pjhj1, . . . , km −
β∑
j=1
pjhjm) ∈ Syz(f1, . . . , fm). Let ki −
β∑
j=1
pjhji = ni. Then
Q = (Φ(k1), . . . ,Φ(km)) = (Φ(n1 +
β∑
j=1
pjhj1), . . . ,Φ(nm +
β∑
j=1
pjhjm)) =
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(Φ(n1), . . . ,Φ(nm)) +
β∑
j=1
Φ(pj)(Φ(hj1), . . . ,Φ(hjm)),
and we know (Φ(n1), . . . ,Φ(nm)) ∈ L by above and (Φ(hi1), . . . ,Φ(him)) ∈ L,
∀i ∈ {1, . . . , β}.

Example 3.0.22. Once again we use the same A, valuation map, Khovanskii
basis, and adapted basis as in Example 2.7.2. Let us consider S¯ = {−y¯2, x¯y¯, z¯2}
and R = grv(A). Each element of S¯ is already of the right form constructed
in step (2). Then we compute the generating set for Syz(−y2, xy, z2) =
〈(x, y, 0), (z2, 0, y2), (0,−z2, xy)〉. Thus we can set L = {(x¯, y¯, 0¯), (z¯2, 0¯, y¯2),
(0¯,−z¯2, x¯y¯)}. We next consider 〈−y2, xy, z2〉 ∩ 〈y2z−x3〉 = 〈x3y− y3z, x3z2−
y2z3〉. With x3y−y3z = yz(−y2)+x2(xy) and x3z2−y2z3 = z3(−y2)+x3(z2).
Giving us Syz(S¯) = 〈(x¯, y¯, 0¯), (z¯2, 0¯, y¯2), (0¯,−z¯2, x¯y¯), (y¯z¯, x¯2, 0¯), (z¯3, 0¯, x¯3)〉.

Algorithm 3.0.23. (Buchberger Algorithm for Computing a Khovanskii-
Gro¨bner basis.)
Input: A generating set S for an ideal J ⊂ A, and a valuation map.
Output: A Khovanskii-Gro¨bner basis for J .
(1) Let S = {s1, . . . , sm}, and compute the generating set L for
Syz(s¯1, . . . , s¯m) ⊂ (grv(A))m.
(2) Set N := {0}.
(3) For each f¯ = (f¯1, . . . , f¯m) ∈ L do:
(a) Find f = (f1, . . . , fm) ∈ Am such that the image of fi in grv(A) is f¯i.
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(b) Set h = f1s1 + · · ·+ fmsm and compute h′ where h S−→ h′.
(c) Set N := N ∪ {h′}.
(4) If N 6= {0}, set S := S ∪ {N \ {0}}, return to step (1).
(5) If N = {0}, Print S.
Proof : We can see that the set S changes after step (4). Let us label these
sets Si where Si is the set S we get after doing i, note that S = S0. We have
〈S¯i〉 ⊂ grv(A). Since grv(A) is a finitely generated algebra it is Noetherian,
then the increasing sequence of ideals 〈S¯0〉 ⊆ 〈S¯1〉 ⊆ . . . stabilizes. Note that
if 〈S¯N〉 = 〈S¯N+1〉 then by the construction of the division algorithm 3.0.2 we
can see that SN = SN+1, because if SN ⊂ SN+1 then the element added in step
(3.c.) would be a new element for S¯N , a contradiction. Hence the algorithm
will terminate after some finite number of steps.
Consider the set S that we obtain after the algorithm terminates. It is
clear that S generates J since the starting generating set is a subset of S. Let
{(f¯1, . . . , f¯m)} = L the generating set for Syz(S¯). Consider f1s1+· · ·+fmsm S−→
h where the image of (f1, . . . , fm) in (grv(A))
m is (f¯1, . . . , f¯m). If h 6= 0 then
our set N 6= {0} and our algorithm has not terminated yet, a contradiction.
Therefore h = 0 and the resulting S is a Khovanskii-Gro¨bner basis for J by
the analogue of the Buchberger criterion (Theorem 3.0.20).

Example 3.0.24. We use the same A, valuation map, Khovanskii basis,
and adapted basis as in Example 2.7.2. Consider J = 〈−y2 + x2, xy +
yz, z2〉 ⊂ A. Note that in Example 3.0.22 we computed Syz(−y¯2, x¯y¯, z¯2) =
〈(x¯, y¯, 0¯), (z¯2, 0¯, y¯2), (0¯,−z¯2, x¯y¯), (y¯z¯, x¯2, 0¯), (z¯3, 0¯, x¯3)〉.
57
During step (3) of the analogous Buchberger algorithm (Algorithm 3.0.23)
for m¯ = (x¯, y¯, 0¯) we set m = (x, y, 0) and get h = x(−y2 + x2) + y(xy + yz) =
x3 + y2z ∼= 2x3 − 7xz2 + 2z3. In Example 3.0.4 we see that h S−→ 2x3.
We notice that for the other elements of M , h
S−→ 0, thus we set S =
{2x3,−y2 + x2, xy + yz, z2}.
If we repeat this process two more times we get that the Khovanskii-
Gro¨bner basis for J is G = {2x3,−x2z,−y2 + x2, xy + yz, z2}. This is a
reduced Khovanskii-Gro¨bner basis.

Remark 3.0.25. Recall that there is more than one correct adapted basis
for each valuation map that comes from a prime cone. The adapted basis
that is chosen is extremely important when computing a Khovanskii-Gro¨bner
basis for an ideal. If we consider the previous example (Example 2.7.2 and
Example 3.0.24) and only change the adapted basis that we work with such
that B = {xαyβzγ | α, β, γ ∈ Z≥0, α ≤ 2}, being the standard monomials
from the cone corresponding to inω(E) = −x3. We can see that the reduced
Khovanskii-Gro¨bner basis for the ideal J = 〈−y2 + x2, xy + yz, z2〉 ⊂ A is
G = {−y2 + x2, xy + yz, z2}.
The following is the Macaulay2 code for computing a Khovanskii-Gro¨bner
basis for an ideal J = 〈f1, . . . , ft〉 ⊂ A ∼= k[x1, . . . , xn]/〈h1, . . . , hr〉 with a
valuation map that comes from a matrix M corresponding to a prime cone.
w_1=-1*{row 1 of M};
.
.
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.w_s=-1*{last row of M};
KGB = (R,C,G,i) -> while true do (
I:=ideal C;
A:=R/I;
Gbar:=ideal(G/leadTerm);
S:=syz gens Gbar;
L := sub(image S,A);
Int:= intersect(Gbar, ideal leadTerm(i,I));
Madded:=sub(image(gens Int//gens Gbar),A);
L = L +Madded;
LR := lift(gens L,R);
J := ideal G;
H := (gens J)*LR;
HA := sub(image H,A);
H’ := lift(gens HA,R);
N := H’%Gbar;
if N == 0
then (
print G;
break)
else (
N’ := flatten entries N;
G = G|N’;
)
);
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Then the following will give the Khovanskii-Gro¨bner basis 2 for
J = {f1, . . . , ft} ⊂ A ∼= k[x1, . . . , xn]/〈h1, . . . , hr〉.
KGB(QQ[x_1,..,x_n,MonomialOrder=>{Weights=>w_1,..,Weights=>w_s}],
{h_1,...,h_r},{f_1,...,f_t},s)
The following two examples illustrate algebras where we are unable to ap-
ply SAGBI theory but can apply the theory of Khovanskii bases and Khovanskii-
Gro¨bner bases.
Example 3.0.26. Consider the algebra A = k[x + y, xy, xy2]. For any term
order on A this algebra does not contain a finite SAGBI basis [RS90]. If we
consider the rank 2 valuation whose first component is the negative of the
degree and the second component is the order of division by x + y. Then we
can see that v(x+ y) = (−1, 1), v(xy) = (−2, 0) and v(xy2) = (−3, 0).
We will show that the generators {x + y, xy, xy2} for A are a Khovanskii
basis for v by showing that their valuations generate the value semigroup.
Note that the second entry of the valuation of any monomial is 0 and every
graded component of A will contain a monomial except degree 1. Thus our
value semigroup will have a dot on each coordinate (−n, 0), where n 6= 1.
Also note that (x + y)n = xn + yn+ monomials of smaller degree. Hence
xn + yn ∈ A, which implies that (−n, n) is in the value semigroup. The
remaining points of the semigroup can be made by adding (−m, 0) + (−n, n).
Therefore S(A, v) = {(−m − n, n) | n,m ∈ Z≥0, n 6= 1}. It is not hard to
check that v(x+ y) = (−1, 1), v(xy) = (−2, 0) and v(xy2) = (−3, 0) generates
the value semigroup S(A, v), hence by the definition of a Khovanskii basis
2Note that this code does not produce a reduced Khovanskii-Gro¨bner basis.
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(Definition 2.6.5), B = {x+ y, xy, xy2}.
Consider the change of coordinates a = x + y, b = xy, and c = xy2, and
note that abc − b3 − c2 = 0. One can show A ∼= k[a, b, c]/〈abc − b3 − c2〉 and
the valuation is constructed using the matrix
M =
−1 −2 −3
1 0 0
 .
Under this valuation we see that v(b3) = v(c2) and thus the prime cone cor-
responds to the ideal generated by 〈b3 − c2〉. The we have that grv(A) ∼=
k[a, b, c]/〈b3 − c2〉.
We will use the above Macaulay2 code to compute the Khovanskii-Gro¨bner
basis for the ideal J = 〈a− bc, a3 − c, ab+ c〉;
KGB(QQ[a,b,c,MonomialOrder=>
{Weights=>{1,2,3},Weights=>{-1,0,0}}],
a*b*c-b^3-c^2,{a-b*c,a^3-c,a*b+c},2)
= {−bc+ a,−c+ a3, c+ ab, ab+ a3, a3b− a, a3,−a, a2, a5 + a}.
If we apply the reduced Khovanskii-Gro¨bner basis algorithm (Algorithm
3.0.11), we get a reduced Khovanskii-Gro¨bner basis G = {c, a}.

Example 3.0.27. The following example was first introduced by Go¨bel [Gob95].
Consider the invariants of the alternating group A = k[x1, x2, x3]
A3 . It is easily
see that there is no term order that gives the algebra A a finite SAGBI basis.
Kaveh and Manon [KM19] found that with a change of coordinates there does
exist a finite Khovanskii basis. Consider the elementary symmetric polyno-
mials e1 = x1 + x2 + x3, e2 = x1x2 + x1x3 + x2x3, and e3 = x1x2x3 and the
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Vandermonde determinant form y = (x1 − x2)(x1 − x3)(x2 − x3), then we get
that the principle ideal that vanishes is generated by
f = e21e
2
2 − 4e32 − 4e3e31 + 18e1e2e3 − 27e23 − y2
Therefore A ∼= k[e1, e2, e3, y]/〈f〉, with a Khovanskii basis B = {e1, e2, e3, y}.
Following the construction of a valuation on A from a prime cone of trop(f).
Maclagan and Sturmfels showed that trop(f) has the structure of a fan [MS15],
this fan is generated by
{(−19,−4, 11,−23), (−3,−6, 8,−9), (−1, 32,−3,−3),
(19, 4, 6, 6), (−3,−6,−9, 8)}.
Since A is positively graded then then first row of the matrix M is
(−1,−2,−3,−3), the degrees of {e1, e2, e3, y} respectfully. The other two rows
come from the generators of a prime cone. The initial ideals corresponding
to prime cones are 〈4e32 − y2〉, 〈4e32 − 27e23〉, and 〈4e3e31 − y2〉. Consider the
prime cone that corresponds to 〈4e32 − 27e23〉. Therefore the matrix for the
construction of the valuation is
M =

−1 −2 −3 −3
19 4 6 6
−3 −6 −9 8
 .
Under this valuation map we have grv(A)
∼= k[e1, e2, e3, y]/〈4e32 − 27e23〉.
Consider the homogenous ideal J = 〈y− e31, e1e2 + y, e3− e1e2 + y〉. Using
Macauly2 code we compute the Khovanskii-Gro¨bner basis,
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KGB (QQ[e_1,e_2,e_3,y,MonomialOrder=>{Weights=>{1,2,3,3},
Weights=>{-19,-4,-6,-6},Weights=>{3,6,9,-8}}],
e_1^2*e_2^2-4*e_2^3-4*e_3*e_1^3+18*e_1*e_2*e_3-27*e_3^2-y^2,
{y-e_1^3,e_1*e_2+y,e_3-e_1*e_2+y},3)
= {y − e31, y + e1e2, e3 + y − e1e2, e1e2 + e31,−e51e22,−14e51e22, e31}.
Applying the reduced Khovanskii-Gro¨bner basis algorithm
(Algorithm 3.0.11), we get a reduced Khovanskii-Gro¨bner basis
G = {y, e3, e1e2, e31}.

We conclude this section with a new property about Khovanskii bases that
comes in handy sometimes. Suppose A is an algebra with a valuation map v
with one dimensional leaves, and a Khovanskii basis B = {b1, ..., bn} such that
v(b1) < v(b2) < · · · < v(bn).
Proposition 3.0.28. The set Bi = {bi+1, . . . , bn} is a Khovanskii basis for
Ai = A ∩ k[bi+1, . . . , bn] if the set {v(bj), v(bi+1), v(bi+2), . . . , v(bn)} ⊂ Qn is
linearly independent ∀j ∈ {1, . . . , i}.
Proof : Let f ∈ Ai ⊂ A such that v(f) ∈ 〈v(bj), v(bi+1), . . . , v(bn)〉 for
some j ≤ i. Since f ∈ Ai then f ∈ k[bi+1, . . . , bn], which implies that v(f) ∈
〈v(bi+1), . . . , v(bn)〉. Therefore we have
v(f) = ajv(bj) + ai+1v(bi+1) + · · ·+ anv(bn) = ci+1v(bi+1) + · · ·+ cnv(bn)
⇒ ajv(bj) + (ai+1 − ci+1)v(bi+1) + · · ·+ (an − cn)v(bn) = 0
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Since {v(bj), v(bi+1), v(bi+2), . . . , v(bn)} is linearly independent ∀j ∈ [1, i], then
aj = 0. Therefore {v(bi+1), . . . , v(bn)} generates the semigroup {v(f) | f ∈
Ai}. Thus, Bi is a Khovanskii basis for Ai.

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4.0 ELIMINATION THEORY
One of the applications of Gro¨bner theory is in developing algorithmic ap-
proaches to to elimination theory. Namely, to eliminate some variables be-
tween polynomials in several variables, in order to solve systems of polynomial
equations. There is a well-known algorithm to solve a system of polynomial
equations in a polynomial ring using Gro¨bner bases (Theorem 2.1.13). In
this section we use Khovanskii-Gro¨bner bases to extend this and give an algo-
rithm for solving systems of equations on a projective variety whose coordinate
ring admits a finite Khovanskii basis with respect to a valuation with one di-
mensional leaves. For this section we will assume that the base field k is
algebraically closed.
Let X be a projective variety with homogeneous coordinate ring A =
k[X] =
⊕
i≥0
k[X]i. Fix a smooth point p ∈ X, and consider its local ringOp with
mpOp its maximal ideal. Since p is a smooth point, Op is a regular local ring
and we can write mpOp = 〈u1, . . . , ud〉 where d = dimX. One calls {u1, . . . , ud}
a system of parameters at the point p. By the Cohen structure theorem
Op ∼= k[[u1, . . . , ud]], the ring of formal power series in the ui, and any f ∈ Op
can be written as a formal power series f =
∑
α
cαu
α. Fix 0 6= h ∈ A1 such that
h(p) 6= 0. We have an embedding A ↪→ k[[u1, . . . , ud]][t] =
⊕
m≥0
k[[u1, . . . , ud]]t
m
by f ∈ Am 7→ fhm tm. Let v′ be the minimum term valuation (Example
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2.3.2) corresponding to the choice of {u1, . . . , ud} with u1 ≺ · · · ≺ ud (i.e.
(1, 0, . . . , 0) ≺ (0, 1, . . . , 0) ≺ · · · ≺ (0, . . . , 0, 1)), and for f ∈ k[X]m define
v(f) = (−m, v′( f
hm
)). We can see that with the valuation the value semigroup
S(A, v) is maximum well ordered. We make the standing assumption that:
(1) We have a finite Khovanskii basis with respect to v.
(2) A is a finite module over k[u1, . . . , ud, t].
We will now introduce the notion of an elimination ideal in this setting.
Definition 4.0.1. (Elimination Ideal) With notation as above, let J ⊂ A be
an ideal. Define the ith elimination ideal Ji = J ∩ k[[ui+1, . . . , ud]][t]. It is an
ideal in k[[ui+1, . . . , ud]][t], where k[[ui+1, . . . , ud]] is the ring of formal power
series in the variables {ui+1, . . . , ud}.
Proposition 4.0.2. (Elimination Theory) Consider the homogeneous ideal
J = 〈f1, . . . , fd〉 ⊂ A with a Khovanskii-Gro¨bner basis G and minimum
term valuation v defined by a system of parameters {u1, . . . , ud}. Then Gi =
G ∩ k[[ui+1, . . . , ud]][t] is a Khovanskii-Gro¨bner basis for Ji.
Proof : Fix i between 0 and d − 1. By definition Gi ⊂ Ji and thus
we have that 〈G¯i〉 ⊂ 〈J¯i〉. Let f ∈ Ji ⊂ J , then since G is a Khovanskii-
Gro¨bner basis there exists {g1, . . . , gs} ⊂ G with gj homogeneous in t such
that f¯ =
s∑
j=1
c¯j g¯j where cj 6= 0 for all j and moreover v(f) = v(cjgj), ∀j.
Since f ∈ Ji, then f¯ ∈ k[[ui+1, . . . , ud]][t]. Since we use a minimum term
valuation with u1 ≺ u2 ≺ · · · ≺ ud we see that if gj ∈ k[[uα, . . . , ud]][t] and
gj /∈ k[[uα+1, . . . , ud]][t] then g¯j ∈ k[[uα, . . . , ud]][t] and g¯j /∈ k[[uα+1, . . . , ud]][t].
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Thus we can conclude that gj ∈ k[[ui+1, . . . , ud]][t], ∀j. Note that we can also
assume ci ∈ k[[ui+1, . . . , ud]][t] by replacing ci with ci(0, . . . , 0, ui+1, . . . , ud)(t).
Therefore {g1, . . . , gs} ⊂ Gi and f¯ ∈ 〈G¯i〉, which implies 〈G¯i〉 = 〈J¯i〉.

We recall the well-known Noether Normalization theorem.
Theorem 4.0.3. (Noether Normalization) Let A be an affine ring of dimen-
sion n over a field k. If I1 ⊂ · · · ⊂ Iα is a chain of ideals of A with
dim(Ij) = dj and n ≥ d1 > d2 > · · · > dα > 0, then A contains a poly-
nomial ring S = k[x1, . . . , xn] in such a way that A is a finitely generated
S-module and
Ij ∩ S = 〈xdj+1 , . . . , xn〉.
If the ideals Ii are homogeneous, then the xi may be chosen to be homoge-
neous. In fact, if k is infinite, and A is generated over k by y1, . . . , yn, then
for j ≤ dα the element xj may be chosen to be a k-linear combination of the yi.
Proof : The proof can be found in [Eis95] page 283.

From the Noether normalization theorem (Theorem 4.0.3) our standing
assumption that A is a finite module over k[u1, . . . , un, t] holds for almost all
choices of {u1, . . . , ud}.
Let f ∈ Gi = G ∩ k[[ui+1, . . . , ud]][t]. We know there exists a polynomial
q(w) ∈ k[u1, . . . , ud, t][w] such that q(f) = 0. We can write q(f) as a series
with coefficients in k[u1, . . . , ui] i.e., q(f) =
∑
cα(u1, . . . , ui)u
α
∗ = 0, where
u∗ = (ui+1, . . . , ud, t). Since f ∈ k[[ui+1, . . . , ud]][t] we see that f being a
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solution of q(w) is independent of the value of {u1, . . . , ui}, hence we can set
u1 = · · · = ui = 0 and see that q(f) =
∑
cα(0, . . . , 0)u
α
∗ = 0.
Thus there exists an h(w) ∈ k[ui+1, . . . , ud, t][w] such that
h(f) =
β∑
i=0
ai(ui+1, . . . , ud)f
i = 0 for ai(ui+1, . . . , ud) ∈ k[ui+1, . . . , ud]. We
notice that if there exists a solution (ui+1, . . . , ud) = (xi+1, . . . , xd) such that
f(xi+1, . . . , xd, t) = 0 then we must have that a0(xi+1, . . . , xd) = 0, thus if
we solve for all (ui+1, . . . , ud) = (xi+1, . . . , xd) such that a0(xi+1, . . . , xd) = 0
then these are the only possible solutions for f . Therefore we need to find a
function h(w) ∈ k[ui+1, . . . , ud, t][w] such that h(f) = 0, which will be done in
the algorithm below (Algorithm 4.0.4).
Algorithm 4.0.4. Computing algebraic polynomials in local system of pa-
rameters that elements of A satisfy.
Input: A a finite module over k[u1, . . . , ud, t] with ui ∈ A, and f ∈ A.
Output: A polynomial h ∈ k[u1, . . . , ud, t][w] such that h(f) = 0.
(1) If f ∈ k[u1, . . . , ud, t], output h = (w − f).
(2) Else, find a vector space basis, G, for Frac(A) over k(u1, . . . , ud, t).
(a) Define the map mf : Frac(A)→ Frac(A) to be multiplication by f .
Compute the matrix M of mf with respect to the basis G.
(b) Output h(w) = det(wI −M).
Remark 4.0.5. We can see that the multiplication map mf clearly maps
A → A, thus we have that for any f ∈ A the equation q(w) = det(wI −M)
has the property that q(f) = 0 by the Cayley-Hamilton theorem.
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Recall that we assume that the algebra A has a finite Khovanskii basis
with respect to the minimum term valuation associated to the system of pa-
rameters {u1, . . . , ud} and we can approximate the Khovanskii basis elements
{b1, . . . , bn} with polynomials {h1, . . . , hn} of sufficiently high degree in terms
of the local parameter ui. With these assumptions we present the following
proposal for solving a system of equations.
Proposal 4.0.6. Solving a system of equations in an algebra A in terms of
the algebra generators of A with dim(A) = d.
Input: A set {f1, . . . , fd} ∈ A, and a Khovanskii basis B = {b1, . . . , bn} for A
with respect to the valuation v as above.1
Output: A solution for the system f1 = · · · = fd = 0 for a point in Spec(A) ⊂
An.
(1) Let J = 〈f1, . . . , fd〉.
Compute a Khovanskii-Gro¨bner basis G for J with respect to the valuation
v.
(2) For each i, use Algorithm 4.0.4 to find a polynomial qi(w) =
mi∑
j=0
aij(u)w
j
for each gi ∈ G such that qi(gi) = 0, where u = (u1, . . . , ud, t).
(a) Set α = 1 and S = ∅.
(b) While α < d+ 1,
For all gi ∈ Gd−α = G∩k[[ud−α+1, . . . , ud]][t] and let ai0(ud−α+1, . . . , ud)
be the constant term of qi(gi) as a polynomial in u1, . . . , ud−α.
Solve ai0(ud−α+1, . . . , ud) = 0 for the variable ud−α+12 and set S :=
1The choice of B gives an embedding of Spec(A) ⊂ An.
2When α > 1 we can use the solutions of S to solve for the new variable ud−α+1. If
S = ∅ when α > 1 then there is no solution.
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S ∪ {u | u is a solution}.
(c) For each u ∈ S compute gj(u) for all gj ∈ Gd−α,
If there exists a gj ∈ Gd−α such that gj(u) 6= 03 set S := S \ {u}.
Set α := α + 1 and go to step (b).
(4) If S 6= ∅, for all u ∈ S Print bi = hi(u), ∀i ∈ [1, n].
Else, Print no solution exists.
3Since gi might be a power series we can approximate gi with a polynomial, p, of suffi-
ciently high degree. Given a solution x = (x1, . . . , xn), if |p(x)| >  for some chosen  > 0
then we will say gi(x) 6= 0.
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5.0 GENERALIZED TROPICAL VARIETIES
We start by recalling the Proj construction of a graded domain R =
⊕
k≥0
Rk.
Let h be a homogenous element of R. Then we define
(Rh)0 = { f
h
deg(f)
deg(h)
| f ∈ R} ⊂ Frac(R),
where Frac(R) is the field of fractions of R. Then Proj(R) is defined as:
Proj(R) =
⋃
h
Spec((Rh)0),
where the union is over nonzero homogeneous h and the Spec((Rh)0) are glued
to each other along appropriate gluing maps. Note that it is sufficient to take
the union over a finite generating set, furthermore if R is generated by R1 then
it would suffice to take only the degree 1 h.
We start with an algebra A ∼= k[x]/I, a prime cone C ⊂ trop(I) ∩ Zn≤0, a
valuation constructed from that prime cone and an adapted basis B for (A, v).
We consider an ideal J ⊂ A and let Y = V (J) ⊂ Spec(A) = X. For ω ∈ C we
define vω to be the weight valuation defined by ω. For an arbitrary vector this
will give us a quasivaluation; however, since ω ∈ C, which is a prime cone, we
know that vω is a valuation. Define Bω,≥−k = {b ∈ B | vω(b) ≥ −k} and the
subspace Fω(k) ⊂ A by:
Fω(k) = span(Bω,≥−k).
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Define the associated graded grω(A), similar to before as:
grω(A) =
⊕
k≥0
Fω(k)/Fω(k − 1),
and initial ideal inω(J) by:
inω(J) =
⊕
k≥0
(Fω(k) ∩ J)/(Fω(k − 1) ∩ J).
Let R =
⊕
k≥0
Fω(k)t
k be the Reese algebra of the increasing filtration
{Fω(k)}k≥0 and let
X˜ω = Proj(R).
The variety X˜ω is a partial compactification of X obtained by adding the
divisor Dω = Proj(grω(A)), noting that I(Dω) = 〈t〉. The compactification
of Y in X˜ω is Y˜ω = V (Jˆ) = Proj(
⊕
k≥0
Fω(k)t
k/
⊕
k≥0
(Fω(k) ∩ J)tk); with Jˆ =⊕
k≥0
(Fω(k) ∩ J)tk. We can see that Dω ∩ Y˜ω = V (〈t〉+ Jˆ) ⊂ X˜ω.
We now propose the following definition of a tropical variety for an ideal
J ⊂ A with respect to a prime cone C. Note that for f ∈ A, inω(f) is
an invertible element of grω(A) if there exists an element g ∈ A such that
inω(f)inω(g) ∈ k. We can see that vω(f) = −vω(g) and we will denote the
inverse of inω(f) by (inω(f))
−1.
Definition 5.0.1. (Relative Tropical Variety) Let X be an affine variety, J ⊂
A ' k[X] and C ⊂ trop(X) ∩ Zn≤0 a prime cone. The tropical variety of J
relative to C is
tropC(J) = {ω ∈ C | inω(J) does not contain an invertible element}.
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Remark 5.0.2. This definition generalizes the notion of spherical tropical va-
rieties of a subvariety in an affine homogenous space which was introduced by
Kaveh, Manon, and Vogiannou [Vog15, KM19].
The next theorem is the main result of this section. It shows how tropC(J)
encodes asymptotic directions of the subvariety Y defined by J . It states that
given a subvariety Y of X, the relative tropical variety tropC(J) gives us
information about the closure of Y in any partial compactification of X cor-
responding to any ω ∈ C.
Theorem 5.0.3. Take ω ∈ C and let X˜ω be the corresponding partial com-
pactification of X = Spec(A). Let J ⊂ A be an ideal with V (J) = Y ⊂ X, and
Y˜ω its closure in X˜ω. Then Y˜ω \ Y 6= ∅ if and only if ω ∈ tropC(J).
Proof : We will prove this by proving two claims and using the fact that
if Y˜ω \ Y 6= ∅ then Y˜ω ∩Dω 6= ∅.
Claim 1: Y˜ω ∩ Dω ∼= Proj(grω(A)/inω(J)). Proof: Consider the natural
map pi : R→ grω(A) which sends Fω(k)→ Fω(k)/Fω(k− 1). We immediately
see that the kernel of this map is
⊕
k≥1
Fω(k − 1)tk from the definition of pi.
Factor t from the kernel and see that
⊕
k≥1
Fω(k − 1)tk = tR = 〈t〉, hence
R/〈t〉 ∼= grω(A).
Let us consider this claim on the affine cone and let XAω = Spec(R) and
DAω = Spec(grω(A)). We can see that
Spec(grω(A)/inω(J)) = V (inω(J)) ⊂ DAω ⊂ X˜Aω ,
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and the ideal for V ((〈t〉+Jˆ)/〈t〉) = DAω∩Y˜ Aω ⊂ R/〈t〉. Note that the restriction
of the map pi on Jˆ is clearly contained in inω(J) ⊂ grω(A). We would like to
know pi−1(inω(J)). Note that since R and grω(A) are graded algebras then pi
is a graded homomorphism, thus is suffices to find pi−1 of the graded pieces of
inω(J). Fix k ≥ 0, then pi−1((Fω(k) ∩ J)/(Fω(k − 1) ∩ J)) = (Fω(k) ∩ J +
Fω(k − 1))tk ⊂ Jˆ + 〈t〉. Therefore we have (〈t〉 + Jˆ)/〈t〉 ∼= inω(J) from the
above isomorphism. Since the ideals are isomorphic then the varieties they
define are isomorphic, hence Y˜ Aω ∩ DAω ∼= Spec(grω(A)/inω(J)). Since this is
true for the affine cone, then this is true for the Proj as well.
Claim 2: Proj(grω(A)/inω(J)) 6= ∅ if and only if ω ∈ tropC(J). Proof:
Recall ω ∈ tropC(J) if and only if inω(J) does not contain any invertible
elements. This is equivalent to grω(A)/inω(J) 6= {0}. But Proj of a k-algebra
is empty if and only if the algebra is trivial (i.e., equal to {0}).

Remark 5.0.4. We expect that one can prove a generalization of the tropi-
cal compactification theorem (Theorem 2.8.1) in this context. More precisely,
with notation as above, fix a prime cone C and let Σ be a fan whose support
lies in C. In a fashion similar to the construction of toric varieties, one should
be able to construct a variety X˜Σ that contains X = Spec(A) as an open sub-
set. We then expect that if Σ is a fan whose support is tropC(J) then one can
then try to prove an analogue of the tropical compactification theorem [Tev07]
for the compactification of Y ⊂ X in X˜Σ. We plan to address this in future
work.
Example 5.0.5. As before, let A ∼= k[x, y, z]/〈y2z − x3 + 7xz2 − 2z3〉 with
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prime cone C = Q(1, 1, 1) + Q≥0(−2,−3, 0), which gives us a valuation from
the matrix
M =
−1 −1 −1
−2 −3 0

and an adapted basis B = {xαyβzγ | α, β, γ ∈ Z≥0, α ≤ 2}. Note for an
ideal J and an element f ∈ J ⊂ A if there does not exists g ∈ A such that
vω(f) + vω(g) = 0 then we know that f is not invertible. We can see, after
rescaling, that any interior ω ∈ C is of the form ω = (−2 + a,−3 + a, a)
where a ∈ Z and when a < 0 any non-constant element g ∈ A has vω(g) < 0.
Therefore C ∩ Z3<0 ⊂ tropC(J) for every non-trival ideal J ⊂ A. Since we are
only considering the part of C ⊂ Z3≤0, then only ω = (−2,−3, 0) is interesting
for this algebra. Consider J = 〈−y2 +x2, xy+yz, z2〉, it was shown above that
the Khovanskii-Gro¨bner basis for this ideal is G = {−y2 +x2, xy+yz, z2}. For
ω = (−2,−3, 0) the valuation of any element of J will be generated by the
valuations of G, namely the set {−6,−5, 0}, as a semigroup ideal. We can see
that for any adapted basis element b in this algebra to be invertible we must
have b¯ ∈ k or vω(b) ≥ 1. Since this cannot happen with these Khovanskii-
Gro¨bner basis elements we have that ω = (−2,−3, 0) ∈ tropC(J).
75
BIBLIOGRAPHY
[Buc06] Bruno Buchberger. Bruno Buchberger’s PhD thesis 1965: An algo-
rithm for finding the basis elements of the residue class ring of a zero
dimensional polynomial ideal, Journal of Symbolic Computation 41, 475-
511, 2006.
[CLO15] David A. Cox, John Little, and Donal O’Shea. Ideals, varieties, and
algorithms. An introduction to computational algebraic geometry and
commutative algebra, Undergraduate Texts in Mathematics. Springer,
Cham, fourth edition, 2015.
[CLS10] David A. Cox, John Little, and Hal Schenck. Toric Varieties, volume
124 of Graduate studies in Mathematics. American Mathematical Society,
Providence, RI, 2010.
[Eis95] David Eisenbud. Commutative algebra. With a view toward algebraic
geometry, volume 150 of Graduate Texts in Mathematics. Springer-Verlag,
New York, 1995.
[FJ08] Michael D. Fried, Moshe Jarden. Field Arithmetic. A Series of Modern
Surveys in Mathematics. Springer, Third Edition, 2008.
[Gob95] Manfred Go¨bel. Computing bases for rings of permutation-invariant
polynomials, Journal of Symbolic Computation, 19, 285-291, 1995.
[Har97] Robin Hartshorne. Algebraic Geometry. Graduate Texts in Mathemat-
ics. Springer, New York, 1997.
[KM19] Kiumars Kaveh and Christopher Manon. Gro¨bner theory and tropical
geometry on spherical varieties. Transformation Groups 24, 1095-1145,
2019
76
[KM19] Kiumars Kaveh and Christopher Manon. Khovanskii Bases, Higher
Rank Valuations and Tropical Geometry. SIAM Journal on Applied Alge-
bra and Geometry. 3, 292-336, 2019.
[Mil94] J. Lyn Miller. Analogs of Gro¨bner Bases in Polynomial Rings over a
Ring. ArXiv:9411209v1 [math.AC]. 1994.
[Mil96] J. Lyn Miller. Analogs of Gro¨bner Bases in Polynomial Rings over a
Ring, Journal of Symbolic Computation 21, 139-153, 1996.
[MS15] Diane Maclagan and Bernd Sturmfels. Introduction to tropical geom-
etry, volume 161 of Graduate studies in Mathematics. American Mathe-
matical Society, Providence, RI, 2015.
[Oll91] F. Ollivier. Canonical bases: relations with standard bases, finiteness
conditions, and applications to tame automorphisms, in Effective Methods
in Algebraic Geometry (T. Mora, C. Traverso, eds). Birka¨user, Boston, pp.
379-400, 1991.
[RS90] Lorenzo Robbiano and Moss Sweedler. Subalgebra bases. Commutative
algebra (Salvador, 1988), volume 1430 of Lecture Notes in Math., pages
61-87. Springer, Belin, 1990.
[Stu93] Bernd Sturmfels. Algoritms in Invariant Theory. Springer Verlag, Vi-
enna, 1993.
[Stu96] Bernd Sturmfels. Grobner bases and convex polytopes, volume 8 of
University Lecture Series. American Mathematical Society, Providence,
RI, 1996.
[Tev07] Jenia Tevelev. Compactifications of subvarieties of tori. Amer. J.
Math., 129(4):1087-1104, 2007.
[Vak13] Ravi Vakil. Foundations of Algebraic Geometry.
math216.wordpress.com, 2013.
[VGSEH97] Wolmer V. Vasconcelos, Daniel R. Grayson, Michael Stillman,
David Eisenbud, and Ju¨urgen Herzog. Computational Methods in Com-
mutative Algebra and Algebraic Geometry. Springer, 1997.
[Vog15] Tassos Vogiannou. Spherical Tropicalization. ArXiv:1511.02203v1
[math.AG]. 2015.
77
