





















1 Hours worked and the U.S. distribution of real annual
earnings 1976–2019




We examine the impact of annual hours worked on annual earnings by decomposing
changes in the real annual earnings distribution into composition, structural and hours
effects. We do so via a nonseparable simultaneous model of hours, wages and earnings.
Using the Current Population Survey for the survey years 1976–2019, we find that
changes in the female distribution of annual hours of work are important in explaining
movements in inequality in female annual earnings. This captures the substantial
changes in their employment behavior over this period. Movements in the male hours
distribution only affect the lower part of their earnings distribution and reflect the
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1 Introduction
Wages are generally the focus of empirical studies of inequality as they reflect how the level
of the demand and supply of labor skills generate different earnings capacity across workers
(Gottschalk and Danziger, 2005).1 The distribution of annual labor earnings provides a com-
plementary description of inequality as it captures both the movements in the hourly wage
distribution and changes in the number of annual hours worked by those at different points
of the wage distribution.2 This paper examines the causes of changes in the distribution
of annual labor earnings in the U.S. for the period 1976 to 2019. Our primary focus is on
estimating the role of annual hours of work as during the period examined the U.S. experi-
enced a strong upward trend in female labor force attachment and at least three substantial
recessions. These factors have each greatly influenced the level of annual hours of work.
A challenge in evaluating the impact of annual hours worked on annual labor earnings is
accounting for the simultaneity of hours and wages. Moreover, as wages are only observed
for those reporting positive hours, there are possibly concerns related to selection bias.
These factors create difficulties for identification. We address these via an extension of the
methodology of Fernández-Val, Van Vuuren, and Vella (2019), hereafter FVV. That paper
provides an estimation procedure for nonseparable models with censored selection rules and
can be employed to estimate the determinants of wages when they are only observed for those
working positive hours. The approach follows Imbens and Newey (2009) and uses a control
function, derived from estimates of the hours equation, to account for selection bias. Our key
departure from FVV is the use of the estimated hours equations to predict counterfactual
1See for example, Katz and Murphy 1992, Murphy and Welch 1992, Juhn, Murphy, and Pierce 1993,
Welch 2000, Autor, Katz, and Kearney 2008, Acemoglu and Autor 2011, Autor, Manning, and Smith 2016,
Murphy and Topel 2016, and Fernández-Val et al. 2020). These changes have typically been attributed to
such factors as skill-biased technical change, international trade and globalization, the decline of the U.S.
manufacturing sector, cohort size effects, the slowdown of the trend towards higher educational attainment,
the reductions in unionization rates and the associated union premium, and the falling real value of the
minimum wage.
2The Bureau of Labor Statistics reported the labor share in total income was 61.5 percent in 1976 and
58.4 percent in 2016.
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hours to construct counterfactual earnings distributions under various scenarios for wages
and hours.
Although earnings is the product of hours and wages one cannot evaluate changes in
earnings inequality via movements in their respective distributions since knowledge of an
individual’s location in the hours and wage distributions alone does not necessarily determine
her/his precise location in the earnings distribution. Rather, we construct counterfactual
earnings distributions which exploit that earnings are the product of annual hours and hourly
wages. We decompose changes across counterfactual real annual earnings distributions into
four components. The first two are the structural and composition effects typically identified
in wage decomposition exercises, although their interpretation is more complicated in a
multiple equation setting. The remaining two are hours effects. The extensive effect captures
how the movement from nonemployment to positive annual hours worked affects the earnings
distribution. The intensive effect reflects how changes in the annual hours of those working
affect annual earnings. We distinguish between these two “hours” effects via a restrictive
“rank invariance” assumption. One can estimate the combined impact of hours without
this assumption but we employ it as the distinction between the two effects is economically
interesting.
This paper makes the following contributions to the literature. First, while previous
studies have examined the impact of annual hours worked on the distribution of annual
earnings this is the first paper to do so while accounting for the endogeneity of hours. Second,
as our goal is to quantify the hours effects on the earnings distribution and inequality, we
introduce useful extensions to the existing decomposition methodologies. Note that we rely
on existing evidence on wages, estimated for the same sample and reported in Fernandéz-Val,
Perrachi, Van Vuuren and Vella, 2020, hereafter FPVV, when interpreting our results.
We analyze data from the Annual Social and Economic Supplement of the Current Pop-
ulation Survey, or March CPS, for the survey years 1976–2019. The data are a sequence of
annual cross-sections containing information on earnings and hours of work in the previous
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year.3 Annual earnings are directly reported and we construct annual hours as the product
of weeks worked last year and usual hours of work per week last year. This construction
is important for interpreting the estimated hours effects as weeks of nonemployment reduce
annual hours worked but may be captured as movements along the intensive rather than the
extensive margin. While this does not invalidate our approach, additional care is required
in interpretation.
The next section summarizes the relevant literature. Section 3 discusses the CPS data
and its features related to the annual earnings distribution. Section 4 presents the mod-
elling framework. Our main methodological contribution, namely the construction of the
counterfactual distributions and the decomposition methodology, is discussed in Section 5.
Preliminaries with respect to the empirical investigation are provided in Section 6 and Sec-
tion 7 reports and discusses the empirical results. Section 8 concludes.
2 Literature overview
One of the first papers to document changes in the labor earnings distribution is Gottschalk
and Danziger (2005). They examine the ratio of the upper (D9) and lower (D1) deciles for
working individuals using the CPS for 1975 to 2002 and conclude that it had increased for
males but decreased for females. They report mean working hours for those at D1 and D9
of the wage distribution and find that the decrease in females’ earnings inequality reflected
an increase in the working hours of those at the bottom of the female wage distribution.
Section 3 reproduces some of these results for our longer sample period.
Blau and Kahn (2011) decompose the changes in annual earnings into hours and wages
effects. They model the variance of log annual earnings as the sum of the variances of
the log hourly wage and working hours plus twice their covariance. Examining data for
the U.S. and seven other countries for the mid to late 1990s they find that the variance in
working hours plays an important role in explaining the differences in the variance of annual
3In what follows we refer to the survey year rather than the year for which the data are collected.
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earnings. However, they find this role relatively less important for the U.S.. Checchi et al.
(2016) use a similar approach but examine the mean log deviation of earnings. Using data
for France, Germany, the U.K., and the U.S. for 1989–2012, they find differences in both the
dispersion of hours and wages and the trends in the covariance between hours and wages
across countries. They find that the level of hours dispersion in the U.S. plays a relatively
smaller role in explaining earnings dispersion among those with positive earnings than for
the other countries. Biewen and Plötze (2019) investigate the role of working hours in the
increased earnings inequality in Germany. They employ a similar approach to Blau and
Kahn (2011) and find, via the decomposition method of Dinardo et al. (1996), that changes
in working hours have increased both male and female earnings inequality.
These papers all treat working hours and the participation decision as exogenous. Card
and Hyslop (2018) consider a model which incorporates the endogeneity of the latter. Exam-
ining three different PSID cohorts they decompose changes in the variance into extensive and
intensive margins. Their intensive margin reflects changes in earnings for those reporting
positive earnings in the previous period. Their extensive margin is the impact of entering
employment. Their dynamic model allows a consideration of both within and between co-
hort variances in earnings. They find that the substantial reduction in inequality for more
recent cohorts is the result of increased employment rates. Altonji et al. (2013) estimate
a semi-structural model for male household heads that accounts for transitions into unem-
ployment, job-to-job transitions, the accumulation of general skills and the accumulation of
tenure. They conclude that spells of unemployment and the accumulation of general skills




We employ data from the March CPS from 1976 to 2019 which report annual earnings, weeks
worked, and usual hours of work per week in the previous calendar year. We restrict our
analysis to those aged 24–65 years in the survey year. This produces a sample of 1,933,659
males and 2,098,894 females. Annual sample sizes range from a minimum of 30,767 males
and 33,924 females in 1976 to a maximum of 55,039 males and 59,622 females in 2001.
Annual earnings are reported wage and salary incomes. Hourly wages are defined as the
annual earnings divided by annual hours worked. Annual hours worked last year (hereafter
referred to as annual hours) are the product of weeks worked and usual hours of work per
week. The same annual hours can reflect different combinations of hours and weeks and we
do not distinguish, for example, between an individual working 40 hours a week for 25 weeks
from one working 20 hours a week for 50 weeks. This may create a difficulty below if those
in the part-time labor market fundamentally differ from those in the full-time labor market.
FPVV provide evidence that hours do not directly affect wage rates so we do not consider
this a concern here.4 However, this measure of annual hours has implications for evaluating
the role of changes along the extensive and intensive margins. We discuss this in Section 7.
Individuals reporting zero hours worked last year generally respond as not being in the
labor force in the week of the March survey. We refer to these individuals as nonemployed
rather than unemployed and note that the movement between years, especially for males,
could reflect fluctuations in the unemployment levels. As hourly wages are defined as the
ratio of reported annual earnings and annual hours they are only available for those in
the labor force. This has implications for those in the Armed Forces, the self-employed,
4FPVV investigate the robustness of their results to the construction of the annual hours variable by
replicating the analysis after restricting their sample to full-time full-year workers. This excludes observations
that work many hours for one week or few hours for many weeks. They find that their results are robust to
the exclusion of these observations.
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and unpaid family workers as their annual earnings and annual hours tend to be poorly
measured. Accordingly, we confine attention to civilian dependent employees with positive
hourly wages and those out of the labor force last year. This sample contains 1,676,014
males and 1,975,013 females (respectively 86.7 and 94.1 percent of the original sample aged
24–65). The subsample of civilian dependent employees with positive hourly wages contains
1,450,941 males and 1,377,718 females. We refer to these as the “full” and “earners” samples
respectively.
There are two additional data issues. The first is the top coding of earnings. This can
affect the results for mean earnings but is not problematic for quantiles below the top coded
values. The second is the difference between actual and usual working hours. Although the
CPS reports actual hours worked in the week of the survey we use usual hours as they are
closely related to the annual earnings. The correlation between these two measures of hours
is around 0.7 in 1976 and 0.65 in 2019 and the differences in their means are low. This
indicates that there are no large differences between the measures.
3.2 Descriptive statistics
Figure 1 presents the time series behavior of various quantiles of the annual earnings distri-
bution for the earners sample (top panels) and the full sample (bottom panels). We report
both to highlight that changes in inequality may reflect individuals exiting and/or entering
employment. We use the CPI to transform these quantiles to 2019 dollars. We present D1,
the lower quartile (Q1), the median (Q2), the upper quartile (Q3), and D9. The recessions
are marked with a shaded vertical bar.5
Our primary focus is the full sample but as the employment rates are relatively low for
females at the beginning of the sample it is useful to report earnings quantiles of workers
only as more females enter employment. Female earnings have steadily increased at all
5The NBER’s Business Cycle Dating Committee identifies five recessions during our sample period:
January-July 1980, July 1981 -November 1982, July 1990-March 1991, March-November 2001, and December
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Q1 Q2 Q3 D9
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Earners sample
Figure 1: Time profile of selected quantiles of annual earnings in 2019 dollars.
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quantiles considered. There are substantial increases at the top of the distribution with
gains of about 50 percent at Q3 and 40 percent at D9. However, the increases at the bottom
of the females distribution are even more remarkable. The bottom quartile increases by 90
percent and D1 by 201 percent. The figures for males reflect large growth at the upper
parts of the distribution, little or no growth below Q3 and a concerning decrease at the
lowest quantiles. Over the sample period, annual earnings decrease by 2 percent at D1,
15 percent at Q1, and 8.5 percent at Q2. These trends for males are similar to those for
hourly wages at the corresponding location in their wage distribution. This suggest that
the patterns are primarily driven by changes in hourly wages and/or the changes in annual
hours are working in the same direction. In contrast, the growth at the bottom of the female
wage distribution is far smaller than that for earnings, suggesting that the hours worked are
the driving influence in this location of the earnings distribution. Earnings inequality for
this sample, measured by the Q3/Q1 ratio has increased for males from 1.99 to 2.52 and
decreased from 3.24 to 2.63 for females. This supports earlier findings (see, for example,
Gottschalk and Danziger, 2005).
Now consider the full sample. First, although female employment rates have increased
over the sample period they remain under 75 percent for almost all years of our analysis
and the lowest quartile of female earnings is generally zero. Second, there are substantial
differences between male and female earnings at each quantile reported. Third, male earnings
have clearly decreased at Q1 and Q2 with large decreases in both during recessionary periods.
At Q3 earnings are reasonably stable although even here there are declines in recessions. Male
earnings growth is only noticeable at D9. Fourth, female annual earnings are increasing at
all quantiles considered. The extraordinary increase at the median of 512 percent reflects the
drastic changes in the female employment behavior. Finally, the contrasting experiences of
females and males is reflected in earnings dispersion. Using the ratio (D9/Q2) as a measure
of inequality, male earnings dispersion has increased from 1.84 to 2.48, while that of females
decreased from 10.33 to 3.05. The differences in these measures of inequality across the
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earners and the full sample illustrates the importance of looking at the latter.
Figure 2 shows that the male employment rate for our data decreased from about 89.9
percent in 1976 to 83.3 percent in 2019. The decline is relatively steady although the larger
falls occur during cyclical downturns and the small increases follow these recessionary pe-
riods. The female employment rate increases from 56.0 percent in 1976 to 74.9 percent by
2001. It falls over the remaining 18 years of our sample period with the biggest declines in the
recessionary years. Beaudry et al. (2016) conjecture that the recent decrease of employment
of both males and females reflect the diminished demand for cognitive skills which reduced
the number of high-skilled workers in well-paying jobs (see also Dillon and Veramendi, 2018).
This resulted in these workers accepting jobs which do not require high levels of cognitive
skills thereby crowding out the lower educated workers that previously held them.
Although the extensive margin is a binary decision the impact of those entering depends
on their place in the hours distribution. Figure 2 also reports the percentages with different
working hours. While almost all working males work at least 500 annual hours a substantial
fraction of employed females are working less than 500 hours.
Figure 3 presents the distribution of annual hours for our sample period.6 Male annual
hours display cyclical behavior which is particularly important at lower quantiles. There have
been consistent increases in female annual hours at all quantiles, except the median, with
the largest increases at the bottom of the distribution. Cyclical effects for females are weaker
and are manifested as occasional dips in otherwise upward trends. The median for males
and the upper quartile for females show no variation over the sample period. However, this
also reflects the shortcomings of quantile methods to describe data which feature bunching.
Approximately 40 percent of males and 30 percent of females report 2080 hours per year in
1976. This corresponds to 52 weeks of a 40-hour work week. Almost 50 percent of males
and 40 percent of females have annual working hours of exactly 2080 by the year 2019.7
6We use the interval approach to reduce the impact of bunching in this figure. Interval lengths are 50
hours.
7This increasing bunching of annual hours has received some attention in the macroeconomics literature
(see Bick, Blandin and Rogerson 2019).
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Figure 2: Time profile of the percentage of individuals with at least a determined number
of working hours.
Figure 4 presents mean hours for those in different quartiles of the earnings distribution
of workers. Q1 denotes mean hours for workers with labor income less than the lower
quartile of earnings. Q2, Q3 and Q4 are defined similarly. Male hours have not substantially
increased at any point in the earnings distribution and the cyclicality of male hours is more
evident for those with lower earnings. There are small increases at higher female earnings
and significantly larger increases at the median and below. The number of annual hours
worked has doubled over the sample period at the lowest quartile of the female earnings
distribution (see also Gottschalk and Danziger, 2005).
Given the movements in annual hours and employment rates we examine whether some of
their likely determinants have displayed notable changes over our sample period. Education
levels, particularly of females, increased dramatically. The large increases in those obtain-
ing college degrees have sometimes been attributed to the decreasing selectivity of colleges.
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Figure 3: Time profile of selected quantiles of annual hours of work.
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1980 1990 2000 2010
Survey year
Females
Q1 Q2 Q3 Q4
Figure 4: Time profile of mean annual hours of work by location in the annual earnings
distribution (e.g., Q1 is the mean of annual hours for individuals with annual earnings up to
the lower quartile among the earners, etc.).
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Below high school Some college College
Figure 5: Employment levels for different education levels relative to high school graduates.
observed increases (see for example, Hoxby 2009). Consider whether these changes in edu-
cational composition have resulted in changes in the employment rates by education level.
Figure 5 reports the relative employment rates of females and males with different education
levels. College graduates continue to have the highest employment rates and the difference
between education levels is cyclical. The nature of the relationship between education and
employment does not change over the sample period.
Figure 6 presents the corresponding relationships between annual hours and education
level and illustrates that higher education levels are associated with increasing annual hours
for both genders. This partially captures the higher wages associated with higher education.
We do not find large changes over time in working hours by education level. The larger
deviations across education groups occur in cyclical downturns and probably reflect a lower
level of labor demand, including unemployment spells, for lower educated groups during
these periods.
We also explore the relationship between annual hours and some demographic character-
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Survey year
Males
Below high school Some college College
Figure 6: Relative number of working hours for different education levels. Working hours
are relative to high school graduates.
istics known to influence labor supply. Figure 7 reveals that males work more when they are
married or have children although the difference for those with very young children is small.
Females work less when they are married, have children or very young children. While the
magnitude of these effects for females has decreased over time, their relative ordering has
remained stable.
We examined NLSY data to investigate the relationship between the working hours and
cognitive skills. We find a positive relationship between working hours and the AFQT test
score for both males and females. Those who score above the median in terms of these tests,
work around 200 hours per year more in the years between 1990 and 2000. The difference is
slightly smaller for females than males.
This section highlights that the implied drastic increases in earnings inequality for males
are not accompanied by corresponding changes in annual hours worked. This suggests the
changes in annual earnings capture movements in wage rates at the corresponding points of
14






















1980 1990 2000 2010
Survey year
Males
Married Child present Child below 5 y/o age present
Figure 7: Relative number of working hours. Working hours are relative to either unmarried,
no children or no children under the age of 5.
the earnings distribution. However, there is evidence that those at lower annual earnings
displayed more cyclicality in their annual hours. This may be potentially important in
evaluating the earnings patterns of those at lower quantiles of the male earnings distribution.
In contrast, the drastic changes in annual earnings for females are accompanied by substantial
changes in their annual hours. Females’ hours are increasing at all points of their earnings
distribution with the more drastic increases at the lower parts of that distribution. This
suggests that annual hours play an essential role in the evolution of the female earnings
distribution and decreasing earnings inequality. Another important feature of the data are
the relationships between an individual’s observed characteristics and their employment
decision and annual hours. Although the magnitude of the relationships vary over the sample
period, their nature does not. This supports our modeling approach which assumes the types
of individuals, as captured by both their observed and unobserved characteristics, likely to
work many hours in each cross section do not change over the sample period.
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4 Modeling framework





WtHt if Ht > 0
0 otherwise
, (1)
Wt = gt(Xt, Et), if Ht > 0, (2)
Ht = max{kt(Xt, Zt, Vt), 0}, (3)
where Yt, Wt, and Ht denote annual earnings, hourly wages, and annual hours of work for
an individual in year t, respectively. Equation (1) indicates that annual labor earnings are
the product of wages and annual hours. Equation (2) states that wages are a function of
observed individual characteristics, Xt, and unobserved characteristics, Et. The function gt
is assumed to be unknown and nonseparable with respect to its arguments. Wages are only
observed for individuals reporting positive annual hours. The process generating observed
annual hours is defined in (3). Hours are a function of Xt and some additional observed
characteristics, Zt, that influence the individual’s preference for work but not their wage. Zt
is potentially empty as exclusion restrictions are not required for identification. The random
variable Vt represents unobserved characteristics that affect annual hours. The relationship
capturing the mapping from these determinants to hours is represented by the unknown and
nonseparable function kt. Annual hours are censored from below at zero.
We denote the support of the random variables and vectors by calligraphic letters; e.g.,
Xt is the support of Xt and XZ t is the joint support of (Xt, Zt). Since these can depend on
whether the individual belongs to the “selected population”(i.e. observations with Ht > 0),
an asterisk indicates that we restrict ourselves to the support of the selected population.
For example, X ∗t is the support of Xt|Ht > 0. Small letters in parentheses indicate that the
support is conditional on other variable(s) taking a particular value. For example, Zt(x) is
16
the support of Zt|Xt = x.
Equations (2)-(3) comprise the model considered by FVV augmented with (1) to describe
annual earnings. Two assumptions are required to continue. First, the vector (Xt, Zt) is
assumed to be independent of the vector (Et, Vt) in the total population. This excludes
additional issues related to endogeneity even if “latent” hours and wages were observed for
the whole population. This may be a strong assumption for human capital variables, such
as education, but we do not address it here.8 Second, we assume monotonicity. That is,
we assume that Vt is continuously distributed, and the distribution of Vt and v 7→ kt(·, ·, v)
are strictly increasing on the support of Vt. Given these assumptions, we can normalize
Vt ∼ U(0, 1).
We do not assume that Et and Vt are independent of each other. Dependence is likely to
arise given that annual hours are chosen by the agents and may depend on their (expected)
hourly wages. This suggests that the unobserved characteristics that affect the individual’s
hourly wage are likely to be correlated with those contributing to annual hours. This de-
pendence produces a selection bias in examining the function gt over the working population
with Ht > 0 even when Et andXt are independent over the total population. We address this
selection problem via the FVV methodology which employs a control function as an addi-
tional conditioning variable. The appropriate control function is FHt|Xt,Zt(Ht | Xt, Zt), which
represents the “rank” of the individual’s annual hours relative to observationally equivalent
individuals. This is identified when Ht > 0. The intuition underlying the validity of Vt as
a control function follows from the observation that conditioning on Xt, Zt and Vt makes
selection, i.e. kt(Xt, Zt, Vt) > 0, deterministic. Thus, the distribution of Et conditional on
Xt, Zt and Vt does not stochastically depend on selection. Moreover, conditional on Vt, Et
does not depend on Xt and Zt in the selected population.
To distinguish between extensive and intensive margins in the annual hours effects we
8With the availability of an appropriate exclusion the FVV estimator can be adapted to address such an
extension.
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t (Xt, Zt, V
2
t ) > 0
0 otherwise
, (1’)
Wt = gt(Xt, Et), if k
2
t (Xt, Zt, V
2
t ) > 0, (2’)
Ht = max{k
1
t (Xt, Zt, V
1
t ), 0}, (3’)
where V 1t and V
2
t satisfy the independence and monotonicity assumptions. We also as-
sume that k1t (Xt, Zt, V
1
t ) ≥ k
2
t (Xt, Zt, V
2
t ) a.s. This model allows for a counterfactual sit-
uation in which working hours and the employment decision are determined by two sepa-
rate processes. A special case arises when V 1t = V
2
t = Vt. The monotonicity assumption
now implies a shift of the cutoff value for every (Xt, Zt) combination, i.e. k
1
t (Xt, Zt, Vt) =
k2t (Xt, Zt, Vt) + Ψt(Xt, Zt), for some positive function Ψt. This enables us to investigate the
earnings distributions when workers decide not to work if their “potential” working hours
are lower than a certain cutoff value Ψ(Xt, Zt) > 0. The model (1’)-(3’) is useful for inves-
tigating the situation in which, for example, we examine how the female population from
a year with a high participation rate would participate in a year with a lower participation
rate. This would imply that we set the function k1t (·, ·, ·) as it is in the low participation
rate year and keep all other aspects of the model the same. We return to this exercise in
Section 5. Combining monotonicity with the restriction that V 1t = V
2
t produces the “rank
invariance” assumption (e.g., Chernozhukov and Hansen, 2005).
5 Counterfactual distributions
We now derive counterfactual earnings distributions exploiting that earnings are a known
function of wages and hours (i.e. Yt = WtHt).
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5.1 Intuition underlying counterfactual distributions
We begin by outlining the intuition underlying, and the components required for, the con-
struction of the counterfactuals. We first condition on the observed characteristics and
control function, and apply the local approach of FVV to obtain the distribution function of
the wages corrected for sample selection. This can be evaluated at different configurations
of Xt, Zt and Vt to produce counterfactual earnings distributions. A critical component in
the construction of these distributions is the relationship between earnings, wages and hours
in equation (1). For any y > 0 :





| Ht > 0
)
P(Ht > 0) + P(Ht = 0),
where the second term reflects that the probability that Yt ≤ y equals unity when Ht = 0,
and P(Yt ≤ 0) = P(Ht = 0).
5.2 Derivations of the counterfactual distributions
To provide expressions for the components of the counterfactual earnings we rewrite the
observed marginal earnings distribution in terms of the distributions of the explanatory
variables, control function, wages and annual hours. By the law of iterated probability:
FYt(y) = P[Yt ≤ y] =
∫
P[Yt ≤ y | Xt = x, Zt = z, Vt = v] dFXt,Zt,Vt(x, z, v).
Using Yt = Wt Ht, Ht = kt(Xt, Zt, Vt) when kt(Xt, Zt, Vt) > 0, and the definition of Wt =

















We drop the conditioning of Xt and Zt in the probability of the first integral since Et is
independent of these terms conditional on Vt.
FVV refer to the term in the first integral as the local distribution structural function
(LDSF). It represents the distribution function of wages that would be observed if individuals
in the sample with a value of Vt equal to v are assigned a value of Xt equal to x. That is:
Gt(w, x, v) := P(gt(x, Et) ≤ w | Vt = v). (4)
Although the LDSF is a wage distribution it does not necessarily correspond to the observed
wage distribution. First, the LDSF does not condition on whether an individual has an
observed wage. The LDSF is the “potential” wage distribution of the total population with
a realization of the control function equal to v. As some individuals do not work, the
LDSF may differ from the distribution of the selected population. Second, the LDSF is the
distribution of wages when everybody in the population with a control function equal to v
has an Xt equal to x. For example, suppose an element of Xt is the education level and x
denotes college degree. The LDSF represents the “observed ” wage distribution if the entire
population with a control function equal to v is working and had a college degree. FVV
show that identification of the LDSF requires that the specific combination of x and v being
considered belongs to the support of the selected population of the random variables (Xt, Vt),
i.e. (x, v) ∈ XV∗t . That is, there must be a realization of (Xt, Zt, Vt) equal to (x, z, v) such
that kt(x, z, v) is positive. The intuition behind this result is that Vt is a control function
and Et is independent on Xt and Zt conditional on Vt and this independence allows for
conditioning in (4) on Xt = x and Zt = z for some z such that (x, z) ∈ XZ. Since
(x, v) ∈ XV∗t we can even condition on a value of (x, z, v) such that the combination of
Xt, Zt and Vt belongs to the selected sample. The right-hand side of (4) would then equal
the observed wage distribution among the selected sample conditional on the values of Xt, Zt
and Vt.
When Zt is empty, there is a non-zero probability that kt(x, v) > 0 and Gt(·, x, v) is
20
identified. While this implies that identification does not require exclusion restrictions it
also illustrates their benefit. The greater kt(x, z, v) varies for different values of z in the joint
support of Xt, Zt and Vt, the more likely that for some values of x, z and v we have that
kt(x, z, v) > 0 and Gt(·, x, v) is identified.
9
































which corresponds to the resulting earnings distribution if the employment rate were as in
year q, distribution of annual hours as in year r, distribution of explanatory variables and
control function as in year p, and the wage structure as in year s. For example, the observed
distribution of earnings in year t corresponds to G〈t,t,t,t〉 = FYt .
A first step in the empirical analysis of the counterfactual distributions is to establish
their nonparametric identification. It is critical to identify Gs(·, x, v) for all values of the
first integral on the right-hand side. As the integral is over FXp,Zp,Vp, it only takes positive
values when (x, v) belongs to the support of the population of year p, i.e. (x, v) ∈ XVp.
From the discussion above, Gs(·, x, v) is identified over the set XV
∗
s. In addition, the bounds
of the integral are over the subset of observations for which kq(x, z, v) > 0. This equals




s. This implies that
a sufficient condition is that the employment rates in year q, conditional on X , should be
9Identification of the LDSF is established in FVV.
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lower than those in year s. For females, this is satisfied if the year s is after year q.
In addition to the identification of Gs(·, x, v) in the first integral, we need to show identi-
fication of kr(x, z, v) as it appears in the first argument of Gs(w, x, v). From our model and
the definition of Vr, we have that kr(x, z, v) = QHr |Xr,Zr(v | x, z) := inf{h ∈ R : FHr |Xr,Zr(h |
x, z) ≥ v}. The function kr(x, z, v) is identified provided that (x, z) is observed in the total
population in year r; i.e. (x, z) ∈ XZr. A problem does not arise if the vector (x, z, v) is
not in the selected population because we then set kr(x, z, v) = 0 and Gs(·, x, v) will equal
unity irrespective of (x, v). Since we integrate the first integral over (x, z) combinations in
the selected population of year q and the total population of year p, the condition equals
XZ∗q ∩ XZp ⊆ XZr. A sufficient condition is that any (x, z) observed in year p should also
be observed in year r. Such an assumption may be violated if, for example, year p has male
high school dropouts aged 25 years old, and other specific characteristics, while 25 year old
high school dropouts do not exist for year r.
The final identification requirement is that we can determine the bounds of the first and
second integrals, i.e. whether kq(x, z, v) is either positive or negative. This is identified
provided that the combination (x, z) belongs to the total population of year q, i.e. (x, z) ∈
XZq. Since the integral is over the values of (x, z) in the population of p, i.e. XZp, we
require XZp ⊆ XZq.
In Section 4 we introduced an alternative model for our counterfactual scenarios. Rewrit-







k1t (x, z, v1)
, x, v1
)




dFXt,Zt,V 1t ,V 2t (x, z, v1, v2).
This expression yields the counterfactual distribution (6) if V 1t = V
2
t . Recall that the control
functions for this model are the conditional distributions of the functions k1t and k
2
t . As we
only observe the realizations of one potential wage the assumption that the control functions
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are identical is not restrictive. However, when using differences across years in (6), we employ
the control function based on observed hours for one year as the participation decision of
another year. This implies that we can only interpret our results as coming from the more
general model with equations (2)-(3) replaced by (2’)-(3’) when we assume a rank invariance
between the year of the composition p and the years q and r for the participation and hours
decision respectively. We need to impose the rank invariance restriction in separating the
extensive and intensive hours effects.
We collect the conditions for the identification of the counterfactual earnings distributions
in the following proposition:
Proposition 1 (Identification of Counterfactual Earnings Distributions) Under the






q ∩ XZp ⊆
XZr, and XZp ⊆ XZq. Under the model (2’)-(3’), the distribution G〈q,r,s,p〉 is identified if,
in addition to the previous conditions, V 1q = V
2
r .
The distinction between q and r is only needed to separate the hours effect into the
intensive and extensive margins. If q = r, the support conditions simplify to XVp ∩ XV
∗
q ⊆
XV∗s, and XZp ⊆ XZq. These conditions also simplify when we only consider two years for




t and XZt ⊆ XZ0
to identify G〈0,t,t,t〉 and G〈0,0,t,t〉, and XZ t ⊆ XZ0 to identify G〈0,0,0,t〉. This case is relevant
for the decomposition in the next section.
5.3 Decompositions
Let Q〈q,r,s,p〉(τ ) denote the counterfactual τ -quantile of earnings corresponding to the left-
inverse of the counterfactual distribution y 7→ G〈q,r,s,p〉(y).
10 The definitions above allow the
following decomposition of the observed change in the τ -quantile of earnings between the
10 That is, Q〈q,r,s,p〉(τ ) = inf{y ∈ R : G〈q,r,s,p〉(y) ≥ τ}, for τ ∈ (0, 1).
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Q〈0,0,0,0〉(τ )︸ ︷︷ ︸
[4]
. (7)
Term [1] is the “extensive hours effect” capturing how individuals who change from non
working to working increase their earnings from zero. Term [2] is the “intensive hours effect”
and measures the movements in earnings resulting from shifts in the distribution of annual
hours for those who work conditional on their characteristics (i.e. their Xt and control
function Vt). The sum of [1] and [2] is the “total hours effect”. Term [3] is the “structural
wage effect” reflecting earnings changes from movements in the hourly wage distribution for
workers conditional on their characteristics. It captures the changing market evaluation of
these characteristics. The control function is included in the structural wage effect although
in linear models it is frequently considered a “selection effect” given it represents the return
to unobservables. Term [4] is the “composition effect” and captures the changes in the
earnings distribution due to changes in the distribution of worker characteristics and control
function.
The extensive hours effect captures the difference between the quantiles of earnings in
year t and those that would have prevailed if individuals from year t participated as in year
0 (based on their characteristics).11 As this reflects the mapping of the X and Z into hours
worked via the hours equation for year t, k1t , it corresponds to a structural effect. Due to
the identification assumptions for G〈1,0,0,0〉, it is always positive. That is, someone with a
positive probability of working in the base year 0 should also have a positive probability in
year t. By the monotonicity assumption, those not working in year 0 will have a low level of
the control function V0 and will have a low number of annual hours in year t. A violation of
11The extensive hours effect corresponds to the selection effect in FPVV.
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this assumption would result in an underestimation of the extensive hours effect.
The intensive hours effect is the resulting difference between the quantiles of earnings
from changing the distribution of hours from year t to year 0. It changes the function
k1 from year t to year 0, while keeping the functions G and FX,Z,V as in year t and the
condition k2(x, z, v) > 0 as in year 0. As we move from the base year to year t this will
capture differences in the hours distribution of those working. This is also a structural effect
on hours worked as it results from changing the hours equation k1 which maps the X and Z
map into annual hours. We highlight again that these differences may reflect either changes
in weekly hours, weeks worked or unemployment spells.
The composition effect contains the impact on earnings of changes via movements in
the composition of both the observable and unobservable characteristics that affect wages
and/or working hours. For example, increases in female educational attainment could shift
the distribution of earnings to the right due to increases both in the hourly wages and
annual hours. Due to the nonseparable and nonparametric nature of the model, it does not
seem possible to disentangle these two effects. The higher educational levels which increased
hours, and thus higher annual earnings (on both the extensive and intensive margin), are
interpreted as composition and not hours effects.
The structural wage effect captures how the individual’s characteristics map into the
distribution of hourly wages and thus annual earnings. We highlight that the structural
effects only operate on earnings through their impact on wages. The structural effects
operating on earnings through hours are assigned either the interpretation of extensive or
intensive hours effects. We note that studies that estimate parametric models accounting
for selection sometimes attribute changes resulting from movements in the control function
and changes in its coefficient as selection effects.12 We interpret the impact of changes in
the value of the control function as a composition effect and a change in the impact of the
12FPVV show that in a nonseparable model this attribution is generally not possible and argue that these
selection effects should be interpreted as structural effects. We follow FPVV and assign the changes in
annual earnings operating through the impact of the control function on wages to the structural effect.
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control function on earnings, operating through hourly wages, as a structural effect.
The rank invariance assumption imposes that individuals who enter employment as we
move from a “low employment” scenario to a “high employment” scenario, will have lower
hours than those who worked in the “low employment” scenario. If this assumption is
violated then the decomposition underestimates the extensive hours effect since it under-
estimates the annual hours of those entering the labor market. In contrast, the intensive
hours effect will be overestimated since it considers an increase in the annual hours of those
entering the labor market as an increase of the annual hours of those already working. Rank
invariance is untestable but the distribution of the control function conditional on the ob-
served characteristics being identical across the years is consistent with this assumption.
This suggests that workers with characteristics in the current year which make them more
likely to work many hours should also work many hours in the base year. Section 3 discussed
how the impact of education and family background characteristics on annual hours is fairly
stable over the whole sample for both males or females and we interpret this as informal
evidence in support of rank invariance. We can more formally investigate this by examining
the impact of these characteristics on the estimated control functions. We discuss this in
Section 6.4.
5.4 Estimators
The implementation of the decomposition in (7) requires estimation of the counterfactual
distributions in equation (6) comprising components from the different samples. We start













where v 7→ QHr |Xr,Zr(v | x, z) is the inverse function of h 7→ FHr |Xr,Zr(h | x, z). Equation (8)
describes how to compute the counterfactual distributions under our assumptions. Based on
26
the numerator in the first argument of the LDSF, it computes the hours of the individuals in
the p population if their behavior, with respect to annual hours, would have been as in year
r by keeping the individuals’ ranks identical conditional on their observed characteristics Xp
and Zp. For example, suppose an individual’s annual hours are exactly the median of annual
hours in the subpopulation of individuals with the same realizations of Xp and Zp. Then,
we assume that individual’s annual hours would also equal the median working hours in the
same subpopulation in year r. We do this along the distribution for every individual and at
each quantile. Note that it is possible that an individual is observed to be working in year
p but not in year r if the corresponding quantile equals zero in year r. In this instance, we
assume the individual would not work in year r.
An interesting aspect of (8) is the calculation of the area of integration. The condition
that defines this area compares the realization of the control function in year p with the
fraction of individuals that do not work in year q, conditional on their values of Xp and Zp.
If the value of the control function is higher, then the individual would also work in year q.
Otherwise, that individual would not work.
We assume a random sample of size nt, {(Yi,t, Hi,t×Wi,t, Hi,t, Xi,t, Zi,t)}
nt
i=1, from (Yt, Ht×
Wt, Ht, Xt, Zt) for every year t, whereHt×Wt indicates thatWt is only observed whenHt > 0.
We estimate the control function via logistic distribution regression. For every observation
in the selected sample with Hi,t > 0, we set:
V̂i,t = Λ(Pi,tπ̂
⊤
t (Hi,t)), i = 1, . . . , nt,
where Λ is the standard logistic distribution function, Pi,t := p(Xi,t, Zi,t) is a dp-dimensional
vector comprising of transformations of Xi,t and Zi,t, and π̂t(h) is the coefficient estimate in
the logistic distribution regression of 1(Hi,t ≤ h) on Pi,t.
13 With V̂i,t we estimate the LDSF
of hourly wages as:
Ĝt(w, x, v) = Λ(m(x, v)
⊤θ̂t(w)),
13For estimation of the control function and LDSF we describe the choice of variables in Xt and Zt below.
27
where m(x, v) is a dm-dimensional vector comprising of (x, v) and the θ̂t(w) is the coefficient
estimate in the logistic distribution regression of 1(Wi,t ≤ w) on m(Xi,t, V̂i,t).



















where Q̂Hr |Xr ,Zr(v | Xi,s, Zi,s) =
∫∞
0
1{Λ(P⊤i,sπ̂r(h)) ≤ v}dh is the generalized inverse of
h 7→ Λ(P⊤i,sπ̂r(h)).
14
The standard errors and confidence intervals of the components of the decomposition
can be calculated using the weighted bootstrap. This method obtains the bootstrap version
of the estimator of interest by repeating all the estimation steps using sampling weights
drawn from a standard exponential distribution.15 We do not report standard errors for all
of the decompositions that follow although we do so for median earnings in Appendix A.
The estimates are very precise due to the large sample sizes. The standard errors at the
other quantiles we examined are also comparably small.
6 Empirical analysis: Preliminaries
6.1 Conditioning variables
Included in Xt are a series of dummy variables indicating the highest level of education.
Following Mulligan and Rubinstein (2008) we use 6 indicators to capture the highest level
of educational attainment. Namely, (i) 0-8 years of completed schooling, (ii) high school
14The integral in the expression of Q̂Hr |Xr,Zr (v | Xi,s, Zi,s) is approximated by a Riemann sum at the
sample values of Hr.
15Details regarding the estimation and bootstrap procedures are provided in FVV.
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dropouts, (iii) high school graduates or 12 years of schooling (including GEDs), (iv) some
college, (v) college, and (vi) advanced degree.16 Following Autor et al. (2014) we employ a
quadratic polynomial in potential experience fully interacted with the education dummies.
We include 4 indicator functions capturing marital status, and indicators variables for White,
African-American, and Hispanic origin. We capture regional variation with indicators for the
4 different regions defined in the CPS (North East, North, West and South). The variables
in Zt are the four indicator functions capturing marital status interacted with presence
of children under the age of five. These household characteristics are frequently used as
exclusion restrictions (see, for example, Mulligan and Rubinstein, 2008 for the CPS and
Card and Hyslop, 2018 for the PSID) but not without controversy. For example, Blundell
et al. (2007) argue that highly talented females delay childbirth implying that conditional
on age the family characteristics may be correlated with unobserved ability. As we do not
require exclusion restrictions we explored the impact on the wage results by including these
variables in Xt rather than Zt and found no notable change in the results. We accordingly
employed the above division of the variables into Xt and Zt.
6.2 Treatment of bunching of the hours variable
Figure 3 revealed substantial bunching of reported working hours. This bunching, partic-
ularly at 2080 working hours per year, probably reflects the convenience for individuals to
respond 40 hours per week for 52 weeks per year. However, it creates a difficulty in predicting
an individual’s working hours. Accordingly, we modify our method as follows.
Suppose H∗t is the actual number of the individuals’ annual hours andHt is their observed
annual hours. Hence, H∗t is the left-hand side variable in (3). Furthermore, assume that the
relationship between them is:
Ht = j if ht,j < H
∗
t ≤ ht,j+1.
16We employ the methodology described in Mulligan and Rubinstein (2008) to ensure that the variables
are comparable over the sample period.
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This implies that workers with hours between cutoff values ht,j and ht,j+1 report hours to be
exactly equal to j. The random variable Ht will have a discrete distribution although H
∗
t
is continuous. From the monotonicity assumption it follows that hj < H
∗
t ≤ hj+1 implies
the control function Vt is between the values vt,j(x, z) and vt,j+1(x, z). Also, Vt is uniformly
distributed between these values although we are unable to estimate the control function for
the individual observations. However, it is possible to estimate the values vj(x, z) for every
j based on the observed levels of working hours. Thus we can randomly sample the values of
Vt between the two estimated values to obtain draws of the control function. We use these
sampled values rather than the estimated values based on Ht to calculate the counterfactual
earnings distributions.17
6.3 Choice of base year
The chosen base years are 1976 for females and 2010 for males. The base year should have the
lowest employment rates as this increases the likelihood that the identification conditions are
satisfied. The female employment rate is at its lowest in 1976 and we assume that females
with a certain combination of (x, z, v) working in 1976 will have a positive probability of
working in subsequent years. We use the same logic in choosing 2010, the bottom of the
financial crisis, for males. As we employ different base years we can compare trends but not
hours and earnings across gender. Irrespective of the base year, the results in Section 7 are
relative to 1976.
6.4 Estimation of the control function
We first estimate the hours equation (3) separately by gender and survey year and construct
the control function V̂t. We do not report these results although we highlight below their
implications for the earnings decompositions. We then estimate the hourly wage equation
17This is similar to standard simulation methods such as simulated method of moments and simulated
maximum likelihood since the alternative approach is to calculate a complicated integral between vt,j(x, z)
and vt,j+1(x, z).
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(2) for the selected sample using Xt, V̂t and V̂
2
t , in addition to the product of V̂t with Xt, as
conditioning variables.18 With these results we produce the earnings decompositions.
Recall what is required for identification and the correct interpretation of our results.





which is satisfied whenever XV∗q ⊆ XV
∗
s. This implies the support of Vt for any Xt in the
year t should be larger than the support of the base year. To investigate this note that for






As the monotonicity assumption imposes that the upper bound always equals 1, Figure 8
reports the percentage of observations in year t that have lower bounds higher than the
expected lower bounds in the base year. These are zero by construction in 1976 for females
and 2010 for males. For both males and females the number of violations is very small.
Proposition 1 notes the requirement of the rank invariance assumption to distinguish
between extensive and intensive effects. A necessary condition is that the conditional distri-
butions of the control function do not differ between the years. We investigate this through
the stability of the estimated parameters for the hours equation across years and found
the coefficients for two important determinants of hours, namely education and age, to be
remarkably stable over time. This is supported by Figure 6.
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Figure 8: Percentage of values of V in 1976 that are estimated to be outside of the support
of other years.
























Extensive Intensive Structural Composition Total
Figure 9: Decomposition of the relative changes in mean annual earnings with respect to
1976.
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7 Empirical Analysis: Results
7.1 Earnings decompositions
We discuss the results for males and females separately but present the corresponding graphs
side by side for easier comparison. We begin with mean male annual earnings presented in
Figure 9. The sample period sees a modest decrease in mean male earnings of 7.1 percent.
The changes in annual earnings are cyclical and variable. The mean decreases substantially
until around 2010 but this decrease is partially offset in the last part of the sample period.
There is a sharp decline at the beginning of the sample period which is followed by a modest
increase and then comparable decrease. There is a large decrease during the Great Recession.
These are largely driven by the structural wage effect, including the lower wage profile of
younger generations reported in, for example, Kambourov and Minovskii (2009). The hours
effects appear to be important. The intensive margin effect is particularly important during
the recessionary periods and there is a negative extensive hours effect throughout the sample
period. This extensive hours effect appears relatively constant after the 1980s although there
are slight reductions during the crises of the 1990s and late 2000s. The structural wage effect
increases from the mid 1990s. The composition effect is positive and increases to nearly 10
percent in the mid 2000s. This primarily reflects the increasing education levels.19
We now focus on specific quantiles.20 Figure 10 examines changes at the lower quartile
of annual earnings noting that this corresponds to the first decile for the earners sample.21
18 FPVV illustrate the lack of sensitivity of the wage equation decompositions to various specification
issues. These included the choice of exclusion restrictions, changes to the sample, and the exclusion of
annual hours from the wage equation.
19If we estimate the decompositions after transforming the education variable into deviations from time
specific means the decomposition effect reduces drastically. This suggests that the increase in education
levels is responsible for the large composition effects.
20We computed the 95% confidence intervals for the decompositions of the changes in the median annual
earnings. These are based on 500 bootstrap replications. We present these results in Appendix A and they
are generally small indicating that the point estimates are precise. This precision reflects the large sample
sizes and we conclude that this evidence for the medians suggests the effects at other quantiles are likely to
also be accurately estimated.
21 Let Q0.25 be the lower quartile of earnings for the full sample. This value corresponds to the pth quantile
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Figure 10: Decomposition of the relative changes in the lower quartile of annual earnings
with respect to 1976.
It paints a remarkably bleak portrait of the labor market experience of those males located
at this point of the earnings distribution as they encounter both periods of nonemployment
resulting from cyclical downturns and decreasing real hourly wages. There are three instances
of large decreases in earnings. The first corresponds to the beginning of the 1980s, the second
is the early 1990s, and the final, and most dramatic, corresponds to the Great Recession.
This produces a reduction of 53 percent from 1976 to 2012. Despite the sharp rebound,
earnings are 30 percent lower in 2019 than in 1976.
Consider the possible causes of these dramatic declines. As there is no evidence of
composition effects in the hours distribution of males the reported effect is operating through
wages. For the first 25 years of the sample period it is positive and has a substantial
impact on earnings. This probably reflects the general increase in educational attainment.
However, after 2002 the composition effects begin to decline and they are almost zero by
the end of the sample period. There is also clear evidence of negative structural wage
for the earners sample, where p = FY (Q0.25|Y > 0). Since FY (y|Y > 0) = (FY (y) − FY (0))/(1 − FY (0))
and FY (Q0.25) = 0.25, it follows that p = (0.25 − FY (0))/(1 − FY (0)) < .25. From Figure 2, FY (0) ranges
between 0.1 and 0.15, so we obtain values for p between 0.11 and 0.17.
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effects. While these results regarding structural and composition effects are well known, the
following hours effects results are new. Figure 10 indicates that the substantial reductions in
earnings in these recessionary periods reflect movements at both the extensive and intensive
margins. The biggest effects are captured by the intensive margin during the recessionary
periods although we note that the movements at the extensive margin are all substantially
decreasing earnings. Moreover, the very large intensive margin effect during the Great
Recession probably reflects spells of unemployment in reduced weeks worked. The total
effect operating through hours is large and economically important. The majority of the
decrease in earnings at the quantile is due to the hours effects.
The behavior of male earnings at this quantile is one of this paper’s more important
findings. First, male workers at this quantile are extremely vulnerable. In addition to the
evidence documenting the sensitivity of their wages to cyclical influences (see, for example
Elsby et al, 2016), we find these wage reductions to be accompanied in recessionary periods
by non employment and large reductions in hours worked. Hoynes et al. (2012) report that
the unemployment and employment levels of lowly educated males of Black and Hispanic
ethnicity display large cyclical patterns.22 Our findings support this result as these are also
the workers with the lowest wages. Similar to Hoynes et al. (2012) we find evidence of
this relationship in every cyclical downturn with a significantly greater impact in the Great
Recession. Second, the intensive hours effect recovers quickly after each recession. This is
consistent with Altonji et al. (2013) who conclude that unemployment spells are associated
with large reductions in working hours in the first year following unemployment whereas
wage decreases do not persist. Third, although the intensive hours effects are highly cyclical,
the structural wage effect, especially during the Great Recession, is less so. That is, the large
earnings reduction experienced during this recession at this quantile is due to the reduction
in annual hours while the structural wage effect is relatively small. This supports the findings
22We conducted our empirical analysis separately by racial subgroups and found that the earnings behavior
of Hispanics and Blacks displayed greater cyclicality that Whites. However, this appears to reflect their
location in the earnings distribution rather than heterogeneous impacts by race.
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of Altonji et al. (2013), Beaudry et al. (2016) and Valetta (2016) who find that relatively
highly educated workers may have substituted workers at the bottom of the distribution.
This reduced the employment levels of these displaced workers but did not greatly affect
the wages of those employed. It is also consistent with Elsby et al. (2016) who find that
wage declines during the recessions in the early 1980s were larger than those of the Great
Recession. We find the decrease in the structural wage effect in the early 1980s to be similar
to the intensive hours effect. Finally, this reduction in hours exacerbates the inequality
generated by wage differences.
Figure 11 presents the decomposition for male median annual earnings and reveals a re-
duction of approximately 15 percent over the sample period. The total effect displays cyclical
effects similar, but smaller, to the first quartile. The two most striking features are the large
structural wage effects and the relatively minor hours effects. The structural wage effects
are reinforced by the intensive margin effects which mirror the business cycle. However, the
intensive hours effects are relatively small with the exception of notable contributions during
the recessionary periods. There is also no evidence of extensive hours effects recalling that
part of the intensive hours effect reflects an increase in the number of weeks of positive hours.
Figure 11 reveals that the decrease in median males earnings is driven by the structural
wage effects. This is consistent with existing work on the evaluation of male workers’ charac-
teristics in the middle of the male wage distribution. However, a comparison with Figure 10
reveals the large hours effects reinforcing the negative structural wage effects at Q1 are
smaller at the median. This suggests that the reductions in hours are disproportionately
borne by those at the lower part of the wage and earnings distributions. The decomposi-
tions for the third quartile and top decile, shown in Figures 12 and 13 respectively, support
this view. At neither quantile is there any evidence of substantial hours effects. The third
quartile of male annual earnings is reasonably flat and the substantial increase at the top
decile reflects the growth in hourly wage rates at this point of the wage distribution.
Figure 9 reveals that mean female earnings increase by a little over 100 percent. This
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Extensive Intensive Structural Composition Total
Figure 11: Decomposition of the relative changes in median annual earnings with respect to
1976.




























Extensive Intensive Structural Composition Total
Figure 12: Decomposition of the relative changes in the upper quartile of annual earnings
with respect to 1976.
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remarkable increase reflects the drastic changes in both employment rates and annual hours.
The primary component of this change is the composition effect, operating both through
hours and wages, which increases steadily over the sample period and accounts for over half
of the increase by 2019. It reflects the large increase in female educational attainment which
increased both annual hours and wage rates. Note that mean annual hours increase by
around 50 percent over the sample period and nearly 50 percent of this increase is due to the
composition effect.23 The structural wage effect captures the increases at the upper end of the
female wage distribution which are especially important at the end of the sample period. The
intensive hours effect is also substantial and reflects a shift in the females hours distribution
at lower levels of hours. This has increased females earnings by around 25 percent. The
extensive hours effect is increasing mean earnings by slightly less and is similar in magnitude
to the structural wage effect. This differs somewhat from the conclusion of Card and Hyslop
(2018) who find large extensive effects on inequality. We pursue the causes of this relatively
modest increase from the extensive margin below.
As the female employment rate is frequently below 25 percent we do not consider points
in the earnings distribution below the median. Figure 11 reveals a 512 percent increase in the
median over the sample period. Most of this occurs by 2000 and, apart from cyclical variation,
there is only a small increase post 2000. The small structural wage effect indicates that the
changes in the female hourly wage rates at this part of the wage distribution do not appear
to be important. In fact, for a substantial part of the sample period the structural wage
effect is negative. The composition effect is large and reflects the impact on median earnings
both through wages and hours.24 The composition effect, primarily reflecting the higher
education levels, is known to increase wages at all points of the female wage distribution (see,
for example, FPVV). However it also captures how higher education levels have increased
female annual hours. The impact of increasing hours through the intensive margin is also
23Female mean annual hours worked increase from 1515 to 1867 over the sample period.
24We reiterate that those with median earnings are not necessarily working median hours. However, it is
worth noting that median hours increase by 150 percent and 50 percent of this change is due to composition
effects.
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substantial. This reflects a large increase for females in annual hours for those at the lower
part of the hours distribution. The contribution of movements at the extensive margin is
small and most likely reflects that our assumption that those who entered the labor market
are those with the lowest number of annual hours.
The estimated hours effects are interesting from a number of perspectives. The intensive
margin is generally increasing from 1976 to 1990 before leveling off and slightly decreasing for
the remainder of the sample period. Thus, after the initial substantial rightward shift in the
hours distribution it remained relatively steady. The large cyclical effects operating through
the intensive margin that were evident for males are much smaller for females. While some of
the recessionary periods witness declines, the impact on median earnings is relatively small.
The exception is the Great Recession which has a remarkable decline via the intensive hours
effect and this contrasts with the view that females were unaffected by the Great Recession.
This supports an observation by Hoynes et al. (2012) that female minority groups suffered
substantially during this period. An even more striking result is the smaller extensive margin
effect although by the end of the sample it is similar in magnitude to the intensive margin
effect and the total hours effect is around 200 percent. Recall that, due to the assumption
of rank invariance, the decomposition exercise compares different years to the base year and
this effectively deletes individuals with very few annual hours, and very low annual earnings,
when we calculate the extensive hours effects. Although there are points in the distribution
where this will make a difference, generally only the bottom part of the hours distribution
is relevant. The evidence here suggest that these deletions are of secondary importance in
comparison to the changing hours distribution of those working. However, this requires the
rank invariance assumption and we further investigate this below.
As we move up the female earnings distribution we continue to see economically important
effects. The upper quartile increases by 80 percent and the upper decile increases by around
72 percent. At the third quartile the structural wage effect is negative but the movements in
earnings reflects mainly changes in the composition effect, operating through wages, and the
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intensive margin effect.25 At the top decile the composition effect is responsible for almost
half of the increase and captures the impact of the education on wages. At this point of the
earnings distribution the structural wage effect is increasing earnings. Unlike males there is
a substantial intensive margin effect. This illustrates how pervasive the change in the female
hours distributions has been.
The small contribution of the extensive effects seems puzzling. The first contributing
factor is that a component of the extensive margin reflects that the increased education levels
have increased the employment rates and this is captured in the composition effects. The
second cause is the monotonicity assumption. Recall that the extensive effect captures the
entry of marginal workers associated with the higher employment rates. The monotonicity
assumption imposes these are the workers with the lowest working hours. The impact of their
inclusion will be small if the distribution of annual hours features a large fraction of workers
with low annual hours. To explore the empirical impact of these lower hour individuals we
redefined individuals with under 500 annual hours as non participants. We then re-estimate
our model and reproduce the decompositions for the mean earnings. The entering marginal
workers are now assigned a higher level of hours as the lower hours individuals are not
included as workers. Figure 14 shows that the results for males are almost identical to those
for the zero hour cutoff. This is explained by Figure 2 which indicates that the majority of
males are working a substantial numbers of annual hours. Thus, the choice of cut-off hours
is less influential in reassigning the impact across the two hours effects as the “entrants”
are likely to be assigned a relatively high number of annual hours and, more importantly,
a number similar to those already in employment. The corresponding figure for females
reveals a different story. For the zero cut-off approximately a quarter of the 80% increases
in earnings over the sample period was due to the hours effects and by the end of the period
approximately three quarters of this was due to movements on the intensive margin and one
25The decompositions of hours distributions revealed no composition effects above the median. While we
continue to acknowledge that observations at the upper quantiles of earnings are not necessarily the same
as those in upper quantiles of hours distribution it is very likely that there is substantial overlap.
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Figure 13: Decomposition of the relative changes in the upper decile of annual earnings with
respect to 1976.
quarter to the extensive margin. Figure 2 suggests that a large number of entering females
are likely to be still working relatively low numbers when the cut-off point is increased to
500 hours. However, they work substantially more hours than those who enter with the zero
cut-off. As the minimum of an entrant is 500 hours the extensive margin effect increases and
is generally equal to that of the intensive margin. In fact, by the end of the sample period
it is the more important of the two. Clearly, an exercise with a higher cut-off point would
attribute an even a higher share to the extensive margin.
The sensitivity of the “cut-off” point is somewhat obvious given the nature of the de-
compositions but it highlights the importance of the definition of the extensive margin and
intensive margin effects. We prefer to conduct our analysis over the entire working sample as
the lower hours workers need to be included to more accurately evaluate earnings inequality.
They are also important to obtain a clearer understanding of the role of hours on earnings
inequality.
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Figure 14: Decomposition of the relative changes in mean annual earnings with respect to
1976 with censoring at 500 hours.
7.2 Decomposing changes in earnings inequality
Consider now the implications of these changes in the distributions for earnings inequality.
Studies of inequality typically examine the ratio of quantiles above and below the median,
and how they vary over time. Popular choices are the interquartile ratio (Q75/Q25) or the
interdecile ratio (D9/D1), although their selection is somewhat arbitrary. Given the inclusion
of those working zero hours in our sample, the female participation rate of 56.5 in 1976 does
not allow comparisons for females involving earnings below the fourth decile. Accordingly,
we begin by focusing on relative changes in the ratio of the upper decile to the median for
both males and females. These are provided in Figure 15.
The 28 percent increase for males is substantial and economically significant. There are
no hours effects and the increase largely reflects the structural wage component. Existing
empirical work has found substantial and positive real wage growth at the higher quantiles
while real wages below the third quartile have decreased. This reflects the increase in the
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Figure 15: Decomposition of the relative changes with respect to 1976 in the ratio of the
upper decile to the median of annual earnings.
returns to education at the higher quantiles of the wage distribution. 26 There is evidence
of small composition effects as the effects operating at the two quantiles offset each other.
The hours effects are small and consistent with earlier research which finds working hours
have a relatively modest impact in explaining the changes in males earnings inequality in the
United States (see, for example, Blau and Kahn, 2011 and Checchi et al, 2016). Movements
on the extensive margin at both the median and the ninth decile are negligible. Thus it is
not surprising that there is no effect on this measure of inequality.
The corresponding figure for females differs in several ways. First, there is a drastic
decrease of over 60 percent in this measure of inequality. The fall occurs primarily from
1976 to 1990 and is maintained for the remainder of the sample period. This large effect
is initially due to the composition and intensive hours effects. For the first part of the
sample period both effects are contributing to the large decrease in inequality. However,
26Ashworth et al. (2017) argue part of this increase can be related to in-work experience during education.
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by the mid 1980s the intensive margin effect begins to diminish and the large decrease
in inequality and by the end of the sample period the decrease is almost entirely to the
composition effect. The intensive margin appears to capture the increased hours of those
working relatively few hours early in the sample period who subsequently increase their hours
in latter years. The presence of an hours effect differs from the conclusions of Blau and Kahn
(2011) and Checchi (2016) who report that the variance in working hours is relatively small
in the United States and that the change in the correlation between working hours and the
wages is small. This reflects the benefit of our approach which isolates movements in hours
at specific points of the earnings distribution rather than employing the variance which is
based on the whole distribution. Also note that these studies focus only on those working
positive hours. Second, the structural wage effect is relatively unimportant for this measure
of female earnings inequality. The evidence in FPVV suggests the structural wage effects
should be increasing inequality as those at the upper quantiles of the wage distribution
have experienced much larger wage increases from this source than those lower in the wage
distribution. There is some evidence in support of this phenomena. The extensive hours
effect appears to be non existent.
We conclude our empirical work by examining the interquartile range for males shown
in Figure 16. While the magnitude of the increase in this measure is not greatly different
to the earlier measure its evolution over the time period is drastically different. While the
D9/D5 ratio shows a steady increase, the interquartile ratio increases in large jumps during
the recessionary period. The Great Recession generates an increase in the interquartile ratio
from 20 to 60 percent. This has been followed by an equally dramatic decrease in inequality
for the remainder of our sample period although it remains well above that before the Great
Recession. The impact of the Corona virus is likely to see this measure of inequality increase
drastically given the accepted view that its burden, in terms of lower wages and higher
unemployment, appears to be disproportionately borne by lower wage workers. The trend in
the inequality can be almost fully described by the structural effect although there is a part
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Figure 16: Decomposition of the Q3/Q1 ratio.
that can be explained due to the composition effect since the 2000’s. This is consistent with
the earlier figures which illustrate the negative impact of the composition effect on earnings
at Q1 for the same period. The cyclicality in the Q3/Q1 ratio is also partially explained
by the two hours effects. This is most apparent in the Great Recession which sees a large
increase in the intensive hours effect. We highlight again that these results contrast with
those of Blau and Kahn (2011) and Checchi (2016), who report relatively low importance
of the number of working hours on inequality. However, as noted above, this reflects the
limitation of focusing attention on global measures such as variance and covariances.
8 Conclusions
This paper examines the relationship between the changes in annual hours of work and the
distribution of annual earnings. This is done through a decomposition of movements in the
distribution of annual earnings into composition, structural and hours effects. This requires
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the estimation of a nonseparable model of hours and wages in the presence of a censored
selection rule. Our empirical work has a number of interesting results. Changes in the
hours of annual work are important for the lower quartile of male annual earnings but their
importance quickly diminishes as we examine higher quantiles. At the lower quartile the
effects operate through both the extensive and intensive margins. While the upper decile to
median ratio for male annual earnings increases by over 50 percent for our sample period a
very small fraction of this can be attributed to changes in the male hours distribution. Using
the interquartile ratio as an alternative measure of inequality, reveals that hours effects are
very important and particularly notable in recessionary periods. Changes in the female
distribution of annual hours have increased earnings at all quantiles of the female annual
earnings. These effects are generally operating through the intensive margin although there
is also an important role for the extensive margin. The female upper decile to median ratio
decreases dramatically indicating a drastic reduction in earnings inequality. This reduction
is due to large effects at the intensive margin of annual hours of work but also to composition
effects, such as increased levels of education, which increase wages at all quantiles but also
increase the level of annual hours of work.
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A Bootstrapped confidence intervals for decomposi-
tions at median annual earnings
Figure 17: 95 percent bootstrap confidence intervals at the median for females.





















































Figure 18: 95 percent bootstrap confidence intervals at the median for males.
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