Through the last years, different strategies to enhance synchronization in complex networks have been proposed. In this work, we show that synchronization of nonidentical dynamical units that are attractively coupled in a small-world network is strongly improved by just making phase-repulsive a tiny fraction of the couplings. By a purely topological analysis that does not depend on the dynamical model, we link the emerging dynamical behavior with the structural properties of the sparsely coupled repulsive network.
I. INTRODUCTION
After the seminal papers by Watts and Strogatz ͓1͔ and by Barabási and Albert ͓2͔, complex systems started to be described within the framework of complex networks. First, attention was focused on the structural and functional properties of such networks, being the most studied the smallworld ͓3͔ ͑SW͒ and scale-free ͓4,5͔ ones as many natural ͑neural, genetic, chemical͒ and man-made ͑power grids, Internet, social networks͒ systems have been characterized with a similar underlying connectivity structure. Next, the interest was shifted to the implications on the global dynamical behavior of ensembles of nonlinear active units when they are coupled through a nontrivial scheme ͓6͔ instead of being organized in a lattice. Among the dynamical processes occurring on a network ͑see ͓7͔ for a review͒, such as pattern formation ͓8,9͔, spreading processes, or synchronization, the latter has captured more pages in the literature. Synchronous behavior is considered one of the mechanisms to transmit and code information in complex systems, ranging from neuronal assemblies ͓10͔ to networks of chemical oscillators of the Belousov-Zhabotinsky reaction ͓11,12͔ or social communities ͓13͔. The interplay between the network structure and the dynamics of each interacting subsystem can provide stronger synchronizability or faster propagation of information ͓6͔.
Theoretically, the network propensity for synchronization was first tackled in ͓14͔. Since then, several strategies have been developed with the aim of finding the best way to achieve synchronization in complex networks. These approaches have mainly focused on the role that weighted links play in networks with a heterogeneous degree distribution ͓15-17͔, on the importance of shortest paths and clustering in SW networks ͓10͔, and on the effect of the input degree regardless of the global structure ͓18͔. Another recent approach, a kind of reverse engineering, consists in defining a recursive algorithm to build up a network with N nodes and a mean degree k which minimizes some synchronizability parameter ͓19͔.
Most of this research has been devoted to attractively coupled dynamical elements. However, it is known that biological networks combine different types of connections to improve synchronization and transmission performance, as in the case of the coexistence of excitatory and inhibitory synapses in the brain ͓20͔. In ͓21͔ it was studied pattern formation in a two-dimensional ͑2D͒ array of oscillators with phase-shifted coupling, in particular for phase shift , which corresponds to a repulsive coupling, while in ͓22͔ a chain of negatively coupled chaotic oscillators is compared to an experimental laser system with negative feedback and delay. Obviously, two attractively coupled oscillators tend to oscillate in phase whereas they do it in antiphase if repulsively coupled. Nevertheless, in complex networks, little attention has been paid to the effect of repulsive coupling or to the interaction between different types of coupling. The scarce literature addressing synchronization in repulsively coupled oscillators deals mainly with phase oscillators and considers either a lattice ͓23͔ or a fully connected topology ͓24͔, but the influence of the network structure is still an open question. In addition, almost all the published work on synchronization in complex networks is basically related to arrays of identical dynamical units. However, heterogeneity of elements is an inherent feature present in natural systems which can be especially relevant in the dynamics of biological networks.
In the present work, we explore the influence of the network topology on the dynamics of nonidentical coupled units, when a small fraction of the links is phase repulsive. In the following section, we first consider a chain of excitable and oscillatory units and show that sparse repulsive links in a SW structure can induce a coherent oscillatory state when the equivalent SW composed of only attractive connections is not able to synchronize or even to activate the heterogeneous ensemble. The effect of sparse repulsive couplings is also demonstrated in a simpler network of spinlike dynamical units in Sec. III. Then, just by means of an analysis focused on the eigenvalues of the connectivity matrix, we link the emerging dynamical behavior with the structural properties of the sparsely coupled repulsive network in Sec. IV.
II. NETWORK OF EXCITABLE AND OSCILLATORY ELEMENTS
In our study, we consider an ensemble of nonidentical Hodgkin-Huxley ͑HH͒ units ͓25͔ as the dynamical elements to be placed on each of the N nodes of our network. Although this model is an accurate biophysical description of a neuron, it is chosen for this work as long as it is able to exhibit both excitable and oscillatory behavior. The cell model reads
where V i is the voltage variable of cell i and x i ͕m i , n i , h i ͖ are conductances. Parameter values and functions ␣ x and ␤ x are the standards in the literature ͓25,26͔. I i controls the dynamics of an isolated unit and is chosen as the control parameter to introduce heterogeneity in the population. We set I i uniformly distributed within an interval I 0 ± ⌬I to obtain an ensemble of excitable and oscillatory units. The value I 0 =9 is fixed close to the point where an inverse Hopf bifurcation occurs. This way, for the chosen ⌬I = 0.2, we observe that about 70% of the elements stay around the silent state, while the rest oscillate with a frequency that depends on I i , which is close to 70 Hz for the chosen parameter range. The dynamical units are diffusively connected. The coupling structure in Eq. ͑1a͒ is given by the connectivity matrix C = ͑c ij ͒, defined by c ii =0, c ij = ± 1 if nodes i and j are connected and c ij = 0 otherwise. k i normalizes the connection strength by the number of incoming links to node i, and the coefficient d stands for the global coupling strength. The positive sign in C stands for an attractive coupling whereas the negative sign does for a repulsive one. The coupling term in Eq. ͑1a͒ can be written as
in which L = ͑ᐉ ij ͒ is the Laplacian of the graph, being
A. Local coupling
Initially we consider the dynamics of an ensemble of N elements on a one-dimensional array locally coupled for both fully phase-attractive and phase-repulsive coupling. The resulting connectivity matrix becomes c i,i±1 = + 1 for the locally attractive coupling scheme, c i,i±1 = −1 in case of purely repulsive coupling, and c ij = 0 otherwise. The system given by Eq. ͑1͒ is numerically integrated using a fourth-order RungeKutta method with time step ⌬t = 0.05 and free-boundary conditions.
To study the frequency synchronization process of the heterogeneous chain of active elements with the coupling strength, we calculate the global mean frequency of oscillation ͑MF͒ and its standard deviation MF . MF is the average of the frequencies of the N elements in the array. The frequency of an element is determined by counting the number of spike events that occur in a unit time. A small MF means that all elements are oscillating at the same rate, which is given by MF, and a large MF reflects that many elements are silent, resulting in a MF much lower than the frequency of an oscillating element.
In Fig. 1 we plot MF and MF as a function of d ranging from negative to positive values. Note that we can treat simultaneously both attractive and repulsive coupling schemes because the difference between the connectivity matrices is just a minus sign which is introduced into d. When d Ͼ 0 is large enough, the system is frequency entrained ͑i.e., MF Ϸ 0͒ and synchronized with a linear phase distribution ͑not shown͒. Equivalently, for a sufficient d Ͻ 0, the system is also frequency synchronized and reaches an antiphase synchronization state. It can be noted from Fig. 1 that the entrainment with negative couplings is achieved for smaller absolute values of d compared to the case with positive ones. This indicates that a phase-repulsive coupling is more effective in activating and entraining the whole network. Many biological systems exhibit this kind of repulsive coupling when their dynamical units are in competition with each other. Known examples are the inhibitory coupling present in neuronal circuits associated with a synchronized behavior in central pattern generators ͓27͔ or calcium oscillations in epileptic human astrocyte cultures ͓28͔.
B. Nonlocal random coupling
Our main interest is to explore the influence of a SW-like connection topology in the activation and synchronization of the network as the repulsive couplings are varied. From the results obtained in the previous section, we know that a small positive coupling strength is less efficient than a negative one to activate and synchronize the whole array when the units are locally coupled. Taking this into account, we consider now the possibility of both attractive and repulsive nonlocal links. The global coupling strength is fixed to d = 0.1-i.e., within the unsynchronized regime for local positive coupling as shown in Fig. 1 . The coupling matrix C is modeled now by keeping the local connections positive, c i,i±1 = + 1, and by randomly adding ͑rather than rewiring ͓29͔͒ a fraction p of the ͑N −1͒͑N −2͒ / 2 possible long-range links, being negative with probability q. That is, since p ͓0,1͔ is the probability of having a long-range connection, c ij 0 with ͉i − j ͉ Ͼ 1, we have that c ij = −1 with probability pq, and c ij = + 1 with probability p͑1−q͒. Figure 2 shows space-time plots of the voltage variable through the whole array for different values of p and q. As expected, in the absence of long-range connections ͑p =0͒, few more than the initial 30% of the units are oscillating for the chosen coupling strength d; i.e., the array is not even activated as shown in Fig. 2͑a͒ . When long-range links are included, the first observation is that for any p, a minimum fraction of the new added links need to be repulsive ͑q 0͒ in order to increase the activity of the network. This becomes evident when comparing Fig. 2͑b͒ with Figs. 2͑c͒-2͑e͒. In Fig. 2͑b͒ the activity generated by the initially oscillating units is reduced, or even annihilated, when all long-range connections are attractive ͑q =0͒. However, the scenario completely changes when some of the shortcuts are repulsive ͑q Ͼ 0͒ as in Figs. 2͑c͒-2͑e͒ , where self-sustained activity emerges for nonzero q. In addition, we observe that for certain probabilities p and q the collective oscillation becomes highly coherent ͓see Fig. 2͑c͔͒ . If we keep p fixed but q is increased the coherence is spoiled ͓Fig. 2͑d͔͒. Likewise, coherence also worsens if q is the same as in Fig. 2͑c͒ but p is different ͓Fig. 2͑e͔͒. This is shown by comparing Fig. 2͑c͒ with Fig. 2͑d͒ , in which p is the same as in Fig. 2͑c͒ but q is higher.
To study quantitatively how the dynamics is affected by p and q, we measure the MF of the network and the standard deviation of the average activity, V͑t͒ = ͑1/N͚͒ i=1 N V i ͑t͒, obtained as
where ͗¯͘ t denotes temporal average. While the MF gives us an estimation of how much the network is activated, the V defines how coherent the activity of the entire network is. If the network is fully activated, the MF approaches a rate of around 70 Hz, whereas V is maximal if this activity is synchronized; that is, if all the units are oscillating at the same time, the average activity V͑t͒ is also oscillating and the deviation of this signal with respect to the mean value is higher than for an incoherent activity.
The effect of the topology in the dynamics can be seen in Fig. 3 as a function of the link probability p and the probability q of being repulsive, using contour plots and crosssection graphs. We first observe that there is a change in the behavior of both the activity and coherence as a function of p. The effect in the activity is shown in panels ͑a͒ and ͑c͒ through the MF and in the coherence of this activity in panels ͑b͒ and ͑d͒ through V . While for the MF there is a 
FIG. 3. ͑Color online͒ Mean frequency ͑MF͒
and network coherence V as a function of p and q in a N = 800 network. While panels ͑a͒ and ͑b͒ are cross sections of the 3D representation of MF and V for several values of q, respectively, panels ͑c͒ and ͑d͒ are contour plots in the p-q plane. It becomes evident from panel ͑d͒ that there exist values for p and q for which the coherence is maximum. Each point is averaged over 100 simulations, 1 s long ͑transients avoided͒, for different network and initial conditions realizations. Legend in panel ͑b͒ applies also to panel ͑a͒. transition towards a fully activated system at certain p, the V reaches a maximum at this point. When we explore the dependence of this special probability with the ensemble size, we find that it fits to ln͑N͒ / N ͑see Fig. 4͒ , which is the probability at which the giant connected component ͑GCC͒ of a Poisson random graph emerges, a well-known result in graph theory ͓7͔. Precisely, the probability at which the global dynamics is more coherent coincides with the birth of the GCC of our network when only the randomly added long-range connections are considered ͑i.e., when the local couplings are neglected͒. Then, to reflect this "critical" transition, in what follows we refer to this special probability as p c .
From Fig. 3 we can also observe the importance of q in the behavior of the MF and V . First, it is clear that a value of q 0 is needed to activate the network, since MF close to zero means that there are few dynamical units oscillating ͓panels ͑a͒ and ͑c͔͒. Second, the maximal activity is reached within an interval of p that depends on q. Note that this activity is not always coherent as panels ͑b͒ and ͑d͒ show. And finally, the signature of a network resonance, in both p and q, becomes manifest since coherence-i.e., V -is maximally enhanced for the optimal values p = p c = 0.0055 and q = 0.3. The probability p c depends slightly on q, shifting to higher p as q increases, but remaining close to 0.0055.
III. ISING NETWORK
To analyze if the previous SW connectivity structure with long-range sparse repulsive links affects other dynamics imposed on it, we consider a discrete spinlike dynamics in which each node i has only two possible states s i = ± 1. This could model a social system with N agents choosing from two different opinions or in a biological context it could represent the firing state of a neuron. We prepare the system by setting rN of the spins at the state −1 and the rest at the opposite, r being the initial probability of finding a spin at −1. Consequently, with the same Laplacian matrix L introduced in Sec. II B, node i receives an input h i = ͚ j ᐉ ij s j ͓−2,2͔. Hence, as other authors have pointed out ͓3,30͔, these spinlike networks can be regarded as a pattern of the internal states and their evolution represent the global dynamics. Notice that the neighbor vertices linked repulsively contribute to the input with the opposite state. Then, in this model it is implicit that nodes linked with an attractive connection tend to follow the same evolution, whereas repulsive connection leads them to evolve differently.
We can prove analytically that the distribution of h i presents two peaks: 1 =−2rͱ1−4q͑1−q͒ and 2 =2͑1−r͒ͱ1−4q͑1−q͒ ͑see Fig. 5͒ . Note that the position of these two peaks does not depend on the node degree k, thus neither does on the link probability p. Then, we choose to evolve the network according to the following local majority rule: the new state of node i is updated to s i ͑n +1͒ = +1 if h i ͑n͒ Ͼ 2 , s i ͑n +1͒ =−1 if h i ͑n͒ Ͻ 1 , and s i ͑n +1͒ = s i ͑n͒ otherwise ͑i.e., the vertex keeps its state͒.
Using the same quantity defined by Eq. ͑4͒ to estimate the coherence of the output, we find that the system changes its behavior at p Ϸ p c . This time m measures the deviation of the global average state of the spin network after a transient. It can be seen in Fig. 6 that the maximum of m is reached again when the GCC associated with the long-range links spans the whole network with a minimal number of links. Interestingly, a similar resonant trend with q is observed. This shows how p and q contribute to improve the synchronization even for this discrete dynamics.
IV. SPECTRAL ANALYSIS
Recently ͓14-17,31,32͔, the method of the master stability function ͓33͔ has been successfully used to analyze whether the network structure has some bearing on the dy- namics evolving on it. However, this approach requires the dynamical units to be identical, which is not our case, and the use of the master stability function is not straightforward ͓17͔. Hence, in order to understand the influence of a complex connectivity, we use a purely structural analysis based on the properties of L. This is done by considering the impact of the spectra of L in the evolution of the term associated with the structure in Eq. ͑1͒. Notice that this impact can only be meaningful and relevant to the global dynamics if it occurs within the intrinsic dynamical time scale ͑ Ϸ 15 ms, since the MFϷ 70 Hz͒.
When we just consider V = dLV, where V = ͑V 1 , ... ,V N ͒, there is a basis in which V i ϰ exp͑d i t͒, where i are the eigenvalues of L. It is well known that all the eigenvalues of the Laplacian associated with a network with only attractive couplings are negative. However, when we add some repulsive connections, L has positive and negative eigenvalues ͓34͔. We find that any set of initial states rapidly evolves into the subspace S + associated to the positive eigenvalues within a time smaller than the characteristic temporal scale of the system dynamics.
To quantify the effect of S + , we note that, for a given
is a measure of how much the system spreads into the subspace defined by the corresponding eigenvector. Then, the ratio e can estimate the homogeneity of the evolution in S + with a number in ͑0,1͔. A value close to 1 means the system evolves similarly in all dimensions of S + , whereas a low g implies that its behavior is affected by those vectors with the largest associated eigenvalues.
We are interested in the behavior of g͑t͒ as a function of p and q. As the shape of g͑t͒ is not very sensitive to time, we fix t = d −1 ϳ to focus our study within the time scale of our dynamical unit. In Fig. 7 we observe that g͑͒, in short g, presents a minimum at p c which is lower for higher values of q and whose position shifts to higher p as q increases, as observed both in the numerical simulations ͓Fig. 3͑b͔͒ of the network with excitable and oscillatory elements and in the Ising network ͑Fig. 6͒. This means that, for values of p far from p c -i.e., where g Ӎ 1 ͓35͔-the global dynamics is basically affected by only one positive eigenvalue. On the contrary, for values of p close to p c , the global dynamics is affected not just by one, but several eigenvalues ͑the largest ones͒. Precisely, the contribution of the structure to the dynamical evolution can be described as
where V 0 = ͕V 1 0 , V 2 0 ,¯, V N 0 ͖ is the vector of initial states and M i are matrices independent of time. Thus, when g Ӎ 1, V͑t͒Ӎe d + t U 0 , with U 0 = ͚ i M i V 0 a linear combination of the initial states, indicating that the temporal evolution due to the structure is basically determined by one parameter, the eigenvalue + . On the other hand, around p c where g is smaller, more eigenvalues are needed to describe the effect of the structure, and as expressed by the Eq. ͑5͒, the system becomes more heterogeneous due to the connectivity. Therefore, the intrinsic dynamics of the system is minimally constrained by the structure that arises around p c due to the repulsive shortcuts.
V. DISCUSSION AND CONCLUSIONS
The results obtained above reflect the fact that at p c there is a transition from a lattice with degree k i =2 ͑p =0͒ to a lattice with degree k i = N −1 ͑p =1͒. At p c we have a SW whose degree distribution is of exponential type, indicating the presence of hubs, which is related to the existence of large eigenvalues in ͓36͔. We also find that when hubs appear-i.e., when the dispersion of eigenvalues is largethe activity is enhanced. Since the MF corresponding to numerical simulations and the structure parameter g from spectral analysis are functions of p and q, it is possible to plot one versus the other as is done in Fig. 8 . We observe that there is high activity for small values of g and low activity for larger g.
We can shed some light onto this discussion by regarding Fig. 9 in which the number N + of positive eigenvalues as a function of p and q is plotted. When p Ϸ 0, which essentially corresponds to a lattice, the initial oscillating units are unable to spread the activity throughout due to the fact that there are few positive eigenvalues. As p → 1, shifting to a fully con- FIG. 7 . Dependence of the structure parameter g with the adding link probability p, in a log-linear scale, for different probabilities q. Each point is an average over 100 different realizations of a N = 800 network. FIG. 8 . Relationship between the mean frequency and the structure parameter g. MF comes from the numerical simulations and g is the parameter defined in the spectral analysis. Each point is the MF and g values corresponding to a pair ͑p , q͒.
nected network, two different scenarios of low dispersion are possible. For values of q below 0.5, the number of i + decreases and, as in the previous case, the modes associated with these few eigenvalues are not sufficient with activate the network. Alternatively, for q Ͼ 0.5 there are many i + but they are little dispersed. Since all dimensions in S + contribute similarly to the dynamics, nodes are indistinguishable from the view point of the topology ͑i.e., hubs disappear as p increases͒ and the dynamical units are constrained to evolve alike when they have different intrinsic dynamics.
On the contrary, if the dispersion is large, there is a balance between the intrinsic dynamics and the structure of the network. The topology close to p c , due to the presence of phase-repulsive links, is such that the connectivity of the network is compatible with the diversity of the system. In summary, we have shown numerically how a small fraction of phase-repulsive links can enhance activity and synchronization in a complex network of dynamical units. A spectral analysis allows us to obtain information about how the topology influences the dynamics. Around p c , which is related to the topology, the presence of hubs with negative links makes it easier to spread the activity through the network. We have found that this activity is more coherent for the particular value of q Ϸ 0.3, indicating the existence of resonance. FIG. 9 . Dependence of the number of i + , N + , with the link probability p for different q values.
