This paper is devoted to exploiting the restrictions of Riesz-Morrey potentials on either unbounded or bounded domains in Euclidean spaces.
Introduction
This paper stems from an error by the present authors, an error discovered by X. Cabré, but suspected by others. It occurred first in [9] when we attempted to obtain an estimate for the Wolff potential associated with the Morrey capacities C α (·; L p,λ ), to render a lower bound on these capacities in terms of a Hausdorff capacity of dimension λ−αp for 1<p<λ/α. Such an estimate now seems unlikely. Furthermore, this error has now percolated down through the next couple of articles by the present authors: [10] , [11] . This paper, partially inspired by the fundamentals of the Riesz-Morrey potentials in Propositions 1.1-1.2, is our attempt to fix this error and its potential disruptive consequences.
A corrected version is given in Theorem 3.2(i) below-an estimate that now implies the (Riesz operator I α -normalized) embedding with a constant c 0 >0: However, in this paper, we have still attempted to explore the limiting situations in a two-fold manner-first by relaxing the d-measure condition by other growth conditions (Theorem 2.4, as a consequence of the Wolff-type-estimate-based Theorem 2.1) or secondly by looking at the restriction of the Riesz-Morrey potential I α f to a d-dimensional hyper-plane with the result that the Morrey norm is replaced by a mixed Morrey norm (Theorem 2.6). Putting together all such potentials gives the so-called Riesz-Morrey space I α L p,λ .
From now on, write 1 E and X Y respectively for the indicator of E ⊂R N and X≤cY with a constant c>0. Moreover, X≈Y means both X Y and Y X. 
On the other hand, if f 0 (x)=|x| − λ p 1 B N (x) and λ<N then f 0 ∈L p,λ , but
and
David R. Adams and Jie Xiao Proof. To check the first assertion, we assume that the last inequality is valid for f r (x)=f (rx), thereby calculating
then f ≡0 follows from letting r→0 or r→∞, and so a contradiction occurs. Therefore,
For the second assertion, given (x, r)∈R N ×(0, ∞) we calculate
thereby establishing f 0 ∈L p,λ via handling two situations below. Case 1 -under r∈ [1, ∞) and λ<N we have
Case 2 -under r∈(0, 1) and λ<N we have 
With the above estimate and q=pN/(λ−αp), we compute
Riesz-Morrey potential II
A further examination of Proposition 1.1 and its proof leads to the following result.
David R. Adams and Jie Xiao
Proof. Using the hypothesis of f and its dilation f r defined in Proposition 1.1, we get
whence controlling three cases (i), (ii) and (iii) below.
then a combination of the last inequality for (f (r)) p and [14, p. 132, (3)] gives
This implies the desired estimate. is increasing in [0, ∞), and hence it follows that
whence deriving the desired inequality. implies
and hence there is a constant c 1 >0 such that
Since β ∈[0, 1], an appropriate choice of c ensures that the last integral is convergent, thereby producing the desired inequality.
Restrictions of Riesz-Morrey potentials on unbounded domains

Wolff type estimation
This will be one of the most effective tools for our approach to the restriction problem on unbounded domains; see e.g. [6] , [13] , [17] , [3] . In what follows, A p∈ (1,∞) stands for the class of all non-negative functions w on R N such that
In the above and below, a coordinate cube always means a cube in R N with edges parallel to the coordinate axes, and |Q| stands for the Lebesgue measure of Q.
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where the infimum is over all coverings ∪ j B j ⊇E for which B j is a ball with radius r j . For simplicity, set
, and μ be a non-negative Radon measure on R N . Then (i)
(ii)
Here
as j =2.
Proof. (i) According to [8, Lemma 11] , we have
So, we utilize [3, Theorem 3.2] to get
which, plus taking the supremum over A
, implies the equivalence in (i). (ii) In accordance with [8, Theorem 7], we have 
and then the estimate in (ii) after taking the infimum over A
Meanwhile, when 0<λ<p (N −α) and, supp(μ) (the support of μ) is contained in an origin-centered ball B(0, R), one has
So, using Hölder's inequality we get that for any ball B(x, r)⊂R N and any w∈ A
This in turn implies
thereby deriving via Theorem 2.1(i)
This inequality yields the upper bound estimate of [8, Theorem 21(i)].
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However, as a replacement of the lower bound estimate of [8, Theorem 21(i)], we have the second part of (i). In order to verify this new estimation, we utilize [5, Lemma 3.3.1] to get
In the meantime, an application of Fubini's theorem gives that if ( 
Needless to say, the last inequality needs a verification. To do so, note that supp(μ)⊂B(0, R) and
(ii) Note that w∈A
At the same time, a combination of 1<p<∞ and the Hölder inequality further derives 
Putting the foregoing estimates together, we obtain (B(y, t) )
Therefore, Theorem 2.1(ii) is used to derive Corollary 2.2(ii), i.e., [8, Theorem 21(ii) ].
Remark 2.3. Additionally, we would like to point out that the argument from line 5 of p. 220 to line 3 of p. 222 in [8] can only validate [8, Theorem 18] under λ 0 =λ 1 =λ θ -this has been examined in [15, Remark 1.6(iii)] through a Hausdorffcapacity-free treatment.
Restriction under 1<p<min{q, N/α}
Globally, we discover the following assertion.
and μ be a non-negative Radon measure on R N .
then
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then by [3, Theorem 7.1] we find
which, along with [8, Lemma 11] , implies
(ii) Since 
Conversely, if the last inequality is true, then
Again, applying [3, Theorem 7.1], we find
Furthermore, according to Corollary 2.2(ii) one has:
This, plus the above-verified equivalence, gives the desired implication:
Remark 2.5. Here it is perhaps worth mentioning that if w∈A 
Suppose f is a non-negative function with support in R k ×B N −k . Let μ be a nonnegative Radon measure with support in R k and μ d <∞.
Then
Proof. Note that if x∈supp(μ)⊂R k then
Clearly, w∈A 1 , and this weight satisfies
If |||μ||| denotes the total variation of μ, then the Wolff potential in Theorem 2.1(ii) enjoys (B(x, t) ) Taking
.
In the meantime, we utilize Fubini's theorem, Hölder's inequality and [3, Theorem 3.2] to make the following estimation:
Next, for any σ>0 let
Using the observation on supp(μ)⊂R k made at the beginning of the proof, we obtain that if the support of f is contained in
Furthermore, an application of the layer cake representation (cf. [14, Theorem 1.13] ) yields
under η > 0, q< dp N −αp−γ = dp λ−αp+ε < dp λ−αp and αp ≤ λ < N.
Upon taking
we get
It remains to control f L p (w) from above. To do so, writing
we find
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Now, if k<λ<N and E ⊂R N −k is covered by a sequence of (N −k)-dimensional balls B j with radius r j then
Via taking the infimum in the last inequality over all such coverings ∪ j B j ⊃E, we obtain
Upon choosing
and integrating the last inequality over t∈[0, ∞), we get that if
This actually implies the desired estimate for f L p (w) .
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Restrictions of Riesz-Morrey potentials on bounded domains
Restriction under q ∈{1, ∞}
The following L 1 (μ) and L ∞ estimates for I α f with f ∈L p,λ on a bounded domain Ω of R N form two supporting points to discover L q (μ)-estimate. 
Proof. (i) If N/α>p=1 and N ≥d>N −α, then according to [5, Lemma 3.1.1] and Fubini's theorem we have 
Furthermore, if N/α>p>1 and N ≥d>N −αp, then Hölder's inequality and [1, Theorem 2] are utilized to deduce
Nevertheless, the problem is that the last estimate produces only a rough constant. In order to overcome such a problem, we employ [16, p. 55, (1.89)] to achieve the weak-type inequality:
This, along with the above-mentioned layer cake representation, the definition of f L p,λ and the condition d > N −αp > (N −αp)/p and a > 0,
derives
Upon choosing
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we obtain
(ii) Although the argument for [18, Lemma 2] can be modified to establish an inequality for sup x∈Ω I α f (x) with a precise constant, we here offer a different approach. According to [5, Lemma 3.1.1] we have that if x∈Ω then Ω⊆B(x, diam(Ω)) and hence
For (N −α)X, using the condition f ∈L p,λ with support in Ω and the Hölder inequality we get
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Putting the above two estimates together yields
For Y, we still utilize the Hölder inequality and the assumption on f ∈L p,λ to obtain
Now, the inequalities for (N −α)X and Y are placed together to derive 0< f L p,λ <∞.
Restriction under q ∈(1, ∞)
Proof. (i)-(ii) According to [2, Theorem 5.1], under the conditions on p, α, d, μ we have the following weak-type estimate:
Selecting x∈Ω and r=diam(Ω) in the above estimate, we find the following weak type inequality:
If q<p(d+λ−N )/(λ−pα), then an application of the last inequality gives that if a>0 then
Via minimizing the last summation, we take
This, along with Theorem 3.1(i) for I α1 f and Theorem 3.1(ii) for I α2 f , implies
Next, if p=1, then a simple calculation with λ=pα=α gives Consequently,
Finally, let us verify the desired inequality. Of course, it is enough to handle the situation under β ∈(0, 1]. Assumingˇ>0 and using the Hölder inequality with 0<β ≤1 we obtain If 1≤j <q, then a combination of the Hölder inequality and the estimate for I α f q L q (μ) gives
Moreover, if j ≥q, then the estimate for I α f q L q (μ) also applies to I α f j L j (μ) , and hence forˇ< 
