In the numerical simulation of inviscid and viscous compressible fluid flow, implicit Newton-Krylov methods are frequently used. A crucial ingredient of Krylov subspace methods is the evaluation of the product of the Jacobian matrix of the spatial operator, e.g., fluxes, and a Krylov vector. In this article we consider a matrix-free implementation of the Jacobian-vector product within the flow solver QUADFLOW using automatic differentiation. The convergence of the nonlinear iteration using first-and second-order accurate Jacobian-vector products is compared. It turns out that a hybrid implementation employing both, first-and secondorder accurate methods, significantly reduces the overall execution time of the simulation.
Introduction
The demand for high-capacity aircraft is increasing rapidly. In order to reduce time and cost during the development of next-generation fuel-efficient aircraft, engineers rely on numerical simulation as a design tool reducing the number of expensive wind tunnel experiments. The three-dimensional simulation of the flow field around an aircraft requires accurate and efficient numerical methods in order to resolve all relevant flow features. At RWTH Aachen University the collaborative research center SFB 401 "Modulation of Flow and Fluid-Structure Interaction at Airplane Wings" [3] is concerned with fundamental problems of high-capacity aircraft in transonic conditions, such as deformation of airplane wings and wake vortices, which may cause a hazard for following aircraft. One key project in the SFB 401 is the development of a new adaptive finite volume flow solver called QUADFLOW [10, 13, 14, 11] .
In this paper, we consider stationary flow simulations. The underlying physical model is described by the Euler-or the Navier-Stokes equations, which are solved by an implicit time integration method within a pseudo-transient continuation. For the solution of the resulting nonlinear systems of equations we rely on Newton-Krylov methods [31, 37] . In order to achieve quadratic convergence of Newton's method, exact derivative information is required. Within a secondorder accurate discretization framework the explicit storage of the exact Jacobian is usually prohibitive due to memory limitations. However, Newton-Krylov methods require only the product of the Jacobian matrix with a given vector, rather than explicit access to the elements of the Jacobian. Such Jacobian-vector products can be approximated by divided differences. The divided differencing method has the conceptual disadvantage that it involves the choice of a suitable step size which is typically not known a priori. An alternative is provided by a technique called automatic differentiation, which allows the computation of derivatives without truncation error. In this work we employ automatic differentiation to obtain the matrix-free evaluation of Jacobian-vector products in an efficient and accurate fashion.
In [26] Hovland and McInnes compare the matrix-free implementations based on divided differencing and automatic differentiation in a Newton-Krylov-Schwarz framework. An alternative approach by Barth and Linton [4] , also followed in [41, 42] , is based on analytic derivation of the Jacobian, except for the limiter functions. Second-and higher-order matrix-free methods for unstructured meshes are compared in [40] , where the Jacobian-vector product is calculated via divided differences.
In this paper, we employ a second-order accurate finite volume scheme, where the Jacobian is based either on the first-or second-order accurate discretization, yielding an approximate or exact Newton method, respectively. The derivative information in form of Jacobian-vector products is obtained by automatic differentiation. We investigate the performance impact of the two methods with respect to several algorithmic parameters such as the CFL number and the choice of the preconditioner.
The structure of this paper is as follows. In the following two sections, the formulation of the Euler-and Navier-Stokes equations as well as the solver QUADFLOW used throughout this work are briefly described. In Section 4 we give a brief introduction to automatic differentiation and discuss the actual implementation of the Jacobian-vector product in QUADFLOW. In Section 5, numerical experiments for inviscid and viscous flow problems are reported.
Governing Equations
In the present study, laminar viscous fluid flow is described by the Navier-Stokes equations for a compressible gas. Neglecting viscous effects, we obtain the Euler equations. The conservation laws for any control volume V with boundary ∂V and outward unit normal vector n on the surface element dS ⊂ ∂V can be written in integral form as
where a stationary grid is assumed. To complete the problem formulation, initial values u (x, t 0 ) = u 0 (x), x ∈ V and boundary conditions u (x, t)| ∂V = B (x, t), x ∈ ∂V are to be prescribed. Here, u = (̺, ̺v T , ̺e tot ) T denotes the vector of the unknown conserved quantities, and F c and F d represent the convective flux including pressure and the diffusive flux function, respectively. That is,
where ̺ denotes the density, p is the static pressure, v is the velocity vector of the fluid, and e tot represents the total energy. The symbol • denotes the dyadic product, and I is the identity. The viscous stress tensor T v for an isentropic Newtonian fluid is defined as
Heat conduction is modeled by Fourier's law q = −λ grad T , where the thermal conductivity is assumed as λ = c p µ/P r, with Prandtl number P r = 0.72. The molecular viscosity µ as a function of the temperature T is determined by the Sutherland formula [50] . The static pressure is related to the specific internal energy according to the equation of state for a perfect gas p = ̺ (γ − 1) e tot − 1/2 |v| 2 , where γ is the ratio of specific heats, which is taken as γ=1.4 for air.
Finite volume scheme
The flow computations in this study are performed using QUADFLOW, which solves the Euler-and Navier-Stokes equations for compressible fluid flow in two and three space dimensions. We give preference to quadrilateral and hexahedral meshes since they are widely accepted to facilitate best boundary fitted meshes for viscous fluid flow. A key idea is to represent such meshes with as few parameters as possible while successive refinements can be efficiently computed based on the knowledge of these parameters. This concept is embedded in a multiblock framework. The mesh in each block results from evaluating a parametric mapping from the computational domain into the physical domain. Such mappings are based on B-Spline representations [32] . The mesh is locally adapted to the solution according to the concept of h-adaptation. The adaptation strategy gives rise to locally refined meshes of quadtree respectively octree type. A key role is played by reliable and efficient refinement strategies. In QUADFLOW, the adaptation criteria are based on recent multiresolution techniques [39, 22, 13] . Finally, a cell centered finite volume scheme that meets the requirements of the adaptive technique completes the concept. It is designed to cope with fairly general cell partitions and allows, in particular, to handle hanging nodes in a unified manner. The locally adaptive mesh is treated as a fully unstructured mesh, composed of simply connected elements with otherwise arbitrary topology.
Discretization of Inviscid Fluxes
The discretization of the inviscid fluxes is based on upwind methods. In the present study, the robust flux-vector splitting proposed by Hänel and Schwane [25] is employed for solving the Euler equations. For solving the Navier-Stokes equations, flux-vector splitting methods are too diffusive. In this case we employ the HLLC flux-difference splitting according to Batten et al. [5] , which also resolves contact discontinuities. The higher-order extension of the scheme is crucial to obtain accurate solutions of the governing equations. To obtain second-order accuracy in space, a linear reconstruction of the primitive flow variables w ∈ {̺, v, p} is defined as follows
Here, w i represents the solution at the centroid x i of the control volume V i , and φ i denotes a limiter function, with φ i ∈ [0, 1]. To approximate the gradient ∇w i of the quantity in question, either a least-squares technique or the Green-Gauss method may be employed. At local extrema and discontinuities the reconstruction polynomial may generate new extrema and therefore cause oscillations in the numerical solution. In order to circumvent this phenomenon, the slope limiter by Venkatakrishnan [54] is employed. To summarize the ideas from [54] , let w 
for every quadrature point of the faces that bound the control volume, the Venkatakrishnan limiter is taken as the corresponding minimum value
The function φ i is only partially differentiable. A fully differentiable alternative to the Venkatakrishnan limiter has been introduced by Rosendale [48] . Rosendale proposes a generalized formulation of van Albada's limiter [52] that circumvents the use of min(·) and max(·) functions. Kemath et al. [27] and Casteleiro et al. [18] propose two limiters which are based on Rosendale's development. However, the comparison between Venkatakrishnan's and van Albada's limiter shows that the latter results in a more diffusive scheme. Venkatakrishnan formulated both limiters in the framework by Spekreijse [49] . For a structured grid the quantity w g at a face between the cells i and i + 1 is denoted by w i+1/2 , which in Spekreijse's framework reads as follows
Here, Ψ is the limiter function φ i formulated in Spekreijse's framework. It is assumed that w min i
and w max i are given by w i−1 and w i+1 , respectively, and that w i is bounded between w i−1 and w i+1 . Herewith, the functions Ψ vk for the Venkatakrishnan limiter and Ψ va for the van Albada limiter can be written as follows:
,
where r denotes the ratio of slopes, i.e., r = w i+1 − w i w i − w i−1 .
In Fig. 1 , both limiters (1) are depicted as a function of the ratio r. The comparison shows clearly, that the Venkatakrishnan limiter allows the use of larger slope-ratios in the reconstruction process than the van Albada limiter and thus provides a higher spatial accuracy. Therefore we prefer the Venkatakrishnan limiter despite of its lack of strict differentiability. 
Discretization of Diffusive Fluxes
For the discretization of the diffusive fluxes, the gradients of the velocity vector, ∇v i , and the temperature, ∇T , are required at the cell interfaces. The simplest procedure is to compute the gradients of the quantity in question, ∇w, within each cell and then average ∇w between the two cells that share a face on its left-hand side (∇w L ) and on its right-hand side (∇w R ) respectively. That is, the gradient ∇w at the cell interface is approximated by
The gradients ∇w L and ∇w R are provided by the (unlimited) reconstruction procedure. This kind of discretization supports undamped oscillatory modes that result from an odd-even point decoupling. A tighter coupling of the solution is obtained by approximating the gradient at the face in the direction l LR = x R − x L , which connects the centroids x L and x R of the left and right cell, respectively, by the divided difference
Finally, the gradient is expressed by combining Eq. (2) and Eq. (3), i.e.,
Implicit Time Integration
After applying the spatial discretization, we obtain a system of ordinary differential equations
where R (u) denotes the residual vector defined by the sum of the discretized fluxes. To compute stationary flows, the first-order accurate implicit Euler method is chosen since time accuracy is not required to reach steady state in the computation. The resulting system of nonlinear equations is expressed as
The solution u n+1 of the nonlinear system (4) is determined by a Newton iteration within each physical time step:
with
Here, ∆u
denotes the change of the solution within each Newton step, indicated by the superscript (ℓ). The Jacobian of the system of equations, J(u (ℓ) ), contains contributions of the temporal discretization and the spatial discretization, i.e.,
The initial guess is u (0) = u n . For stationary flows, one Newton iteration to solve (5) is sufficient since convergence to steady state is enforced by the nonlinear (time) iteration. In this case, the Newton scheme for the implicit Euler time integration reduces to
Note that, for time step sizes approaching infinity, this results in a pure Newton scheme. To enhance convergence to steady state, a local time step within each cell is chosen with a constant CFL number in the domain.
Computation of the Jacobian-vector product
Implicit time integration schemes, based on Newton's method, require the solution of the linear system of equations according to (6) . The linear system is solved by a Krylov subspace method. Krylov subspace methods do not require the system matrix J(u) in an explicit form but only the product of J(u) with a Krylov vector z. For a recent survey on Jacobian-free Newton-Krylov methods we refer to [31] . The Jacobian-vector product J(u) · z can be split in two parts. The contribution of the temporal operator is simply
The complicated part is the computation of the Jacobian-vector product of the spatial operator:
A popular approach to compute such Jacobian-vector products is approximation by divided differences, e.g.,
This approach is used, e.g., in [17, 41, 44, 34, 45, 33] . While easy to implement, divided differencing has the conceptual disadvantage that the approximation quality depends on the value of the perturbation parameter ε, which is typically not known a priori. On the one hand, ε should be small in order to minimize the truncation error that results from truncating the Taylor series expansion. On the other hand, ε should not be too small because otherwise the rounding error due to cancellation effects becomes dominant when the numerator in (7) is evaluated in finite precision arithmetic. For a first-order approximation a simple rule of thumb is to choose ε about the square root of the machine precision. Other approaches for choosing ε take into account the typical size of u or the precision in the computation of R; see, for instance, [21, 19, 15, 28, 36, 24, 35] . Note that the problem of determining a suitable value for ε persists when higher-order approximations, e.g., central differences, are employed.
In contrast to numerical differentiation methods based on divided differencing a set of techniques referred to as automatic differentiation can be used to compute derivative information without truncation error. Automatic differentiation can be applied whenever the function to be differentiated is given in form of a computer program. There are several software tools available, implementing automatic differentiation for various programming languages, including Fortran, C/C++ and MATLAB; see www.autodiff.org for an overview. The key idea is that any mathematical function given in the form of a computer program is composed of elementary arithmetic operations such as binary addition, multiplication, etc., and a limited set of intrinsic functions for which the derivatives are known. By applying the chain rule of differential calculus to the composition of elementary operations the derivative of the overall function can be computed more accurately than any approach using divided differences. Moreover, the computational complexity to compute a Jacobian-vector product by the so-called forward mode of automatic differentiation is in the same order as for a first-order divided difference approximation. That is, while computing the Jacobian-vector product by first-order forward divided differencing requires twice as many arithmetic operations as a single computation of the residual function, this factor is typically between 2 and 3 for automatic differentiation.
As an example, consider the following Fortran code fragment implementing some function R n → R n .
t=0.d0 do i=1,n t = t + sin(x(i)) y(i) = t * x(i) enddo
Using the automatic differentiation tool ADIFOR [6] , this code fragment is automatically transformed to compute not only the original function but also the corresponding derivative information.
When the array variable g x is initialized with some vector z ∈ R n , the above code fragment computes the original function values, y, as well as the Jacobianvector product, (∂y/∂x) · z, and stores the corresponding values in the program variables y and g y, respectively. We stress that automatic differentiation is not restricted to small computer codes, but scales well for large industrial software packages consisting of several hundreds of thousands of lines of source code [8] . For additional information on automatic differentiation the reader is referred to the books [46, 23] and the proceedings of recent workshops [16, 7] .
Implementation in QUADFLOW

Approximate and exact Newton methods
In a previous work [12] the automatic differentiation tool ADIFOR has been employed in QUADFLOW to compute a lower-order approximation of the Jacobian J = J low of the higher-order operator R high . More precisely, the linearization of the fluxes is based on a first-order accurate method in space, which means that the linearization takes into account only direct neighboring cells. Hence, the linear system (6) is given by
Note that the approximation J = J low yields an approximate Newton method rather than an exact one. Consequently we cannot expect quadratic convergence behavior. For details on the implementation we refer to [12] . In essence, the ADIFOR tool was used to automatically transform given Fortran source code for the elementary flux functions of various upwind schemes into Fortran code for evaluating the corresponding local Jacobians. The overall Jacobian J low is then constructed in a block-wise fashion, where the local Jacobians are appropriately inserted into a global data structure. In [12] it was shown that the use of automatic differentiation in the computation of the local Jacobians not only yields a more robust and reliable overall computational scheme, compared to an approach based on divided differences, but can also improve the rate of convergence significantly and is faster in terms of CPU time.
Inspired by these results, we employ automatic differentiation to implement the exact linearization of the higher-order method, i.e.,
In contrast to equation (8) , equation (9) represents an exact Newton scheme with the advantage of quadratic asymptotic convergence. Since the memory requirement for storing J high is about three times as large as for J low , we avoid the explicit construction of J high , but rather use automatic differentiation to evaluate the matrix-vector products during the iterative solution of the system (9).
Implementation details
In the actual implementation, the differentiation procedure could not be conducted in a fully automatic manner, since QUADFLOW consists of modules written in different programming languages. The high-level control flow of the program is implemented in the C programming language, while the mathematical core routines are written in Fortran. Currently no automatic differentiation tool is capable of augmenting mixed-language programs with derivatives. Therefore we follow a semi-automatic approach: First, the low-level Fortran routines are transformed by ADIFOR. In the current implementation, the automatic generation of derivative code using ADIFOR is fully integrated into the build process of the QUADFLOW executable. That is, the code transformation is automatically performed on the fly during the compilation process. This procedure facilitates that any modification of the mathematical core, for example the solution of the Riemann problem, is always consistently reflected within the Jacobian-vector product without the need of manual intervention. In a second step, the higher-level C routines are manually modified in such a way, that the interfaces to the Fortran subroutines are consistent with the according differentiated version. In particular, the interfaces are extended by the additional gradient information. No further modification of the higher-level routines is required, as long as the interfaces to the low-level subroutines remain unchanged. One may raise the question how we apply automatic differentiation to piecewise differentiable intrinsic functions, such as min(·) or max(·), which are used in the implementation of the Venkatakrishnan limiter [54] . As an example, consider the following code fragment taken from the actual implementation in QUADFLOW to determine the minimum value wmin of the i-th component of the solution vector w of the cell icell in its adjacent neighborhood iNeighbor wmin(i,icell) = min(wmin(i,icell),w(i,iNeighbor))
The derivative may be undefined if wmin(i,icell) equals w(i,iNeighbor). ADIFOR provides a flexible exception handling mechanism that not only reports such situations, but also allows the user to specify the exceptional behavior. In practice it is often desired to continue the derivative computation with some reasonable value, even if the derivative is not defined in a strict sense. In the case of the binary min(·) or max(·) intrinsics, according to the generalized gradient principle, such a reasonable value is the average of the partial derivatives of the two arguments. This is ADIFOR's default strategy to handle non-differentiability in these intrinsics. To our practical experience, this strategy is also appropriate for the computation of derivatives in QUADFLOW. For the example above, the following code is generated by ADIFOR 1 : d3_v = min(wmin(i,icell), w(i,iNeighbor)) if (wmin(i,icell) .lt. w(i,iNeighbor)) then d1_p = 1.0d0 d2_p = 0.0d0 else if (wmin(i,icell) .gt. w(i,iNeighbor)) then d1_p = 0.0d0 d2_p = 1.0d0 else d1_p = 0.5d0
The linear systems (8) respectively (9) are solved using the BiCGSTAB algorithm [53] , combined with left preconditioning, which is based on a pointblock-ILU(p) method [43] , denoted by PBILU(p), where p is the level of fill-in. The implementation of the Newton-Krylov method is based on the PETSc [1, 2] library developed at Argonne National Laboratory. In the present study, we still construct the matrix J low in its explicit form to determine its incomplete lowerupper factorization, PBILU(p). Thus, the current approach is not completely matrix-free. However, the preconditioning matrix has to be constructed only once for every linear system, and not for each Krylov subspace iteration. This approach of employing a low-order approximation of the Jacobian for purpose of preconditioning in a higher-order method has been successfully used by many researchers; see, for instance, [55, 51, 9, 44, 33, 20, 35, 40] . In a recent article, Wong and Zingg [56] compare the memory requirement, CPU cost, and effectiveness of various ILU preconditioners based on J low as well as J high , where the latter is found to be computationally too expensive. Other preconditioning techniques, that do not require the Jacobian in its explicit form, are investigated in [34, 45] .
Hybrid Newton method
Although the exact Newton method has the advantage of local quadratic convergence, it is unnecessary or even counterproductive in the startup phase of the computation as it can diverge in practical applications, e.g., in the transonic regime. That is, if the starting point is too far away from the solution, Newton's method may fail. To circumvent this problem, we apply an approximate Newton method, based on the first-order accurate Jacobian J low , during the early iterations. When the relative residual of the density first drops below a prescribed threshold ν, we switch to the exact Newton method using J high . For timestep k let R denote the relative residual of the density, i.e.,
With k ν representing the first time step satisfying R ≤ ν the actual implementation is as follows.
A similar strategy is employed in [9, 35] . Other authors suggest to switch after an a-priori prescribed number of time steps [42, 40] .
Numerical experiments
In this section we present results of numerical experiments comparing the performance of the Newton-Krylov method employing approximate Jacobian-vector products, which are based on a first-order accurate discretization in space, and exact Jacobian-vector products, based on a second-order accurate discretization in space. For simplicity, the method employing the approximate Jacobian-vector products is called "first-order method", whereas the exact Newton method is called "second-order method". For the first-order method, we usually compute the Jacobian-vector product by relying on an explicit representation of the Jacobian, J low , because this matrix is assembled anyway for the purpose of preconditioning. A matrix-free implementation of the first-order method is available for performance comparison. For the second-order method we always use the matrix-free implementation. All computations are carried out with QUADFLOW, which is executed on an Intel Xeon quad-core processor running at 3 GHz clock speed. In Section 5.1 we present performance results for the simulation of the inviscid flow around two standard profiles (test cases 1 and 2). In Section 5.2 an inviscid flow around a swept wing is considered (test case 3). As a final test case (test case 4) the twodimensional laminar viscous flow over a flat plate is considered in Section 5.3.
The linear systems resulting from Newton's method are solved until the relative residual is less than 10 −2 for the Euler equations, and less than 10
for the Navier-Stokes equations. 
Test problems 1 and 2: 2D flow around NACA0012 and BAC 3-11/RES/30/21 airfoils
We consider the inviscid transonic stationary flow around the NACA0012 airfoil [29] , a standard test case for validating CFD codes, and a configuration assembled from the airfoil system BAC 3-11/RES/30/21 [38] , which is used as reference configuration within the collaborative research center SFB 401 [3] . The corresponding flight conditions are given in Table 1 . As an example, the locally adapted grid and the Mach distribution for test case 1B are presented in Fig. 2 . The numerical experiments in this section are carried out using a variant of the implicit Euler method, namely the b2-scheme [5] . On every level of grid refinement, except the finest level, the time integration is performed until the relative residual of the density, R, is less than 10 −2 . On the finest level we require R ≤ 10 −10 . The local time step is determined by an exponential rule for the CFL number. That is, the CFL number in time step k is given
, where CF L F AC is a constant factor, and CF L 0 = 1. The CFL number is limited by a fixed upper bound, CF L MAX . We allow 8 levels of refinement, i.e., each cell can be subdivided isotropically at most 8 times. In the following we present results for a restart on the finest grid. We carried out 10 adaptations in test cases 1A, 1C, and 2. In test case 1B we perform 14 adaptations.
As mentioned above, the linearized systems of equations are preconditioned by a PBILU(p) method. For reasons discussed later, we set the number of ILU In Table 2 we present results for two different CFL evolution strategies for test case 1A. The first, rather cautious, evolution strategy is characterized by the parameters CF L F AC = 1.2 and CF L MAX = 10 2 . The second, more aggressive, strategy increases the CFL numbers faster, with a factor CF L F AC = 1.5 and applies an upper bound CF L MAX = 10
6 . The number of time steps, denoted by #ts, and the corresponding execution times are given for the first-order method and the second-order method. In addition, the hybrid method (11) with the switch parameter ν = 10 −5 is investigated. From Table 2 we observe that, if the cautious CFL evolution strategy is used, the number of time steps required for the second-order method is less than for the first-order method. If the more aggressive evolution strategy is used, the second-order method fails, whereas the hybrid method reduces the number of time steps compared to the firstorder method. However, the second-order and hybrid methods require more CPU time than the first-order method in test case 1A.
In test cases 1B and 1C, the aggressive CFL strategy is used, whereas a more cautious strategy with CF L F AC = 1.2 and CF L MAX = 10 5 is used in test case 2 in order to avoid divergence to a non-physical state during the startup phase. In Table 3 the number of time steps and the corresponding CPU times are given for the matrix-based first-order method, the matrix-free first-order method, and the hybrid method with switch parameter ν = 10 −5 . The number of time steps is almost identical for both first-order implementations, while the hybrid method needs significantly fewer iterations. Comparing the execution times for the first-order methods it turns out that the matrix-based implementation is always faster than the matrix-free variant. This is caused by the fact that the matrix is explicitly built for preconditioning in both cases. Clearly, the computation of a single matrix-vector product using an explicit representation of the Jacobian matrix is generally faster than a matrix-free evaluation. Nevertheless, when using the hybrid method, the overall execution times are reduced by 43% in test case 1B and 16% in test case 2, compared to the first-order matrix-based method. In test case 1C, no performance improvement can be observed. The corresponding residual histories with respect to the time step and the CPU time are given in the left and right columns of Fig. 3 , respectively. More precisely, the residual histories for the first-order method and the hybrid method with switch parameters ν = 10 −2 , ν = 10 −5 , and ν = 10 −6 , are presented. It can be observed from the left column of Fig. 3 that the rate of convergence immediately increases when, in the hybrid method, the switch from first-order to second-order takes place. This can lead to a significant reduction of the overall execution time of the simulation, if the switch parameter ν is chosen appropriately; see the right column of Fig. 3 . However, if the switch to the second-order method is performed too early, i.e., the parameter ν is chosen too large, the execution time increases.
There are several reasons for the computational overhead of the second-order method compared to the first-order method. Obviously, more arithmetic operations are performed in the second-order method. In addition, as mentioned above, the Jacobian J low , which is assembled in both cases, is used to compute the matrix-vector product explicitly in the first-order method. Moreover, solving the linear systems is more difficult, if the exact Jacobian matrix is used. To illustrate this, the iteration history of the BiCGSTAB solver is presented in Fig. 4 . For every time step, the number of BiCGSTAB iterations using the PBILU(p) preconditioner with p ∈ {0, 1, 2} is presented for the first-order method (left subplot) and the second-order method (right subplot). The iteration counts for p = 1 and p = 2 are higher for the second-order method than for the first-order method. For p = 0, the linear system of equations could not be solved using the second-order method. 
Test problem 3: 3D flow around swept wing
In this section the computation of the subsonic inviscid flow around a swept wing of constant chord length with the BAC 3-11/RES/30/21 profile in cruise configuration and a sweep angle ϕ = 34.0 • is considered; see Fig. 5 . This configuration has been designed and experimentally investigated within the collaborative research center SFB 401 [47, 30] . The flow parameters are M ∞ = 0.22 and α = 4.64
• . The implicit Euler scheme is used for the time integration. The nonadaptive, multiblock structured grid consists of 425984 cells. The computation is performed in parallel using 4 MPI tasks.
We compare the number of time steps and the execution time of the firstorder method and the hybrid method with switch parameter ν = 10 −2 . Since the startup phase is identical for both methods, we focus on the final phase of the computation, i.e., k > k ν in (11) . The solution is considered to be converged when the relative residual R is less than 10 −4 . In Table 4 we present performance results for different values of constant CFL numbers, CF L ∈ {10 2 , 10 3 , 10 4 }. For each CFL number we vary the parameter p ∈ {1, 2, 3}.
From Table 4 it can be observed that, for large CFL numbers, increasing the value of p can lead to a reduction of the overall execution time. However, the cor- responding increased memory requirements have to be considered. The number of time steps is significantly decreased for both, the first-and the second-order method, if the CFL number is increased. The corresponding execution times increase for the first-order method and decrease for the second-order method. For CF L = 10 4 , the second-order method is significantly faster than the firstorder method. On the other hand, with CF L = 10 2 , the first-order method is faster. Note that for small values of CF L, the higher cost for a single Krylov iteration slows down the second-order method, whereas for large CFL numbers the time integration benefits from the higher accuracy in the Newton step. In the latter case, i.e., CF L = 10 4 , the execution time of the second-order method is significantly less than for all first-order computations. In the following we consider the laminar viscous flow over a flat plate. The freestream parameters are M ∞ = 0.2, Re = 10 4 , and T ∞ = T wall = 273K. The non-adaptive multiblock structured grid consists of two blocks with 64 cells each in the direction normal to the wall. In flow direction, the domain is discretized with 200 and 100 cells, respectively, in the block containing the plate and the block upstream of the plate.
The spatial discretization of the convective fluxes is based on the HLLC flux difference splitting, and for the time integration, the implicit Euler scheme is chosen. We compare the first-order method and the hybrid method with ν = 10 −1 . As in test case 3, we focus on the final part of the computation, neglecting the startup phase. The solution is considered to be converged when R ≤ 10 −6 . The number of time steps and the corresponding CPU times for different constant values for CF L and p are listed in Table 5 . When increasing the value for CF L from 10 2 to 10 6 , the number of time steps for the second-order method is reduced by a factor of 100. This leads to a significant decrease of the corresponding CPU time. Contrarily, this behavior cannot be observed for the first-order method. As remarked in the previous section, larger values for p can further decrease the CPU time.
For the first-order method the "best" configuration in terms of CPU time is characterized by the parameter setting p = 2 and CF L = 10
2 . The secondorder method is faster by a factor of 7.8, when the parameter setting p = 6 and CF L = 10 6 is chosen. If a smaller value for p is desired, the second-order method is faster by a factor of 5.5, when using the parameter setting p = 2 and CF L = 10 6 .
Conclusion
In this paper we describe the implementation of an implicit matrix-free NewtonKrylov method for solving the Euler-and Navier-Stokes equations. The mathematical core of the algorithm consists of the solution of a system of linear equations involving the Jacobian of the spatial operator. Due to memory limitations, in many practical implementations only an approximation of the Jacobian based on a first-order accurate discretization in space is computed. However, this approach yields an approximate Newton method rather than an exact one. The explicit assembling of the Jacobian matrix can be avoided by means of automatic differentiation. Utilizing this technology we implemented the computation of the exact Jacobian-vector product for a second-order accurate discretization in space.
Several numerical experiments for stationary inviscid and viscous compressible fluid flow were conducted. It was demonstrated that the use of the exact Jacobian-vector product can significantly reduce the number of nonlinear iterations, i.e., time steps. However, when the exact Jacobian is used, a single time step consumes more CPU time as if the approximate Jacobian were considered. Thus, a hybrid strategy is suggested, which employs the approximate Newton method during the startup phase and switches later to the exact Newton method.
The current implementation of the second-order method still requires the explicit Jacobian based on a first-order accurate discretization for preconditioning. Future plans include the replacement of this matrix-based preconditioner by some kind of matrix-free preconditioner.
