Fractal coding technique has become the most popular coding technique in the recent development of image/video compression technologies for its better performance, achieving a high compression ratio, less decoding time and good reconstruction quality of image. This paper elaborates on the approach which is a combination of a quadtree partitioning scheme and extended weighted finite automata (EWFA) coding for fractal video compression based on the concept of intra-frame coding. The quadtree partitioning scheme is used to specify the address of each sub-image. It is observed that any image can be represented by the quadtree-based EWFA; the 32
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Introduction
Video coding is the most challenging research area in the field of medical image processing, computer science and technology, industrial sectors, multimedia technology and telecommunication services, i.e., medical treatment system Ikeda et al., 2014; Bose et al., 2014) , remote sensing system (Maleh et al., 2011) , object detection and tracking/monitoring system (Karasulu and korukoglu, 2013; Kalirajan and Sudha, 2015) , robot navigation system (Taguchi, Iwahashi and Kimura, 2008) , Internet media (Kim et al., 2014) , videoconferencing, etc. In a video or sequence of images, a lot of selfsimilarity exists in between the number of successive frames, and the main objective of the video coding technique is to reduce without loss, or with loss, self-similar data in a given image sequence (Curtis and Martin, 2005) . The major challenge in video coding technique is how to reduce/remove the self-similar data between the sequences of frames with satisfied requirement at the receiving end by achieving high compression ratio, good quality of video, less decoding and encoding time.
In the video coding technique, block matching algorithms play a key role in satisfying the above requirements in terms of motion vector estimation, and each block of estimated motion vector is transferred to encoder and decoder. Computing motion vectors in a block of frames is the most computationally expensive in the entire video compression process. Many block matching motion estimation algorithms are already implemented to reduce the number of search points, i.e., computational complexity of motion vector is estimated by the three-step search (Li et al.,1994) ; the four-step search (Po et al., 1996) ; the block-based gradient descent search (Liu and Feig, 1996) ; the diamond search (Zhu and Ma, 2000) ; the cross-diamond search (Cheung and Po, 2002) ; hexagon-based search, which employs a hexagon-shaped pattern and results in fewer search points with similar distortion (Zhu, Lin and Chau, 2002) ; and the new cross-hexagon search algorithm (NHEXS) proposed by Hong-ye and Ming-jun (2009) and Belloulata, Zhu and Wang (2011) . Subsequent work on block matching motion estimation is extended with smaller block size and a modified version of the three-step search algorithm (Kamble et al., 2015a) for motion vector computation.
Fractal coding technique is well known for its better performance amongst the compression techniques, but fractal encoding technique involves a large number of computations based on the searching of a best suitable domain block for each range block. Therefore, the major challenge in front of the research community is how to reduce the encoding time in a fractal coding technique. For reducing the encoding time in a fractal coding, partitioning scheme plays an important role to partition an image into range and domain block. Quadtree partitioning scheme is one of the partitioning schemes which helps in reducing the encoding time. Quadtree partitioning scheme works more efficiently and is easy to implement for the image of size 2 n × 2 n where n = 1, 2, 3, …, n.
On the other hand, with some efforts it can be implemented efficiently by shrinking/replicating the pixels equal to the size of 2 n × 2 n . A complete quadtree gives a pyramidal structure of an image for the encoding and decoding process. These complete quadtree images are an input to any codec for encoding, which are then later converted into the reconstructed image/sequences of frames.
In the image sequences, there are two types of redundancies: temporal redundancy and spatial redundancy. Spatial redundancy means redundancy among neighbouring pixels in a frame. The coding technique which reduces the spatial redundancy is called as intra-frame coding. The intra-frame coding is similar to the individual image coding, i.e., coding within the frame for finding out the redundancy in an image itself. Temporal redundancy means redundancy between two consecutive frames in a sequence of frames. The coding technique which reduces the temporal redundancy is called as inter-frame coding. Video compression deals with the compression mechanism for the series of image sequences.
Compression techniques are broadly divided into two categories: one is called lossless and another is called as lossy. For fast transmission of images/video across the Internet media, the lossy technique is used in the World Wide Web. Examples of the lossy techniques are JPEG, GIF, Wavelet, Fractal, DCT, etc. In the lossless compression technique, in which a small amount of data are lost, the decompressed image is exactly the same as the original image. It is generally used in the photographic and print media, where high resolution is required and larger file sizes are not a problem. Examples of the lossless technique are TIFF, CCD RAW, etc. In the medical image processing, the lossless technique is mostly used because each detailed bit of information is essential in medical problem/technology (Hashemian and Marivada, 2003) , e.g., X-ray, ECG, etc. Several popular compression techniques belonging to lossless compression and lossy compression are discussed in the following paragraph.
Huffman coding is the oldest compression technique belonging to the lossless compression technique category. The idea behind this coding technique is to use a large number of bits to encode the data assigned a lesser probability, whereas to use a lesser number of bits to encode the data with higher probability (Rabbani and Jones, 1991) . Arithmetic coding is also a lossless compression technique (Crane, 1996) and it is similar to Huffman's coding, except that it does not generate a single code for each individual character, rather it generates a code for a complete message. In this coding technique, the code of a complete message is in the form of floating point numbers between the range of 0-1.
Vector quantisation (VQ) is a lossy compression technique based on the dictionary searching mechanism (Gray, 1984) . The encoding process is quite difficult as compared to Huffman coding and arithmetic coding, but with some efforts it can be implemented efficiently. VQ maintains the codebook (dictionary) which is a collection of a number of images (Fisher, 1995) . Discrete cosine transform (DCT) is a lossy compression technique used in popular image and video coding standards like JPEG and MPEG. DCT (Bhaskaran and Konstantinides, 1995) is similar to the Fast Fourier Transform (FFT). Both techniques transform the data from a spatial domain to a frequency domain representation. JPEG/JPG is the most popular lossy compression technique developed by a joint photographic expert group. The basic fundamental of the JPEG/JPG technique is based on the DCT technique (Miano, 1999, p.13; Li and Drew, 2004) .
The remainder of this paper is organised as follows: Section 2 describes the various video coding standards. Section 3 discusses the weighted finite automata (WFA) preliminaries. An overview of fractal coding is given in Section 4. Section 5 discusses the challenges in fractal coding. Section 6 elaborates the proposed approach for fractal video coding using quadtree partitioning scheme and extended weighted finite automata (EWFA) theory. Section 7 summarises the verification and testing of a proposed approach on the standard database. Finally, this paper ends with the conclusion and future scope in Section 8 followed by the references section.
Video coding standards
Video compression standards, in general, are used for video coding. Basic video compression standards are video coding standards related to the organisations ITU-T Rec., H.261, H.263; ISO/IEC, MPEG-1, MPEG-2, MPEG-4; and H.264/AVC. A summary of the video coding standards with their properties are given in Table 1 (IIT, Kharagpur). Block matching motion estimation algorithms play an important role in designing video coding standards. Video coding standards consists of motion estimation algorithm, encoding mechanism and decoding mechanism to eliminate redundant data. • Optical/magnetic storage devices and DVDs storages.
• Video-on-demand or streaming service and multimedia messaging service (MMS) via ISDN, LAN, Ethernet, modems, wireless and mobile networks, etc., or their combinations.
Finite automata preliminaries
A finite automata (FA) is a mathematical model used to represent an image and exploit the self-similarity, i.e., the redundancy part present in an image. WFA is an extended version of FA with a transition labelled as address of the sub-image and weight assigned from one state to another. EWFA is an extension of the WFA, creating a less number of states as compared to WFA. Transformation functions are applied on each sub-image and are used to represent the images by using 6-tuple form M = (Q, ∑, W, I, F, q 0 ) (Kamble et al., 2015b) . Where Q is a finite set of states, i.e. {q 0 , q 1 , q 2 ...q n } ∑ is a finite set of input symbol/quadrant address, i.e., ∑ = {0, 1, 2, 3} for Quadtree WFA ∑ = {0, 1} for Bintree WFA and ∑ = {0, 1, 2, 3, 4, 5, 6, 7, 8} for Nonatree WFA.
W is the weight function between two states, i.e., W Є Q × Q → R, for W (q0, q1) = R where q0, q1 Є Q and R is the real number, i.e., the weight between state q0 and state q1. I is the initial configuration of states Q → R and indicates which states correspond to the entire image I(q0) = 1 and I(qi) = 0, q0 ≠ qi Where q0, qi Є Q and i = 1, 2, 3, …, n. F is the final configuration of states Q → R, e.g., F (q0) = f (Є)
Where q0 ЄQ and f (Є) is the average intensity (Greyness) of the entire image.
q 0 is the initial state of the WFA meaning the entire original image, i.e., q 0 ЄQ (Kamble et al., 2015b) . The transition from (q0, 1) = q1 Є Q × ∑ → Q if W (q0, q1) = R or W (q0, q1) ≠ 0 means there is a transition from state q0 to q1 on the input symbol labelled by 1. The Wi(q0, q1) means weighted transition from state q0 to q1 on the input symbol, i.e., state or sub-image i. In automata theory, for every finite state automation M there exists an equivalent regular expression, generating the same language/string w, and for every regular expression there exists an equivalent finite state automation generating the same language/string w. The address of the quadrants is represented by the regular expression and is given by Eq. (1):
And the set of strings are given by Eq. (2) and (3) ( ) ( ) ( )
Which is equivalent to 2,3, 00, 01, 02, 03,10,11,12,13, 20, 21, 22, 23,.. 
∑* generates the finite set of strings. Where * is a kleene closure property, i.e., zero or more than zero combination of 0, 1, 2 and 3. In general, w is denoted by any string and the length of the string is denoted by |w|, where w Є∑*. The empty string Є represents the address of the entire image, i.e., |w| = 0. If |w| = 1 then the address of the sub-images is 0, 1, 2 and 3. If the address of sub-image is 22, i.e., |w| = 2, then the address of its subimages is 220,221,222 and 223. In general, if the address specified by sub-image is w, then the address specified by its sub-images are w 0 , w 1 , w 2 and w 3 . This process leads to quadtree representation of an image.
Overview of fractal coding
Fractal coding is applied on grey image as well as RGB colour images. Fractal coding can also be used in the image retrieval during the process of compression. One major drawback of fractal coding is that it takes a large encoding time because of the huge computation and large number of comparisons required in the process of compression. But still there is a scope of research in the field of fractal compression in how to reduce the encoding time. The fundamental principal was introduced by Barnsley (1998) for fractal image compression, which was to represent an image with contractive transforms of which the fixed point is close to that image. Fractal compression technique basically deals with principal of iterated function system (IFS ; Fisher Jacobs and Boss, 1992) . IFS is taking the output of the first iteration and considering this output as the input of the second iteration, and this iterative process is repeated until it reaches the final iteration. Fractal compression technique uses a special IFS known as partitioned iterated function system (PIFS; Jacquine, 1992) . PIFS is partitioning the image into nonoverlapping blocks in entire image instead of applying IFS first and then applying IFS on each block. Fractal compression technique is basically a search technique that is based on a self-similarity search within an image. Fractal coding (Thakur and Kakde, 2007a) consists of three steps, which are as follows:
1 Partitioning the image into non-overlapping range square blocks and overlapping the domain blocks, generally twice the size of the range block.
2 Searching/comparing each range block with all domain blocks in domain pool to find the best match.
3 Save the values of the best transformation, contrast factor (scaling)-s, brightness factor (offset)-o and location of domain block.
The main task of fractal coding is to find each range block with the corresponding bestmatched transformed domain block. Searching for the best-matched transformed domain block for each range block involves a huge computational cost in encoding. Table 2 shows the eight transformed domain block to match the range block. The performance of fractal compression technique in terms of compression ratio and image quality depends on the size of range block. Quality of image is inversely proportional to the compression ratio, i.e., the higher the compression ratio, the poorer the quality of the image. Therefore, if the size of range block increases, then the compression ratio is higher with poorer image quality. The steps for basic fractal encoding process suggested in Thakur and Kakde (2007b) are as follows:
4 For each domain block D j t in domain pool D p , using the least square regression method (Barnsley, 1998) 
Where ( )
and
Compute error E(R i , D j t ) using Eq. (7) and quantise factors s and o using uniform quantiser: 
Challenges in fractal coding
One of the key issues in fractal coding is how to form a range and domain blocks in an original image, i.e., partitioning. There are some other issues in fractal coding like how to reduce the encoding time. Because of tremendous computation involved in this issue, the following challenges are open for research:
• How to search the best domain block for range block?
• How to reduce the domain pool size?
• How to classify the domain pool?
• How to use a parallel computing architecture, i.e., parallel algorithm, neural network (NN), genetic algorithm (GA) for fractal compression?
Very limited information is available on these issues, but still there is scope of improvement on these challenging issues. In this paper, we focus only on the partitioning issue that is the basic key issue in the fractal coding because this issue is related to another issue we discussed earlier. We resolved these challenging issues by choosing the best partitioning scheme from the available partitioning scheme, and one of the most commonly used partitioning methods is the quadtree partition; in this method, the image is represented by a number of layers in the tree structure (Fisher, 1995; Gibson et al., 1998; Lu, 1997) . The quadtree partitioning mechanism is simple to understand and easy to implement in block matching techniques. The fractal coding is easily implemented with the uniform square blocks partitioning scheme, i.e., quadtree, but with some efforts fractal coding is also implemented with the non-uniform blocks partitioning scheme. Horizontal-vertical (HV) partitioning (Fisher and Menlovel, 1995) divides the original image into rectangular blocks instead of dividing the original image into square blocks which is similar to quadtree partitioning. The original rectangular image is split either horizontally or vertically. Triangular partitioning (Devoine et al., 1996; Saupe and Jacobs, 1997) divides the original image into two triangles, and each triangle is divided into sub-four triangles. This process is repeated until no more triangles are formed. There are other types of partitioning techniques proposed, such as right angle irregular shape partitioning technique (Breazu and Toderean, 1998; Hartenstein and Saupe, 2000) ; Belloulata and Konard (2002) use the rectangular range, and domain block for best matching in this boundary blocks is divided into different regions; Ochotta and Saupe (2004) worked on the split and merge partitioning scheme. In this partitioning scheme, the process of partitioning is divided into two phases, i.e., splitting and merging. In splitting phase, the adaptive partitioning is performed and in merging phase the merging operation is performed on adjacent/neighbouring blocks. To improve the encoding time in fractal coding, A traditional method, i.e., quadtree-based partitioning, is adopted in most of the image and video sequences compression to reduce the number of square range and domain blocks. In fractal coding, initially all the domain blocks are stored in the domain pool. Each current range block is matched with the domain block present in the domain pool. Each range block is approximated by the domain block and these approximated range blocks are stored in the domain pool for further matching. Therefore, the size of domain pool increases dynamically. This is the major challenge associated with the fractal coding. Thakur and Kakde (2007b) proposed a modified fractal coding approach on spiral architecture to optimise a domain blocks using local search. If we optimised/reduced the size of domain pool, then the encoding time is automatically reduced.
Proposed approach
The main objective of this study is to develop a mechanism for colour video compression-based fractal coding technique using quadtree partitioning scheme and EWFA coding. The main objective is further divided into sub-objectives are shown in Figure 4 . In this paper, the presented approach is based on fractal colour video compression using quadtree-based EWFA coding. The concept of intra-frame coding, i.e., individual frame coding, is used in this approach to encode the number of frames in a video. In the proposed approach, convert each colour frame into the YC b C r colour space and then convert into grey scale (Thakur and Kakde, 2006a, b) . Each grey scale frame is divided into a fixed-sized block (2 n × 2 n ) based on quadtree partitioning to represent the address of each pixel.
In colour image, each R, G and B component contains 8-bit data and also every colour image contains a lot of redundancy (Gonzalez and Woods, 2005) . Due to this, the RGB model is not suited directly for image processing experimentation. Therefore, in compression technology, RGB images are converted into one of the luminancechrominance colour space models for performing the compression process and then transformed back to RGB colour space. The luminance component (I) is sensitive to human eye and similar to grey scale image but this is not the case with the chrominance component. The chrominance components (C b and C r ) represent the colour information in the image; i.e., C b is the difference between blue component and reference value and Cr is the difference between red component and reference value. YC b C r is the most efficient format for image/video compression and it is used in DVD and digital television. YC b C r is a digitised version of analogue YUV and YP b P r video signal, and RGB is digitised version of analogue RGB video signal.
In EWFA coding, the state or sub-image in EWFA is expressed as a linear combination of other states or sub-images created in EWFA represented as: 
Fractal-based quadtree partitioning
Image partitioning is one of the important issues in fractal image compression. The steps for quadtree partitioning scheme are as follows and block schematic of quadtree partitioning scheme is shown in Figure 5 : Input: Grey uncompressed image sequences Output: Partitioned/segmented image sequences 1 Extract image sequences from uncompressed video, i.e., F 1 , F 2 , F 3 ,………. For a complete quadtree, implementing a pyramid structure, a data structure is used to represent a mutiresolution version of an image using non-overlapping 2 × 2 blocks of pixels. A pyramid structure is implemented by the quadtree as shown in Figure 6 . 
EWFA encoding process
The EWFA encoding algorithm takes as input a greyscale image of size 2 k × 2 k and gives as output the EWFA representation of an image of size 2 k × 2 k , i.e., the initial configuration I, the final configuration F and weights W. In EWFA, all the four subimages/quadrants of an image are processed by approximating the quadrant/sub-image with the linear combination of all the existing states. If the quadrant of state/image is not a linear combination of the existing states, then the quadrant is chosen as a new state and placed in the unprocessed state list; if not, then add transition and stores coefficients in the list. All the four quadrants/sub-images of a state/image are processed before moving to the next unprocessed state present in the list. Once all the new unprocessed states present in the unprocessed list have been processed, the algorithm terminates. An extended WFA encoding approach is discussed below. Figure 7 . For showing the performance of the presented approach, the standard input streams of different frame rate, length of sequences and width and height of frame are considered and given in Table 3 . The intermediate results based on colour space conversion and quadtree partitioning of first 10 frames of football and suzie video are shown in Figures 8 and 9 , respectively. Figures 10 and 11 show the coding results for evaluation of MSE, PSNR, compression ratio and computation of encoding and decoding time for reconstructed frame and Table 4 shows the comparison of performance evaluation parameters representing average value of the first 15 sequences. Note that in experimentation the standard input frame size must be converted into square of size 2 n × 2 n . This conversion involves shrinking and replicating the pixels for finding out the frame of size 2 n × 2 n . The presented approach initially converts the RGB sequence into the YC b C r colour space sequence and finally convert Y-luminance component to grey scale for applying the quadtree partitioning. Quadtree partitioning works efficiently on the square frame of size 2 n × 2 n . These quadtree partitioning frames are inputted to the EWFA encoding process. Computing encoding time values indicating time to encode the frame. These encoded frames are inputted to EWFA decoding process. Measuring the values of MSE and PSNR indicates the quality of reconstructed frames. Fractal coding is a lossy compression technique, therefore self-similar data are lost in the process of encoding and decoding. The generated reconstructed frame shows that there is a loss of self-similar data in each reconstructed frames during coding of sequences as shown in Figure 11 . Finally, the proposed approached is compared with the standard fractal coding already developed mechanism on images (Kamali and Leis, 2005) which is further implemented on image sequences/video based on intra-frame coding and experimentation carried out on the same standard databases and evaluation parameters. Table 5 shows the results of standard fractal coding on first 15 frames of standard databases. Figure 12 shows the PSNR evaluation of 15th reconstructed frame in a video sequence Blocky effect in the reconstructed frames are occurs due to the shrunk domain blocks in the process of encoding, i.e., shrinking of pixels values. Figure 13 shows the encoding time and PSNR values of first 15 frame, and average values of each evaluation parameter are given in Table 5 . 
Conclusion and future scope
Fractal coding is a lossy type of compression based on self-similarity within the image and it mainly works well with natural images. It has the ability to achieve high compression rates; however, with very high compression rates it starts losing quality of the image. Various methods have been adopted using different partitioning scheme to improve the performance of fractal coding, and reducing the number of square range and domain block; hence, more study and investigation is required for further improvement. A complete quadtree implementing a pyramid structure, a data structure used to represent a mutiresolution version of an image. Compared with fractal image compression, very little work has been done on fractal video compression. Using quadtree-based EWFA achieve a high compression ratio, good quality of video, less decoding time and reduction in encoding time. In quadtree-based EWFA the size of the domain pool increases dynamically and is used for storing and compressing data represented as an image. The encoding time is directly related to the computation performed on the number of domain blocks in domain pool, i.e., size of domain pool. The comparative analysis shows the proposed approach perform better in terms of reducing encoding time, achieving a high compression ratio and better quality of video.
In future there is a scope of improvement in reducing the size of domain blocks in domain pool by exploring genetic algorithm, neural network, particle swarm optimisation and parallel processing algorithm. Also the quadtree-based EWFA approach is combined with block matching motion estimation (BME) algorithm for finding motion vectors (MV) between two consecutive frames to reduce the encoding time.
