Verification of an analytic fit for the vortex core profile in
  superfluid Fermi gases by Verhelst, Nick et al.
Verification of an analytic fit for the vortex core profile in
superfluid Fermi gases
Nick Verhelst, Sergei Klimin, and Jacques Tempere
TQC, Universiteit Antwerpen, Universiteitsplein 1, B-2610 Antwerpen, Belgium
Abstract
A characteristic property of superfluidity and -conductivity is the presence of quantized vortices
in rotating systems. To study the BEC-BCS crossover the two most common methods are the
Bogoliubov-De Gennes theory and the usage of an effective field theory. In order to simplify
the calculations for one vortex, it is often assumed that the hyperbolic tangent yields a good
approximation for the vortex structure. The combination of a variational vortex structure, together
with cylindrical symmetry yields analytic (or numerically simple) expressions.
The focus of this article is to investigate to what extent this analytic fit truly reflects the vortex
structure throughout the BEC-BCS crossover at finite temperatures. The vortex structure will be
determined using the effective field theory presented in [Eur. Phys. Journal B 88, 122 (2015)] and
compared to the variational analytic solution. By doing this it is possible to see where these two
structures agree, and where they differ. This comparison results in a range of applicability where
the hyperbolic tangent will be a good fit for the vortex structure.
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I. INTRODUCTION: VORTICES IN THE BEC-BCS CROSSOVER
Quantized vortices are a hallmark for superfluidity and superconductivity, and have been
a subject of interest since a long time1. Stable vortices and vortex arrays have been success-
fully realized in rotating condensates of bosons2–5 and fermions6. Superfluid Fermi gases are
of particular interest because the tunability of the interatomic interaction strength allows
to investigate the crossover between a Bose-Einstein condensate (BEC) of strongly bound
molecules and a Bardeen-Cooper-Schrieffer (BCS) state of Cooper pairs. The experimental
achievements stimulated theorists to explore the physics of vortices and vortex matter in
rotating, trapped quantum gases.
Different theoretical models can be applied to describe vortices. For Bose gases, the
most common method is to employ the Gross-Pitaevskii (GP) equation7,8. Superfluid Fermi
gases can however be studied by a variety of methods, the most common are: the Ginzburg-
Landau (GL) formalism9, the Bogoliubov-De Gennes (BdG) theory10–16, superfluid density
functional theory17, the density matrix renormalization group18 and the coarse-grained BdG
approximation19.
To describe vortices in condensates throughout the BEC-BCS crossover, it appears that
the BdG theory is the preferred method14–16. The problem with the BdG theory is however
that the method is computationally fairly cumbersome. Consequently the use of the BdG
theory is mainly limited to the consideration of zero-temperature properties of single-vortex
states10–12. Because of this big computational cost of the BdG theory, there is a recent
interest in the development of effective field theories20–26. These effective field theories allow
for a description of non-uniform excitations (e.g. vortices and solitons) in finite-temperature
Fermi gases throughout the BEC-BCS crossover. They require much less computational cost
with respect to the BdG calculations and allow for the variational methods and sometimes
for exact analytic solutions23.
Consequently, the effective KTD theory21–23 is used in the present work. The effective
KTD theory corresponds nicely with the numerical BdG results, except in the deep BCS
regime for temperatures far below TC
24. The range of the considered scattering lengths as will
be limited to (kFas)
−1 ∈ [−1, 2], where the effective KTD theory has a good correspondence.
In this paper, we use the KTD energy functional to study the order parameter in the
neighbourhood of the vortex core, throughout the BEC-BCS crossover at finite temperatures.
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A common (variational) assumption is that the order parameter Ψ heals according to Ψ(r) =
Ψ∞ tanh[r/(
√
2ξ)] where r is the distance to the vortex core, ξ is the characteristic ”healing”
length mentioned above, and Ψ∞ is the ”bulk” order parameter far away from the vortex.
Here, we investigate how good the assumption of a tanh-dependence is for a Fermi superfluid,
in which regime the largest deviations from it are to be expected, and how the resulting
estimate for the healing length is affected.
II. THE EFFECTIVE FIELD THEORY FOR VORTICES
The considered KTD effective field theory22–24 is derived using the path-integral formal-
ism. The starting point is the Lagrangian for an s-wave scattering potential, which is a
common low-temperature potential for atomic gases. The non-linear interaction term is
then eliminated by using a Hubbard-Stratonovich transformation27,28, leading to a bosonic
(pair) field Ψ(r, t) with an effective potential. Finally a gradient expansion (up to second
order) is made around the coordinate-dependent saddle-point value of the bosonic field.
This yields Matsubara summations which can be done analytically, resulting in the effec-
tive field theory. To allow for spin imbalance, chemical potentials µσ are introduced which
can differ for the ”spin-up” and ”spin-down” species. Using these, the (average) chemical
potential µ = (µ↑ + µ↓)/2 and (spin-)imbalance ζ = (µ↑ − µ↓)/2 are defined. In what
follows, we use units ~ = 2m = kB = kF = 1, with 2m the mass of a fermion pair and
kF = [3pi
2(N↑+N↓)/V ]1/3 the Fermi wave vector. Note that, due to our choice of units, the
total (pair) density is n = 1/(3pi2).
To introduce the vortex structure in a bulk medium, the bosonic pair field is written in
polar coordinates (r, φ, z) as:
Ψ(r) = Ψ∞f(r)eiφ, (1)
where Ψ∞ is the bulk-value of the pair field and f(r) describes the vortex core profile.
Rather than choosing a tanh-dependence for f , we find a numerical solution within the
KTD effective field theory, and compare the two solutions. The profile function f is subject
to the boundary conditions f(0) = 0 and f(∞) = 1. Adding the effects of rotation and
substituting the vortex structure (1) results in an effective energy given by21:
Feff =
∫
d3r
[
Ωs(|Ψ|2)− Ωs(|Ψ∞|2) + ρsf
2r2
(f(r))2 +
ρqp
2
(∂rf)
2
]
. (2)
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In this expression, Ωs is the thermodynamic grand potential per unit volume at inverse
temperature β = 1/(kBT ), given by:
Ωs(|Ψ|2) = −
∫
dk
(2pi)3
(
1
β
ln[2 cosh(βEk) + 2 cosh(βζ)] −ξk − |Ψ|
2
2k2
)
− |Ψ|
2
8pias
, (3)
With as the fermion-fermion scattering length, ξk = k
2 − µ the free particle energy and
Ek =
√
(k2 − µ)2 + |Ψ|2 the Bogoliubov excitation energy. The bulk superfluid density ρsf
and quantum pressure ρqp are given by:
ρsf = 2C(|Ψ∞|2)|Ψ∞|2,
ρqp = 2|Ψ∞|2
[
C(|Ψ∞|2)− 4f(r)2E(|Ψ∞|2)
]
.
(4)
The two coefficients C and E of the effective field theory are given by the integrals
C(|Ψ∞|2) = 2
3
∫
dk
(2pi)3
k2f2(β,Ek, ζ),
E(|Ψ∞|2) = 4
3
∫
dk
(2pi)3
k2ξ2kf4(β,Ek, ζ),
(5)
written in terms of the functions fn(β, , ζ), which are defined recursively as:
fn(β, , ζ) =
1
2
sinh(β)
cosh(β) + cosh(βζ)
fn+1(β, , ζ) = − 1
2n
∂
∂
fn(β, , ζ).
(6)
In order to use the free energy functional (2), one first determines the bulk properties
(without a vortex). This is done by simultaneously solving the gap and number equations
which determine |Ψ∞| and µ as a function of 1/(kFas) and β. Once these quantities are
found, we minimize (2) with respect to f(r) in order to find the vortex core profile. Since
(2) is the result of a gradient expansion up to second order in the gradients of Ψ, it suffices
to use Ψ∞ instead of Ψ in the arguments of C and E, as the difference is of higher order in
gradients of Ψ.
III. METHODS
A. Tanh-profile
A common variational choice for the vortex profile is given by f(r) = tanh(r/(
√
2ξ)),
where ξ is a variational parameter representing the healing length. The advantage of this
4
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FIG. 1: The healing length ξ throughout the BEC-BCS crossover for β = 100 and ζ = 0.
The dashed lines are the analytical results in the BEC and BCS limits.
variational procedure is that the minimization can be performed analytically, yielding
ξ =
1
2
√
ρsf
A
, (7)
with
A =
∞∫
0
r
[
Ωs
(
|Ψ∞|2 tanh2
(
r√
2
))
− Ωs
(|Ψ∞|2)] dr. (8)
Using (7) the healing length can be calculated throughout the BEC-BCS crossover, for
β = 100 and ζ = 0 we obtain figure 1. In the BEC limit, 1/(kFas) → ∞, as well as in the
BCS limit, 1/(kFas) → −∞, we get a good agreement with the known analytic results29,30
for the coherence length, indicated as dashed curves in figure 1.
B. General profile
To calculate the vortex profile f(r) without resorting to a variational model such as the
tanh-dependence, we perform a functional minimization of (2) for a general function f(r).
The first step is to introduce a grid for the numerical representation of f(r). Since (2) only
depends on the distance r to the vortex line, the integrals over the polar coordinates φ and
z can be done analytically. As a large-r cutoff Rc for the grid, we take twenty times the
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healing length? of the hyperbolic tangent solution (7). Writing the integrand of the free
energy (2) as F(r), the discretization yields
Feff
2piH
=
Rc∫
0
rF(r)dr ≈
N+1∑
n=2
[rnF(rn)] (rn − rn−1), (9)
where the grid of r-points is given by {r1 = 0, r2, · · · , rN+1 = 20ξ}. Since the vortex profile
varies more strongly near the origin, the sampling is chosen in such a way that 90% of the
points will lie in the interval r ∈ [0, 10ξ]. For the derivatives, a backwards differentiation
scheme is chosen, using this, the free energy density becomes:
F(rn) = Ωs(f 2n|Ψ∞|2)− Ωs(|Ψ∞|2) +
ρsf
2r2n
f 2n +
ρqp
2
(
fn − fn−1
rn − rn−1
)2
, (10)
with fn = f(rn).
To find the true vortex structure, the free energy (9) should now be minimized with
respect to the set of variational parameters {f2, ..., fN}, where the boundary conditions
f1 = 0 and fN+1 = 1 are imposed. This minimization was done by a Monte-Carlo type
algorithm. In order to have a fast convergence the initial guess for the values of fn are given
by?
f (0)n = tanh
(
rn
ξ
√
2
)
,
where ξ is calculated with (7), f
(0)
1 = 0 and f
(0)
N+1 = 1. The upper index in f
(i)
n indicates
that f
(i)
n is the i-th iterative Monte-Carlo approximation to the true profile function. This
iteration goes as follows: the numerical algorithm runs sequentially through the list of f
(i)
n
values, from n = 2 up to and including n = N . For each value of f
(i)
n two new (random)
values are generated as f i,±n = (1+δ0RAND[0, 1])f
(i)
n , where RAND[0, 1] is a random number
between 0 and 1, and δ0 = 10
−m with m ∈ N. The energy of the old structure is compared
with the energy of the new structure where f
(i)
n is replaced by f i,±n , the value with the lowest
energy will be chosen for the new function value f
(i+1)
n .
The starting value for δ0 = 1 (or m = 0) and this value is lowered (or m is raised)
throughout the different loops in the algorithm. The criterion for lowering the value of δ0
is that 5% or less of the points f i,±n are accepted, hence if the vortex structure practically
doesn’t change any more. The Monte-Carlo loop will keep on running until δ0 = 10
−8 and
5% or less of the points change. In order to allow for simulated annealing the complete loop
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will run 5 times, resetting the value of δ0 to 1 each time. This way it is possible to jump
out of a local minimum whenever stuck. The resulting algorithm is depicted in figure 2.
Starting values
fn(0)
Monte-Carlo run
through fn(i)
Resulting values
fn(i+1)
5% or more
accepted ?
Yes
Noδ0=10-8 ?
Yes No
δ0/10δ0=1
If δ0 was reset 
5 times
the loop ends
Vortex structure
fn(final)
Input guess:
The variational vortex structure
FIG. 2: The algorithm for the calculation of one vortex structure.
In order to get reliable values for our results, we will do 5 independent vortex structure
calculations, which will independently be analysed. This allows to give an error bar to the
results.
IV. RESULTS AND DISCUSSION
After five runs for each set of values (as, β, ζ), a vortex structure is obtained. An ex-
ample of an obtained structure is given in figure 3, where the red dots show the result.
The distribution of the dots also show the discretized grid that was used in the algorithm.
After determining the vortex structure, the following properties of the vortex structure are
calculated:
• The healing length ξnum, obtained by fitting a tangent hyperbolic to the numerical
result.
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FIG. 3: The solid red line is the resulting vortex structure for (as, β, ζ) = (−0.01, 25, 0)
with error bars. The black dashed line is the variational solution for the same set of
parameters. The error bars on the result are so small (about 0.1-0.01% of the value) that
they are not visible on the plot.
• The quadratic distance between the numerical solution {ffinaln |n ∈ N0 ∧ n ≤ N + 1}
and the variational solution with healing length (7):
∑N+1
n=1 ||f(rn)− ffinaln ||22.
• The goodness of fit, given by 1 − R2. Being equal to zero in the case of a perfect fit
and becoming larger (maximum 1) the worse a fit gets. The value of R2 is defined as
the ratio of the model sum of squares to the total sum of squares.
For each set of parameters (as, β, ζ) the calculation is done five times, leading to a mean
value and error (standard deviation). In the subsequent results, only the mean values are
shown. The maximum value reached for the relative error was about 1% for the healing
length. The results are discussed in the following subsections.
In figure 4 the healing length is plotted for different values of the temperature and po-
larization.
It is obvious from the plots that the correction to the variational healing length (7) is very
small. The obtained correction is about 0.1% to 1.1% (±0.2%). Only when the polarization
becomes large and we go to negative values for (kFas)
−1 it is seen that the correction factor
suddenly becomes big (up to 10%). This unstable behaviour is seen in almost all of the
8
-1.0 -0.5 0.0 0.5 1.0 1.5 2.01
2
3
4
5
6
(kFas)-1
kFξnum
Fitted healing length (for ζEF-1=0)
-1.0 -0.5 0.0 0.5 1.0 1.5 2.00.989
0.990
0.991
0.992
0.993
0.994
0.995
(kFas)-1
ξnumξ
Correction factor healing length
βEF = 100βEF = 50βEF = 25βEF = 12.5
-1.0 -0.5 0.0 0.5 1.0 1.5 2.01
2
3
4
5
6
(kFas)-1
kFξnum
Fitted healing length (for βEF=100)
-1.0 -0.5 0.0 0.5 1.0 1.5 2.00.989
0.990
0.991
0.992
0.993
0.994
0.995
(kFas)-1
ξnumξ
Correction factor healing length ζEF-1 = 0ζEF-1 = 0.05ζEF-1 = 0.1ζEF-1 = 0.15ζEF-1 = 0.2ζEF-1 = 0.25
FIG. 4: The healing length ξnum found by fitting a tangent hyperbolic to the found vortex
stucture for different temperatures and polarizations. The inset shows the ratio of the
fitted value to the variational value ξnum/ξ.
results and discussed in the final subsection.
The goodness of fit is determined by looking at the R2-value, together with the square
distance between the variational and numerical solution. In figure 5 the results are given for
different values of the temperature and polarization.
As can be seen the distance between the variational and numerical solution is rather
small. Moreover the value of 1−R2 is very small, implying that the shape of the variational
solution fits the vortex structure rather well.
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FIG. 5: The quadratic distance between the variational hyperbolic tangent and the found
vortex structure for different temperatures and polarizations. The inset shows the
goodness of fit, given by the value 1−R2.
Finally the difference in energy is studied as a function of the scattering length for different
temperatures and polarizations. The result can be found in figure 6.
Comparing the relative energy difference, it can be seen that for most cases (ignoring the
unstable behaviour) we see a relative energy difference of about 0.3% to 0.7%. This is a clue
that the tangent hyperbolic might be sufficient to study (single) vortex behaviour.
For high polarizations at low values of (kFas)
−1 it is apparent that there is a turning point
where the results became unstable. The reason for this is that in this case the bulk-value Ψ∞
in equation (1) approaches zero, so the system is near the so-called Clogston limit, where
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FIG. 6: The relative energy difference between the variational and found vortex structure
for different temperatures and polarizations.
the imbalance drives a superfluid-to-normal transition. In figure 7 the saddle point gap is
sketched.
Note that there are cases where the saddle-point equation has two non-zero solutions for
the band gap. It is for the values of (as, β, ζ) where there are two possible values for Ψ∞
that the unstable behaviour appears. This means that the hyperbolic tangent variational
model is unstable near the superfluid phase transition.
The values for (kFas)
−1 for which the unstable behaviour will start to appear can be
easily calculated, this is done by looking for the largest value of (kFas)
−1 for which two
values of Ψ∞ are possible. For the cases studied in this article, these values are given in
the table below. These can be compared with the low-temperature, no polarization case
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FIG. 7: The saddle point bandgap Ψ∞ for β = 100 and different polarizations. The solid
line yields the true value for the bandgap (which minimizes the free energy on saddle-point
level), the dashed line yields the second (local) minimum.
(β =100,ζ =0) which becomes unstable for (kFas)
−1 = −2.56.
(β, ζ) (kFas)
−1 (β, ζ) (kFas)−1
(50,0) -2.16 (100,0.1) -1.09
(25,0) -1.73 (100,0.15) -0.82
(12.5,0) -1.29 (100,0.2) -0.63
(100,0.05) - 1.58 (100,0.25) -0.48
The higher the temperature and polarization become, the sooner the unstable behaviour
will start.
V. CONCLUSION: RANGE OF APPLICABILITY
In this paper the structure of a vortex was studied using the KTD effective field theory.
From the obtained results it can be concluded that, away from the Clogston limit, the
hyperbolic tangent:
• Yields a very accurate guess for the vortex healing length.
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• Gives an excellent fit for the vortex structure.
• Produces a good estimate for the vortex free energy.
This means that, as long as the system is not near the Clogston limit where spin-imbalance
destroys superfluidity, the assumption of a hyperbolic tangent for the vortex core profile is
valid. Using this analytic fit, the thermodynamic properties can be estimated well, and it
is possible to study also multivortex states.
However the treatment of multivortex states requires some caution. Even though the
hyperbolic tangent yields an accurate representation of the vortex structure, there is still
some error in the result. This means for example that when one studies single- or multi-
vortex states near unitarity, it is impossible to distinguish between two states that only differ
slightly (about 1%) in energy.
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