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ABSTRACT
Context. Studying the properties of the solar convection using high-resolution spectropolarimetry began in the early 90’s with the
focus on observations in the visible wavelength regions. Its extension to the infrared (IR) remains largely unexplored.
Aims. The IR iron lines around 15600 Å, most commonly known for their high magnetic sensitivity, also have a non-zero response to
line-of-sight velocity below log(τ) = 0.0. In this paper we aim to tap this potential to explore the possibility of using them to measure
sub-surface convective velocities.
Methods. By assuming a snapshot of a three-dimensional magnetohydrodynamic simulation to represent the quiet Sun, we investigate
how well the iron IR lines can reproduce the LOS velocity in the cube and up to what depth. We use the recently developed spec-
tropolarimetric inversion code SNAPI and discuss the optimal node placements for the retrieval of reliable results from these spectral
lines.
Results. We find that the IR iron lines can measure the convective velocities down to log(τ) = 0.5, below the photosphere, not only
at original resolution of the cube but also when degraded with a reasonable spectral and spatial PSF and stray light. Meanwhile, the
commonly used Fe i 6300 Å line pair performs significantly worse.
Conclusions. Our investigation reveals that the IR iron lines can probe the subsurface convection in the solar photosphere. This paper
is a first step towards exploiting this diagnostic potential.
Key words. Line: profiles–Radiative transfer–Sun: infrared–Sun: interior
1. Introduction
Overshooting of the convective elements from below the solar
surface manifests as bright granules surrounded by dark inter-
granular lanes, a characteristic feature of the solar photosphere.
Their properties such as size, lifetime, brightness variation and
evolution have been long studied and helped to deepen our un-
derstanding of the energy and mass transport to the solar surface
(Ruiz Cobo et al. 1996; Hirzberger et al. 1997; Berrilli et al.
1999; Borrero & Bellot Rubio 2002; Frutiger et al. 2000; Kiefer
et al. 2000; Berrilli et al. 2002; Carbone et al. 2002; Borrero &
Bellot Rubio 2002; Koza et al. 2006; Kostik & Khomenko 2007;
Oba et al. 2017a,b; Lemmerer et al. 2017). For a detailed review
on solar convection see Nordlund et al. (2009).
The line-of-sight (LOS) component of the solar convective
velocity can be estimated from the Doppler shift of spectral lines
using methods such as the bisector analysis, inversions applied
to spectroscopic or spectropolarimetric data, or by measuring
the Doppler shift of the line core. Local correlation tracking and
methods based on neural networks (Asensio Ramos et al. 2017)
have been developed to measure the horizontal component. Mea-
surements of the LOS velocity using ground and space-based in-
struments show a general trend of decreasing upflow and down-
flow with increasing atmospheric heights, consistent with over-
shooting convection. Over the years, a range of values for their
magnitude, have been reported in the literature. For example,
Berrilli et al. (1999), using THEMIS observations, measured
the mean granular velocity to vary between -171 m/s to -93 m/s
and in the cell boundaries 57 m/s to 81 m/s. Kiefer et al. (2000)
measured 1-2 km/s RMS velocity in the granules. Height strati-
fied convective velocities using multi-line inversions employing
multi-component model atmospheres can be found in Frutiger
et al. (2000); Borrero & Bellot Rubio (2002); Koza et al. (2006).
Recently, Oba et al. (2017a) measured amplitudes of upflow and
downflow velocities ranging from -3.0km/s to +3.0km/s, and
compared them with numerical simulations.
Spectral lines in the visible range, to name a few, Fe i
5576.1 Å, Fe ii 5234 Å, the Fe i lines observed by Hinode Solar
Optical Telescope at 6301 Å and 6302 Å, and Fe i 5250 Å, are
commonly used for convective velocity measurements. These
lines have a typical height of formation between 200 km –
400 km above the solar photosphere. Berrilli et al. (1999, 2002)
used the C i 5380.3 Å line that probes lower heights (roughly 60
km above the photosphere) to study convection at the granules
and the cell boundaries. However, probing the solar convection at
infrared wavelengths has so far remained unexplored. The well
known Fe i lines in the infrared at 15600 Å are known to have a
low formation height (Borrero et al. 2016, e.g.) and this property
of the infrared lines has been exploited to probe deep into the
solar photosphere, in the sunspot penumbrae, by Borrero et al.
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(2016), but also in the quiet Sun (Martínez González et al. 2007,
2008; Lagg et al. 2016; Martínez González et al. 2016; Kiess
et al. 2018). Also, the mean solar spectrum of these lines was
modeled, either to infer atomic parameters (Borrero et al. 2003)
or to verify state-of-the-art MHD simulations (Beck et al. 2013).
The authors most often discuss the ability of these lines to con-
strain the atmospheric parameters at log(τ5000) = 0.0. However,
when we examine their response functions, they also sample lay-
ers below log(τ5000) = 0.0 (discussed in Section 2). Additionally,
their high excitation potential make them less sensitive to tem-
perature fluctuations. This leads us to the question, if is it possi-
ble to extract reliable atmospheric parameters from layers below
the photosphere, i.e. at log(τ5000) > 0. If yes, then what is an
optimal setup required for the inversions? Exploring this is one
of the main aims of the present paper, with a particular focus on
the convective velocity.
We synthesize the Stokes profiles from a three-dimensional
magneto hydrodynamic (3D MHD) cube representative of the
quiet Sun atmosphere and perform state-of-the-art inversions
using the newly developed SNAPI (Spectropolarimetric NLTE
Analytically-Powered Inversion) code (Milic´ & van Noort 2017,
2018). By experimenting with the placement of nodes, we inves-
tigate which are the deepest layers in the solar atmosphere we
can reliably diagnose with the infrared lines of iron at 15600 Å.
We then repeat the process for the widely used iron line pair
at 6300 Å, and discuss the differences in the retrieved veloci-
ties. The whole procedure is then repeated by degrading the data
enough to resemble the observations from the new and upgraded
version of the GREGOR Infrared Spectrograph (GRIS; Collados
et al. 2012) called GRIS+. Such a study gives us an estimate on
the extent of spatial detail we can hope to see from the inver-
sion of this infrared spectral region using GRIS+. We present
a detailed investigation with different levels of degradation. We
compare the inverted atmosphere with the original MHD atmo-
sphere and this gives us an idea on the reliability of our diagnos-
tics and helps us determine the optimal setup for the inversion of
the actual telescope data.
Section 2 describes the details of the MHD cube and the
Stokes profile synthesis. The inversion of synthetic data with dif-
ferent degrees of degradation is explained in Section 3, where the
results from the infrared lines are compared with those from the
Fe i 6300 Å line pair. Our conclusions are outlined in Section 4.
2. MHD cube and profile synthesis
For the purpose of this study, we consider a 3D MHD snapshot
to be an example of ‘true’ solar atmosphere. Note that it very
well might not be the case, as we are currently not sure how
well state-of-the-art simulations describe the Sun. That discus-
sion, however, is beyond the scope of this paper. What matters
to us is that the snapshot is probably a reasonable imitation of
the real atmosphere as most of its observed properties can be re-
produced (e.g. Danilovic et al. 2008). Now, by synthesizing the
spectra from the cube and applying instrumental effects to it, we
aim to achieve data of similar quality to real observations. If we
apply our diagnostics technique (inversion, in this case) to this
data, we will retrieve the physical properties of the atmosphere.
There is one big difference with respect to the real observations
though: we know how the original atmosphere looks, and we can
compare the inferred atmosphere with the original one. Thus we
are able to test the reliability of our inversion. We focus on the
following two aspects:
1. Retrieving information from deep layers: since the infrared
lines of iron, we are interested in, lie in the spectral re-
gion where the H− opacity reaches minimum, we expect the
lines to be more sensitive to the deep layers (i.e. deeper than
log τ = 0). By inverting synthetic data and comparing in-
ferred and original atmospheres we can explicitly see up to
what depth the two agree and thus conclude how deep we
can probe by using this spectral window. Furthermore, we
perform direct comparison with the iron line pair at 6300 Å,
i.e. we investigate which line pair recovers the original atmo-
sphere to a higher degree.
2. Seeing effects: the images of the Sun we obtain from the
ground-based telescopes are blurred because of the tur-
bulence in the Earth’s atmosphere. This is in addition to
the diffraction at the telescope aperture. Adaptive optics
and state-of-the art image reconstruction techniques such as
Multi-Object Multi-Frame Blind Deconvolution (MOMFBD
van Noort et al. 2005) eliminate this blurring by a certain
amount, however, the images are still not infinitely sharp.
This means that there still remains spatial structures which
cannot be retrieved. To analyze the influence of this effect on
the inferred atmosphere, we convolve the synthetic data with
a theoretical telescope point spread function (PSF), and then
perform the inversion on this degraded, simulated spectropo-
larimetric dataset. Again, we compare the inverted and the
original atmospheres to estimate the amount of information
that is lost due to this degradation. We stress that this pro-
cess is not identical to simply smearing the original MHD
datacube with telescope PSF. This is because the relationship
between the parameters we want to infer and the observables
(Stokes vector) is highly nonlinear.
This numerical experiment allows us to characterize the reli-
ability of our inversion and estimate the amount of information
we are able to retrieve. In addition, we can prepare an optimal
setup for the inversion of these iron lines, which are often used
to observe a variety of solar targets at the GREGOR telescope
(Schmidt et al. 2012) using GRIS (Collados et al. 2012) and are
also well suited for the upcoming instruments and facilities like
the GRIS+ at GREGOR, European Solar Telescope (EST, Col-
lados et al. 2013b) and the Daniel K. Inouye Solar Telescope
(DKIST, Elmore et al. 2014).
An additional caveat is in place: here we assume that our syn-
thesis procedure applied to the MHD simulation accurately de-
picts the way observed Stokes profiles are generated. This might
not be the case due to a number of additional effects:
– Possible departures for Fe I populations from LTE due to,
e.g. radiative overionisation. This effect is important for the
temperature inference but much less so for the velocity.
– Presence of mixed atmospheres in the observed pixel (we
address this in the subsection 3.3).
– Inaccuracies in the atomic parameters and/or background
opacities.
– Presence of systematics in the observed data (cross talk,
fringes, etc.).
In the following, we assume that we can obtain atomic parame-
ters and continuum opacities that are accurate enough, and that
our data is properly calibrated, but it is important to stress that in
the applications to an actual telescope data this might not be the
case.
Article number, page 2 of 11
I. Milic´ et al.: Using the infrared iron lines to probe solar subsurface convection
2.1. MHD cube description
The 3D MHD cube used here is a non-gray atmosphere sim-
ulated from the MURaM code (Vögler et al. 2005). The de-
tails on the numerical setup of this simulation are described
in Riethmüller et al. (2014). The cube has a horizontal resolu-
tion of 20.83 km and spans 6 Mm. In the vertical direction, the
cube extends 1.4 Mm with a resolution of 14 km. The cube was
generated by introducing a uniform vertical magnetic field of
Bz = 50 G into a hydrodynamic atmosphere. This cube is the
same as the one used in Smitha & Solanki (2017). The maps
of temperature, LOS velocity, and the magnetic field strength at
log(τ5000) = 0 can be found in that paper.
2.2. Spectrum synthesis and post processing
The MHD cube is essentially a 3D array of temperature, gas
pressure, magnetic field and velocity vectors on a specified geo-
metrical grid. These quantities, together with the atomic models,
are fed into the SNAPI synthesis/inversion code, to synthesize
the Stokes spectra of five neutral iron lines in the spectral re-
gion between 15640 to 15670 Å, with 20 mÅ sampling. The de-
tails of the lines are given in table 2.1. Their line strengths and
Landé factors differ significantly offering an added advantage,
because spectral lines of different strength (opacity), probe dif-
ferent depths in the atmosphere such that the full spectral win-
dow provides us with a larger vertical span compared to just one
spectral line. Different magnetic sensitivity is crucial in decreas-
ing degeneracy in the inferred parameters (more on this in the
following subsection). Since these lines are formed quite deep
in the atmosphere, where collisions dominate, we have used the
assumption of local thermodynamic equilibrium (LTE), which
accelerates the profile synthesis and the inversion. To calculate
collisional broadening, we use the approach from Barklem &
O’Mara (1997), and we provide the coefficients we used in the
table.
The next step is post-processing the data such that it resem-
bles the real observations. We consider three main effects: spec-
tral smearing in the spectrograph, spatial smearing due to the
finite spatial resolution, and the presence of photon noise. Ac-
cordingly, we prepare three different versions of the dataset for
the infrared lines:
– Version 0 (v0): The original data without any instrumental
effects.
– Version 1 (v1): The original data, spectrally convolved with
a Gaussian filter with Full width at half maximum (FWHM)
of 150 mÅ and then resampled to a spectral resolution of
60 mÅ. To this we added a wavelength independent Gaussian
noise equal to 3× 10−4 of the quiet Sun continuum intensity.
This is the level of noise GRIS+ instrument is expected to
deliver when observing the quiet Sun.
– Version 2 (v2): Same as version 1, except that we now also
apply spatial smearing. We assume a Gaussian spatial PSF
with FWHM of 0.26
′′
which corresponds approximately to
200 km on the solar surface or ten pixels in the original MHD
simulation. In addition, we consider another component of
PSF, which is also a Gaussian but much broader (FWHM =
2
′′
), which mimics the so called straylight. The straylight is a
consequence of the broad wings of the PSF and is very hard
to correct for using the MOMFBD or similar image restora-
tion techniques. We assume different amounts of straylight
(10%–30%), and refer to these versions as v2.1, v2.2, and
v2.3, respectively. For inversion purposes, these data cubes
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Fig. 1. Original (left), and convolved (right) synthetic images, resulting
from the MURaM cube. Upper panels show intensity in the continuum
and lower ones the circular polarization in the wing of 15662 Å line.
have also been rebinned to 3 × 3 bins, which correspond to
spatial sampling of 0.085
′′
in the plane of the sky.
An example of the v1 and v2 synthesized data is shown in
Fig. 1. The loss of spatial detail after the convolution with 0.26
′′
wide PSF is evident, although this would be a rather good resolu-
tion for a ground based telescope so far in the infrared. Our goal
now is to analyze this data, treating them like real observations.
3. Inversions
Spectropolarimetric inversion is the process of fitting a model
atmosphere to the observed Stokes spectrum. The model atmo-
sphere (or the corrections to it), are usually parametrized using
nodes, pre-chosen points in depth, where the atmosphere is al-
lowed to vary while the values in between the nodes are inter-
polated (usually using splines). This parametrization reduces the
number of free parameters and keeps the inferred atmospheres
relatively simple. Inversions allow us to infer the spatial distri-
bution and height stratification of the temperature, LOS velocity
and magnetic field in the observed patch of the solar surface,
making it one of the preferred tools for quantitative interpreta-
tion of spectropolarimetric data. For an excellent recent review
on spectropolarimetric inversions, see del Toro Iniesta & Ruiz
Cobo (2016).
In this section we present the inversions of the synthetic data
described above. We again use SNAPI, which is an inversion
code intended for NLTE lines, but can also be applied to lines
formed in LTE conditions and provides increased flexibility in
positioning of nodes for different parameters.
We chose an atmospheric model with five nodes in temper-
ature, four nodes in the LOS velocity and two in magnetic field
strength with constant magnetic field inclination and microtur-
bulent velocity. As our focus is mainly on the velocity diagnos-
tics, we chose to fit only the Stokes I and V profiles (besides, the
linear polarization still exhibits relatively high level of noise).
Adding information from Stokes V helps us determine magnetic
field strength, and thus avoid possible degeneracy between the
magnetic field and velocity. The node positions are given in Ta-
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Table 1. Details of the infrared lines
Wavelength (Å) Jl Ju log(g f ) χe (eV) geff σ α
15645.02 2.0 2.0 -0.65 6.31 2.09 1035 0.291
15648.52 1.0 1.0 -0.67 5.43 3.00 542 0.228
15652.87 5.0 4.0 -0.04 6.25 1.53 751 0.259
15662.02 5.0 5.0 0.19 5.83 1.48 658 0.239
15665.25 1.0 5.0 -0.42 5.98 0.67 689 0.234
Notes. The columns indicate wavelength, total angular momentum quantum number of the lower (Jl) and upper levels (Ju), the oscillator strength
log(g f ), the lower level excitation potential in e.v. (χe), Landé g-factor (geff) and σ and α coefficients for collisional broadening computation,
respectively.
Table 2. Caption
Parameter Node positions [log τ5000]
Temperature -3.4, -2.0, -0.8, 0.0, 0.5
LOS velocity -2.5, -1.5, -0.5, 0.5
Magnetic field strength -1.5, 0.3
Microturbulent velocity const
Magnetic field inclination const
ble 2. Note that τ refers to the continuum optical depth at 5000 Å,
so the deepest nodes are lying underneath what we usually re-
fer to as the photosphere (log τ5000 = 0). We stress that optimal
choice of nodes (their number and position) for the parametriza-
tion of the atmosphere is a matter of constant discussion in the
spectropolarimetric community. While this has often been re-
ferred to as an art (del Toro Iniesta & Ruiz Cobo 2016), a de-
tailed systematic investigation using model fitting is definitely
lacking.
This node positioning has been particularly chosen to probe
LOS velocities in the range −1.5 < log τ < 0.5. The uppermost
velocity node (log τ = −2.5) basically sets the derivative of the
velocity in the node at log τ = −1.5. The sensitivity of the cho-
sen infrared lines to layers below log τ5000 can be seen from the
response functions of Stokes I to the LOS velocity (Fig. 2). Re-
sponse functions (Landi Degl’Innocenti & Landi Degl’Innocenti
1977; Ruiz Cobo & del Toro Iniesta 1994) are a measure of
how the emergent spectrum responds to perturbation of different
physical quantities at different depths, and these particular ones
are calculated from using FALC (Fontenla et al. 1993) semi-
empirical model atmosphere. Response functions provide infor-
mation on the diagnostic potential of the lines in the selected
wavelength region and their calculation is necessary for the in-
version procedure. From the figure, it is clear that radiation from
the chosen spectral lines is sensitive to velocity perturbations
from below the photosphere. Though the visible lines at 6300 Å
also have non-zero response for log τ > 0.0, the responses from
the infrared lines seem to be somewhat stronger.
Note that we include microturbulent velocity in the model
used for inversion, although the original MHD cube contains
no such quantity. Microturbulent velocity was introduced in the
early solar atmospheric modeling where it was used in order
to explain the spectrum of the spatially unresolved Sun using
1D models. Originally, microturbulent velocity accounted for all
the unresolved velocities, in all three coordinates. With today’s
state-of-the art instruments, we can resolve velocities in (x, y)
plane (i.e. in the plane of the sky) rather well. Still, we use the
microturbulent velocity in inversions, in order to account for the
complicated depth structure in velocity which cannot be fully re-
solved by our simple, node-based model. Finally, we stress that
the term microturbulent is confusing as there is no consensus on
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Fig. 2. Response functions of Stokes I to the line of sight velocity,
for the two redmost infrared iron lines (up), and for the iron pair at
6300 Å(down). Both response functions are normalized with respect to
their maximum value. Blue line outlines the shape and the position of
the spectral lines and red one gives emphasizes log τ5000 surface.
the relationship between these, ad-hoc introduced, velocities and
turbulent processes in solar plasma.
Note that, as is commonly done, we eliminate gas pressure as
a free parameter by using the assumption of hydrostatic equilib-
rium. To do this, one can either assume an upper boundary con-
dition for the pressure, or make additional assumptions. SNAPI
code relies on the approach from Böhm-Vitense (1989), where
the atmosphere is assumed to be exponentially stratified above
the uppermost point, and then the pressure in that point is ob-
tained by iteration.
The synthetic spectra are inverted using a multi-cycle ap-
proach for the spatial regularization. That is, after every 10 fitting
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iterations we apply 2D median and Gaussian filters in the (x, y)
plane, to each of the model parameters, which are in the case of
SNAPI, values in the pre-determined nodes in optical depth (for
more details on node approach, see, e.g. Milic´ & van Noort 2018;
de la Cruz Rodríguez et al. 2018). This ensures the smoothness
of the parameter maps and helps avoid local minima. The pro-
cess is repeated until both average χ2 and the maximum χ2 in all
the pixels are not changing substantially (typically 6-7 cycles, or
≈ 100 iterations in total). After obtaining the converged solution,
we:
1. Compare the observed and fitted spectra to make sure that
the agreement is satisfactory.
2. Compare the inferred and the original atmospheres and
check if we are able to reliably retrieve velocities at the opti-
cal depths we are interested in.
3.1. Inversion of the data with no telescope PSF
As a first test of our inversion setup we first invert the original
data, without any noise and with the original sampling (that is,
v0 data), and compare the original MHD atmosphere with the in-
verted one. From now on we will only show comparison between
velocities. Note that in the original cube we have the physical pa-
rameters on (x, y, z) grid. Inversions, however, can only retrieve
parameters on (x, y, τ) grid, due to the nature of radiative trans-
fer process (from now on we use τ to denote continuum optical
depth at 5000 Å). Therefore, we must change z coordinate in the
original MHD cube to τ. SNAPI code does this automatically
during the synthesis. We chose three different depths to com-
pare at: log τ = 0.5 (deep photosphere), log τ = −0.5 (a layer
where commonly used lines in the optical domains are sensitive
to velocity) and log τ = −1.5 (upper photosphere). Fig. 3 shows
agreement between velocities in these three atmospheric depths.
The velocity map in the upper layers (log τ = −1.5) is some-
what more noisy, while the velocities in the deep photosphere
seem to show slightly higher values than the original ones. How-
ever, from the point of the velocity field distribution, agreement
is generally excellent at each of the three depths, which shows
that this spectral region carries enough information to reliably
retrieve velocities at different depths, assuming the observations
have very high spectral resolution and very low noise.
We then show the results from the inversion of synthesized
spectra which has been convolved with spectrograph profile and
with added photon noise, but without spatial convolution (i.e. v1
data) and qualitatively compare the original and the inferred at-
mospheres. As a first check, we assess the goodness of the fit to
the synthetic data by comparing the observed and fitted Stokes
I/Iqs and V/Iqs at the continuum and at the core of the two red-
most spectral lines ( Fig. 4). Here Iqs is the spatially averaged
continuum intensity at 15600 Å.
The fit quality in both the Stokes parameters is very good,
with the average reduced χ2 around 10. Note that we fit the syn-
thetic observations of all the five lines, but show only fits for
the two for conciseness sake. The fits in the other three lines are
equally good. When discussing this particular value of χ2, one
must keep in mind that in spectropolarimetric inversions we are
working with simplified atmospheres (with parameters defined
just at the nodes) and that a noise of 3 × 10−4 is quite low. In
our case, we obtain the average agreement between the observed
and fitted spectra of around 0.1% which is something one would
be extremely satisfied with when fitting an actual data from a
telescope. This is, of course, neglecting all the possible system-
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Fig. 3. Comparison between line of sight velocities in the MHD
simulation and as returned by inversion code, from the undegraded
synthetic data, at three different depths in the atmosphere (log τ =
−1.5,−0.5, 0.5). In all the figures, the LOS velocities are indicated in
km/s.
atics in the data, as well as possible inadequacies of the model
(inaccurate atomic parameters, etc).
We show the comparison between the original and inferred
velocity structure in Fig. 5. The agreement in the two lowermost
depths is still remarkably good and we can conclude that the
velocity structure of the atmosphere is well reproduced. In the
upper layers (log τ = −1.5), the maps are slightly more noisy.
Our explanation is as follows: convolving and resampling the
data in wavelength results in smearing out the sensitivity of the
line cores and fewer data points from the line cores are sampled.
Since the line cores are the spectral regions which are the most
sensitive to the upper atmosphere, the sensitivity decreases. Still,
the topology of the velocity field is well retrieved and there are
no systematic offsets.
3.1.1. Probing even deeper layers
In order to test the limits of the sensitivity of those lines, we
inverted the whole cube again, adding a node in velocity at
log τ = 1. In the semi-empiric FALC atmosphere model, this cor-
responds to an extra ≈ 30 km in depth. If the spectra is sensitive
to these depths, we expect the velocities to be well-constrained.
Fig. 6 shows that this, however, is not the case. Although the
agreement at log τ = 0.5 is still very good, velocity maps at
log τ = 1 abound in salt-and-pepper noise and artifacts. This
indicates that sensitivity there is significantly lower, and that it
does not make sense to try and infer velocities so deep in the
atmosphere. We stress that this is not a consequence of simple
degeneracy (also known as the cross talk) between the values of
velocity in the two lowermost nodes, as, in that case, we would
expect both parameter maps to be noisy.
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Fig. 4. Observed (first and third column), and best fit (second and fourth column) images at wavelengths corresponding to the continuum (topmost),
and the line centers of the two redmost IR spectral lines considered in this study. Note that we invert all five lines and just show the two redmost
for conciseness. The inverted data is the version 1 data (convolved with spectra PSF and with noise added). Stokes V images correspond to
wavelengths shifted by 100 mÅ to the red.
3.2. Comparison with Fe i 6300 Å line pair
The analysis above clearly illustrates the capability of this in-
frared spectral region to retrieve sub-photospheric (i.e. below
log τ5000) velocities. However, to truly evaluate its advantages
and disadvantages with respect to visible lines, we repeated the
analysis with the Fe 6300 Å line pair. These two spectral lines
are widely used for magnetic field and velocity diagnostics (see
e.g. Lites et al. 1993; Westendorp Plaza et al. 1997, 2001, but
also numerous recent works using data from Hinode SOT/SP in-
strument).
The data preparation and degradation process is identical,
except that we calculate the spectrum with 10 mÅ sampling,
and then convolve it with 20 mÅ FWHM Gaussian spectral PSF.
Continuum intensity at 6300 Å is around 7 times higher than in
the previously discussed infrared region, but the spectral sam-
pling is 6 times more dense. This means that the number of pho-
tons arriving into our hypothetical detector per spectral bin is ap-
proximately the same, assuming the same spatial sampling and
transmission. Hence, we degraded the data with the same relative
photon noise as in the example above.
To make comparison as straightforward as possible we de-
cided to fit the Fe 6300 Å data with the same node configuration
as the infrared data (see Table 2 for the exact node configura-
tion). Since the number of nodes is much larger than what is
usually used to invert Hinode data (e.g. Danilovic et al. 2016),
we took special care to ensure that our retrieved atmospheres are
smooth, by employing a multicycle approach where one starts
with a smaller number of nodes and then works their way up
toward the more complicated models (as is done, in, for exam-
ple, SIR code by Ruiz Cobo & del Toro Iniesta 1992). Now we
are able to compare which of the two synthetic data set (infrared
or the visible one) constrains the model better. We are focusing
on the velocity retrieval. Fig. 7 shows the original and inferred
velocities at the same three optical depths as in the previous ex-
ample. In the upper layers (log τ = −1.5), the agreement looks
slightly better than in the case of infrared lines. In the middle
layers, the agreement is equally good. However, in the deep lay-
ers, there is large overshoot of the intergranular velocities. Our
interpretation is that, because of the low sensitivity of the lines
to deep velocities, the inversion code is overestimating the mag-
nitude, in order to get correct derivative of the velocity in the
upper layers, while misdiagnosing the actual velocity values at
log τ = 0.5. The better performance of the infrared lines in the
deeper layers can also be seen from the scatter plots between the
original and the inferred values in the figures 5 and 7.
While plotting the distributions of the velocities gives us an
insight into diagnostic potential, it is beneficial to come up with
a quantitative measure of the agreement and compare it between
different sets of lines. The simplest is to compare the standard
deviation of the absolute difference between the line of sight ve-
locities in original and inferred atmospheres, at several depths.
We present such a plot in Fig. 8. We also plot Pearson’s corre-
lation coefficients between the original and inferred velocities
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Fig. 5. Same as Fig. 3, except the spectra used for inversion have been
convolved in wavelength to account for finite spectral resolution, and
photon noise has been added.
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Fig. 6. Same as Fig. 5, except with now also invert and compare the
plasma velocity at log τ = 1, and we compare the atmospheres at the
different optical depths, namely log τ = −0.5, 0.5, 1.
at multiple optical depths. Both quantities confirm what we see
in the images: infrared lines retrieve better sub-photospheric ve-
locities while in the upper layers both sets of lines give similar
results. We note that standard deviation and the correlation co-
efficients are subject to noise (which increases scatter) and the
node configuration (that can systematically change agreement
between original and inferred atmospheres). However, these re-
sults confirm the prevailing understanding that the infrared iron
lines are, in general, better at probing deeper layers of the at-
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Fig. 7. same as Fig. 5, but using the Fe 6300 Å line pair.
mosphere. We did not test agreement in the even higher layers
thoroughly, but we note that at log τ = −2, reliability of infrared
lines suddenly drops. This is similar to what happens with visible
lines at log τ = 0.5. This suggests that the sensitivity of spectral
lines to velocity is confined to a well-defined range of optical
depths.
3.3. Inversion of the spatially smeared data
In the previous subsections we have discussed the retrieval of the
original atmosphere under the implicit assumption that we are
able to resolve it spatially. However, we are almost sure that with
today’s resolving power the part of the solar atmosphere that fits
into a resolution element is not homogeneous in the (x, y)-plane.
That is, we are observing a mixture of 1D atmospheres. We have
already illustrated its effect on the observables in Fig. 4.
Now we discuss the atmosphere obtained by inverting syn-
thesized spectra which have been subsequently spatially smeared
using a Gaussian filter with FWHM equal to 0.26
′′
, correspond-
ing to the diffraction limit for GREGOR telescope at 15600 Å.
Under good seeing conditions, and after the application of the
spectral restoration technique (van Noort 2017), one can realis-
tically expect to achieve a spatial resolution close to this.
Inversion of the data convolved with the telescope PSF will
result in a 3D atmosphere. We stress that this atmosphere is not
identical to the original atmosphere, convolved with the PSF, be-
cause spectral synthesis / inversion and PSF application do not
commute. Or, said differently: the atmosphere that explains PSF-
smeared observations is not the same as the PSF-smeared origi-
nal atmosphere.
Before discussing the results we note that there is an another
effect that will spatially couple the neighboring atmospheres and
that is multidimensional radiative transfer in the presence of
scattering. These effects can be safely neglected for the lines we
are considering but become very important for scattering dom-
inated lines formed in the upper photosphere and the chromo-
sphere.
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Fig. 8. Top: Pearson’s correlation coefficient between the velocities in
the original MHD cube, and the velocities inferred by spectropolarimet-
ric inversion from the two sets of lines (value closer to unity is better).
Bottom: standard deviation of the absolute difference between the orig-
inal and the inferred velocities (lower values are better).
The fit of the convolved profiles is again excellent. The in-
ferred atmospheres, although, show a significant loss of spatial
detail, as expected. While the topology and the velocities are
rather well recovered in the middle and lower layers, the dis-
crepancy at log τ5000 = −1.5 is large. Notably, the surface area
covered by downflows is much smaller and it also seems that the
downflow intensity is lower (left panel of Fig. 9).
It is not obvious how to statistically compare the simulated
and inverted atmospheres in this case. We prefer not to con-
volve the original atmosphere with PSF since, as we have al-
ready stressed, PSF can only operate on the observables. For the
moment we conclude that the velocities around log τ = −0.5 and
log τ = 0.5 are well recovered, despite the loss of resolution, and
that eventual use of telescopes with larger apertures will allow
us to resolve finer structures of the velocity field (see following
subsection for more quantitative analysis).
3.4. Influence of stray light
In addition to the relatively narrow and arguably well understood
PSF of the telescope, that is in large part compensated for by
using adaptive optics and restoration techniques, solar images
often suffer from non-negligible stray-light. This stray-light can
be understood as relatively spatially flat, wavelength dependent
background added to the spectral cube. Its origin is probably in
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Fig. 9. Comparison between the inferred velocities at three optical
depths for the data smeared only with narrow PSF (left), and with added
stray-light (right).
the very wide wings of the PSF which the adaptive optics and
image reconstruction cannot compensate for. In our study we
modeled it as an additional, broader Gaussian (FWHM = 5
′′
).
So, when accounting for stray-light we generated our simulated
images as:
Iobs(x, y, λ) =(1 − k)Isynth(x, y, λ) ~G(σ1)
+ kIsynth(x, y, λ) ~G(σ2). (1)
Here G(σ) denotes a Gaussian with FWHM equal to σ, k is the
amount of stray-light that we vary from 0 to 30%, σ1 = 0.
′′
26
and σ2 = 2
′′
. The operator ~ represents convolution. In the first
approximation, in the observations of the quiet Sun, the stray-
light adds some amount of mean quiet Sun spectrum to each indi-
vidual pixel, thus lowering the contrast, broadening the lines and
decreasing the sensitivity of the spectrum to the velocity fields.
Some inversion codes use the stray-light as a free parameter
in the inversion procedure. In our opinion, stray light should be
consistently applied to all the pixels: either by inferring it sep-
arately, before the inversion, or by simultaneously inverting the
whole field-of-view (similarly to, e.g. van Noort 2012). In this
work, we do not employ any of these, specifically because we
want to see how does the unknown stray light influence the in-
ferred atmospheres.
Qualitatively, presence of stray light in these amounts does
not fundamentally change the inferred velocities, and the in-
ferred velocity maps (Fig. 9) exhibit the same properties as dis-
cussed in 3.3. As a way of quantitatively analyzing the data, we
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show the distributions of the absolute values of LOS velocities
at these three atmospheric depths, for original MHD atmosphere,
inversion of the spatially smeared data, and the inversion of spa-
tially smeared data with the PSF. The distributions are given in
Fig. 10. It seems like the presence of the stray light does not sig-
nificantly change the inferred velocity distributions. The biggest
difference is in the deepest layers which makes sense, because
velocities there leave imprint in the far wings of spectral lines,
where the intensity contrast is the lowest, and thus suffers the
most from the presence of the stray light.
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Fig. 10. Histograms of the absolute values of line of sight velocities in
the original atmosphere and as inferred from inversion of PSF-smeared
data, without and with the additional stray light.
4. Conclusions
In this paper we studied the diagnostic potential of the five in-
frared iron lines around 15000 Å. The main premise being, be-
cause of the low continuum opacity around these wavelengths,
we should be able to probe atmospheric parameters in deeper
layers in comparison to the commonly used lines in the optical
domain (e.g. Fe 6300 Å line pair). In this particular study we fo-
cused on the LOS velocities, as it is of great interest to study the
behaviour of convection at different atmospheric depths.
To this end, we synthesized polarized spectra of the five con-
sidered spectral lines (Table 2.1), using a state of the art Mu-
RAM radiative magnetohydrodynamic simulation of the quiet
solar atmosphere as the input. We then degraded the synthesized
spectra by adding spectral PSF, photon noise, and the spatial,
two-component PSF. By doing so, we have tried to mimic the
telescope data which was subsequently inverted (i.e. tried to in-
fer back the atmospheric parameters in the input MHD cube).
We then directly compared the inferred and original velocities
at three iso-optical depth surfaces (log τ = −1.5,−0.5, 0.5). Our
analysis indicates the following:
– Inversion of the ’original’ (i.e. un-degraded) spectra, re-
trieves original velocities very well.
– Spectrally smearing the data assuming modest spectral res-
olution of 105 and adding a low amount of photon noise of
3×10−4 in the units of continuum intensity, does not change
results significantly.
– The agreement breaks at log τ = 1, although the topology of
the velocity field is roughly retrieved.
– Repeating the same experiment using 6300 Å lines of Iron
shows that optical lines are much less sensitive to the deeper
layers, though they have a non-zero response function at
these layers. Namely, the intergranular velocities at deeper
layers (log τ = 0.5) are significantly overestimated. In the
layers where −1.5 < log τ < 0, in the absence of spatial PSF,
both spectral regions show excellent diagnostic potential.
– Inversion of spatially smeared, and binned data leads to the
expected loss of spatial detail but it also seems that the veloc-
ities in the upper layers are severely misdiagnosed: granular
velocities seem to be higher than the original ones, while the
area covered by downflows seems to be smaller.
– Finally, adding another, wide component to the PSF, that
mimics the stray light in the amount of 30%, does not change
the inferred velocities significantly. This is evident both from
Figs. 9 and 10.
We hope that this investigation emphasizes the strengths of
this spectral region in spectropolarimetric inversions. Estimat-
ing velocity (and the magnetic field) deep in the photosphere,
combined with the chromospheric diagnostics paints a complete
picture of the solar atmosphere and allows us to characterize im-
portant phenomena (energy transport, reconnection) better. Also,
there might be phenomena happening only in the deep layers
which we will not be able to detect using other diagnostics. Fi-
nally, with the advent of next generation solar telescopes, (e.g.
DKIST and EST Elmore et al. 2014; Collados et al. 2013a), it
will be of crucial importance to use spectral regions outside of
visible, and we argue that this is one of the very useful ones for
the photospheric diagnostics.
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Appendix A: Examples of fits and inferred profiles
An interesting aspect of the paper is the question of how well
we can fit the synthetic spectra from the MHD model atmo-
spheres that have complicated stratifications. On the other hand,
the model we use is based on a fixed number of nodes, which
means that we are, inevitably, simplifying the model atmo-
spheres. Since the noise we are using in this numerical exper-
iment is very low (3×10−4), it is not a big surprise that we fail to
obtain optimal fits. A simple criterion for an ‘optimal fit’ in this
case could be χ2red ≈ 1, where χ2red is the reduced chi-squared).
We show, in figure A.1 two representative fits and the inf-
ferred and the original atmospheres. Qualitatively speaking,
Stokes I fits are excellent, as continuum level, line depth and line
shape are completely reproduced. Stokes V fits are less good,
but mostly because the magnitude of the Stokes V is very small
(the magnetic field is rather weak). It can be seen that temper-
ature, gas pressure and the velocity are well reproduced, while
the magnetic field stratification seems to be too complicated to
be picked up with our simple, two-node model.
However, the spatial distribution of the magnetic field seems
to be well-recovered (see Fig. A.2). Qualitatively, the magnetic
fields agree with the original ones, but because they are generally
weak, there are many pixels where the discrepancy is big. We
wanted to show these additional plots to demonstrate that our
inversion scheme, although relatively simple, does yield good
fits and reproduce well the original MHD cube. To recover very
complicated depth stratifications, we might have to turn to more
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Fig. A.1. Upper four panels: Synthetic spectra and the best fits using node-based atmosphere model. Bottom eight panels: inferred and the original
model atmospheres. Left: pixel with no polarization signal. Right: pixel with a weak polarization signal.
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Fig. A.2. Comparison between line of sight magnetic fields in the
MHD simulation and as returned by inversion code, from the spec-
trally degraded synthetic data, at three different depths in the atmo-
sphere (log τ = −1.5,−0.5, 0.5). In all the figures, the magnetic field
is in Gauss.
sophisticated methods, such as regularization methods as sug-
gested by, for example, de la Cruz Rodríguez et al. (2018). We
note that there is a fundamental limit in height resolution, dic-
tated by the radiative transfer processes that sets the limit on
how fine vertical structure we can recover.
In this manuscript we chose to focus on convective (line of
sight) velocities, but a similar study is in place regarding the
magnetic fields, especially in the age of new solar telescopes that
are supposed to provide us with a leap in spatial resolution and
the polarimetric sensitivity.
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