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Resume { On etudie la turbo-egalisation en tant qu'algorithme d'egalisation et de decodage conjoints. L'analyse des perfor-
mances montre que ce traitement iteratif presente un point de declenchement, i.e. qu'il existe une valeur seuil du rapport signal a
bruit a partir de laquelle les performances s'ameliorent quand le nombre d'iterations augmente, produisant un eet d'avalanche.
Nous montrons ici l'inuence de dierents facteurs sur ce point de declenchement et cet eet d'avalanche, notamment les perfor-
mances de l'egaliseur de la premiere iteration et la capacite de l'entrelaceur a bien decorreler le bruit des donnees.
Abstract { This paper deals with turbo-equalization as a joint equalization and decoding algorithm. The performance analysis
shows that there is a trigger point in this iterative process, just followed by a breakdown eect. Actually after a given point
(the trigger one), the BER decreases widely as a function of the decoding step p. We show how these eects are sensitive to the
equalizer of the very rst iteration and the interleaver.
1 Introduction
Nous considerons ici les transmissions sur canaux bruites
et dispersifs en temps, ou la cha^ne de communication
comporte un ensemble codeur/decodeur de canal et un































: bits codes et entrelaces,
- d
n
: symboles codes et entrelaces,
- b
n
: bruit additif blanc gaussien,
- y
n
: echantillons issus du canal discret equivalent.
Dans ce contexte, les recepteurs actuels sont des systemes
disjoints, ou chaque traitement (egalisation puis decodage)
se termine par une prise de decision qui represente donc
une perte d'information. Ainsi, des systemes qui prendraient
en compte conjointement le codage et le canal de propa-
gation pourraient permettre d'ameliorer les performances
car ils utiliseraient la totalite de l'information disponible.
Le traitement optimal d'egalisation et de decodage con-
joints serait un algorithmeMAP correspondant au systeme
fcodeur + entrelaceur + canalg. L'usage d'un tel algo-
rithme est prohibe par sa complexite exponentielle en la
longueur des blocs traites (soit au moins la taille de l'en-
trelaceur). Aussi, on lui prefere un traitement iteratif di-
rectement inspire des turbo-codes [2] et appele turbo-de-
tection [4]. Cet algorithme, moins complexe que le precedent,
fournit de bonnes performances mais il presente encore
une grande complexite car l'egaliseur utilise est un detecteur
maximisant les probabilites a posteriori. Ici, nous con-
siderons une version simpliee de ce turbo-detecteur, qui
est appelee turbo-egaliseur [5]. Ce dernier traitement sous-
optimal presente le double avantage d'e^tre peu complexe,
tout en maintenant des performances interessantes. En ef-
fet, sur certains canaux, il est possible de retrouver les
performances du canal a bruit additif blanc gaussien avec
codage, i.e. de se debarrasser completement de la disper-
sion temporelle du canal de propagation.
Le but de notre article est d'etudier les limitations de la
structure actuelle du turbo-egaliseur an d'en ameliorer
les performances. Notre etude s'inspire de [3], qui traite
des turbo-codes.
2 Turbo-egalisation : principe
Nous nous proposons maintenant de presenter plus avant
les principales caracteristiques du turbo-egaliseur (cf. Figu-
re 2). Il s'agit d'un traitement iteratif, ou le resultat du










































Le decodeur est un algorithme MAP [1]. Il fournit l'esti-
mation a^
k
des bits utiles en maximisant leurs probabilites
a posteriori. Pour chaque iteration p du turbo-egaliseur,
on peut alors calculer le taux d'erreur binaire (TEB) de ces
estimations a^
k
i.e. le TEB en sortie du decodeur presente
Figures 5, 6, 7 et 10. An de poursuivre l'etude, precisons
que le decodeur fournit egalement a sa sortie une infor-
mation ponderee sur les bits codes. En eet, a partir des
probabilites a posteriori de transition d'un etat du treillis
vers un autre, on deduit la probabilite a posteriori d'avoir
un mot code puis celle d'avoir chaque bit du mot code et
donc le logarithme du rapport de vraisemblance de chaque
bit code : (c
k





), logarithme du rapport de vraisemblance de chaque






est l'esperance des symboles codes, entrelaces. C'est cette













Fig. 3: Egaliseur de la p
ieme
iteration (p > 1) : annuleur
d'interferences
L'egaliseur utilise est l'annuleur d'interferences (AI) de
mise en uvre peu cou^teuse. C'est un egaliseur a 2 entrees,
qui tient a la fois compte de la transmission sur canal dis-
persif et bruite (y
n
: sortie du canal discret equivalent) et
de la redondance apportee par le codeur de canal, issue





, information homogene aux sym-
boles codes entrelaces). Les expressions des ltres P et Q
s'obtiennent en minimisant l'erreur quadratique moyenne
de l'AI alimente en entree du ltre Q par les vrais sym-








] sous la contrainte
q
0
= 0. Si H represente le canal discret equivalent, P et
Q s'ecrivent [5] :











































sont respectivement les puissances des sym-
boles codes entrelaces d et du bruit b. On remarque, que
P n'est autre que le ltre adapte au canal et Q l'auto-
correlation du canal dont on aurait supprime le terme
central.




pas accessible, le premier egaliseur est un egaliseur clas-
sique (de type DFE), qui n'utilise pas les donnees issues
du decodeur et traite uniquement les donnees sortant du
canal discret equivalent.
Le schema de turbo-egalisation presente permet de redui-
re la complexite du traitement de reception par rapport
au traitement optimal conjoint en utilisant un traitement
iteratif tout en maintenant des performances interessantes.
Des questions demeurent ouvertes quant a son fonction-
nement et concernent :
- la presence d'une limite du rapport signal a bruit
pour que le turbo-egaliseur soit ecace ainsi que
l'egaliseur qui permet cet eet,
- le ro^le de l'entrelaceur : sa taille et les lois de lecture
qui reglent l'eet d'avalanche dans les performances.
C'est l'etude de l'eet de ces parametres sur les perfor-
mances du systeme, qui nous interesse ici. Les simulations
utilisent un turbo-egaliseur comprenant :





- entrelaceur : uniforme de taille 59 59,
- modulation : BPSK,
- egaliseur : DFE pour l'iteration 1, puis AI,
- decodeur : MAP [1],
- simulation sur 10
6
bits utiles,
- canaux testes : Proakis B et C [6, page 616].
3 Inuences reciproques de l'AI et
du decodeur
Dans [3], Berrou propose d'interpreter la dierence de
0.35 dB entre les performances des turbo-codes et celles
sur le canal a bruit additif blanc gaussien comme une er-
reur residuelle du^e uniquement a la structure iterative du
traitement de reception et donc independante des dierents
modules constituants la cha^ne de communication. Cette
approche peut e^tre appliquee au turbo-egaliseur, qui com-
prend 2 modules importants (l'AI et le decodeur), en etu-
diant le passage des parametres entre ces 2 traitements.





















CANAL : Proakis B
sans IES
sans IES + codage
A1 : après AI
A2 : après décodeur
B1 : après AI
B2 : après décodeur
Fig. 4: Performances avec l'AIS.
Ainsi, l'inuence de l'AI sur le decodeur peut e^tre etudiee
a partir de l'AI alimente en entree du ltre Q par les sym-
boles codes entrelaces sans erreur d
n
(dit AIS). Les courbes
A1 et A2 de la Figure 4 representent les performances de
cet AIS. On remarque, que si les performances en sortie
de l'AI sont celles du canal a bruit additif blanc gaussien
(courbe A1), il n'en est pas de me^me en sortie du decodeur
(courbe A2). En eet, les expressions des ltres P et Q cal-
culees au x2 donnent r
n












sont les coecients normalises du canal discret
equivalent. Il appara^t que l'interference entre symboles a





est de me^me puissance que b
n
(  1 et h norme) mais
qu'il est colore. Il est donc normal de retrouver les perfor-
mances du canal a bruit additif blanc gaussien a la sor-
tie de l'AIS. En revanche, si l'on n'obtient pas le gain
de codage en sortie du decodeur, c'est que le bruit des
symboles entrants dans le decodeur est colore malgre l'en-
trelaceur. Nous voyons ainsi l'eet de l'AI sur le decodeur.
An de poursuivre l'etude, rappelons que (c
k
), loga-
rithme du rapport de vraisemblance de chaque bit code
est calcule dans le decodeur MAP a partir du treillis du
code (cf. x2). Aussi, lorsqu'une erreur est commise par le
decodeur, celui-ci choisit un 'mauvais' chemin dans le treil-




genere sur les bits utiles, ce qui entra^ne au moins d
free
erreurs etalees sur au moins K  n bits codes (ou K est
la longueur de contrainte du code, k et n sont tels que






libre du code). Maintenant, nous ajoutons un tel paquet
d'erreurs, provoque par le decodeur, aux 'vrais' bits codes,
pour obtenir des bits codes erronnes, que nous entrelacons
et codons en symboles M-aire. Les symboles obtenus ali-
mentent l'AI, dont les performances sont alors les courbes
B1 et B2 de la Figure 4. Ainsi, l'ajout d'un TEB egal a
3  10
 5
a l'entree de l'AI provoque une multiplication par
3 TEB en sortie de l'AI i.e. TEB(AIS avec ajout d'er-
reurs)=3*TEB(AIS). L'AI est particulierement sensible
au type d'erreurs fournies par le decodeur (a l'iteration
precedente) car il provoque une amplication du nombre
d'erreurs en sortie du decodeur suivant. Ainsi, les courbes
de la Figure 4 ont pu mettre en evidence l'inuence du
decodeur sur l'AI.
De plus, la courbe A2 de la Figure 4 represente les
meilleures performances du turbo-egaliseur observees en
sortie du decodeur a condition d'utiliser l'AI (i.e. un egali-
seur a structure imposee) et le decodeur MAP, qui ne tient
pas compte de la coloration du bruit. Nous nous proposons
d'etudier maintenant le comportement du turbo-egaliseur
vis-a-vis de cette borne.
4 Le point de declenchement
Comme dans le cas des turbo-codes, les simulations ont
mis en evidence l'existence d'un point de declenchement
dans le phenomene turbo. En eet, nous avons remarque
que les iterations successives apportent une amelioration si
le TEB est susamment faible apres la premiere iteration.





















CANAL : Proakis B








Fig. 5: Performances du turbo-egaliseur en sortie du
decodeur (iterations 1 a 6) sur le canal Proakis B.
Sur les Figures 5 et 6, nous remarquons que, pour les
deux canaux, les performances du turbo-egaliseur s'amelio-
rent au l des iterations lorsque le TEB apres la premiere
iteration est inferieur a 0:2. C'est donc cette valeur de
TEB qui permet le declenchement du phenomene turbo.





















CANAL : Proakis C








Fig. 6: Performances du turbo-egaliseur en sortie du
decodeur (iterations 1 a 6) sur le canal Proakis C.
De plus, nous observons que le canal agit sur l'abscisse
de ce point. En eet, le declenchement s'opere a un rapport





) de 4 dB pour le canal Proakis B et de
8 dB pour le Proakis C. Ainsi, pour le canal Proakis C
repute plus dicile que le Proakis B, le phenomene turbo





plus fort, ce qui montre
l'eet du canal sur ce point de declenchement.





















CANAL : Proakis C










Fig. 7: Comparaison des performances du turbo-egaliseur
en sortie du decodeur (iterations 1 a 6) sur le canal Proakis
C : egaliseur de la 1
ere
iteration DFE (cas classique) ou
MAP.
En poursuivant les simulations, il est me^me apparu que
le tout premier traitement (i.e. l'egaliseur de la premiere
iteration) est primordial et que les performances de cet
egaliseur inuent directement sur le declenchement ou non
du phenomene turbo. Ceci est illustre Figure 7 en placant
un egaliseurMAP en debut de cha^ne au lieu d'un egaliseur
DFE. Il est a noter que cette modication ne change pas
le TEB du point, ce qui continue a corroborer la these
selon laquelle le point de declenchement est lie au TEB.
En revanche, l'utilisation d'un egaliseur MAP en premiere
iteration, permet pour le canal Proakis C de ramener le
point de declenchement a une abscisse de 6 dB au lieu de
8 et de 3 au lieu de 4 dB pour le Proakis B.
5 L'eet d'avalanche
Le point de declenchement observe au-dessus, marque
le debut d'un eet d'avalanche. En eet, les courbes de
performances presentent une pente de plus en plus forte
apres le declenchement, ce qui permet d'assurer les bonnes
performances asymptotiques du turbo-egaliseur. Nous al-
lons maintenant etudier l'inuence de l'entrelaceur sur cet
eet.





















CANAL : Proakis B







Fig. 8: Performances du turbo-egaliseur en sortie de
l'egaliseur (iterations 1 a 6) sur le canal Proakis B :
egaliseur de la 1
ere
iteration DFE (cas classique).





















CANAL : Proakis B







Fig. 9: Performances du turbo-egaliseur en sortie de
l'egaliseur (iterations 1 a 6) sur le canal Proakis B :
egaliseur de la 1
ere
iteration MAP.
Les performances du turbo-egaliseur montrent que l'en-
trelaceur non-uniforme de taille 6464 (Figure 10) donne
de meilleurs resultats en sortie du decodeur que l'entrela-
ceur uniforme de taille 59  59 (Figure 5). En eet, avec
l'entrelaceur non-uniforme, le gain entre chaque iteration
du turbo est plus grand. Aussi, les performances asymp-
totiques sont celles de l'AIS.





















CANAL : Proakis B








Fig. 10: Performances du turbo-egaliseur en sortie du
decodeur (iterations 1 a 6) sur le canal Proakis B :
egaliseur de la 1
ere
iteration DFE (cas classique) et en-
trelaceur NON UNIFORME de taille (64 64).
L'eet d'avalanche s'observe egalement en sortie de l'ega-
liseur (cf. Figures 8 et 9), ou l'on observe l'inuence du 1
er
egaliseur. A 5 dB par exemple, les performances en sortie
de l'AI sont celles du canal a bruit additif blanc gaussien
des la 3
ieme
iteration avec le MAP, alors qu'il faut at-
tendre la 6
ieme
iteration avec le DFE, et ce bien que les
performances apres la 1
ere
iteration soit quasiment egale
dans les 2 cas. Ceci motive, quand c'est possible, l'utilisa-
tion de l'egaliseur MAP a la premiere iteration, mais pas
aux suivantes.
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