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a b s t r a c t
Many applications today need to manage uncertain data, such as information extraction
(IE), data integration, sensor RFID networks, and scientific experiments. Top-k queries
are often natural and useful in analyzing uncertain data in those applications. In this
paper, we study the problem of answering top-k queries in a probabilistic framework
from a state-of-the-art statistical IE model—semi-conditional random fields (CRFs)—in the
setting of probabilistic databases that treat statistical models as first-class data objects.
We investigate the problem of ranking the answers to probabilistic database queries. We
present an efficient algorithm for finding the best approximating parameters in such a
framework for efficiently retrieving the top-k ranked results. An empirical study using real
data sets demonstrates the effectiveness of probabilistic top-k queries and the efficiency of
our method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, uncertain data management has arisen in many applications. The reasons for uncertainty in data are as
various as the applications themselves: in sensor and RFID data, uncertainty arises as a result of measurement errors [1,2];
in information extraction, uncertainty comes from the inherent ambiguity in natural-language text [3,4]; and in business
intelligence, uncertainty is used to decrease the cost of data cleaning [5]. In some applications, such as privacy, it is a special
requirement that the data be less precise. For example, uncertainty is intentionally inserted to hide sensitive attributes of
individuals so that the data may be published [6–8]. In other cases, the data points may correspond to objects which are
only vaguely specified, and are therefore considered uncertain in their representation. Similarly, surveys and imputation
techniques create sets of data which are uncertain in nature. This has created a need for uncertain data management
algorithms and applications [9,10]. The field of uncertain data management poses a number of unique challenges on several
fronts. The two broad issues are those of modeling the uncertain data, and, then, leveraging it to work with a variety of
applications. A number of issues and working models for uncertain data have been discussed in [9,11]. The second issue is
that of adapting datamanagement andmining applications toworkwith the uncertain data. Themain areas of research in the
field are including modeling of uncertain data, uncertain data management and uncertain data mining [10]. Unfortunately,
traditional precise databasemanagement systems (DBMSs) do not support uncertain data due to data records being typically
represented by probability distributions rather than deterministic values. Hence, it is necessary to develop datamanagement
techniques for managing probabilistic data.
A probabilistic database, or PDB, is a system that stores large volumes of probabilistic data and supports complex queries.
A PDB may also need to perform some additional tasks, such as updates or recovery, but these do not differ from those in
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conventional database management systems and will not be discussed here. The major challenge in a PDB is that it needs
both to scale to large data volumes, a core competence of database management systems, and to do probabilistic inference,
which is a problem researched in AI. While many scalable data management systems exist, probabilistic inference is in
general a hard problem [12], and current systems do not scale to the same extent as data management systems do. To
address this challenge, researchers have focused on the specific nature of relational probabilistic data, and exploited the
special form of probabilistic inference that occurs during query evaluation. A number of such results have emerged recently:
lineage-based representations [13], safe plans [14], algorithms for top-k queries [15–20] (also known as ranking queries),
and representations of views over probabilistic data [21,22]. What is common to all these results is that they apply and
extend well known concepts that are fundamental to data management, such as the separation of the query and data when
analyzing complexity [23], incomplete databases [24], the threshold algorithm [25], and the use of materialized views to
answer queries [26,27].
The goal of information extraction is to extract structured data from a collection of unstructured text documents. Usually
the schema is given in advance by the user, and the extractor is tailored to that specific schema [28]. In information
extraction, imprecision comes from the inherent ambiguity in natural-language text. Automatically extracting structured
entities from unstructured text is a challenging problem, and has a history of attempts spanning early rule-based systems
like Rapier [29] to the later statistical methods like that of conditional random fields (CRFs) [3]. Gupta and Sarawagi [30]
recently described how to use a probabilistic database to store the result of text segmentation with conditional random
fields.
Given this background, it is natural to consider constructing a unified database system that enables well-specified
information extraction tasks, and provides a probabilistic framework for top-k queries. This is especially natural for leading
information extraction approaches like that of CRFs that are themselves probabilistic machine learning methods. The query
language of the PDB should be able to capture themodels andmethods inherent in these probabilistic information extraction
techniques.
Inspired by that work, in this paper we introduce a state-of-the-art method called the semi-CRF method for information
extraction and provide a probabilistic framework enabling opportunities for top-k queries. Our technique is based on two
major observations. First, all approaches to information extraction are imprecise, and most often can associate a probability
score with the item extracted. In the database community, information extraction has been a major motivating application
for the recent groundswell ofwork on PDB,which canmodel the uncertainty inherent in information extraction outputs, and
enable users to get probabilistic answers. Second, top-k queries are often natural and useful in analyzing uncertain data, and
CRFs can be very naturally modeled as first-class data in a relational database, in the spirit of recent PDB like BayesStore [31]
and thework of Sen and Deshpande [32]. Similarly, text data can be captured relationally via the inverted file representation
commonly used in information retrieval.
Our approach in this paper is to process the score and uncertainty in one framework, leveraging current probabilistic
database storage and query processing capabilities. Our contributions are summarized as follows:
• New query definitions: top-k processing on uncertain data has, we believe, grown in importance in a large number of
real-world applications; we propose new formulations for P-top-k queries in uncertain databases.
• We study an alternative model for representing imprecision in a database that captures the original distribution.
• The processing framework: we construct a framework integrating a state-of-the-art statistical model—semi-conditional
random fields (CRFs)—and data access methods bridging the gap between a semi-CRF-based information extraction
model and a probabilistic database.
• Experimental study: we conduct an extensive experimental study to evaluate our techniques under different data sets.
This paper is organized as follows. In Section 2, wewill examine the issue of uncertain data representation andmodeling.
In Section 3, we describe our problem and present a background of state-of-the-art probabilistic models for information
extraction. In Section 4, we describe the design of a probabilistic database that can support probabilistic information
extraction models, and a framework is presented for inference queries. In Section 5 we present experimental evaluation
of the accuracy and efficiency of our model. Related work and conclusions appear in Sections 6 and 7 respectively.
2. Uncertain data representation and modeling
The problem of modeling uncertain data has been studied extensively in the literature [33–37]. A database that provides
incomplete information consists of a set of possible instances of the database. It is important to distinguish between
incomplete databases and probabilistic data, since the latter provide a more specific definition which creates database
models with crisp probabilistic quantification.
2.1. Probabilistic database definitions
A probabilistic database is defined [34] as follows:
Definition 1. A probabilistic information database is a finite probability space whose outcomes are all possible database
instances consistent with a given schema. This can be represented as the pair (χ, p), where χ is a finite set of possible
database instances consistent with a given schema, and p(I) is the probability associated with any instance I ∈ χ . We
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note that since p(·) represents the probability vector over all instances in χ , we have∑I∈χ p(I) = 1. This representation
is a formalism of the ‘‘possible world model’’ [33]. To represent the uncertainties in data, some approaches associate the
uncertainties with tuples, while others associate them with values.
Probabilistic ?-tables [38,39] are a simple way of representing probabilistic data. In this case, one models the probability
that a particular tuple is present in the database. Thus, the probability of a particular instantiation of the database can be
defined as the product of the probabilities for the corresponding set of tuples to be present in the database with the product
of the probabilities for the complementary set of tuples to be absent from the database.
A closely related probabilistic representation is that of probabilistic or-set tables. While the probabilistic ?-table is
concernedwith the presence or absence of a particular tuple, the p-or-set table is concernedwithmodeling the probabilistic
behavior of each attribute for a tuple that is known to be present in the database. In this case, each attribute is represented as
an ‘‘or’’ over various possibilities alongwith corresponding probability values. An instantiation of the database is constructed
by picking each outcome for an attribute independently. The ProbViewmodel presented in [33] is a kind of or-set table. The
only significant difference is that the ProbView model uses confidence values instead of probabilities.
3. Models for information extraction
The problem of extracting structured entities from unstructured data is an extensively researched topic. A number of
models have been proposed ranging from the earliest rule-learning models to probabilistic approaches based on graphical
models like the hidden Markov machines model [40–42] and maxent taggers [43]. A promising recently proposed model
for information extraction is that of conditional random fields (CRFs). CRFs has been used for sequence labeling and shallow
parsing [3,44]. The state-of-the-art methods for extraction called semi-CRF models construct a probability distribution
over segmentations of the input sequence [45,46]. Among these methods, semi-CRF methods have achieved good results
presumably because they are free from the so-called label bias problembecause of using a global normalization.We describe
CRF and semi-CRF approaches next.
3.1. CRFs and semi-CRFs
A conditional random field (CRF)models a single joint distribution Pr(y|x) over the predicted labels y = y1, . . . , yn of the
tokens of x = x1, . . . , xn. The tractability of the joint distribution is ensured by using a Markov random field to express the
conditional independencies that hold between elements yi of y. In typical extraction tasks, a chain is adequate for capturing
label dependencies. This implies that the label yi of the ith token is directly influenced only by the labels of tokens that are
adjacent to it. In other words, once the label yi−1 is fixed, label yi−2 has no influence on label yi.
The dependency between the labels of adjacent tokens is captured by a scoring function ψ(yi−1, yi, x, i) between nodes
yi−1 and yi. This score is defined in terms of weighted functions of features as follows:
ψ (yi, x, i, yi−1) = exp
K∑
k=1
ωkfk(yi,x,i,yi−1) = expW·f(yi,x,i,yi−1) (1)
where w is a weight vector for f that is learnt during training via a variety of methods. With these per-edge scores, the
conditional distribution of a label sequence y given a token x is given as
Pr(y|x,w) = 1
Z(x)
n∏
i=1
ψ(yi−1, yi, x, i) = 1Z(x) exp
n∑
i=1
W·f(yi,x,i,yi−1)
. (2)
The term Z(x) is a normalization factor and is equal to
∑
y exp
w·f(x,y), where f (x, y) = ∑ni=1 f(yi, x, i, yi−1), the sum of
the feature vector over all token positions of the sequence. Some subset of these features can be simplified further to depend
only on the current state and are independent of the previous state. Wewill refer to these as state features and denote them
by f (yi, x, i) when we want to make the distinction explicit. The term transition features refers to the remaining features
that are not independent of the previous label.
CRF models can be extended to semi-CRF models, in which the output is a sequence of segments, with each segment
defining an entity, rather than a sequence of labels as in earlier CRF models. More formally, a segmentation s of an input
sequence of length n is a sequence of segments s1, . . . , sp such that the last segment ends at n, the first segment starts at 1,
and segment sj + 1 begins right after segment sj ends. Each segment sj consists of a start position lj, an end position uj, and
a label yj ∈ y.
In a semi-CRFmodel, features are defined over segments comprisingmultiple tokens forming an entire entity string. This
allows for the use of featuresmore powerful than token-levelmodels because features can now capture joint properties over
all the tokens forming part of an entity. Like in the case of sequence models, the label of a segment depends on the label of
the previous segment and the properties of the tokens comprising this segment. Thus a feature for segment sj = (yj, lj, uj)
is of the form f (yj, yj−1, x, lj, uj).
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Fig. 1. Example semi-CRF model for an address string.
A semi-CRF models the conditional probability distribution over segmentation s for given input sequence x as follows:
Pr(s|x,w) = 1
Z(x)
n∏
i=1
ψ(yi−1, yi, x, s) = 1Z(x) exp
n∑
i=1
W·f(yi,x,s,yi−1)
. (3)
During extraction, the goal is to find a segmentation s = s1, . . . , sp of the input sequence x = x1, . . . , xn such that
Pr(s|x,w) as defined by Eq. (3) is maximized, which implies that
argmax
s
Pr(s|x,w) = argmax
s
w · f(x, s)
= argmax
s
w ·
−
j
f(yi, yi−1, x, lj, uj). (4)
The right hand side can be efficiently computed by dynamic programming. Let L be an upper bound on the segment
length. Let si:y denote the set of all partial segmentations starting form 1 (the first index of sequence) and going to i, such
that the last segment has the label y and ending position i. Let V (i, y) denote the largest value of w ·∑j f(j, x, s′) for any
s′ ∈ si:y. The following recursive calculation implementation finds the best segmentation:
V (i, y) =

max
y′,d=i−L···i−1
V (d, y′)+w · f(y, y′, x, d+ 1, i) if (i > 0)
0 if (i = 0)
−∞ if (i < 0).
(5)
The algorithm makes a forward scan of the input tokens, and for each token position i and entity label y, computes the
best segmentation from1 to i by taking themaximumover all possible segment lengths of the last segment ending at i and all
possible labels of the segment before the last. The best segmentation then corresponds to the path traced by maxy V (|x|; y).
The probability of the best segmentation can be calculated using Eq. (3). This requires O(nm2L) time where m = |y| and
O (mnL) space. Since L and m are small integers, this makes the algorithm linear in the length of the input and has been
traditionally considered to be a fast algorithm.
Since conventional CRFs do not consider maximizing over possible segment lengths d, inference for semi-CRFs is more
expensive. However, Eq. (4) shows that the additional cost is only linear in L. Since in the worst case we have L ≤ |x|, the
algorithm is always polynomial. For fixed L, it can be shown that semi-CRFs are no more expressive than order-L CRFs. For
order-L CRFs, however, the additional computational cost is exponential in L. The difference is that semi-CRFs only consider
sequences in which the same label is assigned to all L positions, rather than all |y|b · L length-L sequences. This is a useful
restriction, as it leads to faster inference.
Semi-CRFs are also a natural restriction, as it is often convenient to express features in terms of segments. For example,
let dj denote the length of a segment, and let δ be the average length of all segments with label I . Now consider the segment
feature fk(j, x, s) = (dj − δ)2 · [[yi = I]], where [[P]] = 1 when predicate P is true and 0 otherwise. After training, the
contribution of this feature toward Pr(s|x) associated with a length-d entity will be proportional to expwk·(d−δ)2 .
We now describe a running example which we will use throughout this paper. The example information extraction task
is called field segmentation, in which a document is regarded as a sequence of pertinent fields, and the goal is to tag each
token in a documentwith one of the field labels. For example, field segmentation can be applied to extract the street address,
city, and country information from address strings, and author, paper, and journal information from bibliographic citations.
Example 1. Fig. 1 shows a semi-CRF model over an address sentence x ‘52-A Goregaon West Mumbai PIN 400 062’. In our
case y = {y1 = {HouseNo}, y2 = {Area}, y3 = {City}, y4 = {Other}, and y5 = {Zip}} consists of the four attribute labels
and a special label ‘other’ for tokens that do not belong to any of the entity types. A segmentation s = {s1 = {52-A}, s2 =
{Goregaon West}, s3 = {Mumbai}, s4 = {PIN} and s5 = {400 062}} is one possible way to tag each segment si in s into one
of the field labels in y.
3.2. Learning algorithms
We now describe a training algorithm that applies to the semi-CRF model introduced in Sections 2.1, 2.2 and 2.3. The
model outputs a y for which the score s(y) = w · f(x, y) is maximumwhere f(x, y) is a feature vector defined jointly over the
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output y and input x. For the semi-CRFmodel, y is a segmentation s of x. Let T = {(xℓ, sℓ)}Nℓ=1 denote the labeled training set.
We use the likelihood-based method for training. During training the aim is to find a weight vectorw such that probability
of the correct output as given in the training set data is maximized. Let L (w) denote the log of the probability of the training
data when the weight vector isw. We can write it as
L(w) =
−
ℓ
log Pr(yℓ|xℓ) =
−
ℓ
(w · f(yℓ|xℓ)− log Zw(xℓ)). (6)
Routinely, a term such as ||w||2/C is added to prevent overfitting by penalizing large swings in the parameter values. This
term has the effect of performing a soft form of feature selection. Ideally, we would like to maximize accuracy while using
the smallest number of features. Since this leads to a difficult discrete optimization problemwe instead use ||w||2 weighted
by a user-provided constant 1/C . The training objective can then be expressed as
max
w
−
ℓ
(w · f (xℓ, yℓ)− log Zw(xℓ))− ||w||2/C . (7)
The above equation is concave in w, and can thus be maximized by methods of the gradient ascent type that iteratively
move toward the optimumw. This requires computation of the gradient∇L (w) of the objective which can be calculated as
∇L(w) =
−
ℓ
f(xℓ, yℓ)−
∑
y′
f(y′, xℓ) expw·f(xℓ,y
′)
Zw(xℓ)
− 2w/C
=
−
ℓ
f(xℓ, yℓ)− EPr(y′|w,xℓ)f(xℓ, y′)− 2w/C . (8)
The first term is easy to compute. However, the second term that involves a summation over exponentiallymany outputs
y′ requires special algorithms that exploit the decomposability of the feature vector. The overall training algorithm appears
as Algorithm 1.
Algorithm 1: Learning Algorithm
INPUT: Training (T = {(xℓ, sℓ)}Nℓ=1, f : (f1, . . . , fk)
OUTPUT:w = argmax∑Nℓ=1 (w · f (xℓ, yℓ)− log Zw(xℓ))− ||w||2/C
1: Initialize w0 = 0;
2: for t = 1 to MaxIteration do
3: for ℓ = 1 to N do
4: gkℓ = fk(xℓ, yℓ)− EPr(y′|w,xℓ)fk(xℓ, y′) k = 1, . . . , K
5: gk =∑ℓ gkℓ k = 1, . . . , K
6: wtk = wt−1k + γ t(gk − 2wt−1k /C) k = 1, . . . , Kγ t is the learning ratio
7: if ||g|| ≈ 0 Exit
The running time of the algorithm is O(INn(m2 + K)), where I is the total number of iterations.
4. Semi-CRFs in probabilistic databases and inference queries
Although information extraction has been cited as a key driving application for probabilistic database research, to date
there has been a gap between probabilistic information extraction and PDB.
In this section, we describe the design of a probabilistic database PDB = (R, F) that can support probabilistic information
extraction models, such as semi-CRFs, by (1) storing documents in an incomplete relation R as an inverted file with a
probabilistic label-p attribute; and (2) storing the exact probability distribution F over the extraction possibilities from
semi-CRFs through a factor table. A PDB consists of two key components: (1) a collection of incomplete relations R with
missing or uncertain data, and (2) a probability distribution F on all possible database instances, which we call possible
worlds, and denote as pw(PDB).
4.1. The incomplete relation R; the token table
The token table is an incomplete relation R in PDB, which stores documents as relations in a database, in a similar manner
to the inverted files commonly used in information retrieval. As shown in Fig. 2, each tuple in the token table records a unique
occurrence of a token, which is identified by the document ID (docID), the start position (spos) and the end position (epos)
that the token is taken from. A token table has the following schema:
TokenTable(docID, spos, epos, token, label-p).
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doc ID spos epos token label-p
1 1 1 HouseNo
1 2 3 Area
1 4 4 City
1 5 5 Other
1 6 7 Zip
Fig. 2. A sample token table.
doc ID
s1 52 Goregaon West
Goregaon
Goregaon West
Goregaon
400 062 0.1
s2 52-A
52-A
400 062 0.2
s3 400 062 0.5
s4 52 400 062 0.2
Mumbai
West Mumbai
West Mumbai
Mumbai
HouseNo Area City Zip Prob
Fig. 3. Four possible segmentations, s1, s2, s3, s4 .
The token table contains one probabilistic attribute, label-p, which can contain missing values, whose probability
distribution will be computed from the semi-CRF model. The deterministic attributes of the token table are populated by
parsing the input documentsD, with label valuesmarked asmissing by default. However, the token table can also be updated
by users, who can provide deterministic label values for some of the records.
4.2. The independent tuples model
We need an alternative model for representing imprecision in a database that captures the original distribution, while
being easy to store and query. Our method for dealing with the problem of extraction uncertainty is to require that each
extracted entity be attached to confidence scores that correlate with the probability that the extracted entities are correct.
The semi-CRFs can output not just a single best extraction but also a ranked list of extractionswhere each extracted record is
associatedwith a probability of correctness. Such probabilistic results can be stored in PDB, for getting probabilistic answers.
Fig. 3 illustrates four possible segmentations of address extractions together with their probability scores for an address
database. Again, these four rows together provide amore informative summary of the imprecision in the data than is possible
with the highest probability row alone.Wewill denote each such extraction result as a segmentation as it consists of labeled
segments of the unstructured string; and we call this representation the segmentation independent tuples model.
4.3. P-top-k queries on semi-CRF-based PDFs
In typical real-life extraction tasks the highest scoring extraction is not necessarily the correct extraction. Fortunately,
unlike in earlier generativemodels like HMMs, the probability of segmentation as output by semi-CRFs is sound in the sense
that a probability of p denotes that there is a 100p% chance that the extraction is correct [4].
We now describe probabilistic top-k queries over a probabilistic database PDB supporting the semi-CRF model. This
determines the segmentations with the top-k highest probabilities given a token sequence x from a document.
We consider an approach for representing the uncertainty of extraction in a database system and show how to return
probabilistic answers to a project query of the form
SELECT y1, . . . , yk
FROM T
LIMIT k
WHERE source= x
where T is an imprecise table in PDB and each yi refers to one of the k columns c1, . . . , ck of T . Probabilistic results for such
a query will return k rows where each row r consists of l segments of x = {(l1, u1), . . . , (ll, ul)} and a probability value
pr = Pr(s1 = (l1, u1), . . . , sl = (l1, u1)|x). We also allow a segment (lj, uj) to be NULL so as to incorporate missing labels.
A straightforward representation is to first extract from the original model all segmentations with non-zero probability
and represent each segmentation s as a separate row with a tuple-level uncertainty value equal to the probability Pr(s|x)
of that segmentation. Thus, each unstructured source record r will give rise to a variable number of rows in the database;
all rows of the same record are linked via a shared key that constrains their probabilities to sum to 1; such a representation
appears in Fig. 3. In the independent tuples model the probability of a query result is calculated by summing over all
segmentations that match the result row as follows:
Pr(y1 = (l1, u1), . . . , (ll, ul)|x) =
−
s:∀(li,ui,yi)∈s
Pr(s|x). (9)
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We study a slight variation of top-k queries, namely, the probabilistic top-k or simply P-top-k queries that return k tuples
with the highest probabilities being among the top-k ranked tuples in a random possible world pw(PDB). Formally, the
probabilistic top-k query is defined as follows:
Definition 2 (Probabilistic Top-k Query). A probabilistic k top-k query on PDB returns a set of k tuples S = {s1, . . . , sk}
satisfying Pr(si|x) ≥ Pr(sj|x), for any si ∈ S and sj ∉ S.
The P-top-k queries return the k most probable segmentations for being the top-k case among all cases. The dynamic
programming algorithm is a key implementation technique for top-k inference in information extraction applications. It is
feasible to extend sequencemodels like semi-CRFs to return a set of k highest probability extractions instead of a singlemost
likely extraction. We need to adjust the dynamic programming algorithm tomaintain top-k highest scoring solution at each
position. To implement this algorithm, we define a new V matrix of the quadruples V (i, y1, j, y2), where each cell contains
the top-k partial segmentation between position i and position j, where y1 is assigned to position i and y2 is assigned to
position j:
V (i, y1, j, y2) =

max
y′1,y′2
V (i+ 1, y′1, j− 1, y′2)+
−
k
w · f(y1, y′1, li, ui)+
−
k
w · f(y2, y′2, yi+1)
if (−1 ≤ i < j ≤ n)
0 if (i = j = 0)
(10)
As illustrated in Fig. 4, we project the four-dimensional matrix V to a two-dimensional one V ′ for computing the top-k
segmentation using a dynamic programming data structure called the V ′ matrix. The first row contains the possible labels
y = y1, . . . , yn and the first column contains the position from 1 to n for tokens of x = x1, . . . , xn. Let us show that we are
computing top-k queries. Each cell in V ′(i, y) stores the score and the path of the top-k partial segmentation up to position
i ending with label y. The V ′ matrix at position 0, i.e. V ′(0, y, k), is initialized with 0 referring to Eq. (10), and i < 0 denotes
that the previous label is NULL. The V ′ matrix at position i > 0 is recursively defined from the V ′ matrix at position i− 1 by
picking the partial segmentation by ranking k scores. The path of the top-k partial segmentation may correspond to the k
edges of the path traced. Our algorithm for finding the bestm-rowmodel is Algorithm 2; it extends maintained states based
on each tuple seen. When a new tuple is retrieved, it is used to extend all states causing all possible ranks of this tuple to be
recognized.
Algorithm 2: P-Top-k (source, k, L)
INPUT: source x = x1x2, . . . , xn
k: answer length
L: upper bound length
OUTPUT: P-top-k query answer
1: answer [ ]= empty vector of length k
2: initialize vector of length L ubounds [ ]= 1
3: reported= 0 (No. of reported answers)
4: depth=1
5: current set of states space= NULL
6: while (source is not exhausted AND reported < k) do
7: t ++ (compute next tuple from source)
8: for i = 1 tomin (k, depth) do
9: Extend space states with length i− 1 using t
10: Compute Pr(t, i)
11: Update ubounds [i] based on states of length i− 1
12: if (answer [i]was previously reported) then
13: continue
14: end if
15: if (Pr(t, i) > answer[i]. prob) then
16: t = answer[i]
17: answer [i]. prob=Pr(t, i)
18: if (answer [i]. prob > ubounds[i]) then
19: Return answer [i]
20: reported++;
21: end if
22: end if
23: end for
24: depth++
25: end while
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Fig. 4. Illustration of the computation of the V matrix in the dynamic programming algorithm.
Algorithm 2 is guaranteed to return the optimal solution when it terminates. The storage requirement of this algorithm
is O(nLm), and the time taken is O(nkLm2).
4.4. The processing framework
In this section, we propose a processing framework in Fig. 5 that leverages PDB storage, indexing, and query processing
techniques to compute uncertain P-top-k query answers. Our proposed processing framework consists of two main layers:
The storage layer: Themain functionalities are provided in this layer including: tuple retrieval, indexing, query processing
(including score-based ranking) and generation rules for uncertain data. In addition, different data access methods are
provided to allow the upper processing layer to retrieve uncertain tuples.
The processing layer: The processing layer converts queries to the immediate form, optimizes queries and devises an
execution plan for retrieving the most probable top-k answers from the underlying storage layer.
5. Experiments
In this section, we will present an empirical evaluation of our method for constructing a probabilistic database from
statistical models of structure extraction. We implemented a probabilistic database supporting the semi-CRF model and
conducted a systematic empirical study using two data sets on a PC computer with a 3.0 GHz Intel Pentium4 CPU, with
1.0 GB main memory, and a 160 GB hard disk, running the Microsoft Windows XP Professional Edition operating system.
Our algorithms were implemented in Microsoft Visual C++ 6.0. All experiments are run three times and we took the average
running time.
5.1. Data sets
We use two data sets in the evaluation. The first data set is Address that consists of 770 home addresses of students
in IIT Bombay, India. There are five possible labels used to tag this data set: street name, area, city name, state name and
zipcode. Indian addresses are less regular than others, and extracting even fields like city names is challenging. A subset of
385 addresses was used as the test set. The second data set is the Cora citations data set that consists of 500 bibliography
entries from academic papers. There are 13 possible labels for each token in each entry: author, book title, date, editor,
institution, journal, location, note, pages, publisher, tech, title, and volume. Although bibliography entries are generally
short and follow some conventions, they are interesting because they can display large variations in total length and the
length of each section within an entry. In addition, each entry does not always include all possible sections, and there can be
differences in the ordering of sections. We use a subset of 350 citations as our test set. Three example sequences are shown
in Fig. 6.
5.2. The setup
For each data set, we train a strong and a weak semi-CRF model by varying the amount of training data. To train the
strong model, we use 30% of the data for Cora and 50% for Address. To train both the weak models, we use 10% of the data.
M. He, Y.-p. Du / Computers and Mathematics with Applications 62 (2011) 2755–2769 2763
Fig. 5. Processing framework.
Fig. 6. Three example items from the Cora citations data set.
In each experiment, we retrieve enough segmentation to cover a sufficient probability mass (0:93 in the case of Cora and
0:96 for the Address data set). This forms our test set and the divergence of a model is computed over this test set. A fixed
value of Lwas chosen for each data set, based on observed entity lengths. This ranged between 4 and 6 for the two different
data sets.
Features: We used indicator features for the word itself and various surface patterns (capturing capitalization, digit
pattern and delimiters) at the word and one position to its left and right. These features apply on the start, end and in-
between parts of segments, to get features equivalent to those in SequenceBCEU. Transition features are used with a history
size of 1. These are all word-level features. The segment-level feature that we addedwas the length feature for each possible
segment-length value and for each available external lexicon we added features corresponding to the highest match with
whole entities in the lexicon. We measure similarity using the popular TF-IDF similarity function which is known to work
well for matching of names between two text records r1 and r2. The TF-IDF similarity is defined as follows:
TF-IDF(r1, r2) =
−
t∈r1∩r2
V (t, r1)V (t, r2)
V (t, r) = V
′(t, r)∑
t ′∈r
V ′(t ′, r)2
V (t, r) = log(TF(t, r)+ 1) log(IDF(t)).
(11)
In the above, the IDF termmakes the weight of a token inversely proportional to its frequency in the database and the TF
termmakes it proportional to its frequency in the record. Intuitively, this assigns low scores to frequent tokens (stop-tokens)
and high scores to rare tokens. We use a threshold ε to limit matches to values greater than this, because features with very
low scores are not useful and unnecessarily increase the running time, and have even been found to reduce accuracy in some
cases. Even distinctly dissimilar record pairs have non-zero positive similarity scores due to the presence of stop-tokens. For
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Fig. 7. Observation features of the Cora data set.
the benefit of the sequencemodels we also added word-level dictionarymatch features using the same similarity functions.
Thus, we believe that equivalent sets of features are available to the sequence and semi-CRF models.
The observation features thatwe used included 23 regular expression features and list-based features (such as person and
place names), as well as 1374 vocabulary features created by extracting whole words from the training data. The regular
expression and list-based features that we used are shown in Fig. 7. All features are binary and, except for the ‘‘EndsIn’’
features, ignore trailing commas, periods, colons, and semicolons. The observation feature set is fairly simple and could be
developed further.
5.3. Results
We first propose experiments to verify that representing the imprecision of extraction is an appropriate approach for
promoting the quality of answers returned by the database. That is to say, we show that the current practice of storing
the topmost extraction in a conventional database can cause higher error than using a database that acquires extraction
uncertainty. Our queries project various subsets of the column labels and we survey the error in the query results with
reference to the correct segmentation. We report the square error Se, which is (1 − pc)2, where pc is the probability of the
correct answer according to the stored model.
In Fig. 8, we illustrate the errors for two situations: there are top-1 and top-k queries. For the first condition we store the
single best extraction, where if the single stored segmentation is correct, we get an error of 0; otherwise it is 1. In the second
case we store all segmentations with their probabilities so as to acquire the semi-CRF distribution exactly. This allows us to
compare the best possible probabilities model with the current practice of storing extractions. We report errors for weakly
as well as strongly trained extraction models.
The models were compared using two metrics: the average per-sequence prediction accuracy and the average F1 score.
Per-sequence accuracy is defined to be the number of correctly labeled elements divided by the total number of elements:
accuracy (Y , Y ′) =
T∑
t=1
[yt = yt ]
T
. (12)
The F1 score or F measure is defined to be the harmonic mean of the precision and the recall. With respect to a specific
label l, let A be the number of true positives, B the number of false negatives, C the number of false positives, and D the
number of true negatives. The precision is the fraction of tokens identified as l that really are l:
P = A
A+ C . (13)
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Fig. 8. Se on projection of varying models over top-k queries.
Fig. 9. Comparison of models on three information extraction tasks.
Fig. 10. Results for recall, precision, F1 for different values of L.
The recall of a method is the number of true positives divided by the total number of positive examples:
R = A
A+ B . (14)
The F1 score is thus
F1 = 2PR
P + R =
2A
2A+ B+ C . (15)
F1 is 1 when B = C = 0. It essentially measures the number of true positives compared to the number of true positives
plus mistakes, ignoring the number of true negatives.
We next evaluate ourmethod for a typical named entity recognition (NER) problem. In Fig. 9 we compare ourmodel with
the popular sequential labelingmodelwith the begin–continue–end–unique (BCEU) encoding of labels (SequenceBCEU).We
observe that the averages of recall, precision and running time for ourmodel for different values of L show that it outperforms
the SequenceBCEU method. This supports the conclusions in earlier work that our model is better suited for information
extraction tasks.
Fig. 10 shows the results for recall, precision and F1 for L = 4, L = 5 and L = 6, for two data sets. We observe that the
maximum length is 6 for the Address data set with higher recall, precision and F1, and the one corresponding to Cora is 5.
Fig. 11 shows the running time for L = 4, L = 5 and L = 6.
We further observe that the running time for our model increases linearly with increasing training fraction, as we show
in Fig. 12.
Finally, we give an overview of our experiments regarding the scalability of our framework. We perform extensive
experiments to evaluate the performance of our probabilistic ranking approach proposed in this paper with reference to the
data set size and ranking depth (k). The results of our scalability tests on two real data sets are depicted in Figs. 13 and 14.
It can be observed in both figures that the runtime of the probabilistic ranking in our framework increases linearly with the
database size. This can be explained by the observation that our approach scales linearly in k.
6. Related work
Modeling and building real systems for uncertain databases are the most important issues to be addressed. It is
impossible to list all currently developing systems; however, TRIO [47], MayBMS [48] and MystiQ [49] are three promising
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Fig. 11. Running time against L for our model.
Fig. 12. Running time against training set size for our model.
representatives. There are also works focusing on the general query processing techniques for uncertain databases under
the possible worlds semantics.
Information extraction has been one of the key driver applications for probabilistic databases. Information extraction is
the task of automatically extracting and labeling structured entities in unstructured data sources. The databases generated
from an information extraction process contain uncertain data, because despite the success of the techniques developed for
information extraction, the accuracy of the extracted data is inherently imperfect.
The vast majority of works in machine learning focus on improving extraction accuracy using state-of-the-art
probabilistic techniques, including different variants of hierarchical hidden Markov models [50] and conditional random
fields models [3,44,46]. The CRF model for information extraction is a special case of a probabilistic graphical model.
Probabilistic information extraction models provide high accuracy extraction results and a principle-based way to reason
about the uncertainty of the information extraction process [4,30], while the approaches presented so far are an indicative
sample of the basic building blocks of a real-world information extraction system.
The work in [15] was the first to identify the importance of top-k query processing in uncertain databases and to propose
methods for addressing it. The basic approach in [15] is to search through all possible states where a state is determined by
the tuples seen so far, i.e., a tuple appears or does not appear in a state with the probability determined by the probability
associated with this tuple in the original uncertain database. In parallel with this work, the problem of finding the k most
probable query answers in probabilistic databases was addressed in [16–20].
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Fig. 13. Scalability evaluated on Address having different values for k.
Fig. 14. Scalability evaluated on Cora having different values for k.
Our work aims to support the full expressive power of CRF models and inference operations by building and evaluating
an information extraction framework. It is based on a semi-CRF model which is a state-of-the-art probabilistic model for
solving information extraction tasks.
7. Conclusions and future work
In this paper we develop a probabilistic database approach to statistical model-based information extraction. We
investigate amodel representing imprecision in a database: an independent tuplesmodel that allows row-level uncertainty.
Ourwork here incorporates a specific family of probabilisticmodes—linear-chain semi-CRFmodels—as a first-class ‘‘citizen’’
in a probabilistic database. We proposed a framework for efficient computation of probabilistic top-k queries in uncertain
databases. The algorithms in this paper take advantage of this specific model’s structure in allowing features whichmeasure
properties of segments, rather than individual elements. Empirical results on real-life data sets show that the performance
of our framework is efficient.
In future work we hope to extend our study on this topic, including the handling of multi-table imprecision, extending
imprecision to not just information extraction but also integration, and designing fast algorithms in each case.
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