We present empirical evidence suggesting that technological progress in the digital age will be biased not only with respect to skills acquired through education but additionally with respect to non-cognitive skills (personality). We measure the direction of technological change by estimated future digitalization probabilities of occupations, and non-cognitive skills by the Big Five personality traits from four German worker surveys. Even though we control for education and work experience, we find that workers who are more open to experience, emotionally more stable and less agreeable will tend to be less susceptible to digitalization. We also find that future technological progress may not continue to hollow out the middle class as much as it did in the recent past. These results suggest that education and labor market policies should put more emphasis on children's and workers' personalities to strengthen their labor market resilience in the digital age.
MOTIVATION
There is still quite some uncertainty about the consequences of digital technologies on future labor markets. Some studies predict that the upcoming digital revolution, characterized by machine learning, big data, mobile robotics and cloud computing, will destroy jobs by the million. Frey and Osborne (2017) estimate that almost half of all jobs in the United States face a high risk of being automated during the next about two decades. Bonin et al. (2015) and Brzeski and Burk (2015) obtain qualitatively similar results for Germany. 1 While the predictions of future job losses by Frey and Osborne (2017) may be too pessimistic (Arntz et al., 2016 (Arntz et al., , 2017 , they have fueled deep concerns about the short-and medium-term frictions induced by the digital revolution. While the new technologies will certainly also create many new jobs, the displaced workers may not fit smoothly into these new jobs because they require different skill sets and skill proficiencies than the old ones. We may thus see increasing technological unemployment or widening wage gaps between those whose skills complement the new technologies and those whose skills do not, unless a sufficient number of workers succeed in adjusting their skill portfolios to the changing skill requirements in the digital age.
We still know little about how these skills portfolios will have to look like, though. Detailed knowledge about the skills that will be required in the digital age is not only a prerequisite for understanding to what extent workers who lose their jobs to the new technologies will have to write off their human capital. It is also a prerequisite for education and labor market policies that will have to adjust education and training curricula to focus on those skills that complement, or benefit from the new technologies. Most predictions of future skill requirements just project trends from the recent past into the future. Moreover, they use rather simplified, narrow definitions of skills that poorly account for the multifaceted nature of skills in general, and especially that of personality. 2 Based on evidence from the recent past, many authors suspect that higher educated jobs will be less susceptible to automation than less educated jobs. Some authors advocate the increasing importance of so-called '21st-century' skills (e.g. 'complex' or 'collaborative problem solving'; see Pellegrino and Hilton, 2012 ), a concept that is rather difficult to grasp. Other authors emphasize the growing importance of 'social' skills (Weinberger, 2014) or 'people' skills . There is some uncertainty about whether or not these trends will continue into the future, however. Higher educated jobs, for example, may become more susceptible in the future than they were in the past (Brynjolfsson and McAfee, 2011; Pratt, 2015) . And it is not clear how well education, 21st-century skills or social skills reflect the variety of those skills that will be productive in the digital age.
In contrast to earlier studies, this study takes a more direct look into the future and puts more emphasis on skill heterogeneity by taking into account different facets of personality in addition to educational attainment. We investigate to what extent the future digitalization of production will be biased with respect to these different types of skills. We measure the labor market impacts of digitalization by the expected future changes in the occupational composition of labor demand, which we approximate by Frey and Osborne's (2017) estimates of the susceptibility of occupations to being automated during the next about two decades. We take lower digitalization probabilities for occupations to indicate increasing relative labor demand, and higher probabilities to indicate decreasing relative labor demand. We link these expected changes in relative labor demand by occupation to the skill endowments of today's workers in these occupations to assess which types of skills will be in increasing demand in the future. We will infer that the digitalization will be biased toward a specific skill component, if higher proficiencies of workers in this skill component are systematically correlated with increasing relative labor demand, i.e. lower digitalization probabilities. Our conceptual link between future digitalization and today's skills is workers' current job choices. We assume that the workers have made optimal job choices by matching their own skill endowments as closely as possible to their jobs' skill requirements under the prevailing technological regime. While we do not postulate the relationship between digitalization of jobs in the future and workers' skills today to be causal, we present suggestive evidence indicating that workers had not yet anticipated the future direction of technological change in their job choices at the time of the worker surveys we use.
We observe workers' endowments with various skill components from several different recent German worker surveys, most notably the Socio-Economic Panel (SOEP), the most widely used household survey in Germany. We additionally use the other German worker or household surveys that report workers' educational attainment and personality traits to assess the robustness of our results: The German National Education Panel Study (NEPS), the Panel Study on Labor Markets and Social Security (PASS) and the Linked Personnel Panel (LPP).
Our results indicate that technological progress in the digital age will be biased not only toward higher education but also toward more openness to experience, higher emotional stability and less agreeableness. Jobs currently held by more educated, more open, emotionally more stable and less agreeable workers will likely face significantly increasing relative demand (lower risk of being automated) within the next about two decades. We also find that, conditional on personality, relative demand will be increasing continuously with formal education in the future. Future technological progress may thus not continue hollowing out the middle class as much as it did in the recent past (Autor et al., 2003; Goos et al., 2014) . Robustness checks for the other German worker surveys generally corroborate these results. The scope of the skill bias toward personality differs somewhat across datasets, though. They are somewhat smaller for PASS, which targets households with lower socioeconomic status, and for LPP, which targets manufacturing workers. In both datasets, workers in jobs with higher digitalization probabilities are strongly overrepresented.
These results suggest that education and labor market policies should give more emphasis to personality in school and adult training to strengthen workers' labor market resilience to the digital transformation. The results also suggest that labor market models of technological change should adopt a broader notion of skills to gain richer insights into the valuation of workers' skills in the digital age.
The remainder of the paper is organized as follows. The next section gives an overview of the related literature. Section 3 presents the conceptual framework that motivates our empirical analysis. Section 4 introduces the data and the estimation method, and discusses identification issues. Section 5 presents and discusses the empirical results, and Section 6 summarizes and discusses policy implications and lines for future research.
RELATED LITERATURE
The paper adds to several strands of the economic literature. First, it adds to the literature on capital-skill complementarity and skill-or task-biased technological change by adopting a broader notion of skills, and by focusing on technological change in the future rather than the past. The non-neutrality, or bias, of technological change has been a key topic of economic research for decades. Early models of exogenous technological change with homogeneous labor suggest that technological change has to be labor augmenting to allow for equilibrium growth that matches stylized facts (Solow, 1956) . More recent models with heterogeneous labor attribute this factor bias specifically to high-skilled labor. Griliches (1969) coins the term (relative) capital-skill complementarity in this context. Capital-skill complementarity is also supported by models of skill-biased technological change (SBTC), which endogenize technological change (Acemoglu, 1998 (Acemoglu, , 2002 Mokyr et al., 2015) . Based on stylized facts on the automation of tasks, recent models of routine-biased technological change (RBTC) suggest that technological change has been biased toward non-routine rather than skilled labor during recent decades (Acemoglu and Autor, 2011; Autor et al., 2003) . The stylized facts suggest that computers have disproportionately replaced routine tasks, i.e. repeated, standardized workflows that can be codified in computer software. These tasks typically require intermediate skill levels, whereas non-routine tasks, which cannot be codified as easily, require either higher skills or specific manual or interpersonal competencies. Empirical studies tend to support the hypothesis that routine tasks have been at a greater risk of automation during recent decades (e.g. Acemoglu and Restrepo, 2017; Autor and Dorn, 2013; Wright and Gaggl, 2017) .
A common feature of models and empirical studies in this literature is that they assume skills to be one-dimensional. They assume that the skill endowments of workers and the skill requirements of jobs (or tasks) are sufficiently characterized by a single type of skills, education, that ranges from low to high. 3 In contrast, we define skills more broadly in this paper by taking non-cognitive skills into account in addition to education. Furthermore, we focus on skill biases of future rather than past technological progress.
Second, this paper adds to the forward-looking literature that aims at assessing the effects of digitalization on future labor markets. As yet, this literature has been focusing either on assessing the changes to be expected from the digitalization qualitatively, like Brynjolfsson and McAfee (2011) or Ford (2015) , or on estimating basic quantitative indicators about the susceptibility of occupations to 3. Some studies define workers' skills in terms of formal education only (e.g. Acemoglu and Autor, 2011; Autor et al., 2003) . Other studies just reinterpret tasks as skills (e.g. Autor and Handel, 2013; Gathmann and Sch€ onberg, 2010) . Gathmann and Sch€ onberg (2010) , for example, subject workers' task-specific productivities to both their general skillswhich they label 'ability' and approximate by educational attainmentand their task-specific work experiencewhich they label 'task tenure' and approximate by the time spent on performing a task in previous jobs. Tasks are job characteristics, not skills, however. They usually require rather complex combinations of different skills. They are thus of only limited use for informing students and workers about the skills required in the digital age. In addition to this, many workers dispose of 'dormant' skills that they have not supplied to the labor market but may do so if these skills become more valuable. The 'task tenure' concept ignores these skills.
digitalization, like Frey and Osborne (2017) . We go one step ahead by exploring in more detail the implications of this susceptibility for the relative valuation of skills in the digital age. Third, this paper adds to the literature on personality economics 4 in that it links important insights from this literature to the debate on future digitalization. The personality economics approach typically starts from the presumptions that humans are endowed with a variety of different skill components, and that jobs require different combinations of these skill components at different intensities. The skill components prominently include cognitive skills and different facets of personality. This differentiation of various skill components has facilitated a host of important insights.
One of these insights is that formal education is a rather imperfect proxy of human capital. 5 Notably, it captures the productive potential of personality only insofar as personality shapes students' success in school (Cunha et al., 2010; Hanushek and Woessmann, 2008; Heckman et al., 2006; Humphries and Kosse, 2017) . But personality additionally affects labor market outcomes directly, i.e. conditional on education (Almlund et al., 2011; Gensowski, 2018; Heckman and Rubinstein, 2001; Kautz et al., 2014, p. 14) . A growing body of empirical studies has investigated the effects of computers on the relative valuation of non-cognitive skills in the labor market during recent decades. Borghans et al. (2014) show that more extensive use of computers has increased the demand for, and the wages of what they call 'people skills'. People skills are 'the ability to effectively interact with or handle interactions with people, ranging from communication with to caring for to motivating them' (Borghans et al., 2014, p. 289) . Deming (2017) , Deming and Kahn (2017) , Edin et al. (2017) and Weinberger (2014) show that different skill components, including cognitive and several facets of noncognitive skills, complement each other, and that this complementarity has increased during the last about four decades. Most notably, they show that employment and wage premia have increased disproportionately in occupations that require high levels of cognitive and non-cognitive skills. We complement this backward-looking literature by assessing if future technological change will continue being biased with respect to facets of personality.
Another insight is that workers self-select into those occupations whose diverse skill requirements match their own skill endowments comparatively well (Almlund et al., 2011; Borghans et al., 2008; Heckman and Sedlacek, 1985; Holland, 1997) . Unlike the SBTC approach, which assumes matching of education levels only, the personality economics approach suggests matching of various different, heterogeneous skill components, which gives rise to much richer patterns of comparative advantages of workers in the labor market. For Germany, John and Thomsen (2014) show empirically that the Big Five personality traits affect 4. See Almlund et al. (2011 ), Borghans et al. (2008 , Brunello and Schlotter (2011), Dohmen (2014) and Thiel and Thomsen (2013) for recent surveys of this literature. Cognitive skills include the abilities to learn, synthesize, store and remember information, to analyze, understand and solve problems and to communicate with others. 5. This is not to say that formal education is a poor proxy of human capital. Years of schooling or the highest degree completed in school have been shown to affect a variety of labor market outcomes causally, including individual earnings (e.g. Card, 1999) and aggregate income (e.g. Gennaioli et al., 2013) .
workers' occupational choices significantly even when their educational attainment is controlled for. 6 In addition to this, John and Thomsen (2014) also show that workers with similar education levels are more productive in some tasks than in others, depending on their specific personality profiles. This paper uses this self-selection of workers with diverse skill endowments into jobs with diverse skill requirements to conceptually link job characteristicsthe susceptibility to digitalizationto workers' education and personality in the empirical approach.
CONCEPTUAL FRAMEWORK

Theoretical background
We investigate the relationship between expected future changes in relative labor demand by occupations, induced by technological change, and the skill endowments of the workers who are currently active in these occupations. Our empirical approach is conceptually related to the Ricardian model in Acemoglu and Autor (2011) , which disentangles the interplay between skills, tasks and technology for a single skill component (education). We account for different skill components, however. We additionally focus on personality. In our approach, labor market clearing includes matching of demand and supply for bundles of skill components. Labor demand reflects the state of technology (i.e. technological requirements), which determines the relative productivities of the skill components. In turn, labor supply reflects the relative skill abundance in the workforce. In the static equilibrium, each worker is active in the occupation whose required skill bundle matches the skill bundle she is endowed with comparatively well. Technological progress changes the relative skill requirements of labor demand. It reduces the relative demand for skills that may be substituted by the new technologies, whereas it increases that for skills that complement the new technologies. This in turn changes the relative prices of the skill components and thereby the comparative advantages of workers.
Empirical Strategy
Formally, we estimate an empirical model of the form
for a cross section of workers, indexed by i (i ¼ 1; . . .; N). DD i (o) is the expected future change in relative labor demand in worker i's current occupation (o), S i a vector of this worker's current endowment with the different skill components, including education and non-cognitive skills, X i a vector of control variables that include the worker's other observable characteristics, and GðÁÞ some known function, which will be detailed in section 4.4. If the jobs in occupations with a 6. For example, John and Thomsen (2014) find that crafts occupations attract workers with higher conscientiousness but lower extraversion and agreeableness, whereas technical occupations attract workers with lower conscientiousness but higher extraversion and agreeableness. And both management and professionals occupations (scientists or academics) attract workers with higher openness to experience and an internal locus of control. But managers are more extraverted and less reciprocal.
higher expected increase in relative demand are systematically associated with higher proficiencies of their workers in a specific skill component, we will take this as evidence for future technological change being biased toward this skill component. If, for example, relative demand is expected to increase more in jobs currently held by more highly educated workers, we will conclude the digitalization to be biased toward higher education. We approximate the expected future changes in relative demand, DD i (o), by the digitalization probabilities of occupations estimated by Frey and Osborne (2017) , 7 which we will denote by P i below, and take the worker's current skill endowment from recent worker surveys undertaken between 2005 and 2013. We use the digitalization probabilities as a measure of the resilience of jobs within an occupation to technological progress in the digital age, claiming that lower (higher) digitalization probabilities reflect increasing (decreasing) relative labor demand in the future. A negative coefficient of a skill component will consequently indicate a skill bias of digitalization toward this skill component.
Importantly, we do not hypothesize that the relationship between today's skills and future changes in relative labor demand in model (1) is direct or causal in the sense that workers current relative skill endowments drive the direction of future technological progress. We leave a causal analysis to future research. In this paper, we just hypothesize that there is somepossibly indirectlink between future automation of jobs and workers' current skill endowments. Nonetheless, identification of the parameters in model (1) rests on two conditions. The first condition is that the digitalization probability does reflect economicallyrather than just technically relevant knowledge about the future changes in relative labor demand, and is not dominated by today's skill endowments of workers. And the second condition is that the workers have not yet anticipated the direction of future technological progress and its labor market consequences in their jobs choices at the time of the surveys. We will discuss these conditions in more detail in sections 4.2 and 4.3 below.
The set of skills, S i in model (1), comprises formal education, proxied by the workers' years of schooling, work experience (worker's age) and non-cognitive skills (Big Five personality traits). We also add squares of the years of schooling and age to capture possible non-linearities. The non-cognitive skills will add significantly to explaining the digitalization probability only if formal education proxies them imperfectly.
The control variables, X i in model (1), include two individual-level control variables, a gender dummy (male = 1) and a nationality dummy (non-German = 1) as well as industry fixed effects at the two-digit NACE Rev. 2 level and 16 State (Bundesland) fixed effects. The industry fixed effects account for similarities in digitalization probabilities across jobs within industries. They also enhance comparisons of estimation results across the German surveys because they account for differences in industrial compositions between the worker samples. The State fixed effects account for systematic regional differences in digitalization probabilities. 8 7. This data will be described in more detail in section 4.2 below. Notice that our dependent variable does not vary across workers within occupations. We will discuss this issue in more detail in section 4.4. 8. Test regressions with fixed effects for more disaggregated planning regions ('Raumordnungsregionen') or different degrees of urbanization (available from the authors upon request) indicate that our main results are not driven by variations in digitalization probabilities across regions.
DATA AND REGRESSION METHOD
German Socio-Economic Panel
For the regressions reported in the main part of this paper, we use data from the SOEP, the most well-known and widely used household survey in Germany. The SOEP is an annual representative survey conducted by the German Institute for Economic Research (DIW) since 1984. It includes information about the detailed socioeconomic situation of approximately 22,000 individuals living in Germany (Wagner et al., 2007; TNS Infratest Sozialforschung 2005 , 2012 . The 22th, 26th and 30th waves report the respondents' personality traits in terms of a short item scale of the Big Five (SOEP 2015) . We pool the three SOEP waves to obtain a panel of 29,545 observations for individuals who actively participated in the labor market. 9 The panel is unbalanced, though most individuals are observed in two or all three waves. 10 Table 1 gives a brief description of the Big Five personality traits and the associated facets. 11 The SOEP measures the Big Five by an inventory of 15 items (questions), three for each of the five traits. This inventory is rather short but has been shown to replicate the results of the more extensive 25-items Big Five inventory fairly accurately (Gerlitz and Schupp, 2005) . We condense the information on individuals' personalities into five variables, one for each Big Five dimension, by calculating the unweighted means of the scores of the items corresponding to each dimension. We then (0, 1)-standardize these means to make them invariant to arbitrary differences in the levels or variances of the scores across the dimensions. Appendix A reports descriptive statistics (Table A2 ) and correlation matrices (Table A3 ) for the pooled dataset as well as for each single wave. It also reports similar statistics for the other German datasets. 9. We dropped persons who were not active in the labor market or unemployed at the time of the respective survey, or whose occupational affiliation was unclear. The number of observations in the pooled dataset is somewhat smaller than the sum of the observed individuals across all three samples because of information losses in the process of conversion of occupational classifications (see below). We have no indication that severe errors in the coding of occupational titles in SOEP, reported by Isaoglu (2010) , or a variation in these errors over time notably affect our estimation results. Our estimation results for the individual SOEP waves, discussed in Appendix C, differ only little from each other or from those for the pooled sample. 10. We do not add worker fixed effects to our model, which would imply exploiting only the within-worker variation between 2005 and 2013. This would be at odds with the focus of this paper. The paper does not focus on the relation between past changes in skill levels and the directions of past occupational mobility but on the relation between today's skill levels and the direction of future changes in relative job demand. In addition to this, worker fixed effects would likely generate spurious results for at least two reasons. First, the model would be inconsistent with respect to the time frame. The digitalization probabilities explicitly cover the decades after 2013 but are not meant to cover the time before 2013. And second, the evidence on the timing of the public debate on digitalization (see section 4.4) suggests that the workers had not yet anticipated the labor market impacts of digitalization. 11. Alternative measures of non-cognitive skills used in labor or education economics are the Rotter measure of internal (vs. external) locus of control (own ability to influence outcomes) or measures of self-esteem. Almlund et al., 2011, p. 53 ) associate these measures with the Big Five factor of Neuroticism. Humphries and Kosse (2017) show that the Big Five outperform a variety of other measures of non-cognitive skills, including measures of locus of control and self-esteem.
Digitalization probabilities
We approximate the expected future changes in relative labor demand by occupation, DD i (o) in equation (1), by the digitalization probabilities estimated by Frey and Osborne's (2017) . While these estimated probabilities are based on task contents of occupations in the United States, they should be applicable for occupations in Germany as well. The task contents of occupations have been shown to differ little between the US and European countries (OECD 2017, p. 42) . The main advantage of Frey and Osborne's estimates is that they are highly disaggregated by occupations. Frey and Osborne (2017) estimate digitalization probabilities for 702 occupations. Alternative estimates for Germany, available from Arntz et al. (2016) or Dengler and Matthes (2015) , report similar probabilities for only less than 100 occupational aggregates, in contrast. Aggregation of occupations makes a difference because it comes with significant regression toward the mean, as we show in Appendix B. The digitalization probabilities estimated by Frey and Osborne differ starkly within broader occupational classes. Even though Frey and Osborne's estimates likely include larger measurement errors, they likely also convey more information on the true digitalization probabilities. Frey and Osborne (2017) estimate the digitalization probabilitiesin their terminology 'computerization probabilities'from essentially two sources of information, expert judgements and statistical indicators on selected characteristics of occupations from O*Net. 12 They first asked an expert group of machine learning or robotics researchers to hand-select occupations that they are most confident about being fully automated, or not at all, in the foreseeable future of about 20 years. The experts identified 37 occupations with extremely high and 34 with extremely low susceptibility to digitalization. Frey and Osborne combined these expert judgements with data on nine selected O*Net indicators that arguably represent digitalization bottlenecks 13 to construct a training dataset. This dataset indicates how the probability of digitalization of the 71 occupations varies with the O*Net scores of the bottleneck variables. Based on this training data, they then predicted digitalization probabilities for all 702 occupations from the known O*Net bottleneck indicators.
An important condition for identification of the parameters in model (1) is that the digitalization probabilities reflect economically rather than just technically relevant knowledge about the future skill requirements of occupations, and are not dominated by today's skill endowments of workers (see section 3.2). Arntz et al. (2016, pp. 21-23) argue that the machine learning or robotics experts consulted by Frey and Osborne may have overstated the true digitalization probabilities systematically because they did not account sufficiently for possible economic, legal or ethical impediments. Some innovations the experts considered technically feasible may turn out to be economically unprofitable, or may violate legal or ethical requirements. These prediction errors would bias our estimates 12. O*Net is a database of quantitative indicators about a variety of attributes for 903 occupations in the United States, compiled by the US Department of Labor. Based on expert opinions or worker surveys, these indicators cover various job-oriented attributes (occupational requirements, workforce characteristics, occupation-specific information) and worker-oriented attributes (worker characteristics, worker requirements and experience requirements; see National Center for O*NET Development, undated). By combining subjective and objective information, Frey and Osborne aim at overcoming the shortcomings of purely subjective or purely objective rankings. Subjective rankings such as the one by Autor et al. (2003) are not replicable and may involve misjudgements, whereas objective rankings such as the one by Jensen and Kletzer (2010) (for offshorability) may generate implausible or even unreliable results. 13. The bottleneck indicators are listed in Table D1 in Appendix D. They measure, for each occupation, the level (sophistication) of those work requirements that Frey and Osborne consider to be particularly difficult to computerize in the near future.
only if they varied systematically across occupations with education or one of the personality traits, though. Since there is, at the time being, no way of identifying experts' errors in the selection of the 71 occupations with extremely high or low susceptibility to digitalization, we assume that the errors are not systematically related to the skill components. Another potential bias of our estimates may result from the second stage of Frey and Osborne's estimation procedure. The bottleneck indicators from O*Net Frey and Osborne use to map the expert judgements on 71 occupations into all 702 occupations may just measure worker characteristics rather than job requirements. Our empirical study would include tautological elements in this case. We would essentially regress worker characteristics on worker characteristics. In fact, the descriptions given by O*Net for the bottlenecks of finger and manual dexterity as well as originality and fine arts may suggest that O*Net focuses on measuring worker characteristics. These descriptions refer explicitly to 'abilities' or 'knowledge' (see Table D1 in Appendix D). In addition to this, finger dexterity, manual dexterity and originality are explicitly categorized as worker characteristics in the O*Net content model. 14 However, the questionnaires from which these indicators are developed ask unambiguously for job requirements. The question on originality, for example, reads: 'What level of originality is needed to perform your current job?' Similarly, the question on fine arts reads: 'What level of fine arts is needed to perform your current job?' We cannot be sure that the responding experts or workers had only workplace but not worker characteristics in their minds when answering these questions. Nonetheless, there are good reasons to assume that the indicatorsand consequently the digitalization probabilities estimated from themdo reflect labor demand-rather than supply-side characteristics of occupations.
Frey and Osborne estimate digitalization probabilities for 6-digit US SOC 2010 occupations (SOC: System of Occupational Classification). To match them to the SOEP, which reports occupations by the ISCO-88 classification, we convert them first to 4-digit ISCO-08 and then to 4-digit ISCO-88 occupations. Appendix B describes these conversions in more detail and shows that they entail some regression toward the middle of the distributions of occupations and workers across digitalization probabilities. Nonetheless, the conversions largely retain the thick tails of the original distribution estimated by Frey and Osborne.
Workers' anticipation of future technological progress
Proper identification of the estimates in our empirical approach requires that the workers we observe from the surveys have not yet anticipated the direction of future technological progress and its labor market consequences in their job choices at the time of the surveys (see section 3.2). This requires an information asymmetry between Frey and Osborne and the workers we observe. Our estimates would suffer from simultaneity biases, if the workers had already anticipated the direction of future technological change, and had 14. See https://www.onetcenter.org/content.html. The O*Net questionnaires are available for download at https://www.onetcenter.org/questionnaires.html. already self-selected into jobs with increasing relative demand in the future. We argue that workers are generally more myopic in predicting the future direction of technological progress than the technology experts Frey and Osborne consulted as part of their estimation strategy. 15 We amplify this information asymmetry in our empirical approach by establishing a time lag between the worker surveys, which were undertaken between 2005 and 2013, and the first publication of Frey and Osborne's estimates in 2013. In addition to this, we present evidence suggesting that digitalization was not yet a big issue in the media at the time of the surveys. An intensive public debate would indicate that workers may already have been well-informed about the consequences of digitalization. This may have motivated them to take safer jobs. Counts of newspaper or magazine articles that include keywords related to digitalization indicate, however, that the public debate on digitalization in German print media intensified only after 2013. The results of a full text keyword search in the archive of Gruner & Jahr, one of Germany's largest publishers, for the years 2005-16 are depicted in Figure 1 . We searched for single keywords related to digitalization (left graph) or combined them with the term 'workplace' ('Arbeitsplatz'; right graph). 16 Both graphs indicate that digitalization was barely an issue in German-speaking newspapers and magazines up to 2013 but strongly intensified after 2013. We take this as indicating that most workers in Germany had likely not yet anticipated the effects of digitalization when they were surveyed.
Regression method
To account for the fact that our dependent variable, P i , is a probability that is bounded between zero and one by definition, we employ the fractional response model (FRM) proposed by Papke and Wooldridge (1996) . We model the expected digitalization probability as a function of workers' characteristics such that
15. Workers are likely more myopic because they face higher information costs and have lower absorptive capacity. The latter possibly includes less technological expertise, greater problems in intuitively grasping 'Moore's law', according to which computing power increases exponentially, doubling every year (or every 18 months), and greater difficulties in anticipating human creativity in transferring innovations from one domain to other, apparently unrelated domains. 16. The keywords were also combined with 'work' ('Arbeit') or 'occupation' ('Beruf'). The results, not depicted here, look very similar to those in Figure 1 . For the list of newspapers and magazines covered by the Gruner & Jahr archive see http://www.pressedatenbank.guj.de/PDB/Leistungen. htm#quellen. The frequencies of Google searches for these keywords, obtained from Google Trends, show a roughly similar development over time (see Figure D1 in Appendix D). The frequencies of some terms, notably 'Big Data' or 'Cloud', picked up somewhat earlier in Google than in the print media. However, no information is available on how closely the Google searches were related to labor market issues. Google Trends does not support joint keyword search.
where we assume Uð:Þ to be the standard normal cumulative density function, S i and X i are the vectors of skills and of control variables, as in equation (1), and a and b are the associated parameter vectors. 17 Even though we are interested in the susceptibility of jobs to digitalization, we observe only the susceptibility of occupations. We thus measure the digitalization probabilities of jobs with an error. Several studies suggest that the task compositions of jobs differ considerably within occupations (Autor and Handel, 2013; Fedorets et al., 2015) . We account for this measurement error by detailed industry fixed effects, which capture systematic variations in digitalization probabilities across industries, and by region fixed effects, which capture systematic variations across the German states that may result from spatial sorting of occupations, for example. Identification of the parameter thus comes from the variation in digitalization probabilities across occupations within industries and states. We cluster the standard errors at the level of occupations to additionally account for differences in the variance of the measurement error in the digitalization probabilities across occupations. We assume the remaining measurement errors within occupations, industries and regions to be uncorrelated with workers' skills or other personal characteristics. 17. We use the Stata glm command with family(binomial) and link(probit) to estimate model (2). fracreg, available in Stata 14, yields identical results. All regressions reported in this paper are unweighted. 18. Appendix C shows that the results are quite similar for the three annual SOEP waves. 
RESULTS
(3)
Non-cognitive skills Openness 
(3) response regression in column (1) suggests that there will in fact be a systematic skill bias of digitalization with respect to several of the Big Five personality traits. Jobs held by workers who are more open to experience are estimated to be less susceptible to digitalization in the foreseeable future. This result is plausible since more curious, imaginative, excitable and unconventional workers (see Table 1 above) can be expected to feature comparative advantages for jobs that require flexible and innovative responses to non-standard problems. These jobs have been more difficult to computerize in the past, as studies like Autor et al. (2003) suggest, and will likely be more difficult to digitalize in the future, as our results suggest. The point estimate, À0.056, implies thatin terms of the susceptibility of jobs to digitalizationa one standard deviation higher openness is equivalent to seven more months of upper secondary schooling or five more months at university. 19 Jobs held by less neurotic (i.e. emotionally more stable) workers are estimated to be less susceptible to digitalization. A higher degree of neuroticism is typically associated with anxiety, depression, impulsiveness or lack of self-confidence or self-consciousness. Workers with such a personality may be more productive in jobs that offer stable, predictable and frictionless work environments. These work environments arguably lend themselves more easily to automation. Conversely, emotionally more stable, calmer or more stress-resistant workers may be better suited for performing non-standardized problem-solving tasks that have been more difficult to computerize in the past, and will likely be more difficult to digitalize also in the future. The point estimate (À0.018) implies thatin terms of the susceptibility of jobs to digitalizationa one standard deviation higher emotional stability is equivalent to two more months of upper secondary schooling.
Jobs held by more agreeable workers are estimated to be more susceptible to digitalization. Higher agreeableness is typically associated with a more conformist, trustful, dutiful or undemanding personality. Jobs that require this kind of personality may lend themselves more easily to digitalization. However, higher agreeableness is also associated with more altruism or tender-mindedness, facets that facilitate non-competitive personal interactions, for example, in social or health services. These jobs were considered more difficult to computerize in the past. Maybe they will become somewhat less difficult to replace in the future by, for example, service robots.
Extraversion does not show a systematic association with digitalization probabilities in SOEP. They do in NEPS, however. NEPS suggests that jobs held by more extraverted workers will be less susceptible to digitalization (see Appendix C). Since extraversion is closely related to social skills, this result is in line with studies on changes in the increasing valuation of social skills in the recent past (see section 2 above).
Conscientiousness does not show a systematic association with digitalization probabilities in SOEP either. NEPS and PASS suggest, though, that digitalization 19. Differencing our core regression equation by years of schooling (s), holding all other variables constant, yields À 0:007 þ 2 Ã 0:004s ð Þ ds. Equating this term to À0.056, the parameter of openness, we obtain ds ¼ 0:589 years (7.07 months) for s ¼ 11 years of schooling, or ds ¼ 0:441 years (5.3 months) for s ¼ 15 years of schooling.
probabilities may be significantly lower for jobs held by more conscientious workers, at least in younger ages. This rather weak evidence is somewhat surprising. Conscientiousness has frequently been found to be the most predictive among the Big Five for a wide range of outcomes, including job performance and wages (Kautz et al., 2014, pp. 20-21) . More conscientious workers tend to work harder and be more achievement striving, dutiful, efficient, focused and organized. However, its importance does arguably not vary much with job complexity (Kautz et al., 2014, p. 21) , and thus likely also not with the susceptibility of jobs to digitalization.
Taken together, the point estimates from SOEP and the other German survey data suggest that personality is significantly related to the future digitalization of jobs not only in statistical but also in economic terms. According to the estimates from SOEP, a higher openness, higher emotional stability and lower agreeableness by one standard deviation each isin terms of the susceptibility of jobs to digitalizationequivalent to almost one year of additional upper secondary schooling. NEPS suggests an even stronger effect of up to three years of additional upper secondary schooling. In contrast, PASS and LPP suggest weaker skill biases. This is likely due to the specific target groups of these surveys. PASS targets persons with lower socioeconomic status, LPP workers in larger manufacturing establishments. In both samples, workers in occupations with higher digitalization probabilities are strongly overrepresented (see Figure B2 in Appendix B). There is obviously less systematic variation in personality traits with digitalization probabilities in the upper tail of the digitalization probability distribution.
As to the traditional measures of human capital, schooling, we find a highly significant association with the probability of digitalization. 20 While studies for recent decades suggest computerization to have fostered polarization of employment toward low and high skill levels, our results suggest that this polarization may not continue into the future. The future susceptibility of jobs to digitalization will rather decrease monotonously with increasing educational attainment, according to our estimates. This result is extremely robust across all German datasets (see Appendix C). While point estimates differ across datasets, all regressions suggest that the susceptibility of jobs will decrease continuously with increasing years of schooling in the relevant range of nine years or more. The mandatory school attendance is nine years in Germany.
The estimated relation of work experience, measured by the worker's age and its square, with digitalization probabilities suggests that older workers tend to hold jobs that are easier to digitalize in the future. Jobs currently held by males are estimated to be less susceptible to digitalization, ceteris paribus. This result appears to contradict Sorgner et al. (2017) who show for data from OECD's PIAAC survey that Frey and Osborne's digitalization probabilities are, on aggregate, slightly lower for women, especially among low-skilled workers. A regression without industry fixed effects (see below) resolves this apparent contradiction, though. The male dummy turns insignificant in this regression, 20. Years of schooling and its square are jointly significant with p-values far below 1%, according to v² tests. The standard deviations of the individual parameters are inflated by multicollinearity, though.
which implies that digitalization probabilities do not differ much between women and men in the workforce as a whole. In fact, the negative parameter of the male dummy in our baseline regression just compensates for the fact that female-dominated occupations are more concentrated in industries with lower average digitalization probabilities. Finally, we find no significant differences between workers with German and non-German citizenship. The remaining columns of Table 2 report a battery of control regressions that help in better understanding the results of the baseline regression. 21 Column (2) reports OLS results, which ignore the boundedness of the dependent variable. OLS yields qualitatively similar results but systematically underestimates the relationship between digitalization probability and personality. In column (3), we drop the education variables to assess the magnitude of the indirect effect of personality that works through education. Compared to column (1), the parameters of openness and neuroticism increase considerably in absolute terms while that of agreeableness remains largely unchanged. Translating these estimates into years of schooling in the same way as above, the estimates in column (3) imply that an increase in openness and emotional stability and a decrease in agreeableness by one standard deviation each isin terms of the susceptibility of jobs to digitalizationequivalent to slightly more than 19 months of additional upper secondary schooling. Subtracting the direct effect of almost one year of additional upper secondary schooling, estimated from column (1), leaves an indirect effect through schooling of about seven months. 22 Column (4) drops the industry fixed effects. These fixed effects may absorb part of the correlation between personality and digitalization probabilities, if workers' choices of industry are affected by their personality. Exploiting the variation in digitalization probabilities across industries in addition to that within industries does not change our main results notably. The parameter of openness increases slightly (in absolute terms), whereas that of agreeableness drops to virtually zero. The aggregate magnitude of the relationship between future digitalization and personality does not change much, though. Column (5) tests an alternative measure of work experience, the number of years actually worked. This measure is superior to age because it accounts for differences between workers in duration of their school attendance, unemployment or non-participation in the labor market. 23 The results remain virtually unchanged, however.
Column (6) tests to what extent our empirical results are driven by the negative relationship between entrepreneurial personality and digitalization 21. We are grateful to two referees who pointed us at the usefulness of most of these control regressions. 22. Quite surprisingly, higher conscientiousness is estimated to be significantly associated with higher rather than lower digitalization probabilities in the model without education. This is surprising because conscientiousness has frequently been found to have high, positive predictive power for educational attainment (Almlund et al., 2011, p. 93) . At the same time, the parameter of work experience (age) increases considerably. 23. We nonetheless prefer age as our main indicator of work experience for the sake of comparability of our results across datasets. Age is the only indicator of work experience available in all German micro datasets.
probability. Interestingly, the Big Five personality traits show a stronger relationship with the digitalization probability in those of our micro datasets that include self-employed workers, SOEP and NEPS (see Table C1 in Appendix C). In fact, personality has been shown in the literature to be an important determinant of the decision to be an entrepreneur. In addition to this, entrepreneurial activities are particularly difficult to digitalize. 24 Adding a dummy variable 'selfemployed' to our baseline model that is one if the individual is self-employed and zero else affects the parameters of the Big Five personality traits only marginally, however. A similar result obtains from controlling for creativity (column 7). Like entrepreneurial activity, creativity, i.e. 'the ability to come up with ideas that are new, surprising and valuable' (Boden, 2004, p. 1) , is rather difficult to automate on the one hand and correlated with personality on the other. 25 In addition to this, 'creative intelligence' is one of the job requirements that Frey and Osborne identify as digitalization bottlenecks and use for estimating the digitalization probabilities. The correlation between personality and the digitalization probabilities might thus be tautological (see section 4.3). However, the parameters of the Big Five personality traits decrease only marginally, if we add a dummy variable 'Creative class' to our baseline model. The dummy variable is one for all workers in occupations classified as creative occupations in terms of Florida's notion of the creative class. 26 We additionally tested by means of interaction terms, if there are non-linearities between personality on the one hand and education, experience or gender on the other. For SOEP, these tests indicate that more agreeableness may be associated with lower digitalization probabilities for young workers but with higher digitalization probabilities for workers aged 30 or more (see Table D2 in Appendix D). Similarly, neuroticism may be associated with higher digitalization probabilities, though only for workers aged 22 or more. 24 . Entrepreneurial activities are difficult to digitalize for at least three reasons. First, even though the majority of entrepreneurs are not innovative in the Schumpeterian sense (Schumpeter, 1934) , all of them are involved in creating new organizations, which is rather difficult to digitalize. Second, entrepreneurs are generalists who typically perform a broad variety of tasks (Lazear, 2004) . This diversity reduces the overall risks of their jobs to being digitalized. And third, they usually perform non-routine abstract tasksfor example, those that require managerial, communicative, and persuasive abilitiesthat have arguably been difficult to computerize in the recent past (Autor et al., 2003) and will likely not be easy to digitalize in the foreseeable future. In terms of personality, entrepreneurs score particularly high on openness to experience, extraversion and conscientiousness and low on agreeableness and neuroticism (Caliendo et al., 2014; Sorgner, 2015) . In addition to this, there is a positive relationship between workers' selfselection into creative professions and entrepreneurship (Fritsch and Sorgner, 2014) . 25. Bakhshi et al. (2015) demonstrate that creative occupations are less likely to be automated than non-creative occupations. Smart computers with access to big data may easily come up with new and surprising ideas. But they are still not able to evaluate the economic potential of these ideas (Frey and Osborne, 2017) . The correlation between creativity and personality is well-documented in the psychological (e.g. Funke, 2009; Rubenson and Runco, 1992; Sternberg, 2006) and economic literature (e.g. Bode and Perez Villar, 2017; Florida, 2004) . Little is known about how precisely the individual facets of personality affect workers' creativity, though (Sternberg, 2006) . 26. See Fritsch and Sorgner (2014) and Fritsch and Stuetzer (2014) for the details of this classification.
CONCLUSIONS
We present evidence suggesting that the upcoming 'fourth industrial revolution', characterized by machine learning, big data, mobile robotics and cloud computing, may be skill-biased not only with respect to skills acquired through education, as available theoretical models and empirical evidence abundantly suggest, but also with respect to personality. In addition to higher education, more openness to experience and emotional stability as well as less agreeableness may constitute comparative advantages in labor markets in the digital age. Approximating the expected future changes in the occupational composition of labor demand by Frey and Osborne's (2017) estimates of the susceptibility of occupations to being automated during the next about two decades, we find that jobs currently held by workers who are more open to experience, emotionally more stable or less agreeable will be less susceptible to automation in the future. These correlations are significant even though we control extensively for formal education and work experience, the traditional measures of human capital. For formal education, we find that, conditional on personality, the susceptibility to automation decreases monotonously with increasing formal education. Future technological changes may thus not continue hollowing out the middle class as much as technological changes did in the recent past.
The biases with respect to personality suggest that formal education is a rather imperfect measure of human capital. Personality is an important factor of success in school, and thereby affects success in subsequent work life indirectly. Over and above this indirect effect, it is also an important independent factor of success in work life, however. It affects not only wages and occupational choices directly, as James Heckman and his coauthors have shown (e.g. Almlund et al., 2011) . It also affects workers' resilience to future technological changes directly, as we suggest in this study.
Our findings have important implications for education and labor market policies. They strengthen the case for education policies to put even more emphasis to non-cognitive skill formation. Non-cognitive skills prominently form at young ages and primary school. Actively fostering children's curiosity, creativity and enthusiasm, their self-esteem and self-consciousness, and their social responsiveness will become even more important in the digital age. It will not only help them find a respected and responsible position in society. It will likely also foster their resilience to new digital technologies in the labor market by helping them to benefit from the new technologies in their jobs. Labor market policies should put greater emphasis on workers' non-cognitive skills as well. Adult training should focus not only on developing workers' technical knowledge and cognitive skills but also their non-cognitive skills. Especially those workers whose jobs may be automated in the near future may need additional help and motivation to invest in their personalities to put themselves in a better position to complement digital technologies rather than being substituted by them (Gold and Bode, 2017) .
The findings also have important implications for economic research. Accounting for the multifaceted nature of skills, and especially for personality, may well sharpen the hypotheses to be drawn from theoretical models of skillbiased technological change. Workers are actually endowed with a variety of Worker Personality different skill components, and tasks require various skill components as productive inputs. The task of teaching, for example, requires a university degree and additionally a good deal of communication skills and a patient, outgoing and caring personality. The task of doing research also requires a university degree but a rather different personality. It requires more curiosity, determination and self-discipline while deficits in communication skills may not hurt too much. Skill variety gives rise to a richer variety of comparative advantages for performing tasks than education alone does. In addition to this, it opens up a richer set of options in response to exogenous technology shocks. Workers may be able to take other jobs that involve different tasks but similar skill compositions. Or they may readjust the skills set they supply to the labor market by focusing on skills they are endowed with but have not needed in earlier jobs.
Accounting for the role of personality may also enhance the explanatory power of empirical studies founded in models of skill-based technological change. Much is left to be done by psychologists and economists to further disentangle the relevant skills behind composite skill categories like the Big Five, social skills, people skills or 21st-century skills. More reliable measurement of these skills is also an extremely important and difficult issue, of course (e.g. Borghans et al., 2011) .
APPENDIX A GERMAN MICRO DATASETS
We estimate the relationship between workers' personalities and the future susceptibility of jobs to digitalization for data using the four German surveys that report Big Five personality traits: the SOEP, which reports Big Five personality traits in three waves, 2005, 2009 covers about 10,500 adult persons born between 1944 and 1986 who were active in the labor market in the starting year, 2007/08. The fifth wave of the survey of this cohort, conducted in 2012/13, includes a short Big Five inventory of 11 items (NEPS, 2013) . We restrict the sample to the 4,265 individuals who were still either self-employed or employed subject to social security at the time of the interviews. Their occupations also refer to the time of the interviews. PASS, conducted annually by the German Institute for Employment Research (IAB) since 2006, is a longitudinal household survey that focuses on households with low socioeconomic status (Promberger, 2007; Trappmann et al., 2010 Trappmann et al., , 2013 . PASS comprises two subsamples of about 5,000 household each. One subsample is drawn from the population of all households where at least one member received unemployment assistance or other social security benefits according to the German 'Sozialgesetzbuch II', the other from the population of all households in Germany. Households with lower socioeconomic status are oversampled in the second subsample as well (Trappmann et al., 2010, p. 611 ). In addition to Broszeit and Wolter (2015) , National Educational Panel Study (2013), Socio-Economic Panel (2015), Trappmann et al. (2010 Trappmann et al. ( , 2013 . information on the households as a whole, the survey collects information about around 15,000 individual household members. The 5th wave in 2011 includes a 21-items Big Five inventory. After dropping persons who were not active in the labor market or unemployed at the time of the survey, our PASS sample includes 8,629 individuals who were gainfully employed and subject to the public social security system. Finally, LPP, conducted annually by the IAB, the University of Cologne and the Centre for European Economic Research (ZEW), is a longitudinal annual employer-employee survey of 1,219 establishments and 7,508 of their employees (Bellmann et al., 2015; Broszeit and Wolter, 2015) . Its focus is on the relationship between human resources management (working conditions, corporate culture and management practices) and firm performance. The employer sample is drawn from the population of all German private-sector manufacturing and services establishments. Smaller establishments with less than 50 employees are Sources: See Table A1. excluded from this employer survey, however. In addition to this, manufacturing establishments are overrepresented, accounting for more than 60% of all surveyed establishments (748/1,219) . The employee sample is drawn from 300,881 persons who were employed by 869 of the surveyed 1,219 establishments in 2011 and were subject to public social insurance or were marginally employed. Employees from smaller establishments in the employer sample are overrepresented. The survey includes at least three employees from each of the 869 establishments. The 1st wave of the employee survey in 2012 includes a 16-items Big Five inventory. After dropping observations with missing values, our LPP sample includes 5,367 individuals who were gainfully employed and subject to the public social insurance system. Tables A2 and A3 report descriptive statistics for, resp. the correlations between the regression variables from all datasets we use in this paper. In addition, Figure A1 plots the descriptive statistics for the unstandardized Big Five scores as well as for the traditional skill variables, years of schooling (education) and age (work experience). For the sake of comparability with the scores in the SOEP, the scores in NEPS, PASS and LPP are rescaled from the five to the sevenpoint Likert scale in Figure A1 . The vertical lines depict the ranges of the variables from minimum to maximum, and the boxes the ranges of one standard deviation around the means. The descriptive statistics for the Big Five scores reveal no fundamental differences between the datasets, except that workers in NEPS and PASS appear to be somewhat less agreeable. In particular, the statistics do not hint toward possible reasons for the weaker estimated relationship between personality traits and digitalization probabilities in PASS and LPP compared to the other datasets (see Appendix C below).
The descriptive statistics reveal some notable differences in the personal characteristics between the datasets, though, that are likely rooted in their specific foci. In LPP, which focuses on manufacturing firms, workers are on average less educated (11.1 years of schooling; see Table A2 ), and male workers are strongly overrepresented (74%). In PASS, which focuses on households with lower socioeconomic status, workers are also less educated on average (10.2 years) and slightly younger (average age: 41 years), whereas female workers are slightly overrepresented (57%). Finally, workers in NEPS are on average more educated (14.3 years) and older (48.5 years) than those in the other samples.
APPENDIX B
CONVERSION OF DIGITALIZATION PROBABILITIES ACROSS OCCUPATIONAL CLASSIFICATIONS
This appendix describes how we convert the digitalization probabilities, estimated by Frey and Osborne (2017) for 6-digit 2010 SOC occupations, to the classifications reported by the surveys, ISCO-08, ISCO-88 and KldB 2010. It also compares the resulting distributions of occupations and workers across digitalization probabilities in the datasets to each other.
We use a two-step conversion procedure. In the first step, we convert the 702 2010 SOC occupations to 422 4-digit ISCO-08 occupations, using the crosswalk supplied by the US Bureau of Labor Statistics. 28 In the second step, we convert the 422 ISCO-08 occupations to the classifications used by the seven micro datasets.
• For the pooled SOEP dataset, which comprises the 2005, 2009 and 2013 waves, we convert the 422 ISCO-08 occupations to 297 of the 390 4-digit ISCO-88 occupations that are observed in at least one of the three waves.
• For the SOEP 2013 sample, which reports both ISCO-08 and ISCO-88 occupations, we prefer the more recent classification. No additional conversion is needed. Our SOEP 2013 sample covers workers from 354 of the 422 4-digit ISCO-08 occupations.
• For the SOEP 2009 and 2005 samples, which report only ISCO-88 occupations, we convert the 422 ISCO-08 occupations to 274, resp. 269 4-digit ISCO-88 occupations that are observed in these waves.
• For the NEPS, PASS and LPP samples, we convert the 422 ISCO-08 occupations to 1,263 5-digit KldB 2010 occupations, 29 of which 592 are observed in NEPS, 499 in PASS and 468 in LPP.
Any conversion of classifications entails a loss of information, if it requires aggregating occupations from the source classification. To give an impression about possible information losses in the present case, Figure B1 plots the distributions of occupations across deciles of the digitalization probability before and after the conversions. The left, hatched bars give the distribution of the 702 original SOC 2010 occupations, as used by Frey and Osborne (2017) . It shows a strong concentration of occupations at low and high digitalization probabilities. The next, black bar gives the result of the first conversion step, i.e. the distribution of the 422 ISCO-08 occupations. While this conversion entails some regression toward the mean especially from the lowest and highest deciles of the digitalization probability, the ISCO-08 classification largely retains the thick tails of the original distribution. Most notably, the share of occupations with digitalization probabilities above 70%, the threshold used by Frey and Osborne, remains virtually unchanged. It is 50.2% of the ISCO-08 occupations, compared to 49.3% of the original SOC2010 occupations. The remaining four bars give the distributions for the datasets we use. These distributions deviate from the distribution for the ISCO-08 classification partly because of aggregation losses and partly because occupations are not represented in the respective sample. With two exceptions, the distributions do not deviate notably from that of the ISCO-08 classification. The first exception is the pooled SOEP sample (3rd, gray bars) that uses the older ISCO-88 classification. We observe considerable regression toward the mean, especially to the 4th and 5th deciles. These aggregation losses do, however, not affect our regression results notably. The separate regression for the SOEP 2013 sample, which does not require further conversions of 28. We apply national employment by occupation in the United States in May 2010 as weights for aggregating 2010 SOC to ISCO-08 occupations. The employment data are available from the US Bureau of Labor Statistics (http://www.bls.gov/oes/tables.htm). 29. We use the KldB2010-ISCO-08 crosswalk supplied by the German Federal Employment Agency. occupations because it reports ISCO-08 occupations, yields similar results as the pooled SOEP sample (see Table C1 below). The second exception is NEPS (4th, blue bars), which shows markedly higher concentrations of KldB 2010 occupations at lower digitalization probabilities, especially in the 1st and 3rd deciles, mirrored by markedly lower concentrations at high digitalization probabilities, especially in the 9th and 10th decile. This mismatch is likely rooted in the specificities of the NEPS sample. As Table A2 in Appendix A shows, the NEPS sample features higher shares of older and more educated workers than the other samples. Figure B2 gives an impression of the distributions across digitalization probabilities of the surveyed workers. The Figure shows, on the one hand, that the observed workers are concentrated in the tails of the distribution of the digitalization probability. This polarization is inherited from Frey and Osborne whose estimates suggest that only 19% of the US jobs in 2010 have been facing digitalization probabilities between 30% and 70% (Frey and Osborne, 2017, Figure III) , whereas 47% have been facing high digitalization probabilities of 70% or higher. On the other hand, the figure shows considerable differences between the samples. The pooled SOEP sample (left, gray bars) includes a lower fraction of workers in jobs with very high digitalization probabilities (>80%), whereas the fraction of workers in jobs with medium digitalization probabilities (40%-60%) is higher. The other datasets are more polarized than the SOEP. NEPS (second, blue bars) includes comparatively high shares of workers in both tails. In contrast, PASS and LPP (right, red and orange bars) focus disproportionately on workers in jobs with higher digitalization probabilities, whereas the fractions of workers with low or intermediate digitalization probabilities are lower. For the Figure B1 Distributions of occupations across deciles of digitalization probabilities for various occupational classifications Sources: Bellmann et al. (2015) , Broszeit and Wolter (2015) , Frey and Osborne (2017) , NEPS (2013) , SOEP (2015), Trappmann et al. (2010 Trappmann et al. ( , 2013 , US Bureau of Labor Statistics. PASS survey, this focus likely results from the concentration of the survey on problem groups in the labor market. For the LPP survey, it may be a consequence of the fact that workers from manufacturing establishments are overrepresented, in which case the industry fixed effects should take care of this specificity in our regressions.
APPENDIX C
RESULTS FOR OTHER GERMAN DATASETS
This appendix presents and discusses the results of estimating our baseline model (see equation 2) for the data from the separate SOEP waves as well as from NEPS, PASS and LPP. Table C1 summarizes these results. It shows, first, that the parameter estimates differ only marginally across the three SOEP waves (columns 1-3) and are very similar to those of the pooled SOEP sample (see Table 2 ). This is not too surprising for a longitudinal survey as the core variables of our model, personality and education, are rather stable over time. The parameter of openness appears to increase slightly over time, that of agreeableness is not significant for the 2013 wave, and that of neuroticism is not significant for the 2005 wave. In addition to this, the point estimates for education differ somewhat across waves. These differences are practically not relevant, however. All of them suggest that the digitalization probabilities are continuously decreasing with increasing education in the relevant range of 9-18 years of schooling. Figure B2 Distribution of workers across deciles of digitalization probabilities for the German micro datasets Sources: Bellmann et al. (2015) , Broszeit and Wolter (2015) , Frey and Osborne (2017) , NEPS (2013) , SOEP (2015), Trappmann et al. (2010 Trappmann et al. ( , 2013 , US Bureau of Labor Statistics.
The results for NEPS (column 4) are rather similar to those for SOEP in that it suggests the digitalization probabilities to be significantly lower for jobs held by more educated, 30 open, emotionally more stable and less agreeable workers. The positive association with agreeableness is sensitive to age, though. While it is not significant in Table C1 , it turns significant once interacted with age. 31 Digitalization probabilities are estimated to be higher for jobs held by more agreeable workers until they reach their mid-50s. In contrast to SOEP, NEPS additionally suggest even extraversion and conscientiousness to be related to digitalization. The estimates in Table C1 indicate that digitalization probabilities are significantly lower for jobs held by more extraverted workers. And a regression with interactions with age (not reported here either) suggests that digitalization probabilities are significantly lower for jobs held by more conscientiousness younger workers up to their mid-40s. Taken together, NEPS makes the strongest case for personality among all German surveys that report the Big Five. It suggests that, for a worker aged 35, a one standard deviation improvement of all five personality traits 32 isin terms of association with digitalization probabilitiesequivalent to about three additional years of upper secondary schooling, or one year of Master studies at university. At the age of 55, it is equivalent to only about one additional year of upper secondary schooling. In contrast, not a single of the Big Five personality traits shows a sizable and significant association with digitalization probabilities for PASS (column 5). Still, these estimates mask some differences by gender and age, however. Regressions with interaction terms for PASS (not shown here) suggest that digitalization probabilities are significantly lower for jobs held by • More open workers, if they are older than about 30; • More conscientious workers, if they are younger than about 50; • Less agreeable workers, if they are older than about 40; and • Emotionally more stable men (but higher for emotionally more stable women).
Many of the point estimates are rather small, though. In line with SOEP and NEPS, PASS also suggests the digitalization probabilities to decrease continuously with education in the relevant range of years of schooling.
For LPP (column 6), finally, we find a weak linear relationship only between digitalization probabilities and openness. In addition to this, regressions with interaction terms (not shown here) suggest thatagainst the oddsdigitalization probabilities are significantly lower for jobs held by less conscientious and emotionally less stable male workers. Again, these point estimates are rather small. Digitalization probabilities decrease continuously with education in LPP as well.
In summary, especially NEPS suggests significant and rather sizable skill biases of technological change with respect to personality to be expected for the digital age. PASS and LPP suggest weaker biases, which may be due to the specific foci of these surveys. Both target specific groups of workers, either those with low 31. The results are of regressions with interaction terms between the Big Five and education, age or gender for all datasets (similar to those in Table D2 below for SOEP) are available from the authors upon request. 32. This means an increase in openness, conscientiousness, extraversion and emotional stability and a decrease in agreeableness. socioeconomic status (PASS) or those employed by larger and manufacturing establishments (LPP; see Appendix A). As a likely consequence of this, workers in occupations with digitalization probabilities of 70% or more are strongly overrepresented in these samples, compared to SOEP or NEPS (see Figure B2 in Appendix B). There may be less systematic variation in personality traits with digitalization probabilities in the upper tail of the distribution of digitalization probabilities. In fact, a regression for the SOEP subsample of workers in occupations with digitalization probabilities of 70% or more (not shown here) corroborates this conclusion. It also yields smaller and less significant parameter estimates for the Big Five.
APPENDIX D
ADDITIONAL TABLES AND FIGURES Figure D1 Evolution of the public debate on digitalization and related concepts in Germany (Google keyword searches) Notes: Index of frequency of Google keyword searches in Germany; highest monthly value between 2004 and June 2017 = 100. The area shaded in gray marks the time period when the interviews for the surveys used in this paper were undertaken. Source: Google Trends (https://trends.google.de/trends), accessed 19 July 2017. Perception and manipulation (i) Finger dexterity Ability to make precisely coordinated movements of the fingers of one or both hands to grasp, manipulate, or assemble very small objects (ii) Manual dexterity Ability to quickly move your hand, your hand together with your arm, or your two hands to grasp, manipulate, or assemble objects (iii) Cramped work space, awkward positions How often does this job require working in cramped work spaces that requires getting into awkward positions? Creative intelligence (iv) Originality Ability to come up with unusual or clever ideas about a given topic or situation, or to develop creative ways to solve a problem (v) Fine arts Knowledge of the theory and techniques required to compose, produce, and perform works of music, dance, visual arts, drama and sculpture (vi) Social perceptiveness Being aware of others' reactions and understanding why they react as they do Social intelligence (vii) Negotiation Bringing others together and trying to reconcile differences (viii) Persuasion
Persuading others to change their minds or behavior (ix) Assisting and caring for others Providing personal assistance, medical attention, emotional support, or other personal care to others such as coworkers, customers or patients 
