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ABSTRACT
Electronic-photonic integrated circuits (EPICs) are a promising technology for overcoming
bandwidth and power-consumption bottlenecks of traditional integrated circuits. Silicon is a good
candidate for building such devices, due to its high-index contrast and low propagation loss at
telecom wavelengths. The current thesis presents recent advances in demonstrating discrete
components built in silicon-on-insulator (SOI) platforms, around 1550 nm, that can be used as
building blocks for future EPIC systems.
The first part of this thesis investigates electro-optic modulators based on one-dimensional photonic
crystal microcavities, with femtojoule switching energies, as well as on-chip optical interconnects
using the super-collimation effect in two-dimensional photonic crystals, both in hole- and rod-based
configurations.
The second part focuses on microring-based structures, demonstrating wide thermal tunability and
hitless operation of single-ring filters, as well as three more advanced categories of devices suitable
for wavelength-division multiplexing (WDM) applications. These are twenty-channel second-order
tunable filterbanks (both in dual- and counter-propagating configurations), reconfigurable optical
add-drop multiplexers (ROADMs) with telecom-grade specifications, and a dynamical slow light cell
for delay lines and optical memory elements.
All the devices demonstrated in this thesis can be integrated on the same chip. The small device
footprints and the use of the SOI platform are ideal for integration with a standard CMOS process,
enabling the fabrication of novel electronic-photonic integrated circuits. These new EPIC systems
may one day play an important role in the scaling of current computing systems and taking
advantage of the WDM capability to increase operational bandwidth, while keeping the power
consumption at low levels.
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1.3 Optically-Sampled Analog-to-Digital Converter
1.4 Thesis Outline
Silicon photonics is a growing research field which has seen significant progress
over the last two decades[1-3]. In particular, silicon-on-insulator (SOI) platforms
allow building high-quality planar waveguide optical devices. Silicon is a suitable
material for building integrated optical circuits due to its peculiar set of favorable
characteristics. With an electronic band gap around 1.1 eV at room temperature,
silicon is transparent for wavelengths above 1.1 pm. Optical communications are
traditionally centered around 1.5 jam, due to the low absorption of silica around this
wavelength. In fact, the conventional telecom window is the C-band (1530-1565 nm),
with the adjacent S-band (1460-1530 nm) and L-band (1565-1625 nm). The low-loss
propagation of silicon at telecom wavelengths makes it ideal for building integrated
solutions compatible with the existing fiber optics networks and systems. In addition
to its transparency around 1.5 jam, silicon has a high index of refraction around 3.5.
In combination with silica (in SOI platforms), the resulting high-index-contrast
structures can be scaled down to hundreds of nanometers, allowing micron-sized
bending radii[4]. Furthermore, silicon is a very abundant material, present in over
25% of the earth's crust. Another strong point for silicon is its compatibility with
many of the traditional complementary metal-oxide semiconductor (CMOS)
industry fabrication processes, making it time- and cost-effective to prototype and
mass produce optical circuits in silicon. For research purposes, e-beam lithography is
the most flexible fabrication method. This method delivers high accuracy but is very
expensive and time-consuming. Therefore, for large-scale mass fabrication, deep
ultraviolet (UV) lithography is the preferred and standard fabrication method. This
method is used in CMOS fabrication and is faster than e-beam, with a trade-off in
terms of resolution. However, low-loss waveguides have been demonstrated in SOI
platforms using deep UV lithography[5].
1.1 Electronic-Photonic Integrated Circuits
The compatibility of optical devices built on silicon platforms with electronics, both
in terms of material and fabrication processes, opens the possibility of integrating
both optics and electronics on the same platform, building a so-called
electronic-photonic integrated circuit (EPIC). This concept is illustrated in Figure 1.1,
integrating several optical blocks (e.g. couplers, switches modulators) and electronic
blocks (e.g. microprocessor, analog-to-digital converters) on the same platform. One
of the major bottlenecks of silicon is still its indirect electronic band gap, which
makes it unsuitable for many active optical functions such as emission and
amplification. A way to overcome this problem is to use III-V materials for those
functions, forming a hybrid platform, as illustrated in the figure.
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Figure 1.1 Illustration of an Electronic-Photonic Integrated Circuit, with optics and electronics on the
same platform: SW - optical switch, MO - optical modulator, ADC - analog-to-digital converter,
CPU - microprocessor. The yellow pads next to the microrings indicate reconfigurability, which can be
achieved by thermally actuating the structures.
An intuitive way to introduce the electronic-photonic integrated circuit is to follow
the evolution of optical interconnects in the past years and likely near future. Most
of the modern communication infrastructure is based on optical networks, which
connect nodes in different continents, countries and cities. At the local network level,
optics is now available all the way to the end user, with individual GB/s connections
to a single personal computer. Optical cables are also used to interconnect
computers and servers to other computers and diverse electronic equipments (e.g.
audio and video). The next step is to bring the optical interconnects into the
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computer, connecting different boards and elements such as the motherboard, hard
drives, graphics cards and external drives, replacing the current electronic data bus.
Further down the timeline, those interconnects can be used on the same board
connecting different elements such as microprocessors, memories, and clock
generation units[6]. Ultimately, optics interconnects could go on chip, connecting
multiple cores within the same microprocessor[6,7]. A simple illustration of this
concept is shown in Figure 1.2, using a photonic crystal mesh to guide light through
the super-collimation effect[8].
Figure 1.2 Illustration of on-chip optical interconnects, with guiding through a combination of planar
waveguides and the super-collimation effect in photonic crystals. Ten different cores are connected
with reconfigurable routers, allowing parallel operation for high effective data processing.
Today's microprocessors have tens of cores, and over the next years that number
will scale up to hundreds on the same chip. Current on-chip interconnections are
done electrically, but at the predicted growth rate, those interconnects will not be
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able to handle bandwidth, power, noise and delay requirements to enable such
complex and heavy systems. In fact, bandwidth, power consumption and clock
distribution are the major constraints when designing current integrated circuits.
The solution to the power consumption problem will require optical switching
elements with absorbed switching energies in the order of a few femtojoules per
bit[9], and the increasing bandwidth needs will rely on the wavelength-division
multiplexing (WDM) capability of optical systems.
1.2 Key Building Blocks for EPICs
The integration of optical interconnects embedded with electronic circuits, i.e. the
development of electronic-photonic integrated circuits, requires the availability of
several additional optical and electro-optical components. Most of these components
are represented in Figure 1.1 and can be summarized as:
- integrated optical sources
- efficient fiber-to-chip couplers
- low-loss waveguides
- photonic crystals
- optical switches
- electro-optic and all-optical modulators
- WDM systems (optical add-drop multiplexers)
- optical delay lines and optical memory elements
- on-chip sensing devices
- photodetectors
1.2. KEY BUILDING BLOCKS FOR EPICS
Integration of optics on a standard integrated circuit (IC) platform has been
demonstrated[10], which opens the way for further developments in automated
mass-produced EPIC chips. As mentioned, efficient optical sources in silicon are not
available, and therefore Ill-V platforms are a good alternative[11]. Alternatively, an
external light source can also be used. In both cases, light needs to be coupled into
the chip through efficient horizontal and/or vertical couplers[12,13]. For guiding and
bending, high quality planar and/or line-defect photonic crystal waveguides are
required, with maximum losses of a few dB/cm[5,14]. Photonic crystals can also be
used to build microcavities[15], or to implement interesting phenomena such as
superprism[16] and super-collimation[17] (operating at wavelengths outside the
photonic band gap). Optical switches and modulators are essential components for
routing and controlling light with optical or electrical signals, and have been
demonstrated at speeds of tens of GHz[18]. In order to increase bandwidth, WDM
architectures can be implemented on-chip, normally with multiple GHZ
channels[19]. Optical delay lines and memory elements are also fundamental
components[20-22], allowing optical clock synchronization or information storage.
For certain applications, on-chip sensing blocks are also desired, allowing building
the so-called lab-on-a-chip[23]. Finally, photodetectors are also needed to convert the
optical information back to the electrical domain[24], potentially for further
electronic processing.
Many of these components (e.g. modulators, filterbanks and delay lines) can be built
in configurations based optical microcavities[25], in particular microring resonators.
Microring-based optical filters are important for WDM applications[26], and are
used in most of the devices demonstrated in Chapters 7 and 8.
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1.3 Optically-Sampled Analog-to-Digital Converter
A specific application of an EPIC system (that was partially studied in Chapter 8) is
an optically-sampled analog-to-digital converter (ADC) [27-29]. The basic operation
of this system is illustrated in Figure 1.3.
Mode-locked Dispersive v(t)
laser fiber
MZ
modulator
time time
r(co) = 82 oL
group delay frequency
time
RF voltage is
imprinted onto the
optical spectrum
0 0~ ADC
00-0AC
o 00-0
cof VADC01)
c0 2 j VADC Y2)
Om N VADCN)
time
Figure 1.3 Optically-sampled ADC:
interferometer by the analog signal to
filterbank. The demultiplexed signal is
a stretched pulse train is modulated in a Mach-Zehnder
be sampled, and is then demultiplexed in a dual 20-channel
digitalized by low-speed high-resolution ADCs, and the final
sampled signal is reconstructed by interleaving all the time samples. Both modulator outputs are used
in order to compensate for pulse-to-pulse fluctuations, and in order to linearize the transfer function.
A low-jitter mode-locked short laser pulse train is used as the input of a
Mach-Zehnder interferometer (MZI), after being spectrally-dispersed in a dispersive
medium, such as an optical fiber. The stretched pulse train is then modulated by the
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MZI, which is driven by the analog signal to be sampled. This analog signal is
imprinted onto the broad optical spectrum, and then split into 20 sub-pulses through
a demultiplexer system formed by a 20-channel second-order filterbank built with
microring resonators. In order to account for possible input pulse-to-pulse
fluctuations, and in order to linearize the response of the MZI, it is desirable to use
both outputs of the interferometer. Therefore, the WDM demultiplexer needs to
have two identical filterbanks. Each demultiplexed optical signal is then detected
and sampled by low-speed high-resolution electronic ADCs. The final sampled
signal is obtained by interleaving all the 20 time samples. Ideally, the whole system
would be built on the same integrated platform. In this work, the laser source and
the dispersive medium are kept off-chip, and the 20-channel filterbank is
demonstrated both in dual and counter-propagation configurations.
1.4 Thesis Outline
The work presented in this thesis covers several of the basic building blocks needed
for electronic-photonic integrated circuits, all built in SOI platforms. Without going
into deep theoretical considerations, the first chapters (2 to 4) provide some
fundaments needed to understand and develop the structures demonstrated in the
remaining chapters (5 to 8). The thesis is organized as follows. Chapter 2 presents
some fundaments about photonic crystals, with focus on one- and two-dimensional
structures, and well as some band structure calculations. Chapter 3 goes into the
basic concepts related to microring resonators, in particular, resonator parameters,
spectral response and loss characterization. Chapter 4 introduces WDM systems and
basic device requirements, coupled-mode theory in time applied to add-drop filters,
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and some considerations about group delay and dispersion. The two following
chapters (5 and 6) present the work developed in photonic crystals. Chapter 5
focuses on the design and demonstration of a one-dimensional photonic crystal
microcavity for fast optical switching. The structure is optimized using
finite-difference time-domain (FDTD) calculations. Both electro-optical and
all-optical modulation are considered, and the latter is demonstrated with
femtojoule switching energies. This work was developed at IBM Research in Zurich
(Switzerland), during the summer and fall of 2008. The fabrication and device
demonstration was later carried out by the colleagues at the Advanced
Microelectronic Center Aachen (Germany) and IBM Research. Chapter 6 presents the
work related to super-collimation in two-dimensional photonic crystals, both in
hole- and rod-based structures. This work was done in collaboration with the groups
of Professors John Joannopoulos and Marin Soljacid for the numerical calculations,
and Professor Leslie Kolodziejski for the fabrication. Chapter 7 demonstrates
elementary blocks for microring-based systems, including loss measurements, wide
thermal tuning of a single ring and hitless operation, and presents some
considerations about thermal crosstalk in a second-order filter. Chapter 8 explores
more advanced devices, demonstrating a dual and a counter-propagating
second-order twenty-channel filterbank, a reconfigurable fourth-order add-drop
filter, and a dynamical slow light cell that can be used for delay lines and/or an
optical memory element. The work presented in Chapters 7 and 8 was done in
collaboration with Milos Popovid and the group of Professors Franz Kdrtner (for the
design), and with the group of Professor Henry Smith (for the fabrication). Finally,
Chapter 9 summarizes the work done and gives a general overview of applications
and future work.
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PHOTONIC CRYSTALS
2.1 Overview
2.2 Two-Dimensional Photonic Crystals
2.3 Band Gap Calculations
Photonic crystals are interesting engineered structures that allow control and
manipulation of light at very small scales[30-33], and can form some of the building
blocks needed for photonic integrated circuits. In this work, such structures are used
to build microcavities for fast switching (Chapter 5) and non-channel waveguiding
(Chapter 6). The latter is achieved through a linear effect called super-collimation (or
self-collimation), where guiding is exclusively due to the peculiar dispersion
properties of the structure.
2.1 Overview
Photonic crystals (PhCs) were first suggested in 1987 by Eli Yablonovitch[34] and
Sajeev John[35], anticipating that a three-dimensional (3D) periodic structure of
alternating high-to-low refractive index could forbid the propagation of photons in
any direction, for a specific frequency range, creating a photonic band gap. For this
reason, PhCs are also known as Photonic Band Gap (PBG) materials. The
one-dimensional photonic band gap was originally derived by Lord Rayleigh in
1887[36,37], but the term photonic crystal only became popular 100 years after.
Joannopoulos et al. describe photonic crystals as a marriage of solid-state physics
and electromagnetism[32]. In fact, the more traditional analogy to the PhC is a
crystal formed by atoms or molecules, where electrons are not allowed to propagate
freely. Some electron states are inhibited in some directions and for some
energies[38].
Photonic crystals are created by repeating a small building block (unit cell) in space,
in 1D, 2D or 3D. This concept is illustrated in Figure 2.1.
(a) (b) (c)
Figure 2.1 Structure of a photonic crystal in (a) ID, (b) 2D and (c) 3D. A small building block is
repeated in space, creating a periodic high-to-low refractive index (or dielectric constant) distribution.
The one-dimensional version of PhCs is the well-known dielectric mirror (or Bragg
mirror), where a quarter-wave stack is typically used to create high-reflectivity
mirrors[39].
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The spatial period a of the PhC is called lattice constant and is of the order of the
wavelength of the light in the region of interest. Therefore, the fabrication of
high-quality structures is not a straightforward task, especially in the 3D case. The
properties of the band gap are determined by the materials (indices of refraction),
lattice constant, unit cell, symmetry, and extension of the PhC (number of unit cells).
The formation of a band gap can be physically interpreted by the destructive
interference of light at each one of the interfaces (in the 1D case, reflection at each
plane), for specific wavelengths. This results in high reflectivity for a band of
energies, or equivalently, in a forbidden band that is not allowed to propagate inside
the structure. The peculiar general shape of the resulting band structure is illustrated
in Figure 2.2. The dashed line indicates the dispersion relation for an isotropic
material. For frequencies away from the band gap, the behavior approaches that of
an isotropic material. However, in the proximity of the gap, interesting phenomena
can occur. Furthermore, operation at frequencies in the middle of the gap is also
possible by creating local defects.
k
Figure 2.2 Illustration of the photonic band gap. The forbidden frequency region results from the
multiple reflections at each interface of the PhC. The dashed line indicated the dispersion relation for
an isotropic material.
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At the band edges, the group velocity is very small, making the group index large:
v = - 0 (2.1)
V Ok
c
n = - -+ oo (2.2)
g Vg
In order to operate at frequencies within the band gap, localized defects must be
created. This can be done with point defects (creating micro- or nanocavities), line
defects (creating waveguides), or plane defects (creating slabs). These defects break
the periodicity of the photonic crystal, normally by removing points, rows or planes
of the lattice, or by locally changing the dimensions of the building block. Some
examples are illustrated in Figure 2.3. Since light is not allowed to propagate inside
the lattice, the PhC region behaves as a reflecting material, and the fields are
evanescent inside this portion.
0000000000 00000
0000000000 00000
0000000000 00000
(a) (b) (c)
Figure 2.3 Examples of localized defects in PhCs. These defects break the periodicity of the structure
and allow operation at frequencies inside the band gap. (a) Line defect in a 2D PhC made of
high-index cylinders in air (top view), where the cylinders in one of the rows have a reduced diameter;
(b) point defects in ID PhCs: missing hole in a PhC made of holes in a high-index material, and a
quarter-wave stack with a defect in the middle; and (c) point defect in a 2D PhC made of high-index
cylinders in air (top view), where one of the cylinders has been removed.
CHAPTER 2. PHOTONIC CRYSTALS
- ........... ....
Line-defect waveguides in 2D photonic crystals have been widely studied[14,40-43],
and can have propagation losses of a few dB/cm around 1.5 prm. Point-defect cavities
have also been demonstrated in 1D[44], 2D[45] and 3D[46] photonic crystals. PhC
cavities can also be built in line-defect waveguides composed of heterostructure
systems[47]. In general, the dimensions of the defects are very small when compared
to conventional cavities or waveguides. Therefore, PhCs can be used to manipulate
light at smaller scales when compared to such more traditional structures. Devices
that operate by total internal reflection are normally limited in terms of physical size,
with minimum radii of curvature of a few microns. Another very interesting
application of point-defect structures is in photonic crystal fibers[48], which can be
seen as two-dimensional PhCs where some of the central unit cells are removed to
allow guiding of light at frequencies within the band gap of the surrounding PhC
cladding.
The second interesting regime is the operation at frequencies outside the band gap
(and therefore allowed in the photonic crystal), where peculiar phenomena occur in
the vicinity of the band edges. One of those is the superprism effect, where light
propagation inside the PhC is extremely sensitive to the angle of incidence and
wavelength[16,49,50]. The other interesting phenomenon is the super-collimation
effect (also known as self-collimation), which is a non-channel waveguiding process.
This is a linear effect, where light is naturally collimated due to the dispersion
properties of the photonic crystal. This effect was first observed by Kosaka et al. in a
3D photonic crystal lattice[51] and by Wu et al. in 2D lattices[52]. More recently,
centimeter-scale propagation in a 2D SOI photonic crystal has been demonstrated for
wavelengths around 1.5 iam[8,17,53,54], opening the possibility of using the
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super-collimation effect to build on-chip optical interconnects. The super-collimation
effect is further studied in Chapter 6.
2.2 Two-Dimensional Photonic Crystals
Due to fabrication constraints, planar 2D PhCs are very attractive relative to 3D
structures, especially when fabricated on silicon-on-insulator platforms. Extensive
know-how in material and fabrication engineering acquired from the
microelectronics industry has brought momentum to research using planar
structures. This preference for 2D structures also opens possibilities for easy
integration of photonics and electronics on the same silicon chip. The work
presented in Chapters 5 and 6 is based on 1D and 2D photonic crystal structures,
respectively. Therefore, the following section will explore some more background
details related to two-dimensional structures. More in-depth material can be found
in the literature on photonic crystals[32,55-60].
A 2D photonic crystal is periodic in two dimensions, and uniform in the third
dimension - Figure 2.1(b). Most of the fabricated 2D structures described in the
literature are based on low-index cylinders (normally air) written in a high-index
slab (silicon, for SOI wafers). Such structure is illustrated in Figure 2.4(a), for a
square lattice configuration. The inverse structure, with high-index cylinders in air,
is also illustrated - Figure 2.4(c). Both structures are conceptually similar, but the
latter presents considerably more fabrication and characterization challenges, as will
be discussed in Chapter 6. In both structures, the propagation happens in the x-z
plane, and in the y-direction light is confined by total internal reflection.
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In the x-z plane, the base vectors in the real space are defined as
d = (a,0) (2.3)
a2 = (0,a) (2.4)
(a) (b)
z
y
(c) (d)
Figure 2.4 Illustration of two-dimensional photonic crystal structures with square lattice: (a) air
cylinders in a high-index slab and (b) respective unit cell; (c) high-index rods in air and (d) respective
unit cell. The lattice constant is a and is used to define the base vectors.
The (first) Brillouin zone of the reciprocal lattice of these photonic crystals is shown
in Figure 2.5. The symmetry points are called r, X and M, and define the irreducible
Brillouin zone (red triangle). These symmetry points are represented in the figure
with the following coordinates:
F: (0,0)
X: (7r/a,0)
M: (r/a,7/a)
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Figure 2.5 Brillouin zone of the reciprocal lattice of the 2D photonic crystal with square lattice and
lattice constant a. The red triangle indicates the irreducible Brillouin zone, which is the set of
non-redundant independent k-vectors, when all symmetries are considered. This zone is limited by the
symmetry points F, X and M.
The base vectors in the reciprocal lattice are defined as
b1 =(27r/a,O)
b2 = (0,27r/a)
The base vectors are used to form the lattice vectors, which are represented as
R =li +m a2
G = p b, + q b2
(2.5)
(2.6)
(2.7)
(2.8)
in real and reciprocal space, respectively, where 1, m, p and q are integers. The
photonic crystal has a discrete translational symmetry in the x-z plane, which means
it is invariant under a translation of any lattice vector. This symmetry is represented
by the periodic dielectric constant:
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()= V + R) (2.9)
Maxwell's equations can be solved in this periodic medium to find the eigenmodes
of propagation. Applying Bloch's theorem, it can be shown that these eigenmodes
are given by (in the magnetic field)
H,(F)= exp(i K-r) uk,(F) (2.10)
where K identifies the eigenstate with frequency w(R) and n the band number. This
eigenmode is known as a Bloch state or Bloch wave, and is the product of a plane
wave with a periodic function up, (r), with the same period as the medium:
Uk,(r) u,( r+ R) (2.11)
The Bloch state can therefore be seen as a plane wave spatially modulated by a
standing wave resulting from the periodicity of the lattice. Any two eigenmodes
with wavevectors K and K + G are the same. Therefore, the mode frequencies are
periodic and need only to be considered in the Brillouin zone, shown in Figure 2.5.
In order to determine the band structure, the set of all frequencies W for each Bloch
wavevector K needs to be determined. This is normally done using Fourier Optics.
The permittivity function E (F) and the function uk, (F) can be expanded into
Fourier series and then plugged into the Maxwell's equations. For each K, several
solutions for w can be found. The collection of all these solutions forms the
dispersion relation or band structure. This method is also known as the planewave
method, and is implemented in several software packages, including the
MIT Photonic-Bands (MPB) package[61,62].
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The Block modes can be separated into two polarizations: transverse electric (TE)
and transverse magnetic (TM). The band structure for these distinct polarizations is
normally different. As an example, the structure illustrated in Figure 2.4(c) does not
a band gap for TE, while the inverse structure (square lattice of air holes in a
high-index material) has gaps for both TE and TM[32]. Furthermore, the band gaps
for TE and TM may overlap in certain structures, leading to a complete band gap.
The representation of the band structure for the Brillouin zone is a three-dimensional
surface plot. For easy visualization, it is easier to represent the equifrequency contours
of the band structure. This is illustrated in Figure 2.6. A more common procedure
consists in "walking" along the edge of the irreducible Brillouin zone (red triangle in
Figure 2.5), in the F-X-M-F direction, plotting all the correspondent frequency values
for each wavevector - Figure 2.7.
Kw
Kx
Figure 2.6 Illustration of the photonic band structure (first band only) of a 2D photonic crystal. The
bottom projection represents the equifrequency contours of the band structure, which are more
convenient for visualization purposes.
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Figure 2.7 Illustration of the photonic band structure of a 2D photonic crystal. The three-dimensional
surfaces are mapped in two dimensions by plotting the frequencies at the edges of the irreducible
Brillouin zone, along the F-X-M-F direction. The shaded region represents the light cone,
corresponding to leaky modes.
The regions in grey represent the light cone. This region is determined by the total
internal reflection (TIR) condition, which governs the light confinement in the
vertical dimension. Modes inside the light cone are leaky modes, and "escape" into
the cladding. Therefore, these modes experience additional loss, in addition to other
potential loss mechanisms. The light cone is determined by the under- and
overcladding materials of the slab. For a symmetric structure (surrounded by the
same material on top and bottom), the light cone boundary is determined by the
following condition:
K,,= K |2 +K 2 -K_ A clad (2.12)
where K1 is the in-plane component of the Bloch wavevector K.
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For a non-symmetric structure, the light cone is determined by the surrounding
material with the highest index of refraction.
2.3 Band Gap Calculations
Determining the band gap of a specific photonic crystal structure may not be a
straightforward task. There are mainly two methods used for this, using Fourier
optics and using matrix optics. The former method is valid for arbitrary periodic
media, and was briefly discussed in the previous section. The matrix analysis is
normally used for multilayer structures, and is valid when the media is composed of
homogeneous pieces. In the first part of this section we calculate the band structure
of a 1D periodic layered medium using the matrix analysis, and in the second part
we will calculate the band structure of a 2D photonic crystal using MPB (which
implements the planewave method).
2.3.1 Photonic Band Structure of a Periodic Layered Medium
The band calculation presented here follows the analysis from Ref. [63]. The periodic
layered medium considered is illustrated in Figure 2.8. The structure is composed of
alternating layers of two different materials, with indices of refraction nj (assume
low-index) and n2 (assume high-index), and thicknesses d, and d2 , respectively. The
unit cell has length L, which is the period of this 1D photonic crystal. The amplitudes
a. and bn represent the electric fields of the forward- and backward-travelling plane
waves in the low-index material of unit cell n. Propagation is considered in the y-z
plane. In each homogeneous section, the wavevector has two components, k, and
kz, with k, = 0. These components are related by
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(2.13)
(2.14)
k 2 + k k = 1 W
C
k|+k2| =k = 2 = 2W
Sn2, rC
for the materials with indices n1 and n2, respectively.
y
n, n2
a n-
4n-
d, d2
a-
bn
-- + z
L
Figure 2.8 Illustration of the periodic layered medium considered for band gap calculation. The
medium consists of alternating layers of materials with indices of refraction n, and n2 and thicknesses
d, and d2, respectively. a, and b, represent the amplitudes of the electric fields of the forward- and
backward-travelling waves in material n1, at unit cell n.
It can be shown that the amplitudes of the electric fields in two consecutive
low-index portions are related by the following unit-cell translation matrix:
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where the matrix elements A, B, C and D are (for TE waves)
ATE =eiklzd cos(k 2zd2 )± { k2z2 k z +k1J sin(k22zd2)k2z 
,
BTE - ik di
2
sin (k2zd2)
(2.16)
CTE e ikld d, i k2z
2 k1
DTE -e ik,,d 1 cos (k22z) 2
and (for TM waves)
ATM -e ik1d cos(k 2zd2 )+ -2
n2
2 k1 + n12 k2z
n12 k2z n22 k1z
BTM =e ik1zd,
CTM -e d
D - e ik 1 d
± n22 k1z
2 n12 k2z
-
n12 k2z
n2
2 k1z
n2 k1z n12 k2z
n12 k2z n22 k1z
cos(k2d2)- 2 n2 ku
sin(k2zd2)
(2.17)
sin(k2zd2)
n 2 k2z
n2
2 k1Z
sin(k2 d2)
The periodicity of the Block state implies that
iKL (2.18)an
"n = e
which transforms equation (2.15) into the following eigenvalue equation:
CHAPTER 2. PHOTONIC CRYSTALS
k2z
kn
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1z si~2zd2)
Iz n(k 2zd2 )
k2z 
,
J sin(k2zd2)
k1z
k2z
Ban e iKL j (2.19)
C D bn bn
From this equation it follows that
e = (A + D)± (A+D)2 - (2.20)
22
and
1
cos(KL)= -(A + D) (2.21)
2
Equation (2.21) can now be used to compute the dispersion relation W - K, as a
function of the component k, of the wavevector. If |cos(KL)| <1, the resulting K is
real and corresponds to a propagating Bloch mode. If |cos(KL)|> 1, then the
wavenumber becomes complex, with the imaginary part indicating that the wave is
evanescent. This situation corresponds to a state within the band gap that is not
allowed to propagate in the periodic structure. Figure 2.9 shows an example of the
band calculation for a quarter-wave stack with n =1.5 and n2 = 2.2. The
thicknesses are chosen to be A/4 for A =1.5 tm. This results in d1 = 250 nm and
di =170 nm. The plot is generated by computing
K= cos (A+D) (2.22)
L 2
and plotting all w values versus the ky component of the Block mode, for all the real
values of K. This region is indicated in red in the plots, and corresponds to the
propagating modes inside the structure. The blue regions correspond to the photonic
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band gaps. The frequency L and the wavevector component k, are normalized to
the lattice constant L. The band structure for both polarizations is represented, TE on
the right side and TM on the left.
t u. L
c
14-
4- 14
ky. L
12 10 8 6 4 2 0 0 0 14 ---
ky. L
Figure 2.9 Photonic band structure for a quarter-wave stack. TE modes are represented on the right,
and TM modes on the left. The materials have indices of refraction of n, = 1.5 and n2 = 2.2, and
thicknesses d, = 250 nm and d2 = 170 nm. The center wavelength is 1.5 pm.
For a specific value of ky, the band structure can be plotted as w versus K. This is
done in Figure 2.10 for normal incidence, i.e., ky = 0, with normalized W and K. The
center of the band gaps occurs for values such that
L . L 27rL
= m 
, k m = 1,3,5,...
For the quarter-wave stack, these frequencies just correspond to odd multiples of the
center frequency w0.
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Furthermore, the size of the gap is given by
Awp = We
w. L
C
4 n - - n__
-
sin -1 2 1
71r n2 + n
8
7
6
4r
3
1-
1/2
(2.24)
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Figure 2.10 Photonic band structure for a quarter-wave stack, for normal incidence. The shaded
regions correspond to the band gaps of the structure.
For general multilayer stacks, the gaps occur at multiples of the so-called Bragg
frequency, which is defined as
7r C r c
[ = = d dL -n nid, +n2d2
(2.25)
where -n represents the average refractive index of the periodic structure.
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The periodic structures considered here are normally used as mirrors, and are
known as Bragg mirrors. Frequencies that fall inside the band gap of the periodic
material will be evanescent in the structure and will be reflected, while frequencies
outside the gaps will propagate. Due to the finite number N of layers, there is still
some residual amount of light inside the gap that will be transmitted, but for a large
number of layers this transmission is close to zero. The reflectance R of this structure
is given by
(2.26)C|2R C12 I 1 ) 2
C +(sin (KL) /sin (NKL))
1-
-N=10
0 -N=60.8-
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0.4
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Figure 2.11 Reflectance (top) and transmittance (bottom) spectra of a quarter-wave stack with indices
of refraction n, = 1.5 and n2 = 2.2, and thicknesses d, = 250 nm and d2 = 170 nm , for normal
incidence. The center wavelength is 1.5 pm, and the frequency axis is normalized to the band gap size.
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The reflectance R and transmittance T = 1- R spectra of a quarter-wave stack is
plotted in Figure 2.11, at normal incidence, for 10 and 6 unit cells. The frequency axis
is normalized to the gap size Awgap*
2.3.2 Photonic Band Structure of 2D Photonic Crystals using MPB
The purpose of this section if to describe computations of the band structure of two
simple 2D photonic crystals. Both are arranged in a square lattice (with lattice
constant a), and are composed of (1) high-index cylinders in air, and (2) air holes in a
dielectric slab. The computations are done using the MIT Photonic-Bands (MPB)
package introduced earlier.
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Figure 2.12 Photonic band structures of two-dimensional photonic crystals, arranged in a square
lattice of (top) high-index rods in air and (bottom) air holes in a dielectric slab. Both polarizations (TE
and TM) are represented. The band gaps are indicated in the shaded areas.
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Figure 2.12 shows the band structure results (7 bands) for the two photonic crystals
considered, computed along the edge of the irreducible Brillouin zone (F-X-M-i).
In order to plot the equifrequency contours, the frequencies for the whole Brillouin
zone should be calculated. This is done in Figure 2.13 for the first band of the second
photonic crystal (air holes in dielectric), for the TE polarization.
Figure 2.13 Three-dimensional surface plot of the first band (TE polarization) of a two-dimensional
photonic crystal composed of air holes in a dielectric ( n = 3.5), arranged in a square lattice, with hole
radius of 0.45 a. The equifrequency contours are projected in the bottom plane, and represent points
with the same frequency.
The white lines in the surface are equifrequency contours, and are projected in the
bottom plane.
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The main details and band gap calculation results for each PhC structure are
summarized below. The midgap frequencies are in unites of 27rc /a, and the gap size
is expressed as the gap-midgap ratio.
Rods in air:
TE gaps:
TM gaps:
n= 3.5, r = 0.3 a
none
w1-2= 0.264
W3-4 =0.457
W6 7 =0.659
Air holes in dielectric:
TE gaps: og
TM gaps: Wi-
n =3.5, r =0.45 a
2=0.319
3-0-444
2 0.242
Aw1-2 /w1 2= 0.268
Aw 3-4 /w3 4 = 0.224
AW6_7 W6 -7 = 0.0821
o 1 -2 /W1 2 =0.088
Aw2 -3 /w2-3 = 0.156
AWu /w 1-2 =0.126
Next to the band edges interesting effects can occur. One of these phenomena is the
super-collimation effect, studied in Chapter 6.
2.3. BAND GAP CALCULATIONS
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RING RESONATORS
3.1 Resonance Frequencies
3.2 Spectral Response
3.3 Additional Resonator Parameters
3.4 Loss Characterization using Ring Resonators
Chapter 2 briefly described the possibility of building resonant cavities using PhCs.
Ring resonators represent another form of implementing optical resonators, and are
the key building blocks for a large part of this work. Therefore, the current chapter
will present some theory related to ring resonators. The simplest and most
well-known optical resonator is the Fabry-Perot etalon, consisting of two parallel
plane mirrors, first implemented by Charles Fabry and Alfred Perot at the end of the
19th century[64]. Figure 3.1 illustrates a ring resonator and a Fabry-Perot etalon.
(a) (b)
Figure 3.1 Optical resonators: (a) ring resonator and (b) Fabry-Perot resonator.
........... ............................................. .  .................
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3.1 Resonance Frequencies
The ring resonator is an example of a travelling-wave resonator. The light travels in
one direction and repeats itself after each round trip. A simple way to find the
resonance frequencies (or modes) of such structure is to note that the total length L
of the ring resonator has to be a multiple m of the wavelength A,, of such resonance:
L=27rR = m A ' (3.1)
neff
where R is the center radius of the ring and neff the effective refractive index. The
ring resonator is a dispersive element, and in high-index contrast waveguides, the
strong light confinement makes the waveguide dispersion dominate over the
material dispersion. Therefore, in such structures, the propagation constant is highly
dependent on the geometry of the waveguide, and the effective group index is
normally larger than both the effective index and the material index of the core[65].
Furthermore, the group index can vary between straight regions and bends, as well
as in coupling regions, due to proximity effects.
From equation (3.1), the resonance frequencies v, are found to be:
C C
v, m -=(3.2)
Aorn 2,rR neff
where c is the speed of light in vacuum. This same result can be found by assuming
that the phase shift acquired after one roundtrip is a multiple of 27r:
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27rn 27zrn v'
S=k, 27rR = eff 27rR = ' ' 27rR = m 27r
A0, C
(3.3)
where km is the propagation constant associated with Am and vm. The frequency
spacing between two adjacent modes is called the free spectral range (FSR):
FSRV = vM+ 1 -vm (3.4)
The FSR can be derived from equation (3.3), using a first order Taylor series
expansion for the propagation constant:
km+i -k -=
m+1
R
i 1
R R
Ok
0V M
The quantity 0k/Ov is related to the effective group index n. by:
ng = cO -1 = C 9
ak 27 ak
Equations (3.5) and (3.6) result in the expression for the FSR:
FSRV = Av = c
"2TrR ng
Equivalently, the wavelength spacing between adjacent modes is given by:
FSR =
27rR ng
(3.5)
(3.6)
(3.7)
(3.8)
3.1. RESONANCE FREQUENCIES
In frequency, the modes are equally spaced (assuming constant group index).
However, in terms of wavelength, the mode spacing depends on the center
wavelength of the region of interest. In terms of phase, the FSR is simply equal to
2w:
FSR = 27 (3.9)
3.2 Spectral Response
Equation (3.2) defines the resonance peaks of each mode of the ring resonator, but
does not give any information about the shape of such peaks. The following analysis
determines the spectral characteristics of the resonances, for a general case with loss
in the ring and external coupling. As mentioned, the ring resonator is a
travelling-wave structure, with light propagating in a single direction and repeating
itself after each roundtrip. Each component of the electric and magnetic fields inside
the ring can be represented by a real or complex scalar wavefunction u(?,t) or
U(F,t), which are related by u(F,t)= Re{U(7,t)}. Furthermore, the complex
waveform can be seen as a superposition of monochromatic plane wavefunctions,
with a complex amplitude U(F) and an angular frequency w:
U('r,t)= U(F).exp(-iwt) = U(7).exp(jwt)* (3.10)
Assuming the complex amplitude to be U after i roundtrips, the total amplitude U
is simply given by the infinite sum:
* i represents the physics notation, and j the engineering notation; (i=-j).
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U=Uo +U 1 +U 2 +... (
Two consecutive amplitudes Uj and U1+ are related by a complex factor h that
takes into account the roundtrip losses (through the factor a), both internal and
external (coupling into a bus waveguide), and the roundtrip phase shift #:
h = a.exp(-j#) (3.12)
Therefore, the total amplitude is given by
U= U +UO h+U 0 h2+...= U0 (1+h h 2+...)= U0 /(1-h) (3.13)
The intensity is given by the square of the absolute value of the complex amplitude:
I =1 U 12 I- -1(3.14)
1-aeo 12 1+a2 - 2a cos(#)
Using cos(2) =1- 2sin 2 (#), equation (3.14) becomes
I= (3.15)
1+a2 -2a+4asin 2 (#/2) (1-a)2 +4asin 2 (#/2)
This expression has a maximum value of Imax =I0 /(1- a)2 , which occurs for
#/2 = m 2r. This is consistent with equation (3.3), and defines the frequencies of the
resonance peaks. Rewriting equation (3.15) using Imax gives
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3.11)
4a max
1+ 2I sin2(#/2)(1- a)
(3.16)
Equation (3.16) can be rewritten as a function of the frequency:
4a
(1-a)2
smax
sin2 27Rfeff
(3.17)
The half-width at half-maximum is determined by solving equation (3.16) for
I= Imx/2:
(3.18)
4a .2 #)2
1+T1- a) 2
which returns
(3.19)
This equation has the following solutions:
41/2 = m r sin (1-a)
2 r-
(3.20)
The full-width at half-maximum (FWHM) is then given by
FWHM, = 201 2 = 4 sin 2 (1-a) (3.21)
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sin 2#012 (1-a )2
2 4a
FWHM =FWHM . = sin1 2 a
'r2 R n 2J5
The ratio of the free spectral range to the full-width at half-maximum is known as
the finesse of the resonator:
FSRV
FWHMV
FSR, i7
FWHM . _i (1-a)*WM 2sin 1 J (3.23)
The roundtrip losses are normally small and a is close to unity. In this situation, the
finesse can be approximated by
F= FSRFWHM,
7r1
(1-a) (3.24)
With this approximation, equation (3.16) can be written as
= max
1+ 2 2 sin2 (g/2)
7r
(3.25)
The intensity and the full-width at half-maximum can also be written as a function
of the wavelength k:
Imax
4a s 2 2r 2 R neff1+T 2 sm(1- a) , A
(3.26)
(3.22)
3.2. SPECTRAL RESPONSE
1 (_
_q p _2 (1-a)FWHM = FWHM . = - sin -I
S7r2R n, 2,1a
(3.27)
Note that, in general, the effective index is a function of the frequency, i.e.,
neff = neff(v). In the case of nff /0v =0, the effective group index and the effective
index are equal.
The normalized spectral response of a ring resonator is represented in Figure 3.2,
illustrating the concepts described in this section.
FSR
15651550
Wavelength (nm)
Figure 3.2 Spectral response of a ring resonator, showing 3 adjacent modes. As the finesse increases
(or equivalently, as the losses decrease), the resonance peak becomes narrower.
The above response corresponds to a ring resonator with a radius of 10 [tm, an
effective index of 3.7 (chosen for illustration purposes only), and finesses of 3, 6 and
60. This corresponds to a factors of 0.38, 0.60 and 0.95, respectively. It is assumed
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that there is no frequency dependence for the effective index, which makes the
effective group index equal to 3.7 as well. Using equation (3.8), the FSR is calculated
to be ~10 nm, which is consistent with the spectral response.
3.3 Additional Resonator Parameters
In the previous section, parameters such as the free spectral range, full-width at
half-maximum and finesse have been introduced. In the following lines,
considerations about waveguide losses will be made, and important parameters
such as photon lifetime and resonator quality factor will be described.
3.3.1 Losses
So far, losses have been quantified by a factor a which includes all roundtrip losses.
When building a microring resonator on a silicon-on-insulator (SOI) platform,
several loss mechanisms must be considered. While loss mechanisms are not the
focus of this work, it is educational to briefly discuss the main sources of loss in such
structures. Losses can occur due to one or more of the following:
- scattering at sidewall roughness
- leakage into substrate
- material absorption
- bending
- mismatch between different sections (e.g., straight sections vs. bends)
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The major contributors for losses in SOI waveguides and microring resonators are
scattering at sidewall roughness and substrate leakage[5]. The latter can be reduced
by increasing the thickness of the oxide layer, as well as by increasing the lateral
dimension of the waveguide, which increases the mode confinement (for a given
waveguide height). The increased waveguide lateral dimension also decreases the
sensitivity to sidewall roughness[66,67]. Sidewall roughness is a combination of
lithography, photo resist and etching. Therefore, fabrication becomes a major
enabler to low propagation loss waveguides.
Losses are normally quantized by a loss coefficient a, such that the power attenuation
factor for a distance z is e-"'. This quantity is expressed in m 1 or, more commonly,
in dB/cm. The relation between these two ways of defining loss is given by
a[dB/cm]= . a (3.28)ln(10)
The factor a from equation (3.12) is expressed as
a = e wR (3.29)
Note that the loss coefficient includes potential external coupling into and out of the
resonator, which is normally done evanescently with bus waveguides placed close to
the rings. In terms of finesse, equation (3.24) can now be rewritten as
FSR __r_ - re " ge-rrR/2F -= S " .~ T\a = r-o/ - -- - 7e R2(3.30)
FWHM, (1- a) (1- e -,,/2 (1 - e-a R
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This expression can be simplified furthermore, assuming a.L <1:
F c~ = (3.31)
aL aR
Similarly, the full-width at half-maximum can be approximated by
FWHM = FSRV c al ca (3.32)
" -F L ng 27r 2 7r ng
3.3.2 Photon Lifetime
Another way of characterizing the losses in a resonator is through the photon lifetime.
The photon lifetime is a time constant related to the decay of energy in a resonator.
From an intuitive point of view, the higher the loss, the higher the decay of energy,
and the lower the photon lifetime. In order to determine the photon lifetime, let's
assume that the power of the resonator decays exponentially with time:
P(t) = P . exp(-t/T) (3.33)
After one roundtrip, which takes T = ng L / c, the power is reduced to a2 F0
P(t = T) = P .exp(-T/T)= a2 P0  (3.34)
This returns
n L n L ng
rT = _- __ = (3.35)P c ln(a2) c inL(e-) c a
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The product of the photon lifetime and the full-width at half-maximum is constant,
and can be seen as a time-frequency uncertainty relation:
(T). (FWHM,) 1 (3.36)27r
3.3.3 Quality Factor
An important parameter associated with resonators is the quality factor or Q-factor.
This quantity describes the quality of a resonator in terms of the strength of the
damping of the oscillations. The general definition is the following:
Q =2- stored energy
energy dissipated per optical cycle
Note that the quantity in the denominator is the energy dissipated per optical cycle,
and not per cavity roundtrip. Assuming an initial power P at t = 0, the power after
one optical period is
P(t = A0 /c)= P .exp(- /c T) (3.38)
and the loss after one optical period is P (1 - exp(-k /c T,)). Therefore, the quality
factor can be expressed by
Q=w1 2w1Q = 27r = 27t (3.39)1 - exp(-A /cT r, 1- exp(-Ao a /n. )
For low loss, this expression can be approximated by
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2 77CT 2 2 7rngv  V
c a = FWHMV (3.40)
which is consistent with the commonly used definition of the quality factor as the
ratio of the resonance frequency and the full-width at half-maximum, for high Q
values.
In terms of wavelength, the quality factor can be expressed as
Q ~ (c/k) A (3.41)
FWHM, (c/ 2) .FWHM,,J FWHM,
3.4 Loss Characterization using Ring Resonators
Some of the loss mechanisms that occur in SOI waveguides and ring resonators have
been discussed in the previous section. Measuring such propagation losses is
important, and can be achieved through several different techniques, including the
Fabry-Perot resonator method[68] and the cut-back method[4,68]. Another quick yet
powerful method is the so-called weakly-coupled cavity method[69], and is based on
measuring the quality factor of the spectral response of the ring resonator (geometry
illustrated in Figure 3.3. When light is weakly-coupled into a ring resonator through
a bus waveguide, with the drop-port response peak at least 15 dB below the
off-resonance through-port signal, the measured linewidth will correspond to the
internal propagation loss. In this case, the external coupling loss is small enough and
will not affect the measured quality factor. Still, the drop-port signal should be large
enough to allow for a good measurement, but there are no rigid constraints. The loss
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can be computed through expression (3.40), by measuring the full-width at half
maximum (-3 dB bandwidth):
2nr n 2rn 27 n
a m-1)- 9 - g .FWHM =0 9 .FWMA Q 2  C c
a[dB/cm]= 0.1 . am~1]
ln(10)
(3.42)
(3.43)
Figure 3.3 illustrates the concepts behind the weakly-coupled cavity method for loss
measurements. Similarly to Figure 3.2, this response corresponds to a ring with a
radius of 10 lim, an effective index of 3.7, and a finesse of 60.
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Figure 3.3 Illustration of the weakly-coupled cavity method for loss measurements.
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The group index used in expression (3.42) can be estimated from the free spectral
range, using equation (3.7) or (3.8). For the example in Figure 3.3, the following
values are obtained by directly measuring the spectral response:
A0= 1550 nm
FSRA =10.4 nm
FWHM = 0.1718 nm
These values return
n = -= 3.677
S 2rR. FSRA
2ir nl
a = 2n . FWHM =1652.1 m-' = 71.75 dB/cm
Q = - 9022FWHMA,
Using expression (3.29), the loss of 1652.1 m-1 returns a roundtrip loss factor a of
0.949, which is consistent with the finesse of 60 used to generate the spectral
response in Figure 3.3.
The weakly-coupled cavity method has some advantages over the other methods
mentioned before:
a) Insensitive to the quality of the cleaves of the facets. Both the cut-back and the
Fabry-Perot methods are very sensitive to the quality of the input and output
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facets. Bad cleaves and/or variations in the facets can result in inaccurate
results.
b) Insensitive to scanning electron-beam lithography stitching errors. When this
technique is used to define waveguides and ring resonators, there are
normally small stitching (alignment) errors between adjacent writing fields.
These errors add additional loss in the cut-back and Fabry-Perot methods.
However, if a weakly-coupled ring resonator is written within a field, the
stitching loss is isolated and will not be measured when using the
weakly-coupled cavity method. Figure 3.4 shows images of stitching errors in
a straight SOI waveguide, obtained with an infrared camera (a) and with a
confocal scanning method (b).
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(a) (b)
Figure 3.4 Far-field images of stitching errors in a SOI waveguide, for wavelengths around 1550 nm:
(a) infrared image obtained with an infrared camera, and (b) confocal image acquired by scanning a
lensed fiber over one of the stitching errors shown in (a).
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c) Exact coupling not needed. No precise values for the coupling strengths of the
ring resonator and bus waveguides are needed, as long as the maximum of
the drop response is at least 15 dB below the off-resonance through-port
signal.
d) Straightforward computations. Once the free spectral range and the full-width
at half-maximum are measured from the spectral response of the ring
resonator, the loss can easily be estimated without complex calculations.
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ADD/DROP FILTERS USING RING RESONATORS
4.1 Some Requirementsfor WDM Systems
4.2 Coupled-Mode Theory in Time
4.3 Four-Port System using One Ring Resonator
4.4 Higher-Order Add/Drop Filters
4.5 Group Delay and Dispersion
The previous chapter covered the basic theory of an isolated ring resonator cavity.
However, a ring resonator is only of practical use when coupled to external bus
waveguides and/or additional rings. In such configurations, the system has a new
spectral response, as well as parameters such as the quality factor and bandwidth.
The current chapter analyses different system configurations, normally known as
add/drop filters or optical add/drop multiplexers (OADM). Such devices are used to route
light in wavelength-division multiplexing (WDM) systems[70], and allow adding (or
dropping) a wavelength channel into (or from) a signal. This concept is illustrated in
Figure 4.1. The added and dropped channels are not necessarily at the same
wavelength. This is possible with tunable and reconfigurable optical add/drop
multiplexers (R-OADM).
A1  Optical Al
2  Add/Drop 2
3M4tiplexer
A (OADM)
Figure 4.1 Illustration of the functionality of an optical add/drop multiplexer (OADM). A wavelength
channel A is dropped from the main signal, and another wavelength channel A M is added.
In WDM systems, a large number of wavelengths are combined into the same optical
fiber, and need to be properly spaced in order to avoid interference with adjacent
channels. The operation wavelengths can range from the 0-band (1260-1360 nm) all
the way to the U-band (1625-1675 nm), covering the so-called second and third
telecom windows. As mentioned in Chapter 1, silica has low absorption around
1.5 [im, and the conventional C-band (1530-1565 nm) is the most used band, taking
advantage of the development of erbium doped fiber amplifiers (EDFAs). Current
single channels can have capacities of tens of Gbit/s. For example, for channels
spaced by 100 GHz and with a capacity of 40 Gbit/s, the total capacity of the C-band
is about 1.6 Thit/s. The specific channel spacing is defined by the International
Telecommunication Union (ITU), with sets channel spacings of 12.5, 25, 50 and
100 GHz (and even wider, with integer multiples of 100 GHz) for the so-called dense
WDM (DWDM) grid[71]. OADM are essential components for implementing WDM
networks, and these can be built based on microring resonators [26,72,73], due to
their spectral response that allows passband filtering. The section that follows
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discusses some of the requirements of
recommendations and standard commercial
focus on understanding the main operation
temporal coupled-mode theory.
WDM components, based on ITU
components. The remaining sections
of ring-based add-drop filters, using
4.1 Some Requirements for WDM Systems
In order to meet the tight DWDM channel spacing and increasing data capacity per
channel, all components used in WDM networks should meet specific requirements,
which are mainly set by the International Telecommunication Union[74,75]. The
main specifications for an add/drop filter are channel spacing, passband width and
ripple, add/drop loss, polarization-dependent loss (PDL), extinction of each channel
at adjacent and non-adjacent channels, channel through extinction, chromatic
dispersion and reconfigure time. Some of these specifications are represented in
Figure 4.2.
Frequency
Figure 4.2 Some device specifications for a WDM add/drop filter, showing a typical through- and
drop-port amplitude response, as well as the channel dispersion.
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Based on the ITU recommendations and on standard commercial products available
in the market, the main general device requirements can be defined. These are
summarized in Table 4.1. The goal of this section is not to expand extensively on
device requirements, but rather to give an overall idea of the typical values.
Operating Wavelength Range full C-band
Channel Spacing 100 GHZ
Number of Channels 40
Passband Width 25-40 GHz
Passband Ripple < 0.5 dB
Add/Drop Loss < 3 dB
Extinction at Adjacent Channel > 25 dB
Extinction at non-Adjacent Channel > 35 dB
Channel Through Extinction > 30 dB
PDL < 0.5 dB
Chromatic Dispersion < ±30 ps
Reconfigure Time 1-100 ms
Table 4.1 Main standard WDM component requirements, for 100 GHz-spaced DWDM channels over
the C-band.
An important parameter is the chromatic dispersion which leads to pulse
broadening and signal distortion. This determines the maximum bit rate of the
channel and influences the modulation format[76]. Higher bit rates have a lower
allowable chromatic dispersion. Optical fibers also add dispersion to the system, so
the dispersion of each individual element should be minimal.
4.2 Coupled-Mode Theory in Time
As mentioned, when a microring is coupled to one or more external waveguides or
other microrings, the spectral response of the new system differs from the individual
CHAPTER 4. ADD/DROP FILTERS USING RING RESONATORS
response of a single ring. An elegant way of describing the new system is to use
coupled-mode theory (CMT)[77,78], in particular temporal CMT[79]. While coupled
waveguides are described by coupling of modes in space, coupled resonators are an
example of coupling of modes in time. An alternative formalism to describe coupled
resonators is to use a transfer matrix model[80], which is consistent with temporal
CMT in the limit of weak coupling between the resonators[81]. CMT is a simple and
powerful formalism that gives insight and understanding of the behavior of many
photonic devices. CMT uses a set of simple building blocks characterized by
parameters such as resonant frequencies, decay rates, coupling coefficients, etc. CMT
assumes that the coupling between these elements is weak. In addition, CMT uses
simple assumptions such as conservation of energy and linearity. Weak coupling
also means small decay rates or large lifetimes, which correspond to large quality
factors.
The basic formulation of CMT presented here[77,82] assumes a resonator mode with
amplitude a, such that the amplitude squared is equivalent to the stored energy:
W =| a (4.1)
The resonator mode will decay exponentially with a lifetime T due to power
dissipation from diverse loss mechanisms. This lifetime is an amplitude decay
lifetime, and is related to the photon lifetime (which is a power decay lifetime), from
equation (3.35), by a factor of 2:
- g (4.2)
2 2 c a
4.2. COUPLED-MODE THEORY IN TIME
Therefore, the relation between the mode lifetime and the respective cavity quality
factor is
Q=W T = W2T (4.3)
Assuming a mode temporal dependence of the form a ~exp(jw0t).exp(-t/r), the
basic CMT differential equation is
da _ . 1
d= jW -- 1a (4.4)dt T
If two such resonators (say 1 and 2) are coupled, the two coupled differential
equations become
=a jo -I a, -jy a2
dt T1(4.5)
da2 j- 1 1-
dt T2,
where p is the mutual energy coupling coefficient between the two resonators. For
identical resonators (wi = W2 = wo), and assuming no loss, equation (4.5) returns two
eigenmode frequencies we - p, which correspond to a symmetric and an
antisymmetric mode, respectively. This frequency splitting is characteristic in
coupled systems, around zero frequency detuning (or equivalently, when the two
energies cross).
The coupling coefficient can be thought of in terms of the fraction of power r
transferred between the two resonators over their specific interaction region. For
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simple structures, this power coefficient can be calculated analytically. A more
common way of obtaining the coefficient is by simulating the coupling region
between the two resonators with 3D FDTD computations, and monitor the fraction
of power transferred between the two structures. For ring resonators, the relation
between the CMT energy coupling coefficient and the fractional power coupling
coefficient is given by[72]:
2 = K. FSR, . FSR2 = K (4.6)
27rR 1.ng 2 7rR 2 .ng,2
In a similar way, when microrings are coupled to waveguides, the power transferred
between the waveguide and the resonator can be quantified by a CMT energy
coupling coefficient. This is explored in the following section.
4.3 Four-Port System using One Ring Resonator
In practical systems, the microrings are excited by adjacent waveguides, and the
stored energy can also be extracted in the same way. A single ring resonator placed
between two parallel waveguides (bus and drop waveguides) can, under certain
conditions, transfer all the power from the bus into the drop. This can happen at the
resonant frequencies of the microring, while all the remaining ones stay in the bus
waveguide. This structure is a basic add/drop filter, and is illustrated in Figure 4.3.
Assuming that light is coupled at the input-port, it can either be sent to the
through-port or to the drop-port. The coupling coefficients to the bus and drop
waveguides are not necessarily equal.
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Figure 4.3 Illustration of a simple add/drop filter, where a microring resonator is placed between two
parallel waveguides. For simplicity, light is only coupled into one of the ports, and can exit either the
through-port or the drop-port.
For this system, the CMT equation that describes the resonator mode is
da . 1 5
dt T (4.7)
where Si represents the input amplitude, and where
1 1 1 .1
T T 0 Tb Td
(4.8)
The decay rate 1/T quantifies the total power lost in the ring, and accounts for the
intrinsic loss 1/ro due to scattering, radiation, etc., for the power coupled into the
through-port 1/Tb and for the power coupled into the drop-port 1/ Td. Each one of
these lifetimes is related to the respective quality factor:
W2 TO . WO Tb . WO TdQO 2 Qb 2 1 d 2 (4.9)
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The bus and drop lifetimes are also related to the respective coupling coefficients by
2 2 2 2
1 b = and yd = (4.10)
Tb Td
The transmitted and dropped waves are related to the input and to the resonator
mode by
St = Si - jPb a (4.11)
S - -j'pd a (4.12)
Assuming an input wave Si ~ e't, equation (4.7) can be solved for a at steady-state:
a = -. b S. (4.13)
j(U) - Wo,)+ 1/rT
The normalized through- and drop-port waves are then
2
T =t =1- (4.14)S, j(W - wO)+1/T
D= l=- N[lb (4.15)Si j(W-w 0)+1/-r
D and T are complex numbers, which have amplitude and a phase components. The
transmitted and dropped powers are given by |T2 and ID2, respectively, and the
dispersion is obtained from the phase response. At resonance, i.e. W WO, the
through- and drop-port powers are given by
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From here, it is seen that the transmitted power vanishes when T pt =1. This results
in the following critical coupling condition, where all the input-port power is either
lost in the ring or is routed to the drop-port:
1 1 1 1 1 1
=--+F- @ -- =- - (4.18)
Tb To Td Qb QO Qd
Under this condition, the rates at which the power is coupled into the ring (through
the bus waveguide) and out of the ring (through the drop waveguide and internal
loss mechanisms) are the same. At critical coupling, the drop-port power is given by
ID12 = _ (4.19)W0 To
where the small drop loss rb / T is due to the internal resonator loss. As an example,
the amplitude response around resonance for the through and drop ports is plotted
in Figure 4.4, for quality factors Q0 = 4000, Qb =800 and Qd = 1000, which satisfy
the critical coupling condition. As seen from the figure, the transmission is zero at
resonance, and the drop-port has a small loss of 0.2. This value can be calculated
from the quality factors:
TbQb 800Tb - -00 
- 0.2 (4.20)
- To QO 4000
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The total quality factor can also be extracted from the FWHM of the drop-port
response, and is 400.
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Figure 4.4 Amplitude (power) response of a microring resonator critically coupled to a bus and drop
waveguides. The quality factors are 4000, 800 and 1000, for the intrinsic (isolated) ring, and bus and
drop waveguides, respectively.
As mentioned, CMT is valid when the resonator is weakly coupled to external
elements, and should therefore match FDTD simulations of a weakly-coupled
microring. This is illustrated in Figure 4.5 (for zero loss in the ring), where the
through and drop spectra are simulated with FDTD computations, and fitted with a
CMT model. The insets show the electric fields inside the microring and bus and
drop waveguides. At resonance, all the power is transferred to the drop-port, and
away from resonance, all the power exits the bus waveguide.
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Figure 4.5 FDTD versus CMT: the response of a microring resonator is simulated with FDTD
calculations (blue dots), and the numerical data is fitted with a CMT model (red curve), showing good
agreement between the two approaches.
The relation between the CMT coupling coefficients pb and pd and the respective
power coupling coefficients is[72]:
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4.4 Higher-Order Add/Drop Filters
In order to meet the tight device requirements for WDM systems described at the
beginning of the chapter, add/drop filters need faster roll-offs, as well as wider and
flatter passbands, depending on the specific application. This can be achieved with
higher-order filters, built by cascading two or more ring resonators. The current
section focuses on the CMT model for such high-order filters, in particular for a
fourth-order filter. The analysis presented here follows closely the one presented in
Ref. [72]. The configuration of the four cascaded rings is illustrated in Figure 4.6,
with the respective coupling coefficients. For simplicity, the coupling to the bus and
drop waveguides is considered to be equal. The CMT differential equations
describing the system are
A1  
_ 
_ 1 ~a - 1 1a2 -]iJS
dt T1
da2 = 1W2 -- ] 2 -j 1 a1 -j19 2dt T2
d3 = 1 - 143 -1 242 -j13
dt jW 3 ,
da4  (. 1 .d= 14 - a4 -1p 3a 3dt T4
43
a4
(4.22)
Si represents the input
determined by
amplitude, and the through and drop amplitudes are
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The decay rates are defined as
1 1 1
T 1  T0, 1  Tb
1 1
T 2  T 0 ,2
1 1
T 3 T0 ,3
Si
input ---
St
-- through
Sd
---dop
Figure 4.6 Illustration of a fourth-order add/drop filter, with four coupled microring resonators
coupled to bus and drop waveguides.
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Tb and Td are assumed equal. Assuming an input wave Si ~ ej'", equations (4.22) can
be solved for al and a4 at steady-state:
al -
-['Si
2
2 2 2
- 3 - '3
(4.26)
(4.27)
2
](W - 2 +'2 2
j ( W - 3)+ . [3
Where L9i = w, + j/ T. The relation between the coupling coefficients and the
fractional power coupling coefficients is given by:
P2 = . FSR, = K '27rR 1 .nlg
c c
[p2 = Ki . FSRn . FSRR+l = / ;l 
-, 27R g
27Rn 9, 27rR~l~ng,n4
(4.28)
(4.29)
The roll-off and the flatness of the passband depend on the specific coupling
coefficients between the microrings. The two types of filters that maximize the
roll-off and the flatness of the passband are known as Chebyshev and
Butterworth[72], respectively. The Butterworth filter has a maximally flat passband,
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but has a slower roll-off. The Chebyshev filter is optimized for minimal deviation
from an ideal filter, but has a larger passband ripple. The coupling coefficients
between the microrings have to be chosen to meet the desired roll-off and passband
flatness requirements, and are important design parameters.
4.5 Group Delay and Dispersion
So far, this chapter has focused on the amplitude response of the different filters.
However, the phase response #(w) of such systems is of critical importance,
especially when these are incorporated into WDM systems[83]. Dispersion, which
comes from the phase response, is responsible for the temporal broadening of optical
pulses, and therefore limits the maximum bit data rate supported in WDM
applications. This section gives a brief overview of important parameters related to
the phase response of a filter, such as group delay and dispersion. Furthermore, it
also discusses how the amplitude and phase responses are uniquely related by the
Hilbert transform (or Kramers-Kr6nig relations), for minimum phase filters.
The group delay T of a system of length L is calculated from its phase response:
r & 8 (kL)= LOk= L (4.30)
Ow Ow Bow vg
where k is the wavenumber and v9 the group velocity. The group delay is generally
dependent on the frequency or wavelength. Its derivative defines a quantity known
as group delay dispersion (GDD):
CHAPTER 4. ADD/DROP FILTERS USING RING RESONATORS
8 82
GDD ( = r L (4.31)
ao u) &)2 C14 v9
Another parameter, known as group velocity dispersion (GVD), is defined as the GDD
per unit length, or equivalently as the derivative of the inverse of the group velocity:
GVD =+- ] GDD (4.32)
19W v L
The units of the GDD are normally fs 2 or ps 2 , and the basic units for the GVD are
s2 /m. When working with WDM and optical communication systems, the
dispersion is commonly defined by a dispersion parameter D, which is defined as
2irc 2wrc 1 02qD -= 7 GVD - 7 2 (4.33)
A2  A 2 L W2
and is normally specified in ps/(nm.km) for optical fibers. For a system component
with length L, the dispersion introduced into the network is simply
L.D 2 c - - - (4.34)A2 aw2  &w OA
and has normally units of ps /nm.
During the experimental studies, the measurement of the phase response # of a
device (which normally involves interferometric techniques) is less straightforward
than the measurement of its amplitude response. However, if the device is a
so-called minimum phasefilter (MPF), its phase and amplitude responses are uniquely
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related by some mathematical relations called Kramers-Kr6nig relations, or by an
equivalent transform called Hilbert transform. The concept of minimum phase was
introduced by Bode[84], and a filter is considered an MPF if its transfer function has
both the zeros and the poles inside the left-half s-plane[85]. The Hilbert transform
relates the phase and the amplitude of a MPF with a response H(jw) in the
following way:
arg [H (jw) -- 6{ln|H(jo)j (4.35)
where 76 is the Hilbert transform operator.
All the add-drop filters studied in this chapter are MPFs, and can therefore benefit
from this unique relation between the amplitude and phase responses. Later in the
thesis, in Chapter 8, the slow light cell device (in an all-pass filter configuration) is
not an MPF. Here, the Hilbert transform can not be used to compute the phase
relation, and it therefore needs to be measured experimentally. However, this type
of filter can be cascaded for arbitrary phase correction and dispersion compensation,
with constant amplitude response over all frequencies[86].
The Hilbert transform will be used in Chapter 8 to indirectly calculate the dispersion
of the studied second- and fourth-order filters (which are minimum phase filters).
As a conclusion to this chapter, the drop-port response, group delay and dispersion
of the first-order filter studied in Section 4.3 are plotted in Figure 4.7, for the same
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quality factors used for Figure 4.4. It can be seen that the group delay peaks in the
middle of the resonance, and that the dispersion peaks close to the passband edges.
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Figure 4.7 Drop-port response, delay and dispersion of a first-order add/drop filter, using quality
factors of 4000, 800 and 1000, for the intrinsic (isolated) ring, and bus and drop waveguides,
respectively.
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1D PHC MICROCAVITIES FOR FAST SWITCHING
5.1 Proposed Structure and Principle of Operation
5.2 Design Parameters and FDTD Optimization
5.3 Approaches for p-i-n Junctions
5.4 Demonstration of All-Optical Switching
The use of photonic crystals to build resonant cavities was briefly discussed in
Chapter 2. In the current chapter, we discuss a one-dimensional photonic crystal
microcavity designed for use as a high-speed electro-optic modulator. The same
cavity is also used to demonstrate all-optical modulation with femtojoule switching
energy. The work presented here was done at IBM Research, with the latter
demonstration carried on recently by co-workers[87].
As discussed in Chapter 1, optical modulators are key elements for enabling future
advanced photonic integrated circuits. Optical modulation can be accomplished by
modulating the index of refraction of the waveguides supporting the propagating
modes of a device. One of the most adopted mechanisms for achieving this index
change is the so called free carrier plasma dispersion effect[88], where the index of
refraction of a material is changed due to changes in the density of free carriers. The
classical Drude model is used to calculate the complex dielectric constant in the
presence of carriers. With the change in the refractive index An there is also an
associated change in the absorption coefficient Aa. These two quantities are related
by the Kramers-Kr6nig relations, which connect the real and imaginary parts of a
complex function. In order to avoid large optical losses, refractive index changes
should be small, normally less than 10-3 . This index change is achieved with
concentrations of free carriers around 1018 cm 3 , which is still much smaller than the
concentration of conduction electrons in typical metals (102 cm-). The changes in
the density of free carriers can normally be achieved electrically by injecting charge
carriers into an undoped region, through a p-i-n junction[89-91], by removing free
carriers from a slightly doped sample in a p-n junction[92,93], or by using a
metal-oxide-semiconductor capacitor phase shifter[94]. A change in the index of
refraction originates a change in the phase of the propagating wave inside the
corresponding material. Therefore, interference-based modulators can be built,
normally based on the Mach-Zehnder configuration[91-95]. Due to the small index
change, these devices are large (normally over 100 pm long) and are not able to meet
the needed low energy requirements of a few femtojoules per bit. To overcome these
issues, resonantly enhanced structures[25] are used, where light is confined to very
small regions. The resonant nature of these devices increases the interaction of the
propagating light with the material, and small index changes can originate the
desired effects with much smaller interaction lengths than in Mach-Zehnder based
modulators. In these structures, the change in the index of refraction leads to a
change in the resonant frequency, which is now the modulation mechanism. The
two important parameters that characterize a cavity are the quality factor Q and the
modal volume V,,, which is defined as
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where E is the local electric field and E the dielectric constant. The ratio Q I./ is a
measure of the strength of the various cavity interactions, and structures with high
Q and low V, are desired. However, for high-speed modulation, very high quality
factors are not desired since they lead to large photon lifetimes[96,97]. Electro-optic
modulators based on ring resonators have been demonstrated in silicon platforms,
resulting in more compact devices than Mach-Zehnder modulators[89,98,99]. Due to
the reduced interaction length, enough free carriers can also be generated optically,
leading to all-optical modulation. This can be achieved by pumping the material
with photons with energies larger than the material band gap (direct absorption), at
a normal incidence[100-104], or by two-photon absorption of lower energy photons,
normally at similar wavelengths as the operating wavelength (probe) and injected
into the same waveguides[105-108]. Several of these switching demonstrations have
been done using ring resonator cavities[100-102,105,10 7 ]. In terms of physical size,
rings present an improvement over Mach-Zehnder-based modulators. However,
cavities with smaller modal volumes can still be constructed, which allow for higher
Q / Vm ratios. For this end, PhC cavities are among the most popular structures, and
have been used to build electro-optic modulators[90,109] and all-optical
modulators[103,104,106,108]. Circular grating resonators (which can be seen as
photonic crystal microcavities), have also been used for optical switching
applications[110-112].
5.1 Proposed Structure and Principle of Operation
The structure studied here is a one-dimensional photonic crystal resonator based on
the point defect cavity illustrated in Figure 2.3(b), and studied in the
literature[44,96,113]. This cavity is of particular interest due to its compact size in the
transverse direction and due to the fact that it is directly coupled to ridge
waveguides. In order to increase the quality factor of the cavity, a tapered section is
added between each mirror section and the central cavity[104,114-119]. This tapered
section reduces the mismatch between the waveguide mode and the Bloch mode
inside the periodic structure. The structure studied is illustrated in Figure 5.1.
tapered section periodic section
Figure 5.1 One-dimensional photonic crystal cavity based on an array of air holes etched in a
high-index dielectric medium. The transition portion between the periodic and the cavity sections is
adiabatically tapered in order to reduce the mode mismatch between the Bloch modes and the
waveguide modes.
The adiabatically tapered (chirped) section of the structure is formed by four
varying-sized holes at each end of the periodic PhC section. The device is built in the
silicon layer on a silicon-on-insulator platform, with silica undercladding and
polymethyl methacrylate (PMMA) or hydrogen silsesquioxane (HSQ) overcladding.
For computational purposes, the indices of refraction used are nsi = 3.44,
ns i2 =a1.46 and nPMMA 1.46. Once the structure is optimized for a high quality
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factor Q, it is used to demonstrate optical modulation by generating free carriers
inside the cavity. This is done through the free carrier plasma dispersion effect, and
the change in the index of refraction will shift the resonance of the cavity. As is, this
structure can be used for all-optical modulation, where the free carriers can be
generated by direct absorption or by two-photon absorption. In order to
demonstrate electro-optic modulation, an additional p-i-n junction has to be formed.
In this case modulation would be due to the injection of carriers into the intrinsic
region, or depletion of carriers from the slightly doped cavity region. In any case
(carrier injection or depletion), the physical structure would need additional silicon
leads adjacent to the cavity, that could be implanted with p- and n-type materials
(e.g. boron and phosphorus) to create p+ and n+ regions. A possible configuration
for the structure is illustrated in Figure 5.2. Further details about the p-i-n junction
are discussed in a later section. As mentioned, the cavity can be seen as a point
defect inside a photonic crystal, creating an allowed state inside the forbidden
photonic band gap.
Figure 5.2 Illustration of a possible configuration for a photonic crystal cavity with adjacent silicon
sections intended for doping with p- and n-type materials. The p-i-n junction would serve to inject free
carriers into the intrinsic (undoped) cavity region in order to enable electro-optic modulation.
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The cavity can also be treated as a Fabry-Perot cavity[120], where each photonic
crystal section is seen as a Bragg mirror with high reflectivity. The transmission
spectrum of this resonator will have a Lorentzian shape, similar to the one of a
Fabry-Perot cavity or a ring resonator. When free carriers are generated or injected
into the intrinsic region of the cavity, the index of refraction decreases, and the
resonance frequency of the cavity increases (blue-shift). On the other hand, if carriers
are extracted from a doped region, the index increases, and the resonance frequency
decreases (red-shift) - Figure 5.3.
- - - - - - - An<O
(arrier (carrier injection)
S(carrier
depletion)
FWHM
/ I \ I
V 0 - 6V VO V0 - frequency
Figure 5.3 General transmission spectrum of the cavity. The center curve (solid black) corresponds to
the unshifted cavity. When free carriers are generated, the index of refraction decreases and the
resonance frequency increases (blue curve). When carriers are depleted from the (previously doped)
center region, the index of refraction increases and the resonance is shifted towards shorter
frequencies (higher wavelengths).
The resonator can operate as a switch by tuning the resonance frequency. The
transmission of an optical signal at frequency vo will be turned off when the
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resonance peak is shifted from v. and v. + 6v. The fastest switching time is
determined by the photon lifetime of the cavity, which is, from equation (3.40):
> (5.2)switching 
-- p 2 FWHM 2wc
where the quality factor is given by equation (3.41):
Q- ~ v _ A (5.3)FWHMV FWHM(3
The transmission is turned back on when the resonance peak shifts from v0 + 6v
back to vo,. This second transition is governed by the free carrier lifetime rf, which
is normally in the order of several hundreds of picoseconds[100,105]. In addition, in
electro-optic modulators, due to the electrical contacts (which create unwanted
resistances and capacitances), performance may be limited by the RC time constant.
For small changes in An/n, the frequency shift 6v of the cavity is related to the
change in index of refraction An by the following expression[96]:
= 1n -1 (5.4)
n
where o- is the mode confinement factor, which corresponds to the fraction of the
total power that is confined to the silicon region. This expression can be further
approximated to
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6V- 
-- An A (5.5)
l,,o nl
In order to see modulation, the change in the index of refraction has to be large
enough to shift the resonance by a frequency larger than the full-width at
half-maximum:
6v > FWHM, (5.6)
This condition sets the minimum change in the index of refraction needed in order to
see switching:
An > 1 (5.7)
n o- Q
As a practical example, for modulation speeds of 100 GHz, the switching time is
rsitching =10 ps and the photon lifetime should be r, <10 ps. This corresponds to a
quality factor Q < 12161 for , =1550 nm. Taking Q =12000 and assuming a mode
confinement factor of 0.7, the change in the index of refraction should be
|An; > 4.1 x 104 . This index change can be achieved with a free carrier concentration
AN 5x 1017 cm-3 [88]. The generation or injection of this concentration of free
carriers shifts the resonance wavelength by - 0.13 nm and leads to an additional
loss of a = 4 cm =17.4 dB/cm. This additional loss will reduce the cavity quality
factor Q from 12000 (for the unshifted cavity) to a value around 9000 (for the shifted
cavity). The additional broadening of the resonance may require a larger frequency
shift in order to resolve the peaks. However, the reduced transmission of the shifted
resonance may partially compensate for the need of increasing the frequency shift.
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5.2 Design Parameters and FDTD Optimization
This section focuses on the optimization of the passive structure using
finite-difference time-domain numerical simulations with the MIT Electromagnetic
Equation Propagation (MEEP) package (see Appendices B and C). As mentioned, the
microcavity is formed in a periodic photonic crystal with a tapered region of four
chirped holes on each side adjacent to the center cavity region. In this tapered
region, not only is the diameter of each hole varied, but also the distance between
two adjacent holes. In the initial optimization, these variations in diameter and
distance between the holes follow a geometric chirp. The pseudo-lattice constant an
and the radius r, of the nth hole in the tapered region are given by
a. = ao - Aa. Ka" (5.8)
r, = r - Ar .K," (5.9)
where ao and ro are the lattice constant and the hole radius of the periodic photonic
crystal region, and Aa, Ar, Ka and Kr are the chirp parameters. Once these chirped
parameters are optimized, further optimization is done by directly changing a. and
r. starting from the optimized chirped structure. In addition to these parameters,
several other parameters can be optimized: the cavity length L, the cavity width w,
and an additional distance d between the periodic and tapered regions. Figure 5.4
illustrates all the optimization parameters. The structure is simulated in a
340 nm-thick silicon-on-insulator layer (nsi = 3.44 ), undercladded with silica
(nsio2 =1.46) and overcladded with PMMA or HSQ (n =1.46). The cross-section of
the structure is shown in Figure 5.5.
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Figure 5.4 Optimization parameters for the passive microcavity structure. a, and r, are defined in
equations (5.8) and (5.9).
Figure 5.5 Side-view of the microcavity structure, showing the indices of refraction of the several
layers. The SOI wafer is assumed to have a 340 nm-thick silicon layer.
The height of the waveguide is fixed and is not a variable parameter. However, for
simulation purposes, the lattice constant ao is assumed to be fixed and equal to 1,
and the height h of the waveguide is an optimization variable. In addition to the
fixed height, there are two other constraints to take into consideration: (1) the
microcavity resonant wavelength should be around 1550 nm, and (2) the minimum
hole diameter should be around 80 nm. The hole diameter is related to fabrication
limitations, specifically to the etching process. Good etches of holes smaller than
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80 nm are hard to obtain when using wafers with a 340 nm-thick silicon layer. One
way to overcome this size limitation is to use thinner SOI wafers.
Some initial intuition about the ideal dimensions of the structure can be obtained by
looking at the band structure of a 1D photonic crystal formed by low-index holes
(n = 1.46) in a high-index dielectric (n =3.44), which corresponds to the periodic
section of the microcavity modulator. In this calculation, the width of the waveguide
is set to w = 1.2 ao. The band gap (for TE polarization) of this 1D photonic crystal is
represented in Figure 5.6, for different radius values.
0.18 0.2 0.22 0.24 0.26 0.28 0.3 0.32 0.34
frequency v (in units of c/a or a/XA)
Figure 5.6 Position of the TE band gap in a 1D photonic crystal formed by low-index holes (n =1.46)
in a high-index dielectric (n = 3.44). The computation was performed in two dimensions, using MPB.
In this calculation, w = 1.2 a. and the third dimension (height) is assumed to be infinite.
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This map is computed using MPB, and corresponds to a two-dimensional simulation
(infinite height). The real structure is confined in the third dimension by the silicon
layer, so this is only a rough approximation of the real structure. Figure 5.7 shows
the corresponding gap-midgap ratio as a function of the radius. The largest band
gap (-31%) occurs around a radius r =0.39 ao. For this radius, the band gap is
defined between the normalized frequencies of 0.2077 and 0.2849, with the midgap
frequency at 0.2463.
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Figure 5.7 Gap size (represented as the gap-midgap ratio) of the band gaps plotted in Figure 5.6. The
largest gap is about 31% and occurs around a radius of 0.39 a0.
The more realistic structure is simulated with a 3D computational cell, and the
results are represented in Figure 5.8, along with the 2D results. The height of the
waveguide is now set to h = ao, which is the initial value used in the following
FDTD simulations. The main difference in the 2D and 3D computations is the
positive shift in the normalized frequency of the band edges. When performing the
3D computation, the effective index of the slab waveguide is lower than in the 2D
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computation. This leads to longer wavelengths inside the material, which
correspond to larger lattice constants and is translated into larger normalized
frequencies. For the 3D computation, the gap-midgap ratio plot is shown in the inset.
The largest gap is ~28%, and occurs at r = 0.38 ao. The edges of this gap occur for
normalized frequencies of 0.2294 and 0.3036, with a midgap frequency of 0.2665.
0.22 0.24 0.26 0.28 0.3 0.32 0.34
frequency v (in units of c/a or a/ A X)
Figure 5.8 Band gap position of the TE polarization of a 1D photonic crystal formed by low-index
holes (n = 1.46 ) in a high-index dielectric (n = 3.44). The 2D and 3D computations are represented on
the same plot. In this calculation, w = 1.2 a0 and h = a0 . The inset plots the gad-midgap ratio for the
3D computation.
These results can give an idea of the initial dimensions for the optimization code.
However, when inserting the tapered sections and the cavity, the band gap will shift,
due to the reduced hole radius and pseudo-lattice constant. Ideally, the point-defect
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state should be located in the middle of the band gap, and this gap should be wide
enough to support small shifts in the resonance frequency of the switched cavity.
Starting with the height, setting h equal to the lattice constant ao shows to give a
decent band structure. With this value, the lattice constant ao is set to 340 nm (which
is the height of the S01 silicon layer). The width of w =1.2 ao is also a reasonable
value, which leads to a physical width of about 400 nm. For this lattice constant, a
resonance at A0 ~ 1550 nm has a normalized frequency of about 0.22. This frequency
falls outside the largest band gap (radius r = 0.38 ao ). However, the reduced hole
radius in the tapered region should lower the frequencies of the band gap. The size
of the center cavity is harder to estimate since the cavity boundary is not
well-defined and therefore the effective cavity length is not clear. A value in the
order of the wavelength (in the medium) should be a good starting point. The initial
value used in the optimization was L =1.4 ao. For the tapered section, the initial
values for the chirp parameters were picked to give a smooth variation of the hole
position and diameter between the periodic and the tapered sections. An initial set
of parameters could be the following:
h=ao, w=1.2ao, r =0.34 ao, L=1.4 a0, d =0, Aa= Ar=0.1, ra =rr =1.3
The optimization algorithm (flow diagram shown in Figure 5.9) circles through all
the nine optimization parameters in a sequential order, and maximizes for the
configuration with the highest quality factor value, within some given constraints.
As seen, in order to obtain small photon lifetimes, the quality factor cannot be too
high. However, it is very important to maximize this parameter so that the desired
quality factor is achieved with the smallest number N of holes, leading to a compact
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device. The initial configuration is read, and for a specific A, the first parameter p, is
changed to p, ± A and p, ± 2A. These four new structures are simulated in
three-dimensions and the quality factor for each one of them is calculated. The
configuration with the highest Q value is stored as the current configuration, and the
process cycles until an optimum configuration is found.
parameter]
LII-
-2A 
-A:
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±2A
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A= A/2
Figure 5.9 Flow diagram of the FDTD optimization code used to design the photonic crystal
microcavity structure for the optical modulator.
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The optimization parameter is now changed to the next one (P2), and the same
process is repeated. After reaching the last parameter (p,), the process goes back to
the first parameter and keeps cycling through all the parameters until a stable
solution is found. Once all parameters are optimized for a specific A, the process
restarts for A/ 2, until A= 2 x 10- . The stable solution for the smallest A is
returned as the final configuration. The flow diagram of the optimization code is
shown in Figure 5.9. The center normalized frequency used for each iteration is set to
the resonance frequency of each current configuration. After optimizing the structure
with the chirped parameters, the optimization is repeated for an and rn as
individual parameters, totaling now to 12 parameters (the distance d is incorporated
into the parameter a,).
In addition to the quality factor Q, the main outputs from the FDTD simulations are
the microcavity resonance frequency (or wavelength), the modal volume V,, the
electric field pattern, and the transmission spectrum. The quality factor mentioned
so far in this chapter is the total quality factor (Q =Q,,). This value takes into
account the in- and out-coupling of the isolated cavity from/to external waveguide
modes (defined by Qt), as well as the coupling into radiation/loss modes (defined
by Q0 ). The relation between the different values is given by
1 1 1
= -- + - (5.10)
Q,0t QO Qext
In the case of the 1D PhC microcavity, the external coupling is controlled by the
number N of holes in the periodic sections of the device. This external coupling
occurs via the evanescent field that extends into the periodic section and eventually
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couples into the external waveguide. From coupled-mode theory, the transmission
at the resonance frequency is given by
2 i 2 1
T ax= 1+ Q'' = = t 12 (5.11)
"m QO , Go , I Gext
For QO >> Q,, the transmission is close to unity. Therefore, the structure should be
designed to have an isolated (unloaded) quality factor Q0 as high as possible. This is
obtained by extending the number of holes in the periodic section to infinity. In
practice, it is enough to use N =14. In addition, the computation cell is surrounded
with perfectly matched layers (PMLs), which correspond to absorbing boundary
conditions (see Appendices B and C). In theory, a PML performs as a medium that
absorbs all electromagnetic waves, at all frequencies and at all angles of incidence.
All simulations are performed for TE polarization (or, to be more precise, for TE-like
polarization), i.e., with the electric field primarily parallel to the dielectric slab
surface. The imposed constraints, when determining the configuration with the
highest quality factor, are related to the cavity resonance frequency. It is desired to
operate at wavelengths close to 1550 nm. Therefore, all configurations with
resonance wavelengths outside the interval [1540;1565] nm are not considered.
Furthermore, the minimum hole diameter is set to 80 nm. Any values returning hole
diameters smaller than 80 nm are automatically set to this minimum value. The
optimization is run for N =14, using a total computation power of 72 cores. For this
structure, which is represented at the top of Figure 5.10, the optimized parameters
are summarized in Table 5.1. These parameters result in a configuration with a
resonance frequency v = 0.2238, which corresponds to a wavelength A0 =1565 nm.
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Figure 5.10 Illustration of the one-dimensional photonic crystal microcavity structure, with the
periodic section formed by N = 14 holes (top) and N = 3 holes (bottom).
in units of a o in nm in units of a o in nm in units of a in nm
a o 1.000 350
h 0.971 340
r o 0.359 126
L 1.376 482
w 1.488 521
a 1  1.041 365
a 2  0.888 311
a 3  0.877 307
a 4 0.855 299
r 1 0.250 88
r 2 0.224 78
r 3 0.170 60
r 4 0.115 40*
* (imposed)
Table 5.1 Optimization results for the isolated (unloaded) structure, using N = 14.
The total quality factor Q, is 2.7 x 106 (which also corresponds to Q0) and the
corresponding modal volume is V, ~1.3971 ao3 ~ 0.64(A0 /n) 3 ~ 5 (A /2n) 3 . The
structure with N = 3, represented at the bottom of Figure 5.10, has a total quality
factor of about 1100.
As mentioned, the external (and total) quality factor is determined by the total
number of holes in the periodic section of the structure. For a small number of holes,
Q, grows exponentially with N, due to the increased reflectivity which also grows
exponentially with N. For large N, which is observed to be around 14, the total
quality factor saturates and is now limited by the scattering losses in the cavity. This
corresponds to a high external quality factor Q,. The ring-analogy of this case is a
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ring far away from any bus waveguides (very weakly coupled). The dependence of
the total quality factor Q, on the number N of holes is plotted in Figure 5.11 for the
optimized structure, in a logarithmic vertical scale. The linear behavior (for N <14)
indicates an exponential dependence. The electric field distribution inside the
structure is mainly concentrated in the center cavity region. However, the fields
extend into the tapered region, changing adiabatically from the cavity mode into the
photonic crystal mode. Therefore, the effective cavity length is larger than the center
region. For N = 3, the electric field distribution is represented in Figure 5.12, for
different views of the structure.
10 7
10
102
0 5 10 15 20 25 30
Number of holes (N)
Figure 5.11 Total quality factor vs. number of holes N in the periodic section of the
photonic crystal microcavity. For small values of N (<14), Q, grows exponentially
N = 14 the quality factor saturates at a value around 2.7 x 106.
one-dimensional
with N. Around
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Figure 5.12 Electric field patterns inside the loaded structure, for N = 3: (a) top view, (b) side view,
and (c) cross section of the center of the cavity.
The transmission spectrum through this optimized structure is computed as well,
and is plotted in Figure 5.13. As seen from the spectrum, there is a wide photonic
band gap that extends over about 350 nm (1350-1700 nm), centered around 1550 nm.
The corresponding normalized frequencies are about 0.26 and 0.21, respectively. The
edge frequencies are shifted from the expected values, which agrees with the
reduced hole radius in the tapered region. A quality factor of ~1000 can be extracted
from the zoomed-in spectrum. There is also a second sharp resonance transmission
peak around \ ~1400 nm, which appears to be separated by one FSR. This
separation allows to estimate the effective cavity length to be about 2 jam.
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Figure 5.13 Transmission spectrum of the optimized structure, for N 3.
The confinement factor can also be calculated by FDTD. When inducing a small
change in the index of refraction of the high-index material, the resonance frequency
of the microcavity also shifts. A plot of the relative frequency shift as a function of
the relative index change is plotted in Figure 5.14. The dependence is linear for small
relative changes, and the slope of this line gives the confinement factor, according to
equation (5.5), which is found to be - ~_ 0.91. The optical confinement factor can be
increased by removing the under- and overcladding[113], allowing also for an
increase in the transmission at resonance.
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Figure 5.14 Relative frequency shift as a function of the relative change in the index of refraction. The
slope of this linear relation gives the confinement factor, which is o- ~ 0.91.
5.3 Approaches for p-i-n Junctions
Now that the passive microcavity structure has been optimized, it is time to think
about forming a possible p-i-n junction adjacent to the cavity, by using the center
part as the intrinsic region, as illustrated in Figure 5.2. This junction can be used to
achieve electro-optic modulation, either by injecting free carriers into the cavity, or
by depleting carriers out of the previously slightly doped center cavity. In any case,
the change in the concentration of free carriers locally changes the index of refraction
and shifts the resonance frequency. Another very interesting possibility is to use this
p-i-n junction to actively reduce the lifetime of the free carriers in the cavity,
previously generated optically (by direct absorption or two-photon absorption). This
technique has been used to achieve free carrier lifetimes of about 50 ps[107], which
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presents a reduction in the lifetime of about one order of magnitude[105]. Whether
the p-i-n junction is to be used for carrier injection/depletion or for reduction of free
carrier lifetime, it should ideally not interfere with the microcavity itself, especially
when it comes to quality factor and optical losses. The junction will be formed by
doping the silicon regions adjacent to the center region of the cavity. Possible ways
to minimize the impact of the presence of the additional intrinsic (and doped)
material are discussed in this section, and several approaches are numerically
studied for N= 3. The first approach would be to look into designs using a thin rib
(or ridge) waveguide adjacent to the resonance cavity, which is a widely used
configuration. When using this design in an SOI platform, the thickness of the slab
should be < 50 nm (for a waveguide height of 250 nm), thin enough to have little
overlap with the optical mode and keep the light confined in the cavity, but thick
enough for practical fabrication[ 109]. Furthermore, the doped regions should be at
least 200 nm apart from the center cavity (for a waveguide width of 450 nm), far
enough to reduce the optical loss due to the overlap of the mode with the doped
regions, but close enough to minimize power consumption. However, 3D FDTD
inspection of this rib configuration showed lower quality factors than other possible
investigated configurations, which are summarized in Figure 5.15. The overlap
between the optical mode and the adjacent waveguides can be minimized if these
are placed in regions where the mode vanishes. Therefore, the cross waveguides
shown in Figure 5.15 are placed at the nulls of the original electric field inside the
structure. This minimizes the overlap with the optical field distribution, and will
therefore not affect significantly the quality factor of the overall structure.
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Passive structure Q 2-1110
Rib waveguide
(300 nm x 50 nm) Qc~760
Rib waveguide Q 700
(50 nm high)
One set of cross waveguides Q 1060
(80 nm wide)
Two sets of cross waveguides Q 1005
(80 nm wide)
Three sets of cross waveguides
(80 nm wide)
Five sets of cross waveguides Q - 950
(80 nm wide)
Five sets of cross waveguides Q -1045
(40 nm wide)
Figure 5.15 Possible configurations for building a p-i-n junction adjacent to the cavity. A short
description of each design and the corresponding quality factor Q are indicated next to each
configuration.
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The free carrier injection or depletion is still possible through these waveguides.
From the results, it is observed that the set of cross waveguides placed at the nulls of
the original electric field inside the structure do not perturb the quality factor Q of
the original cavity. In practice, it is desired to have the p-i-n junction injecting or
depleting carriers into/from most of the region where the mode exists. For this
reason, the most effective configuration is the last one, with the five cross
waveguides. Both 80 nm- and 40 nm-wide configurations returned similar quality
factors, with the former easier to fabricate. The electric field distribution of this
structure (with cross waveguides 80 nm-wide) is represented in Figure 5.16. The
resonance wavelength has now slightly shifted to around 1574 nm. The total quality
factor is 950 and the modal volume is V, 1.5033 a 3  5(A0 /2n) 3 .
Figure 5.16 Top-view of the electric field pattern inside the structure with the p-i-n junction formed
with five cross waveguides 80 nm-wide, for N = 3.
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5.4 Demonstration of All-Optical Switching
In order to demonstrate optical modulation, two optimized cavities were fabricated
and testedt. Scanning electron microscopy (SEM) images of the fabricated devices
are shown in Figure 5.17. Both devices were fabricated in silicon-on-insulator
platforms, and defined by electron-beam lithography. The first one, with N = 3, was
defined in a 340 nm-thick silicon layer, and the second one, with N = 6 (and N =7)
in a 220 nm-thick layer.
-I'll-)
Figure 5.17 Scanning electron micrographs of the one-dimensional photonic crystal microcavity
devices for optical modulation: (a) 340 nm-thick structure for electro-optic modulation, built with
80 nm-wide cross waveguides for doping (published in Ref. [111]), and (b) 220 nm-thick passive
structure for all-optical modulation (published in Ref. [87]).
* For this part of the project, fabrication was done by colleagues at the Advanced Microelectronic
Center Aachen (AMICA), AMO GmbH (Germany), and experimental characterization by colleagues at
IBM Research GmbH, Zurich Research Laboratory (Switzerland), led by Sophie Schdnenberger.
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The second structure was also optimized as described in Section 5.2, returning the
following optimization parameters:
in units of a o in nm in units of a o in nm in units of a o in nm
a o 1.000 350
h 0.629 220
r 0  0.314 110
L 1.597 559
w 1.514 530
a1  1.063 372
a 2  0.914 320
a 3  0.917 321
a 4 0.926 324
r 1 0.246 86
r 2 0.237 83
r 3 0.203 71
r 4 0.154 54
Table 5.2 Optimization results for the isolated (unloaded) structure, for a 220 nm-thick layer.
This configuration has a resonance frequency v =0.2279, which corresponds to a
wavelength A0 =1536 nm. The quality factor Q, is - 6 x 10', and the corresponding
modal volume is V,, ~ 1.3031 ao3 ~ 0.63(N /n) 3 ~ 5(A, /2n) 3 . The dependence of the
total quality factor with the number N of holes is plotted in Figure 5.18. Also in this
case, Q, grows exponentially for small values of N, and saturates around N = 14.
As mentioned, both structures were fabricated on SOI wafers, and then overcladded
with PMMA. More details about the fabrication can be found in Ref. [871. The
microcavities have a footprint of ~2.4 tm2 (for the 340 nm-thick with N= 3) and
~ 3.7 pm 2 (for the 220 nm-thick with N = 6). In order to demonstrate fast switching,
the total quality factor of the microcavity should be small enough to allow for a low
photon lifetime, but large enough to allow switching with low changes in the index
of refraction (and thus low changes in the free carrier concentration).
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Figure 5.18 Total quality factor as a function of the number of holes (N) in the periodic section of the
220 nm-thick one-dimensional photonic crystal microcavity. For small values of N (<14), Q, grows
exponentially with N. Around N = 14 the quality factor saturates at a value around 6 x 105.
For modulation speeds around 100 GHz, a quality factor in the order of 10k is
desired, which occurs around N 7. The 220 nm-thick fabricated structures (which
have N =6 and N =7) are ideal for this demonstration. The fast switching is
therefore demonstrated using optical generation of free carriers, in an all-optical
scheme. All-optical switching has recently been demonstrated in a similar structure,
where a 10 dB on-off ratio is achieved with an energy of about 120 fJ[104]. However,
the large quality factor (~ 10') limits the switching speed to about 10 GHz. Other
recent work, done in an InGaAsP platform (which has a direct electronic band gap),
has demonstrated sub-femtojoule all-optical switching at speeds up to 40 GHz[121].
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The microcavity with N =7 was used for the all-optical demonstration. By linear
optical characterization and thermo-optically-induced refractive index change, the
optical confinement factor was experimentally determined to have a value of
o ~0.76. The all-optical switching was performed using a pump and probe setup,
illustrated in Figure 5.19(a). Free carriers were generated by direct absorption of
80 fs pump pulses centered at A0 = 830 nm, generated by a titanium-sapphire (Ti:Sa)
mode-locked laser with a repetition rate of 80 MHz. the same Ti:Sa laser is used to
pump an optical parametric oscillator (OPO), which generates 150 fs probe pulses
centered at A0 = 1530 nm, with a FWHM spectral width of 15 nm. The pump pulse is
focused onto the sample (with a spot size of about 2 Vm) at normal incidence,
through a microscope objective. The probe pulse is coupled into the photonic crystal
microcavity through a polarization-maintaining single-mode lensed fiber, and
collected by another fiber into an optical spectrum analyzer (OSA).
delay stage
T:Sapphire laser 2 mbe
80 fs @ 830 nm
in mW adjustable neutral 5
density attenuator
synchronously pumped microscope objective
in Ref.sop [87])
150 fs @ 1530 nm Pe stapere (0XN=05
+ 5l e s e di bm "2 0es e i e
spectal wdth n-li e li a sampl spctu+5 d~m10
polarizer1 7.5 1528.0 1528.5 1529.0
Wavelength X (nm)
(a) (b)
Figure 5.19 (a) Pump and probe experimental setup used for all-optical switching demonstration, and
(b unshifted (black) and shifted by a 2.8 pJ pump pulse (red) microcavity resonance peaks (published
in Ref. [87]).
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The resonance wavelength of the unshifted photonic crystal microcavity peaks
around A0 = 1528.61 nm, with a quality factor of 5500. When the cavity is pumped
by a 2.8 pJ pulse, the wavelength is reduced to about A =1528.10 nm, with the
quality factor reduced of 2700, and an extinction ratio of 7.5 dB at the initial
wavelength. The blue-shift corresponds to a negative change in the index of
refraction, which is a result of the generation of free carriers in the cavity. As
mentioned before, a change An in the index of refraction comes with a change Aa
in the optical loss. The additional loss due to the optical pumping is responsible for
the broadening of the shifted resonance peak (decreased quality factor) and for the
lower transmission. An extinction ration of 3 dB can be achieved with a smaller
pulse energy of about 1.2 pJ. For the pump energy of 2.8 pJ, the wavelength shift is
6A = -0.51 nm, which corresponds to a change in the index of refraction of
An -- 1.5x 10-3, according to equation (5.5) and using o 0.76. The relations
between the changes in the index of refraction and absorption, An and Aa, and the
concentration of free carriers AN are calculated (for A0 =1550 nm) from Ref. [88] to
be:
An = -1.88 x10 22 ANe1 0 4 -3.725 x10 18 ANh0.8 18  (5.12)
AC =1.99 x10 21AN 1 .2 +7.981x102 ANhll (5.13)
where ANe and ANh are the concentrations of free electrons and holes, respectively,
expressed in cm-'. Aa is expressed in cm-1. The dependence of An and Aa on
each free carrier concentration is plotted in Figure 5.20, and is in good agreement
with the data source. For low free carrier concentrations, the index of refraction is
mainly affected by the presence of the free holes.
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Figure 5.20 Free-carrier-induced index of refraction (left) and absorption (right), as a function of the
free electrons (blue curves) and free holes (red curves).
Equation (5.12) can be used to estimate the concentration of free carriers generated
by the 2.8 pJ pump pulse that shifted the resonance by 6A = -0.51 nm. For each free
electron created there is also one free hole created, i.e., AN e= ANh = AN. This
returns a free carrier concentration of about AN = 4.6 x 10" cm 3 . The actual volume
of the mode affected by the free carriers is not known, but an upper limit can be
estimated from the dimensions of the pump spot diameter and the dimensions of the
structure: V = (pump spot diameter) x w x h, where w and h are the width and
height of the structure, subtracted by the volume of the first three chirped holes on
each side of the cavity. This estimation returns a volume of about 2x10 B cm 3 ,
which corresponds to a total number of electron-hole pairs of about 92000. Instead, if
the computed modal volume V, ~1.3031 ao3 ~- 5.6 x 10- 14 cm3 of the optimized
structure is used, a lower bound of about 26000 electron-hole pairs in obtained.
Assuming that each absorbed photon creates one electron-hole pair (100%
efficiency), the total absorbed energy can be estimated to be between 6-22 fJ, for the
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2.8 pJ pump pulse. An alternative approach for estimating this energy, taking into
account reflections and absorption at the different interfaces, is done in Ref. [87],
finding an absorbed energy of about 13 fJ. That means that only 0.46% of the 2.8 pJ is
actually absorbed. Therefore, the minimum energy needed to switch the resonance
peak by one FWHM is about (0.0046). (1.2 pJ) = 5.5 fJ. The additional optical
absorption induced by the free carriers is obtained using equation (5.13), and returns
a value of Aa =5.3 cm-1 =23 dB/cm.
As previously mentioned, the on-off switching time is limited by the cavity photon
lifetime T,, and the off-on time by the free carrier lifetime Tfc. These specific
switching times for the microcavity studied here are now determined. Figure 5.21
shows the off-on dynamics of the microcavity through the transmission spectrum as a
function of the time delay between the pump and the probe pulses.
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(a) (b)
Figure 5.21 Off-on switching time, governed by the free carrier lifetime: (a) transmission spectrum as
a function of the time delay between the pump and the probe pulses, and (b) peak wavelength shift
(back to A0 = 1528.61 nm) as a function of the time delay. An exponential fit to the data returns a free
carrier lifetime of -r,~ 445 ps (published in Ref. [87]).
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When the pump pulse hits the cavity, the resonance peak switches quickly from the
unshifted wavelength of A0 = 1528.61nm to the shifted value of A, = 1528.10 nm.
After the pump is turned off, the resonance wavelength shifts back to the original
value, with a much slower time constant, which depends on the free carrier lifetime.
An exponential fit to the data returns a free carrier lifetime of 445 ps, which is similar
to former studies[100,105]. The long free carrier lifetime can be effectively reduced
by sweeping out the free carriers with the use of p-i-n junctions[107, ion
implantation[101,108], or grain boundaries as recombination centers in
polycrystalline silicon[102]. By looking now at the fast on-off transition (at a shorter
time scale), an estimated value for the photon lifetime can also be found. Figure 5.22
shows the on-off dynamics with a higher time resolution transmission spectrum of
the microcavity as a function of the time delay. The respective transmission
transients of the unshifted A0 and shifted A, wavelengths show that A0 falls from
90% to 10% in 12 ps, and A, rises from 10% to 90% in about 3 ps.
1529.2
90%-10% fall time: 12 ps
1528.
?0
1528.46faltm 
2P
(D> E
1528.01
10%-90% rise time:3 ps
1527.6 .
-40 -35 -30 -25 -20 -15 -10 -5 0
-40 -35 -30 -25 -20 -15 -10 -5 0 Time delay (ps)
Time delay (ps)
(a) (b)
Figure 5.22 On-off dynamics: (a) high time resolution transmission spectrum as function of the time
delay between the pump and probe pulses, and (b) transmission transients at the unshifted resonance
A0 and the shifted resonance A, (published in Ref. [87]).
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These fall and rise times are indication of a higher unshifted quality factor, and a
lower shifted quality factor. Assuming that the only limitation is the photon lifetime,
the quality factors can be estimated to be around 6700 and 1700, for the unshifted
and shifted resonance peaks, respectively. These values are in reasonable agreement
with the previous values of 5500 and 2700 obtained for the unshifted and shifted
resonance peaks, respectively.
CHAPTER 5. 1 D PHC MICROCAVITIES FOR FAST SWITCHING
6
SUPER-COLLIMATION IN 2D PHOTONIC CRYSTALS
6.1 Super-Collimation Effect
6.2 Hole-Based Photonic Crystals
6.3 Rod-Based Photonic Crystals
6.4 Comparison: Holes vs. Rods
The previous chapter explored a one-dimensional photonic crystal microcavity
switch composed of low-index holes made in a high-index dielectric. Optical
interconnects are another fundamental building block for advanced photonic
integrated circuits. Chapter 2 introduced the use of two-dimensional photonic
crystals to perform this task, through the super-collimation effect. The work
presented in the current chapter focuses on the demonstration of this effect in both
hole-based and rod-based square lattice structures. This work counted on the
collaboration with the groups of Professors Joannopoulos and Soljaeid for some of
the numerical calculations, Professor Kolodziejski's group for the fabrication, and
fellow graduate student Peter Rakich for guidance.
Contrary to the operation of the photonic crystal microcavity, the super-collimation
effect occurs at frequencies outside the band gap, i.e., at frequencies that are allowed
to propagate inside the photonic crystal. This non-channel waveguiding process is
linear, and allows light to naturally collimate due to the peculiar dispersion
properties of the photonic crystal, in particular in the vicinity of the band edges. The
structures studied in this work are based on a square lattice configuration, illustrated
in Figure 6.1.
y
(a) (b)
Figure 6.1 Two-dimensional photonic crystals composed of cylinders arranged in a square lattice: (a)
low-index holes in a high-index dielectric slab, and (b) high-index rods in a low-index medium. Light
propagates in the x-z plane, and is confined in the vertical direction by total internal reflection.
6.1 Super-Collimation Effect
Super-collimation (also known as self-collimation) is a regime of diffractionless
propagation where light is guided without the existence of a physical waveguide. It
is a linear effect and was first observed by Kosaka et al. in 1999 in a 3D photonic
crystal[51]. As previously discussed, due to fabrication considerations,
two-dimensional structures are more attractive than 3D structures. The
super-collimation effect has been studied theoretically in planar photonic
crystals[122,123], and was first demonstrated by Wu et al.[52]. Additional work has
been done around this effect in 2D structures[8,17,53,54,124-134], with many of these
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demonstrations done in silicon-on-insulator platforms [8,17,53,54,128-132,134].
Interesting structures such as ring resonators for drop filters[133] and Mach-Zehnder
interferometers[134] have been recently demonstrated. Most of the former
two-dimensional structures are based on air holes that are etched in a dielectric slab,
and operate for TE polarization. Interesting work has also been done with the
inverse structure, which is composed of dielectric rods in air[135,136]. Both
structures are conceptually similar, but the latter is more complicated to fabricate. In
addition, it is more challenging to characterize experimentally, due to the lack of
band gaps for the TE radiation, which implies operation at TM polarizations.
Unlike spatial solitons, the super-collimation effect is totally independent of the light
intensity, and the diffractionless propagation is not due to beam focusing. Instead,
photonic crystals can be engineered to have dispersion properties that allow incident
waves to naturally stay collimated in certain directions. For this reason, in this work,
the term super-collimation is preferred over the term self-collimation, which could be
misleading. Light propagation inside a photonic crystal is governed by the band
structure (or dispersion relation). Section 2.3.2 presented band gap calculations for
2D photonic crystals, performed using the MPB package. As mentioned, the
anomalous dispersion next to the band edges can be used to shape the light
propagation inside the PhC. Figure 6.2 plots the equifrequency contours of the band
structure represented in Figure 2.13 (for a square lattice of air holes in silicon, with
n 3.5 and r 0.45 a, first band, TE polarization) with some more detail, for the
first quadrant of the Brillouin zone. In addition to the circular contours which
indicate an isotropic-like behavior, contours with straight regions are observed,
particularly in the l-M direction. The dashed box indicates this region. These flat
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contours occur around a normalized frequency of 0.23, in units of 27rc/ a. As a
practical example, for a lattice constant of a = 350 nm, the corresponding flat
contours occur at wavelengths around AO = 1521.7 nm.
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0.1
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K, a/2 r
Figure 6.2 Equifrequency contours of the first band represented in Figure 2.13, for the first quadrant
of the Brillouin zone. Contours with straight regions are observed in the F-M direction. In this
particular case, the straight contour corresponds to a normalized frequency of 0.23. The photonic
crystal corresponds to a square lattice of air holes in a silicon dielectric (n = 3.5), with r = 0.45 a.
The second band of this structure also shows regions with flat contours for TE
polarization, but now in the I-X direction. The corresponding contours are
represented in Figure 6.3, with flat contours around normalized frequencies of 0.37.
The inverse structure (dielectric rods in air) has also flat contours next to the band
gaps. The contours of the first band of this structure are represented in Figure 6.4, for
the TM polarization.
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Figure 6.3 Equifrequency contours (TE polarization) of the second band of a square-lattice photonic
crystal of air holes in a dielectric ( n = 3.5 ), with hole radius of 0.45 a. Flat contours are observed in the
F-X direction, for normalized frequencies around 0.37.
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Figure 6.4 Equifrequency contours (for TM polarization) of the first band of square-lattice photonic
crystal of dielectric rods ( n = 3.5) in air, with rod radius of 0.3 a. Flat contours are observed in the F-M
direction, for normalized frequencies around 0.21.
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All the contours shown have flat portions that occur in different bands and for
different polarizations, at distinct frequencies. These flat contours can be used to
laterally confine the light inside the photonic crystal. In fact, for a range of incident
wavevectors, the propagation will be normal to the equifrequency contour, since the
energy of the mode propagates with a group velocity given by
V9 = Vk W(k) (6.1)
which is perpendicular to the equifrequency contour. This is shown in Figure 6.5,
where the red arrows indicate the direction normal to the respective equifrequency
contour, for three specific wavevectors.
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Figure 6.5 Equifrequency contours (for TE polarization) of the first band of a square-lattice photonic
crystal of air holes in a dielectric (n = 3.5), with hole radius of 0.3 a. The red arrows indicate the
normal direction to the contours at specific wavevector (which correspond to different frequencies),
and the insets plot the electric fields propagating inside the structure for those wavevectors.
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The insets in the figure show the electric fields inside the photonic crystal when each
one of the corresponding wavevectors are excited. It is seen that each inset
represents a Bloch wave propagating in a direction that coincides with the normal
direction of each contour. When operating at the frequency corresponding to a flat
contour, several wavevectors will propagate in the same direction, as illustrated in
Figure 6.6. All wavevectors within a certain range are naturally collimated by the flat
contour (red wavevectors). The range of accepted wavevector depends on the
extension of the flat region of the contour. This will also determine the minimum
beam size that is allowed inside the structure.
Figure 6.6 Flat equifrequency contours are able to naturally collimate light inside the photonic
crystal. At each frequency, the group velocity is perpendicular to the corresponding contour. The
spread of wavevectors collimated depends on the extension of the flat region.
Some of the contours have smaller flat regions in directions other than J-M and F-X.
This leads to collimation in other directions if the operating frequency is chosen to
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match such contours. This is illustrated in Figure 6.7. However, due to the reduced
size of these flat regions, the minimum size of the allowed collimated beam is larger.
Figure 6.7 Flat region in an equifrequency contour that leads to collimation in a direction other than
F-M or F-X. The range of wavevectors that will be collimated in this case is narrower, which
corresponds to a wider real-space beam.
The minimum beam size 2W (beam waist diameter) allowed inside the structure is
related to the flat extension of the contour Ak flat that is used to collimate the light by
(2WO) Ak at ~_8 (6.2)
This results form the relation between the waist radius W and the correspondent
transverse wavevector spread Akl1 2 in the spatial frequency domain, for a Gaussian
beam:
WO Akj/2 ~-2 (6.3)
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where Akl/ 2 is the half-width at which the transverse wavevector intensity profile
drops to 1/e 2 of its maximum value.
The intuitive explanation for the super-collimation effect, where the energy of a
wave propagates with a group velocity perpendicular to the equifrequency contours,
can be backed up with a more analytical and elegant approach, using Fourier Optics.
In general, the propagation and spatial evolution of a paraxial beam can be studied
with the beam propagation method (BPM). In the paraxial approximation, the slowly
varying amplitude envelope of a beam at a position z = zi + h can be computed by
knowing the amplitude at the position zi, using the following expression:
A(x,zi + h)= F exp(i 6k, h). F{A(x,zi)j (6.4)
where kz = k. - k, k the wavenumber, k. the longitudinal component (direction of
propagation) of the wavevector, F the Fourier transform, and a0y=0. By
computing the amplitude for several steps h, the spatial beam evolution can be
simulated. From expression (6.4), it is clear that when the term exp(i 6kz h) is
constant, the amplitude envelope A (x) will not change as the beam propagates. This
happens when kz, which is a function of kx, is constant, which is equivalent to
having a flat equifrequency contour. Under this condition, the only effect of the
propagation is an additional phase factor, and the beam stays collimated. On the
other hand, for non-flat contours, the spatial evolution of the beam is constructed by
equation (6.4). A more detailed analysis of the diffraction theory and the beam
propagation method is presented in Appendix A. Figure 6.8 illustrates the
propagation of a beam in the well-known isotropic diffraction regime, and in the
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super-collimation regime, calculated using BPM for isotropic (circular) and flat
contours, respectively.
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(a) (b)
Figure 6.8 Illustrative BPM simulations showing the spatial evolution of a beam in (a) an isotropic
medium and (b) a photonic crystal with a flat contour.
Several other interesting propagation regimes can be accessed if operating at
frequencies corresponding to contours with different shapes (e.g. double-hump
shape). Some of these cases are studied in Ref. [53].
6.2 Hole-Based Photonic Crystals
The first demonstration of super-collimation in this work is based on a photonic
crystal composed of a square lattice of air holes in a silicon slab, built on a
silicon-on-insulator platform'.
t For the work presented in this section, some of the numerical band gap calculations were carried out
by Mihai Ibanescu, and the fabrication of the structure was done by Sheila Tandon. At the
experimental level, Peter Rakich provided close guidance.
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The structure is illustrated in Figure 6.9. The photonic crystal was defined in the top
silicon layer of the S01 wafer, through interferometric lithography (IL), using a
325 nm HeCd laser in a Lloyd's mirror configuration. The silicon layer has a
thickness of 205 nm, and the under-cladding is a 3 him-thick layer of SiO 2. The
patterning of the photonic crystal was performed through two IL exposures rotated
by 90'. The pattern was then transferred into a SiO 2 hard mask layer and onto the
205 nm Si layer via reactive ion etching (with both CF4 and Cl2 dry etches). More
fabrication details are presented in Ref. [137].
Figure 6.9 Illustration of the photonic crystal under study, formed by air holes in a silicon slab,
arranged in a square lattice. The silicon layer is 205 nm, and the targeted lattice constant and hole
radius are 350 nm and 201 nm, respectively. (Note change in reference axis).
The photonic crystal was designed show flat contours at operating wavelengths
around k - 1.5 tm for the TE polarization (electric field parallel to the slab), for the
lowest energy band and close to the edge of the band gap. For this, the targeted
dimensions are a = 350 nm for the lattice constant, and r = 0.3 a = 105 nm for the
hold radius. SEM images of the fabricated structure are shown in Figure 6.10. The
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hole diameter is close to 210 nm, but the holes are not exactly circular, and there are
some variations in the hole dimensions.
(a) (b)
Figure 6.10 SEM images of the fabricated photonic crystal: (a) cross-section of the structure, with the
square lattice highlighted in red, and (b) top-view of the structure, showing an average diameter of
210 nm (SEM courtesy of Sheila Tandon). (a) is published in Ref. [8].
The band structure and equifrequency contours of this photonic crystal are shown in
Figure 6.11, for the first band and for TE polarization. This is calculated using MPB,
with ni = 3.5 and nSio2 =1.45. The radius is set to r =0.3 a and the height to
h = 0.5857 a. This corresponds to a lattice constant of 350 nm. Flat contours are seen
in the F-M direction for normalized frequencies around 0.228 c/a, corresponding to
A ~1535 nm. Around this wavelength, light should propagate with little on no
diffraction. The super-collimation effect in this structure has been well studied in
Ref. [53]. The current section builds on that work and studies the robustness of the
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super-collimation effect on the fabrication roughness, specifically on the variations
in the hole diameter seen in Figure 6.10(b).
0 1 02 0.3 04 05
K a101 127r
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Figure 6.11 Computed band structure (first band, TE polarization) of the two-dimensional photonic
crystal under study, using MPB: (a) three-dimensional surface plot and (b) equifrequency contours.
Flat contours are observed in the I'-M direction, for normalized frequencies around v = 0.228 c/a. In
this calculation, r = 0.3 a and h = 0.5857 a, and the indices of refraction are ns, = 3.5 and
ni = 1.45. Using the physical dimensions of the structure, the flat contours occur around a
wavelength A, = 1535 nm.
The main results from Ref. [53] are summarized in Figure 6.12. Collimation at
centimeter-scale distances were shown, and a beam size of about 2.2 Vm was
confirmed through contact-mode near-field scanning optical microscopy (NSOM)
along the propagation path of the beam, and through confocal imaging of the mode
exiting the end of the photonic crystal.
6.2. HOLE-BASED PHOTONIC CRYSTALS
.............................................. ............................  .   .  .  . ....................   . .
153
(a) Infrared image
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Figure 6.12 Demonstration of centimeter-scale super-collimation in a two-dimensional photonic
crystal: (a) top-view infrared image of the collimated beam propagating along the structure, (b)
near-field scanning optical microscopy images and Gaussian fits of the beam cross-section profile at
positions (1)-(3), corresponding to the input, 1 mm and 3 mm along the PhC, respectively, and (c)
confocal image of the output beam after exiting a 5 mm-long structure. Both the NSOM and the
confocal images confirm a 2.2 tm-wide (FWHM) beam propagating inside the photonic crystal, at
wavelengths around 1500 nm. (Published in Ref. [8]).
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TE-polarized light from a tunable infrared laser source is coupled into the photonic
crystal using a lensed fiber, and the scattered light along the direction of
propagation is collected with an infrared camera - Figure 6.12(a). The near-field of
the beam is also detected through near-field scanning optical microscopy. This is
done by scanning a lensed fiber probe on top of the structure, resulting in the images
represented in Figure 6.12(b). The light reaching the output facet can also be
detected with another lensed fiber that is scanned in two dimensions, producing a
high-resolution confocal image of the beam profile - Figure 6.12(c). Gaussian fits to
the results indicate beam sizes of about 2.2 pm (FWHM). Diffractionless propagation
is seen over 3, 5 and 8 mm-long samples. The super-collimation wavelength was
found to be around A0 =(1500 ± 10) nm, which is in good agreement with the
calculated value extracted from the equifrequency contours presented in Figure 6.11
(-2% error). A more detailed view of these contours is plotted in Figure 6.13, where
three contours around the wavelengths of interest are magnified. At the normalized
frequency of v =0.228 c/a (which corresponds to a wavelength of about 1535 nm)
there is a flat contour with an extension of Ak flat~-0.11(27/a). According to
equation (6.2), this would support a beam size of 2WO ~_ 70 (a /27) = 3.9 pam, which
corresponds to approximately 2.3 Vm FWHMt.
The number of isotropic diffraction lengths over which the beam can propagate
without observable diffraction is used as the figure of merit in this type of
experiments. The isotropic diffraction length is defined as
t Relation between the beam size and the FWHM: FWHM -- ln2) . (2W)
2
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n W 
Ld - A0 (6.5)
where n is the effective index of refraction at the collimation wavelength
(normalized frequency of 0.228). This value is calculated from the longitudinal
component of the wavevector, which from Figure 6.13(b) is estimated to be
0.501 (27r /a):
k A k a 0.501
2w - 2v - -2.2227r 7r v 0.228
(6.6)
Using these numbers, 8 mm of propagation corresponds to about 600 Ld, assuming
a beam size of 2 tm FWHM.
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Figure 6.13 Computed band structure (first band, TE polarization) of the two-dimensional photonic
crystal under study: (a) equifrequency contours showing flat contours in the F-M direction, and (b)
magnified view of the contours around the normalized frequencies of 0.215, 0.228 and 0.239,
corresponding to wavelengths of 1628 nm, 1535 nm and 1464 nm, respectively. (Computations by
Mihai lbanescu, published in Ref. [8]).
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When operating at different wavelengths, the beam should propagate in accordance
with the specific equifrequency contour. This wavelength dependence is shown in
Figure 6.14, where the top images show numerical simulations using the beam
propagation method, and the bottom images experimental data. The images
correspond to an area of about (500 x 225) Ftm, taken 500 tm away from the input
facet. The simulations are performed for the contours shown in Figure 6.13(b), with a
1 rim-wide (FWHM) input Gaussian beam, and the infrared images correspond to
equivalent frequency shifts around v = 0.233 (A =1500 nm).
(a) (b)
r=0.233 U00 m
(d) (e) (f)
Figure 6.14 Wavelength dependence of the beam spatial evolution inside the photonic crystal: (a)-(c)
numerical simulations of the beam evolution for normalized frequencies of 0.215, 0.228 and 0.239,
using the beam propagation method, and (d)-(f) infrared images of the light propagating inside the
PhC, for normalized frequencies of 0.220, 0.233 and 0.245 (published in Ref. [8]).
As expected, around the super-collimation frequency (v = 0.228 for the simulated
beam and v = 0.233 for the experimental infrared image), the beam spreading is
negligible. For lower frequencies (v = 0.215), the simulation shows a beam that
diverges with a sharp edge, which is due to the double-hump shaped contour. The
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infrared image (at v =0.220) also shows this sharp edge. The divergence angle is
determined by the inflection point of the contour, shown in Figure 6.13(b). From the
contour, this angle is estimated to be ~2.3*, which agrees well with the divergence of
both the simulated and experimental beams. These inflection points also allow
collimation, as discussed in the previous section and illustrated in Figure 6.7. This is
simulated in Figure 6.15, showing collimation at an angle of 2.40. The simulated
wavelength is 1630 nm, and the input beam size is 6 pm, centered at the inflection
point k =0.093 (27/a). After a propagation of 3 mm, the beam has widened to
about 8 pm. If the wavelength is now switched back to 1500 nm, the beam will steer
to the x direction (F-M direction). This operation allows frequency-dependent beam
steering over the large 6% frequency bandwidth.
E
3 mm
Figure 6.15 BPM simulation at a normalized frequency of 0.215, centered at an inflection point of the
equifrequency contour. The beam widens from 6 4m to 8 4m over a distance of 3 mm, and is shifted
126 4m in the vertical direction, which corresponds to a propagation angle of about 2.40. (Simulation
by Mihai Ibanescu, published in Ref. [8]).
CHAPTER 6. SUPER-COLLIMATION IN 2D PHOTONIC CRYSTALS
. - - . - - - I .. - .,. 1. - - "I'll, .... .... .. ............. ........... ............................................
158
In addition to the sharp edges observed in Figure 6.14(a), an interference pattern can
be seen, both in the transverse and longitudinal directions. This is due to the
collimation of different wavevector components that are allowed to propagate under
the double-hump contour[53]. However, this interference pattern is not resolved in
the infrared image.
For frequencies above the super-collimation regime, numerical simulations are not
able to correctly explain the experimental observations. For wavelengths around
1429 nm (v = 0.245), the beam breaks up in several smaller beams that change when
the input position is changed, while the simulation shows a nicely diffracted beam,
according to the circular-like contour for v = 0.239. Furthermore, these new beams
seem to originate at different points along the propagation length, and not only at
the input facet. Figure 6.16 shows two different infrared images of the propagating
beam at the same normalized frequency of v= 0.245, but at different input
positions.
Figure 6.16 Top-view infrared images showing the beam breaking up, for a normalized frequency of
0.245. Each image corresponds to a different position along the input facet of the photonic crystal.
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The experimental observations suggest that the beam break-up is generated by local
variations along the structure, which are not captured by the contour plots
generated by MPB that assumed a perfect photonic crystal structure. A close look at
the SEM image from Figure 6.10(b) shows a random variation in the hole diameter
which is due to the etching process. This disorder is small and uncorrelated, but
needs to be considered when simulating the real structure. This is particularly
important for high frequencies, since the shorter wavelengths are more sensitive to
small dimensional variations. Therefore, the simulations need to incorporate the
imperfect photonic crystal structure, which can be seen as a perfect structure with
small random variations on top - Figure 6.17. This is easily incorporated in the BPM
model by adding small random phase perturbations centered at the lattice points of
the unperturbed photonic crystal.
000000 000
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(a) (b)
Figure 6.17 Photonic crystal lattice considered for the BPM simulations: (a) perfect lattice that was
used to compute the equifrequency contours used as an input to the BPM simulation, and (b) small
lattice perturbations, considered as variations in the hole diameter.
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The phase perturbations result from the variation in the hole radius (or diameter).
Assuming that the phase # acquired due to propagation through one lattice
constant is kX. a, where k, is the longitudinal component of the wavevector
(propagation constant), the sensitivity of the phase with the hole radius is given by
S-=--(k,.a)= aiBr Or Or (6.7)
A change in the radius changes the band structure, and therefore the propagation
constant. Intuitively, when the radius increases, the effective index decreases, and k,
also decreases, for a specific wavelength. Using MPB, this dependence can be
numerically plotted, which is done in Figure 6.18, around r = 0.3 a. A linear fit of
these points returns
r~ 
-2 j [rad/nm ]ar a 2
k, a/27r
0.545-
0.54- o
0.535-
0.53-
0.525
0.29 0.295 0.3
r/a
0.305 0.31
(6.8)
Figure 6.18 Variation of the longitudinal wavevector component k. with the hole radius r, obtained
through band structure calculations using MPB. The linear fit returns a slope close to -1.
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The dimensions measured on the SEM image in Figure 6.10(b) can be used to
estimate the magnitude of the perturbations Ar. Assuming a normal distribution,
Ar is centered at 0 and has a standard deviation a-(Ar) of about 1 nm. This can be
translated into the propagation constant and phase perturbation as
c(Ak,) a2 [rad/nm-] (6.9)
27r
o-(A#)~ - [rad] (6.10)
with the lattice constant a in nanometers. This returns o-(A#) ~- 0.018 rad ~- 1.00. This
is incorporated in the BPM simulation by adding a normally distributed random
phase shift at each lattice point, centered at 0 and with a standard deviation in the
order of 1.0'. Several simulation results for a lattice with disorder and a normalized
frequency of 0.239 ( = 1464 nm) are shown in Figure 6.19.
(a) (b) (c)
Figure 6.19 BPM simulations taking into account the lattice disorder, for a normalized frequency of
v = 0.239 and normally distributed random phase shifts with standard deviations of (a) 10, (b) 0.7'
and (c) 0.60.
Figure 6.20 shows simulations for the other relevant contours, and compares them
once again with the infrared images, for a a-(A#)~ 0.6 .
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Figure 6.20 Wavelength dependence of the beam evolution inside the photonic crystal: (a)-(c)
numerical simulations of the beam evolution for normalized frequencies of 0.215, 0.228 and 0.239,
using the beam propagation method and taking into account the normally distributed random
disorder due to fabrication, and (d)-(f) infrared images of the light propagating inside the PhC, for
normalized frequencies of 0.220, 0.233 and 0.245. The disorder incorporated into the BPM model
confirms that the super-collimation regime is robust to the current degree of fabrication errors.
(Published in Ref. [8]).
The new results for high frequencies show a beam break-up which is more
consistent with the observed beam behavior. Interestingly, for the super-collimation
and lower frequencies there is little change in the simulations, confirming that the
degree of disorder is not large enough to be seen by these longer wavelengths. This
demonstration brings to light the existence of imperfections in the photonic crystal
lattice, due to fabrication errors, that have little effect on the super-collimation
regime. This robustness to fabrication errors is an important enabling feature for the
development of on-chip optical interconnects.
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6.3 Rod-Based Photonic Crystals
Super-collimation is now studied in the inverse structure, i.e., in a square lattice of
silicon rods in air, also built on a silicon-on-insulator platformt. This presents the
first experimental demonstration of super-collimation in such structure. As seen in
Chapter 2, this structure has a band gap for TM polarization only, and presents
additional fabrication and characterization challenges. The structure under study is
illustrated in Figure 6.21.
Figure 6.21 Illustration of the photonic crystal under study, formed by silicon rods in air, arranged in
a square lattice. The silicon layer is 700 nm, and the lattice constant and cylinder radius are 437.5 nm
and 125 nm, respectively. The actual structure has an additional 120 nm-thick SiO2 layer on top,
which was used as an etch mask and was not removed.
The photonic crystal was defined in the top layer of an SOI wafer, with a silicon
thickness of 700 nm and a 3 iam-thick SiO 2 under-cladding layer. An additional
120 nm-thick SiO 2 layer was deposited on top of the wafer to serve as an etch mask,
which was left on top of the structure, resulting in a more symmetric device.
* The work presented in this section counted on the collaboration of Andra Kurs for some of the
numerical band gap calculations, and Ta-Ming Shih for the fabrication of the structure.
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The structure was defined with two orthogonal interference lithography exposures,
similarly to the structure in the previous section, and transferred into the silicon
layer via reactive ion etching (RIE). Ref. [138] describes some more fabrication
details. The photonic crystal was designed to operate in the super-collimation
regime around 1550 nm, for TM polarization (electric field perpendicular to the
slab), and for the lowest energy band. For this purpose, the lattice constant is
a = 437.5 nm and the rod radius is r = 125 nm. Scanning electron micrographs of
the fabricated structure are shown in Figure 6.22. Several samples were fabricated,
with lengths ranging from 2 to 7 mm. As seen, the rods are not exactly cylindrical,
which has some influence in setting the exact super-collimation wavelength.
Si
(a) (b)
Figure 6.22 SEM images of the fabricated rod-based photonic crystal: (a) cross-section of the structure
showing the material layers, with a top-view image in the inset showing the lattice constant and rod
diameter, and (b) magnified view of the rods, showing a shape that deviates from the ideal cylindrical
form (SEM courtesy of Ta-Ming Shih). (a) is published in Ref. [136].
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The TM-polarization band structure and respective equifrequency contours for the
first band of this version of the photonic crystal (Figure 6.23) are similar to those of
its TE-polarization counterpart (Figure 6.11). This band structure was also calculated
with MPB, using nsi = 3.52 and nSi0 2 =1.53. The radius was set to r = 0.2857 a and
the height to h = 1.6 a. Flat contours in the F-M direction are observed for
normalized frequencies around 0.282 c/a, which corresponds to wavelengths
A0 ~1550 nm.
F 0  0.1 0.2 0.3
K[10) a/2 7r
(a) (b)
Figure 6.23 Computed band structure, for the first band and TM polarization, of the two-dimensional
rod-based photonic crystal, using MPB: (a) three-dimensional surface plot and (b) equifrequency
contours. Flat contours are observed in the F-M direction, for normalized frequencies around
v =0.282 cIa. In this calculation, r =0.2857 a and h = 1.6 a, and the indices of refraction are
ns, = 3.52 and n. = 1.53. For a lattice constant of 437.5 nm, the flat contours occur around a
wavelength A, = 1550 nm.
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A more detailed plot of the equifrequency contours around ) =1550 nm is shown
in Figure 6.24. The contour in blue has a flat extension of Ak a ~ 0.19 (27r /a), which
supports a minimum 1ie 2 beam size of 2W ~_ 42 (a/27r) - 2.9 tm. This corresponds
to a FWHM of about 1.7 tm. The flat contours occur for a longitudinal wavevector
component of about 0.52 (27r /a), which returns an effective index of refraction of the
mode at the super-collimation frequency of
kx A kx a 0.52
2n r 2 = =1.827r 7r v 0.282
4 0.
(6.11)
Kio, a/2ir
Figure 6.24 Computed equifrequency contours of the first band (TM polarization) of the
two-dimensional photonic crystal, showing flat contours in the F-M direction around wavelengths of
1550 nm. (Computations by Andre Kurs, published in Ref. [136]).
In order to probe the different contours, TM-polarized light from a tunable infrared
laser source (1510-1610 nm) is coupled into the photonic crystal using a 1.7-im spot
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size lensed fiber, similarly to the previous section. The general experimental setup is
illustrated in Figure 6.25.
CCD IRC
BS
-A
Tunable IR B
Laser Source
PC Ch
'] [('> -[_A C
S2 *
PZT Controllers
PC LP
00,0< >
Visible Laser
Source
PD
Lock-in
Figure 6.25 Experimental setup used to study the super-collimation effect in the two-dimensional
photonic crystals: PC - polarization controller, Ch - chopper, S1, S2 and S3 - micro-positioning stages,
o - microscope objective, C - coupler, BS - beam splitter, CCD - visible camera, IRC - infrared
camera, LP - linear polarizer, PD - photodetector.
Light from a tunable IR laser is coupled into the photonic crystal through a lensed
fiber, after passing through a polarization controller that sets the desired (TM)
polarization. An optional chopper can be used if sensitive lock-in measurements are
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needed. Precise coupling is achieved with a 3-axis micro-positioning stage (Si) and
piezoelectric (PZT) controllers. The insertion loss is about 8-10 dB. The photonic
crystal sample is mounted on top of a 4-axis stage (S2) for precise control over its
position and tilt angle. The beam propagating inside the photonic crystal is
qualitatively measured from the top with an IR camera which detects the scattered
light. A charge-coupled device (CCD) camera is also used for alignment purposes.
The light reaching the end facet of the photonic crystal can be detected by a second
lensed fiber (in position A) that is scanned in two dimensions (by S3), producing a
high-resolution confocal image of the output beam. Furthermore, contact-mode
near-field scanning optical microscopy (NSOM) can be performed by scanning the
same probe over the surface of the photonic crystal (position B). For both the
confocal and NSOM techniques, light collected by the output probe is passed
through a linear polarizer (with 20 dB extinction), detected by an InGaAs
photodiode with a transimpedance circuit, and measured with a lock-in amplifier.
An additional visible laser can also be coupled into the output fiber for alignment
purposes. These two last capabilities (confocal and NSOM) were used to characterize
the hole-based photonic crystal, but were not explored with the rod-based version.
The scattered light along the direction of propagation is collected with an infrared
camera and the wavelength dependence of the propagation is shown in Figure 6.26.
Around a wavelength of 1530 nm, the beam is seen to propagate with negligible
spatial spreading. This wavelength is close to the calculated value (-1% error). As
the wavelength increases, the beam starts probing non-flat contours which lead to
diffraction. The images shown are about 100 jtm, which corresponds to over 200
lattice constants.
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Figure 6.26 Infrared images showing the wavelength dependence of the beam spatial evolution
inside the rod-based photonic crystal. Around A =1530 nm the beam shown little diffraction
(published in Ref. [136]).
From equation (6.5), the isotropic diffraction length is calculated to be
nirW 2  1.8 r(1.45)2 _
Ld= 0 - ~ 7.8 tm (6.12)AO 1.53
for a 2.9-pm spot size. Collimation was observed for distances up to 500 jIm, limited
by the large scattering losses in the structure. The losses in this structure are larger
than the hole-based photonic crystal, which is mainly attributed to the rough surface
around the 120 nm-thick SiO 2 etch mask, as seen in the SEM in Figure 6.22(b). A
rough estimation indicates a loss of about 20 dB/mm (vs. a loss of about 3-5 dB/mm
for the hole-based version).
6.4 Comparison: Holes vs. Rods
In the previous two sections, super-collimation was studied in both hole-based and
rod-based photonic crystals. For completeness of the current chapter, it is useful to
look at some of the differences between both configurations, specifically in terms of
operation bandwidth and sensitivity to fabrication errors and to external index
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perturbations. As discussed, both configurations have similar band structures and
flat equifrequency contours in the F-M direction, but for different polarizations: TE
for the hole-based version and TM for the rod-based version. In terms of fabrication,
the silicon rods in air present a greater challenge, with a much smaller fabrication
error tolerance. The two major parameters subject to fabrication errors are the shape
and size of both holes and rods, normally due to the etching process. The height of
the wafer is normally well-defined, and is not subject to processing in most
applications. A numerical evaluation indicates that the super-collimation frequency
(or wavelength) is more sensitive to small changes in the hole/rod diameter in the
rod-based configuration than in the hole-based version - Figure 6.27.
Aviv
0.15
rod-based
0.1
hole-based
0.05 .
0
-0.05
-30 -20 -10 0 10 20 30
Ar (nm)
Figure 6.27 Numerical evaluation (performed with MPB) of the sensitivity of the super-collimation
frequency with the radius of the holes and rods, due to fabrication errors. For small changes in the
radius, the rod-based structure sees a larger change Av / v than the hole-based version.
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For small changes, the sensitivities are 8 x 104 nm-1 and -3x 10-3 nm -, for the
hole-based and rod-based structures, respectively, which indicates that the
rod-based structure is about four times more sensitive to errors in the radius than
the hole-based structure. For example, a change of Ar = ±5 nm in the radius leads
to Av/v-~±4x10-3 in the hole-based photonic crystal and Av/v -F1.5x10-2 in
the rod-based structure. For wavelengths around 1550 nm, this corresponds to
AAd ~ ±6 nm and AAd ~-:F23 nm, respectively. It is harder to quantify the effect
that the shape of the holes or rods have in the super-collimation wavelength.
However, a given hole or rod shape can be translated into an effective Ar, and the
analysis should be similar to the one presented above.
Another important parameter is the operational bandwidth of the super-collimation
regime in the photonic crystal. This bandwidth represents the wavelength window
over which a specific input beam size will stay collimated, and is directly
determined by the extension of the flat equifrequency contours of the band structure.
A simple analysis of these contours indicates that the bandwidth is about three times
larger for the hole-based structure than the rod-based one - Figure 6.28. The
different boxes in the figure indicate the frequency range over which the contours
stay flat, for transverse wavevector spreads of 0.1, 0.05 and 0.025 (27r/a). These
values correspond to beam waist sizes of 6.4 a, 12.7 a and 25.5 a. For example, the
beam propagating in the hole-based photonic crystal from Section 6.2 was about
2.2 pm (FWHM), which corresponds to a transverse wavevector spread of about
0.12 (2wr /a). The correspondent bandwidth obtained from Figure 6.28 is about 0.005
(in terms of normalized frequency), which returns AA0 ~_ 30 nm for 1500 nm. This
value is close to the measured wavelength range of operation of A0 = (1500 ±10) nm.
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Figure 6.28 Operation bandwidth of the super-collimation effect incurred from the frequency range
over which the equifrequency contours are flat, for a specific transverse wavevector spread (or
equivalently, for a specific beam size): (a) in the hole-based photonic crystal from Section 6.2 and (b) in
the rod-based version from Section 6.3.
An equivalent way of numerically studying the bandwidth of each photonic crystal
is to simulate the beam propagation inside the structures, through the beam
propagation method, and determine the distance after which the beam spreads a
specific amount (say by a factor of dI of its initial size, which actually corresponds
to the diffraction length). If this procedure is repeated for several beam sizes over a
range of wavelengths, a map of the bandwidth as a function of the beam size is
obtained. This is illustrated in Figure 6.29, where the color scale represents the
propagation distance in a logarithmic scale (normalized by the lattice constant). In
these calculations, each equifrequency contour corresponding to a different
wavelength needs to be used in the beam propagation method.
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Figure 6.29 Study of the super-collimation bandwidth by evaluating the propagation distance over
which the beam spreads by a factor of [ from its original size in (a) a square lattice of air holes in
silicon (for TE polarization, with a = 350 nm, r = 105 nm, and h 205 nm), and (b) a square lattice
of silicon rods in air (for TM polarization, with a = 437.5 nm, r 125 nm, and h = 700 nm). The
propagation distance is represented in a logarithmic color scale, as a function of the initial beam waist
and the fractional change in the super-collimation wavelength A.. (Computations by Andre Kurs,
published in Ref. [136]).
This is done by fourth-order polynomial fits to the computed band structures shown
in Figure 6.13 and Figure 6.24, for the hole-based and rod-based structures,
respectively. These results indicate that the super-collimation bandwidth is larger for
the hole-based structure than for the rod-based structure, by a factor of about four
times. The peak of the propagation distance is slightly shifted towards longer
wavelengths. This is due to the truncated fourth-order fit to the equifrequency
contours, which makes the curvature smaller for longer wavelengths:
kx A, +Blk± +C k4 for A < A (6.13)
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kX l A2 -B 2 kcY2 + C2 k for A > A0  (6.14)
For large beam sizes, which correspond to small transverse wavevector spreads, the
quadratic term dominates, and the wavelength for which the propagation distance
peaks approaches the super-collimation wavelength. Furthermore, the flat contour
responsible for the super-collimation regime is not well-described by a fourth-order
polynomial. This explains why the beam in the real structure is allowed to propagate
(before significant spreading) for much longer distances than the ones predicted by
these results. For example, in the hole-based structure, the beam propagated over
15000 lattice constants with negligible spreading. The computations results
presented in Figure 6.29 are just an approximation, but give a good sense of the
magnitude of the bandwidth for both photonic crystal structures, and are in good
agreement with the results from Figure 6.28.
It is also interesting to study the sensitivity of the two different configurations to
small changes in the index of refraction of the surrounding media, which is initially
assumed to be air with nair 1. Intuitively, it is expected that the rod-based structure
is more sensitive than the hole-based structure, simply because its unit cell is about
74% air (versus 28% for the hole-based). A numerical evaluation of the
super-collimation frequency as a function of the change in the index of refraction of
the surrounding media is presented in Figure 6.30. The data shows that the
rod-based structure is in fact more sensitive than the hole-based counterpart. For
small index changes, the factor is about eight times:
(AV/v) 
-~ 0.033 (6.15)
09(An) An=0, holes
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8(Av/v)
&(An) An-O, rods
~-0.255 (6.16)
The exact sensitivity depends on the concentration of the electric fields in the high
and low index materials.
AV/v
-0.2
0 0.2 0.4 0.6 0.8 1 1.2
An
Figure 6.30 Numerical study (performed with MPB) of the sensitivity of the super-collimation
frequency with the index of refraction of the low-index material, measured as n = 1+ An.
The higher sensitivity of the rod-based photonic crystal makes it preferred to
implement for photonic-crystal-based integrated fluid sensors. In addition to the
high sensitivity, the large air connectivity of the structure allows quick recycling of
the fluid which allows fast sensing applications. This sensing concept is illustrated in
Figure 6.31.
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Figure 6.31 Illustration of a photonic-crystal-based liquid or gas sensor, which could operate based
on the super-collimation effect.
As a final note, it is worth mentioning that the loss observed in the two different
photonic crystal configurations was very different, mainly due to the different
fabrication roughness, which is the main cause of the large scattering losses that the
beam experiences when propagating inside the structures.
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ELEMENTARY BLOCKS FOR SOI MICRORING SYSTEMS
7.1 Waveguide Design and Loss Measurements
7.2 Thermal Tuning of Silicon Micro-Structures
7.3 Wide Thermal Tuning of a Single Ring
7.4 Demonstration of a Single-Ring Hitless Filter
7.5 Thermal Crosstalk in a Second-Order Filter
The two former chapters (5 and 6) focused on work with photonic crystal structures
in silicon, both in one- and two-dimensional configurations. The remaining parts of
this thesis expand on the work with structures based on microring resonators. The
work presented in the current and the following chapters was carried out in
collaboration with the groups of Professor Franz Kdrtner and Professor Henry
Smith. The general foundations of these devices are covered in Chapters 3 and 4. The
topics covered in the current chapter focus on elementary aspects that enable the
more advanced work presented in the next chapter. These include measurements of
propagation loss, thermal tuning of silicon structures, demonstration of a hitless
switch, and crosstalk measurements in a second-order microring resonator filter. The
experimental characterization for all these devices was performed using the setup
schematically illustrated in Figure 7.1.
CCD IC Z
BS DAC
PC OUPCTunable o J ----- ;on OS
IaserEPIC O
PZT Controllers
Figure 7.1 Experimental setup used for characterization of the microring-resonator-based structures:
PC - polarization controller, S1, S2 and S3 - micro-positioning stages, 0 - microscope objective, BS -
beam splitter, CCD - visible camera, IRC - infrared camera, DAC - digital-to-analog converter, GSA -
optical spectrum analyzer, and EPIC - electronic photonic integrated circuit under test. (published in
Ref. [19]).
This setup shares some similarities with the setup used for the characterization of
the photonic crystal super-collimation structures, presented in the previous chapter.
Light from a tunable infrared laser is coupled into the devices through a
high-numerical-aperture lensed fiber, and the light exiting the device is collected
with a similar fiber and coupled into an optical spectrum analyzer (OSA). The laser
and the OSA are synchronously tuned and scanned, respectively. The input
polarization is controlled with a polarization controller (PC), and an optional output
PC can be used if extra polarization control is needed (e.g. for a subsequent stage or
device). Precise in- and out- coupling is achieved with 3-axis micro-positioning
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stages S1 and S3, controlled by piezoelectric (PZT) controllers. The insertion loss is
about 10 dB. The sample is mounted on a copper block with good thermal contact
(which serves as a thermal sink), and then on a 4-axis stage S2 for precise control
over its position and tilt angle. Top visual inspection and rough alignment is done
with a charge-coupled device (CCD) camera and with an infrared camera (IRC). All
microheaters are gold wire-bonded from the SOI chip to custom-made interface
boards, which results in some additional unwanted resistance and the contact
points, and then activated by a computer-controlled multi-channel digital-to-analog
converter (DAC) board.
7.1 Waveguide Design and Loss Measurements
As mentioned in Chapter 3, sidewall roughness is one of the major loss mechanisms
in SOI waveguides. Therefore, keeping this scattering loss low is a key feature for
building good quality SOI-based devices. The sidewall roughness is a result of the
fabrication process, and the corresponding propagation loss depends on the
waveguide dimensions[66]. All microring-resonator-based devices studied in this
thesis are based on a waveguide design that is optimized to reduce sensitivity to
sidewall roughness and dimensional variations in width, while keeping the
single-mode operation for TE-polarized light[67,69]. The waveguides have an aspect
ratio of 6:1, with cross-sections of about 600x100 nm (widthxheight). Some
exceptions to these dimensions occur in the bus waveguides at the bus-ring coupling
regions, where the width is reduced to about 500 nm. The reason for this reduction
in width is to suppress spurious higher-order resonance modes that may occur in
the microring[69,139]. By suppressing these higher-order modes, the coupling loss is
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reduced. Also, the resulting larger coupling gap is easier to fabricate and makes the
resulting coupling coefficient less sensitive to small fabrication errors. All the
waveguides were fabricated on the ~100 nm-thick top silicon layer of an SOI wafer,
with a 3 tm-thick oxide undercladding. This SOI wafer thickness is not standard,
and therefore the top silicon layer is thinned from 220 nm down to the desired
100 nm[140,141]. After defining the waveguides, the wafer is coated with a 1 1im-
thick hydrogen silsesquioxane (HSQ) layer[142], which serves as the overcladding.
HSQ was the chosen material for the overcladding due to its good gap-filling and
self-planarization capabilities. The cross-section of the material stack in the bus-ring
coupling region is illustrated in Figure 7.2, showing the general dimensions of the
fabricated devices.
Figure 7.2 Material stack cross-section in the bus-ring coupling region of the devices fabricated on the
SOI platform. The bus waveguides are ~ 500 x 100 nm and the ring waveguides are ~ 600 x 100 nm.
The distance d between the ring and the bus waveguides depends on the desired coupling coefficient
and changes from application to application.
The effective index and group index can be calculated using a mode solver[143].
Assuming n(Si) = 3.476, n(SiO2 )= 1.455 and n(HSQ) =1.54, and waveguide
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dimensions of 600x105 nm, the effective index is nff = 1.94 and the group index
ng = 3.26. The electric field of the fundamental TE-polarized mode is represented in
Figure 7.3.
Figure 7.3 Electric field of the fundamental TE-polarized mode inside a 600 x 105 nm silicon
waveguide (n = 3.476), with silica undercladding (n = 1.455) and HSQ overcladding (n = 1.54).
In order to measure the propagation losses of the devices fabricated with this set of
waveguide dimensions, two methods are used in this work: the cut-back method
and the weakly-coupled cavity method. Both these methods were discussed in
Section 3.4. The cut-back method is performed by measuring the relative
transmission in a set of different waveguide lengths, created with paperclips with
different lengths, as illustrated in Figure 7.4. Figure 7.5 is a detailed view of the
shortest paperclip, showing (a) the design layout, (b) an optical micrograph and (c)
an infrared image, with light (around 1.5 pm) propagating inside the structure. Most
of the bright spots seen in the infrared image are e-beam lithography stitching
errors, which result from alignment errors between two adjacent writing fields.
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Figure 7.4 Illustration of six silicon waveguide paperclips used for loss measurements through the
cut-back method. The differential length between two adjacent paperclips is 6.6 mm.
~LD
Figure 7.5 Detailed view of the shortest paperclip waveguide used for loss measurements: (a) design
layout, (b) optical micrograph, and (c) infrared image, showing regularly-spaced e-beam lithography
stitching errors. The waveguide dimensions are approximately 600x100 nm.
The number of stitching errors is not the same in all paperclips, and the longer
paperclips have more stitching errors than the shorter ones. The loss at each
stitching point affects the overall loss measurement. In the analysis of this particular
cut-back loss measurement, the stitching errors are assumed to be small and are not
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considered. Figure 7.6 shows the relative transmission of each one of the paperclips.
The differential lengths of the waveguides are (0, 6.6, 13.2, 19.8, 26.4, 33) mm.
1510 1520 1530 1540 1550 1560
Wavelength (nm)
33 mm
26.4 mm
19.8 mm
13.2 mm
6.6 mm
0 mm
1570 1580 1590 1600
Figure 7.6 Cut-back loss measurement: relative transmission of the paperclip waveguides. The
differential length between two adjacent paperclips is 6.6 mm.
Using these differential lengths, the results from Figure 7.6 return a loss of about
2.8±0.3 dB/cm (for a 95% confidence interval), around 1550 nm. This loss value is
almost constant over a 100 nm window (1500-1600 nm), as shown in Figure 7.7. The
cut-back method presents some practical challenges: the input and output facets
need to have similar quality in all paperclips, and the input and output alignment
needs to be the same on all waveguides. Furthermore, the stitching errors may
influence the loss measurement. To overcome these problems, a more accurate loss
7.1. WAVEGUIDE DESIGN AND Loss MEASUREMENTS
-14[L
1500
..... .. ......................................................................................
185
measurement is performed using the weakly-coupled cavity method, described in
Section 3.4.
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Figure 7.7 Cut-back loss measurement: propagation loss extracted from the relative transmission of
the different paperclip waveguides, using the differential lengths of (0, 6.6, 13.2, 19.8, 26.4, 33) mm.
The red lines represent a 95% confidence interval.
When light is weakly coupled into a ring resonator through a bus waveguide (with
the peak of the response at least 15 dB below the off-resonance through-port signal),
the measurement of the quality factor Q of the response can be used to compute the
propagation loss. From equations (3.42) and (3.43), the loss in dB/cm is given by
(7.1)a[dB/cm] = 01 2 r n
ln(10) A0 Q
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The group index ng can be calculated from the free spectral range of the spectral
response of the microring, using equation (3.7), and therefore the loss can be
determined by
a [dB/cm]= (7.2)
ln(10) AO Q FSRV R 
where R is the ring radius. The microrings used to perform these measurements
have waveguide dimensions of about 600x100 nm, and a center radius of 6.735 Pm.
The bus-ring gap is about 1 tm, which assures the ring is weakly coupled to the bus
waveguides. The spectral response around 1.5 iam of a weakly-coupled ring is
represented in Figure 7.8. From here, the free spectral range can be extracted to be
around 2.1 THz. This value corresponds to a group index of about 3.38, which is
consistent with the value obtained from the mode solver for similar waveguide
dimensions.
A close inspection of the resonance peaks shown in Figure 7.8 indicates a frequency
splitting at each resonance position, which is due to the coupling between the
propagating and counter-propagating modes inside the microring. Both modes have
the same resonance frequency, and the coupling between them results in the
frequency splitting. Figure 7.9 shows two such resonance peaks, both centered at
1553 nm, for two different weakly-coupled microring resonators. The different
splitting indicates different coupling strengths, which depend on the number of
scattering regions in the specific fabricated microring.
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Figure 7.8 Frequency response of a weakly-coupled microring resonator, used for loss measurements.
The drop response is about 15 dB below the off-resonance response of the through-port. The free
spectral range is about 2.1 THz, corresponding to a group index of about 3.38.
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Figure 7.9 Resonance peaks centered at 1553 nm, obtained form two different weakly-coupled ring
resonators. The frequency splitting depends on the strength of the coupling between the propagating
and counter-propagating modes, and varies from ring to ring. After fitting the data points to a CMT
model (solid red line), both resonances return quality factors of -250k.
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Due to this dual-peak response, the quality factor can not be extracted directly from
the data. A simple coupled-mode theory model can be used to describe the
frequency splitting and fit the experimental data. The two propagating modes a,
and a2 are coupled to each other through a coupling coefficient p, and to the bus
waveguides through a coefficient y - Figure 7.10.
Si
input -- +
ASaay
drop +--
Figure 7.10 Illustration of the two propagating modes that can exist in the ring resonator, coupled to
each other by the CMT coupling coefficient p,. The modes are also coupled to the waveguides by the
coefficient p.
The coupled-mode theory equations that describe the two modes are
dal = [jo - -1 a, - jpia2 2-- Sidt T) (7.3)
da2 = - 1 -
=11 0 -- Ia2 --1pia1dt r
where Si represents the input amplitude. The wave in the drop port is given by
Sd= -jpal (7.4)
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Assuming an input wave Si - ej t , equations (7.3) can be solved for a, at
steady-state:
al = Ilts 2 (7.5)
TT
The drop-port intensity response is therefore given by
2
22
=-
2  j(T - 0 )+ + I 1 (7.6)
TT
This model can be used to fit the experimental drop-port data and extract the quality
factor Q, which is related to the cavity lifetime by equation (4.3). In addition to the
quality factor, the CMT coupling coefficient between the propagating and
counter-propagating modes can also be extracted. This analysis is applied to the
experimental drop-port data obtained from two different weakly-coupled microring
resonators, and the resulting quality factors are represented in Figure 7.11, around
1.5 Itm. The values obtained are consistently around 250k, which translate into
propagation losses around 2-2.5 dB/cm, calculated through expression (7.2). This
method returns a loss value slightly lower than the cut-back method (represented in
Figure 7.7), and is a little more reliable due to its insensitivity to input and output
facets quality, coupling alignment, and e-beam stitching errors. Furthermore, this
method requires less wafer real estate, and is therefore more useful when measuring
propagation losses of more elaborated material stacks (e.g. silicon waveguides and
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microring resonators with titanium microheaters on top, which are used in the
remaining work presented in this thesis).
2.5
1520 1530 1540 1550 1560 1570 1580
Wavelength (nm)
2.5 0
0
1590 1600 1610
Figure 7.11 Weakly-coupled cavity method for loss measurement: quality factor (left axis) and
propagation loss in dB/cm (right axis) extracted from multiple resonances of two different
weakly-coupled microrings. The experimental drop-port data is fitted with a CMT model, returning
the microring quality factor. The propagation loss is then calculated from the quality factor, using
equation (7.2).
7.2 Thermal Tuning of Silicon Micro-Structures
As mentioned, all the waveguides used in the work presented here have been
optimized to reduce sensitivity to sidewall roughness and dimensional variations in
width, with an aspect ratio of 6:1 and cross-sections of about 600x100 nm. However,
the precise control of the resonant frequency of a microring requires precision of tens
of picometers[144], when defining both the ring radius and the waveguide width.
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With e-beam lithography resolution of a few nanometers, it is extremely challenging
to fabricate such devices. Therefore, post-fabrication trimming of the structures is
normally required. The sensitivity of the resonance frequency of a microring
resonator to the radius can be easily estimated. The resonance condition for the
microring, expressed in equation (3.3), shows that
k . 27rR = constant (7.7)
which implies that
okOk.R+OR.k= O&w.R+R.k=0 (7.8)
Using expression (3.6), this becomes
n -w.R+ -R.k=nL(2, ).R+OR.27n 0 (7.9)
C C C
Therefore, the sensitivity of the resonance frequency to the radius is given by
Ou v neff C neff
OR - - - - - - . - - (7.10)
Using the values of neff and ng obtained from the mode solver calculations, and a
ring radius of 6.735 pm, the sensitivity value is calculated to be about 17.1 GHz/nm.
Furthermore, the sensitivity of the resonance frequency with other dimensional
variations can be computed using the same mode solver. For the structures used in
this work, the computed sensitivities are 17.5 GHz/nm for the radius, 47 GHz/nm for
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the width, and about 400 GHz/nm for the height. As seen, the sensitivity to the
height is about one order of magnitude higher than the sensitivity to the width. This
does not constitute a problem, since the height of the silicon layer in the SOI wafer
can be mapped before defining the waveguides by e-beam lithography. Thereafter,
the width and radius can be adjusted accordingly in order to pre-compensate any
deviation in the waveguide height at a specific location in the wafer.
In addition to the post-fabrication trimming, i.e. once the structures are compensated
for all the fabrication errors, it is often desirable to reconfigure the system to a
different state, either for switching, low-speed modulation, or channel tuning. Both
the post-fabrication trimming and the tuning can be easily achieved by thermally
activating the devices, using the relatively high silicon thermo-optic coefficient
(about 1.8 x 10-4 K-' at room temperature). In order to change the temperature of the
silicon waveguides (and microrings), titanium microheaterst were designed and
fabricated (with contact photolithography and lift-off) on top of the 1 Vm-thick HSQ
overcladding for thermal tuning of the silicon index of refraction, and consequently
the resonant frequency of each individual microring. The fabricated heaters are
about 100 nm-thick and 0.8-1 im-wide, with gaps between wires of about 0.8 Vm,
resulting in a total width between 6-9 Vm. An additional 100 nm-thick layer of SiO2
is sputtered in top of the HSQ layer to prevent heater oxidation, which is one of the
practical limitations of this type of tuning mechanism. The other limiting factor is
electromigration, which becomes significant in small wires with high current
densities and high operating temperatures. Titanium was the chosen metal for
I The microheaters were designed by Fuwan Gan, and fabricated by Tymon Barwicz.
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fabricating the heaters since its resistivity allows relatively low current densities. The
values measured for the electrical resistances are typically between 1 and 2 kQ.
Figure 7.12 shows the material stack cross-section in the bus-coupling region of a
typical fabricated ring-based device with titanium microheaters, as well as a
photograph of the gold wire-bonded fabricated chip.
Ti microheater
bus ring
waveguide waveguide
(a) (b)
Figure 7.12 Microheaters for thermal tuning: (a) material stack cross-section in the bus-ring coupling
region of the fabricated devices, with titanium microheaters on top of the HSQ overcladding and an
additional 100 nm-thick SiO 2 layer sputtered on top of the microheaters, and (b) photograph of the
gold wire-bonding of between the SOI chip and custom-made interface boards.
The heaters were designed to give an approximate one-dimensional heat flow in the
silicon waveguide region, with a serpentine-like shape layout, which is illustrated in
Figure 7.13, for a straight waveguide and for a microring. This one-dimensional
heat-flow design maximizes the temperature at the microrings, and therefore
maximizes the tuning range.
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(a) (b)
Figure 7.13 Layout of the titanium microheaters in a serpentine-like shape, in order to approximate a
one-dimensional heat flow in the waveguide region: (a) over a straight waveguide and (b) over a
microring. The titanium wires are about 100 nm-thick and 0.8-1 pm-wide, with gaps of about 0.8 pm.
To a first approximation, and using the thermo-optic coefficient of 1.8 x 10-4 K-1, the
temperature needed to tune a resonance around 1550 nm over a full free spectral
range (of 2.1 THz) is about 210 'C, corresponding to about 10 GHz/oC. This refers to
the temperature at the microring, and not at the heater. The temperature at the
heater is significantly higher, due to the 1 pm-separation between the silicon layer
and the microheaters. The exact temperature depends on this distance, and on the
thermal conductivity of the overcladding. Figure 7.14 illustrates the temperature
distribution across the different layers in the material stack for different heater
designs and overcladding materials (HSQ and SiO 2). As seen from the figure, the
wide heater design used in this work results in a good approximation to a
one-dimensional heat flow. With HSQ overcladding, the estimated temperature at
the heater corresponding to a full-FSR tuning range is about 500 'C. With a silica
overcladding (which has a higher thermal conductivity than the HSQ), the
temperature drop between the heater and the silicon waveguide would be smaller.
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Figure 7.14 Temperature distribution across the material stack for different heater and overcladding
possibilities, assuming a temperature of 100 'C at the heater. The wide heater fabricated in the current
structures is a good approximation to the ideal one-dimensional heat flow. (Calculations by Fuwan
Gan, published in Ref. [145]).
Using SiO 2 instead of HSQ would allow to further increase the temperature at the
silicon waveguides to about 370 'C (for the same maximum temperature of 500 'C),
which would give a tuning range of about 3.7 THz. The presence of the titanium
microheaters above the silicon layer is responsible for additional propagation loss.
By using the weakly-coupled cavity method, the propagation loss can now be
estimated to be around 4.5-5 dB/cm, roughly double than in the structures without
microheaters. This result is shown in Figure 7.15, and is obtained using a
weakly-coupled microring resonator covered with titanium microheaters, similar to
the one represented in Figure 7.13(b).
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Figure 7.15 Propagation loss measurement in the presence of the titanium microheaters, through the
weakly-coupled cavity method: quality factor (left axis) and propagation loss in dB/cm (right axis)
extracted from a weakly-coupled microring with heaters.
In order to build usable reconfigurable devices based on the thermal activation with
titanium microheaters discussed so far, that can be integrated in advanced WDM
systems, the tuning mechanism must satisfy the device requirements summarized in
Chapter 4, specifically the reconfigure time, which is typically between 1 and 100 ms.
The time response of the microheaters is studied using an unbalanced
Mach-Zehnder interferometer (MZI), with one of the arms covered by a titanium
microheater with the same cross-section as the ones used in the microring
resonators. An optical micrograph of the structure is represented in Figure 7.16. A
10 kHz square-wave is applied to the microheater, and the corresponding periodic
temperature change induces a modulation in the index of refraction, and therefore in
the phase in the respective MZI arm. The time response measurements are
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illustrated in Figure 7.17. The current response in the microheater is in phase with
the voltage, which indicates no significant reactive components (capacitance or
inductance) in the circuit.
Figure 7.16 Optical micrograph of the MZI used for tuning speed measurements, with a titanium
microheater placed over one of the interferometer arms for thermal tuning of the phase.
-100 -50 0 50 100
Time (ps)
Figure 7.17 Switching speed measurement results, indicating a rise time of about 6 ps and a fall time
of about 13 ps. The driving voltage and respective current in the heater are in phase, indicating a
purely resistive circuit.
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The MZI output is measured with a photodetector, and the respective time response
indicates an exponential behavior that results from the heat flow process in the
device. The rise time is measured to be around 6 ps and the fall time around 13 jas.
These response times are well suited for reconfigurable devices and tuning schemes
in WDM systems.
7.3 Wide Thermal Tuning of a Single Ring
The thermally actuated tuning mechanism described so far is suitable for conferring
reconfigurability capabilities to silicon photonic structures, and can be integrated in
more complex devices. To take full advantage of some WDM applications,
microring-based systems may require large tuning ranges (e.g. over the whole
C-band), as well as a large free spectral range. Reducing the radius of curvature of
the microrings increases the bending losses, and is therefore not a desirable solution.
Vernier schemes[146] can be used to effectively extend the FSR by eliminating some
of the resonance peaks, but these are known for being dispersive in the through-port
response and do not meet the device requirements for WDM systems. A solution to
this problem is to use universally balanced photonic interferometers[147] to
implement dispersion-free FSR multiplication. By doing so, a two-band tuning
approach[69] can be used to cover the whole C-band. Therefore, it is enough to build
microrings with a free spectral range covering half of the C-band, justifying the
microring dimensions of about 7 pm. The two-band tuning scheme makes use of two
adjacent resonance peaks. The resonance at the lowest wavelength (corresponding to
the longitudinal mode order m) is first selected and tuned from AT 0 to
AT ~ 210 'C (for the ring-heater stack presented so far), reaching a full-FSR tuning
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and covering the first half of the C-band. At that point, the resonance m-1 is selected,
and also tuned between the same temperature range, in order to cover the second
half of the band.
As mentioned, each resonance needs to be tuned over a full (16 nm) FSR. In most
cases, the system is composed of several cascaded coupled microrings, in which case
all of the rings need to be tuned simultaneously. The microheater design presented
in the former section is suitable for the full-FSR tuning, which is demonstrated here
for a single microring. The microring used for this experiment has a center radius of
6.735 tm, with waveguide dimensions of 605x106 nm. The coupling gap is about
855 nm, and the titanium microheaters are placed about 1 ltm above the microring.
At the bus-ring coupling region, the bus waveguide width is 498 nm. These
dimensions and the material stack cross-section are summarized in Figure 7.18.
Ti microheater
width 85 m heightT
498 nm 106 nmn
R = 6.735 pm
widthbus ring
855 nm waveguide wavegu de
(a) (b)
Figure 7.18 Single microring design details: (a) main dimensions and (b) material stack cross-section
in the bus-ring coupling region. The bus waveguides are 498 x 106 nm, the ring waveguide is
605 x 106 nm, and the ring radius is 6.735 pm.
CHAPTER 7. ELEMENTARY BLOCKS FOR SOI MICRORING SYSTEMS
... ......... ....... ..... .... ........................................... 
.. ..    ..  .   
200
The drop-port response of this single microring is measured for several driving
voltages. The total electrical power delivered to the microheater is determined by
measuring the respective current. The filter response for each applied power setting
is shown in Figure 7.19. For better visualization, only one resonance peak is
represented for each power level - the lower-order resonance peak (one full FSR
apart) is not represented. A complete FSR tuning range is achieved with about
40 mW of electrical power. Around 36 mW, the heater started oxidizing at a fast rate,
and eventually burned around 44 mW (with almost 20 nm of tuning). The tuning
efficiency over a 10 nm-range is calculated to be around 28 PW/GHz, and about
19 pW/GHz for the full-FSR tuning (which corresponds to a higher temperature).
The thermo-optic tuning becomes more efficient for higher temperatures due to the
increase of the thermo-optic coefficient with temperature[148].
In this experiment, there are two main reasons for measuring both the voltage and
the current: (1) in most cases, the heater resistance can not be measured directly due
to the additional and unknown contact resistance at the wire-bond points, and (2)
when operating at high temperatures, the oxidation quickly increases the resistance,
and the best way to keep track of the resistance is by measuring its applied voltage
and respective current. Both these problems can be solved with (1) careful electrical
packaging of the chip and (2) better thermal passivation for reducing oxidation at
high temperatures. When dealing with several independently thermally actuated
microrings, it may not be possible to keep track of the resistance values (and
therefore power levels). In these cases, the best solution is to track the total
resonance frequency shifts, and back-calculate the delivered powers through the
respective tuning efficiency values.
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Figure 7.19 Wide thermal tuning of a single microring: (top) design layout and optical micrograph of the single microring resonator,
covered with a titanium microheater for thermal tuning, and (bottom) tuning of a single resonance peak, over more than one free spectral
range. The tuning efficiency is about 28 pW/GHz for a 10 nm tuning range, and about 19 pW/GHz for the full FSR.
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7.4 Demonstration of a Single-Ring Hitless Filter
The demonstrated ability to tune a single microring over a full 16 nm-FSR opens
wide possibilities in terms of developing more complex reconfigurable
microring-based WDM systems. When dealing with multiple WDM channels, which
is the case for practical systems, the operation of a single channel should not affect
(in terms of attenuation and dispersion) the operation of the remaining channels of
the system. This is a prerequisite for reconfigurable optical add-drop multiplexers,
and is known as hitless tuning[149]. A simple example of this requirement is
discussed in the system presented in Figure 7.20, where a 3-channel single-ring drop
filter is illustrated. Each channel (A, B and C) is tuned to a different channel
wavelength (A1,A2 and A).
input
0
drop A
0
drop B
thru
0
drop C
thermal tuning
1 2 A3 A4
Figure 7.20 Layout of a 3-channel sing-ring filterbank,
wavelengths A, ,A2 and A3. If channel A is tuned from A, to
channels B and C, which is undesired.
with channels A, B and C tuned to
A4, it will interfere with the operation of
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If channel A is to be tuned from A, to A4, it will necessarily have to pass by
A, and A3, affecting the operation and introducing bit errors in channels B and C,
respectively. A way to overcome this problem is to switch off channel A before
tuning it. This can be done with a configuration based on interferometric input
couplers that provide a controllable bus-ring coupling coefficient and can decouple
the resonance from the input bus waveguide[69]. The hitless device+ demonstrated
in this work has a Mach-Zehnder input coupler arm (Figure 7.21) that switches the
input bus-ring coupling between an on and off state with a 7r phase shift applied to
the switching arm, and has a differential length equal to the microring
perimeter[150,151]. This phase shift is achieved through thermal tuning, using
titanium microheaters similar to the ones demonstrated in the previous sections. The
device was built on the same SOI platform used so far, with waveguide dimensions
of 600x106 nm for the microring and switching arm, and 498x106 nm for the output
bus waveguide.
input thru
drop (drop drop
Figure 7.21 Hitless tunable filter configuration, with Mach-Zehnder input coupler arms that switches
the input coupling on and off with a 7r phase difference applied to the switching arm. The switching
is actuated thermally, using titanium microheaters placed above the MZ arm.
* Design by Milos Popovic and fabrication by Tymon Barwicz.
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The ring and switching arm center radius is 6.732 jam, and all the coupling gaps are
about 300 nm. The layout of the hitless filter and an optical micrograph of the
fabricated structure are shown in Figure 7.22.
Figure 7.22 Single-ring hitless filter: (a) layout of the structure, showing the silicon waveguides (in
red) and the titanium microheaters (in blue), and (b) optical micrograph of the fabricated structure.
The operation of the filter is demonstrated by starting with a resonance around
1546 nm at the on state - Figure 7.23(a). This resonance is turned off by increasing
the temperature of the switching arm (while keeping the microring at the same
temperature), until the drop-port transmission is reduced by about 25 dB from its
initial on state - Figure 7.23(f). At this point, the resonance has been disabled and
can be tuned to another wavelength location without affecting any remaining
channels in the system. This is done by actuating the microheater covering the
microring and tuning the resonance between 1546 nm and 1550 nm (corresponding
to about 500 GHz) - Figure 7.23(f-j).
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Figure 7.23 Demonstration of the single-ring hitless filter, showing the drop- and through-port
responses: (a-f) disabling the resonance, and (f-h) tuning the resonance to its new wavelength channel.
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Figure 7.23 (continued) ...(i-j) tuning the resonance, and (j-p) enabling the resonance at the new
wavelength location.
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During the tuning process, the switching arm is also adjusted, in order to keep the
resonance in the off state. At this new wavelength location, the resonance is now
turned back to the on state by reducing the temperature on the switching arm while
keeping the microring at the same temperature - Figure 7.23(j-p). This completes the
switching and tuning cycle, visually summarized in Figure 7.24. The electrical
powers needed for each intermediate step of the process are indicated in the figure,
assuming heater resistances of about 4.7 kQ and 2.5 kQ, for the switching arm and
microring, respectively. These electrical power values include the power dropped at
the contact resistances interfacing the microheaters and the DAC board. Therefore,
the actual power delivered to the microheaters should be slightly lower than the
values indicated. The reason for the abnormally high resistance value for the
switching arm microheater is related to its oxidation that resulted after testing it at
high temperatures.
on
o ff..........
on------ ---- r- ----
o -30 -t---- -
-50
1542
1546
Wve/ength) (nrJ7 1550 15
Figure 7.24 Resonance switching and tuning sequence for the hitless filter, with initial and final
wavelengths of 1546 nm and 1550 nm, respectively. During the off state, the resonance is suppressed
by about 25dB.
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7.5 Thermal Crosstalk in a Second-Order Filter
The thermo-optic tuning of the resonant frequency of a single microring can be
expanded into higher-order filters, formed by coupled-rings. Such configurations are
required in many applications, due to their wider operational bandwidths and faster
roll-offs. In fact, in the next chapter, second- and fourth-order filters are used in
more complex devices that are also tuned thermally. If the separation between the
microheaters is large (typically 100 tm), there is negligible thermal crosstalk
between them. However, when dealing with multiple microheaters that are placed
close to each other, thermal crosstalk may be high, can affect the overall performance
of the system, and therefore needs to be considered. The analysis presented here
applies to a second-order channel, but is similar for a fourth-order filter and should
return identical results. Figure 7.25 shows an optical micrograph of a second-order
filter (or channel) with two independent titanium microheaters on top, used for
thermal tuning of the resonant frequencies of each individual microring.
input RigA through
Ringg
20 pmn drop
Figure 7.25 Optical micrograph of a fabricated second-order filter, with titanium microheaters placed
on top of each microring for tuning of the individual resonant frequencies. A small alignment error of
-3.6 tm occurred during the fabrication of the microheaters.
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This filter was fabricated on an SOI platform, similarly to the previous devices
presented in this chapter. More design and fabrication details about this filter are
given in the next chapter. During the fabrication of the microheaters (with contact
photolithography and lift-off), a small horizontal and rotational misalignment
resulted in a small alignment error between the microheaters and the microrings of
about 3.6 pm. Due to proximity, the power delivered to one of the microheaters will
also change the temperature of the adjacent microring. Furthermore, the asymmetric
heater overlap with the microrings translates into different tuning efficiencies of the
microheaters and induces different crosstalk coefficients. The general relation
between the frequency shift of each microring and the electrical power delivered to
the respective microheater can be represented by the response matrix
AVA KA "AB 1 PA] (7.11)
B I BA B B
where the off-diagonal elements represent the thermal crosstalk. Ideally, the
diagonal terms would be equal, and the off-diagonal terms zero. The matrix
elements can be found by characterizing the second-order channel represented in
Figure 7.25, which has some frequency mismatch between the two coupled rings due
to fabrication errors. Figure 7.26 shows the drop-port responses of this filter, where
the black curves correspond to the resonant peaks of rings A and B before any
thermal tuning. When microheater A is actuated (with about 1.5 mW), the peaks
shift about 45 GHz and 8 GHz, for rings A and B, respectively (red curves). When
microheater B is actuated (with about 2.1 mW), the peaks shift 25 GHz and 58 GHz,
for rings A and B, respectively. From these values, microheater B induces a larger
crosstalk into ring A than microheater A into ring B, which is consistent with the
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slight overlap of heater B with ring A, as seen in Figure 7.25. The measured
frequency shifts return the following tuning response matrix
nA AB ' 1 1SG /W30.0 11.91
KBA K B 5.3 27.6
(7.12)
which leads to direct thermo-optic efficiencies of 33 and 36 VW/GHz/ring (obtained
from the diagonal terms in the matrix). These values are slightly higher than the
value obtained from the tuning of a single ring (28 VW/GHz), from Section 7.3. The
reason for this difference is the simplified design of the microheaters used in this
second-order filter (when compared to the single ring from the previous sections),
which has a higher fabrication yield but is a little less efficient.
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Figure 7.26 Thermal crosstalk measurement: when microheaters A and B are actuated independently,
different frequency shifts occur at each microring resonator. These shifts allow to determine the
elements of the tuning matrix. (published in Ref. [19]).
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However, the crosstalk also needs to be taken into account when computing the
effective thermo-optic efficiency of the channel. The inter-ring crosstalk can be seen
as either detrimental or beneficial to the tuning scheme. On one hand, if the two
rings forming the filter are not matched in frequency, the crosstalk increases the
electrical power needed to align them, and pushes the location of the aligned
channel towards longer wavelengths. On the other hand, the electrical power
needed to shift the whole tuned channel to a higher center wavelength is now
reduced, since the crosstalk reuses some of the power sent to one ring in the other
ring. The latter translates into an increase of the effective tuning efficiency of the
channel. This effective tuning efficiency is calculated by computing the average
frequency shift per unit of delivered power, taking into account the measured
crosstalk: microheater A shifts a total of 53 GHz (45 GHz for ring A and 8 GHz for
ring B) with 1.5 mW, and microheater B shifts 83 GHz (25 GHz for ring A and
58 GHz for ring B) with 2.1 mW. This results in 35.3 GHz/mW for microheater A and
39.5 GHz/mW for microheater B, which gives an average frequency shift of 37.4 GHz
per mW for the whole channel. This corresponds to a thermo-optic efficiency of
27 jW/GHz, which is the value used in the Section 8.1 of the following chapter. This
value is similar to the value found for a single microring (28 VW/GHz), which is
expected, since the waveguide and ring dimensions are similar, as are the HSQ
overcladding, the vertical separation between the waveguides and the microheaters.
To reduce thermal crosstalk, additional thermal isolation techniques can be
employed, such as etched air trenches close to, and under, the microring
waveguides[152,153]. This technique also allows designing several adjacent filters
with reduced spacing between channels while maintaining negligible crosstalk, and
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increases the direct thermo-optic efficiency. Further enhancement in the tuning
efficiency can be achieved by directly integrating the microheaters with the ring
resonators, using adiabatic resonant microrings[154].
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8
ADVANCED DEVICES BASED ON RING RESONATORS
8.1 Second-Order Twenty-Channel Filterbanks
8.2 Reconfigurable Optical Add-Drop Multiplexer
8.3 Dynamical Slow Light Cell
The previous chapter focused on developing a set of tools and demonstrating simple
devices that can be used to build more complex structures. The current chapter
carries that work further into demonstrating some more complex devices that are
able to perform more elaborated functions. Three advanced classes of devices based
on microring resonators are experimentally demonstrated in silicon-on-insulator
platforms. The first devices are second-order twenty-channel filterbanks, arranged in
two different configurations (dual and counter-propagating), with tunable channel
spacing and 20 GHz single-channel bandwidth[19,155]. The second device is a
tunable fourth-order add-drop multiplexer with telecom specs, with a 40 GHz flat
channel bandwidth[156]. Finally, a dynamical slow light cell is demonstrated, with a
tunable delay between 0 and 24 ps[157]. The fabrication procedure, similar for all
three devices, consistently returned low propagation loss values as presented in
Chapter 7. Furthermore, all devices are tuned using the thermo-optic effect, through
titanium microheaters placed on top of the microring resonators, also described in
the previous chapter.
8.1 Second-Order Twenty-Channel Filterbanks
The first set of devices demonstrated in this chapter are microring-resonator
second-order twenty-channel filterbanks, with a tunable channel spacing >80 GHzt .
Two configurations are presented in this section: a dual filterbank layout and a
counter-propagating layout. These filterbanks are intended as a multiplexer for a
wavelength-demultiplexed photonic analog-to-digital converter, introduced in
Chapter 1[27-29]. In this application, it is desirable to use both outputs of the
Mach-Zehnder modulator in order to linearize its transfer function[158]. For this,
two sets of equal filters are required. The dual filterbank has two sets of twenty
channels which should have the same filter response. This presents additional
fabrication challenges and may require additional thermal tuning to correct for
possible mismatches. An elegant alternative to bypass this additional tuning and to
achieve two identical filterbank responses is to use a counter-propagating
architecture[144]. Both configurations with dual and counter-propagating
architectures are demonstrated in this work, with a heavier focus on the former
filterbank. The desired single-channel bandwidth of 20 GHz is achieved with
second-order filters, and is based on series-coupled microring resonators[26,72].
* The work presented in this section counted on the collaboration of Anatol Khilo for the design and
Charles Holzwarth for the fabrication of the structures.
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In silicon-on-insulator platforms, multi-channel single-ring filters have been
demonstrated[159-161], as well as multi-channel second-order filters with racetrack
micro-resonators[162]. However, for maximum performance, i.e. high number of
channels with minimal crosstalk within a single free spectral range (FSR), it is
necessary to use filterbanks consisting of second- or higher-order microring filters.
The filterbanks studied here are the largest-to-date (in terms of number of channels)
second-order structures fabricated in a silicon-on-insulator platform[144]. A similar
dual twenty-channel filterbank has also been fabricated in silicon-rich silicon nitride
(SiN.), for similar applications[163]. The basic operation of a general second-order
filterbank is illustrated in Figure 8.1, where three adjacent channels are represented.
Each channel is tuned to its own resonant frequency and drops that specific
frequency (within the filter's bandwidth) into the respective drop port.
A A
S2 3
Figure 8.1 Illustration of the operation of a general second-order filterbank, showing three adjacent
channels that are tuned to different frequencies, dropping the signal into the respective drop ports.
8.1. SECOND-ORDER TWENTY-CHANNEL FILTERBANKS
..... 
.. 
.... ...... . ............................
.. .. .. .. .. 
...................................
217
In the case of the counter-propagating filterbank, light coupled into each of the two
input ports (A and B) is dropped at different drop ports but sees the same pair of
rings, and should therefore have the same filter response.
A -- ...........
B -+ =====
Figure 8.2 Layout of one channel of the second-order counter-propagating filterbank. Light coupled
into port A (B) is dropped into port A (B). Both counter-propagating modes see the same pair of
microrings, and should therefore have identical filter responses.
Figure 8.2 illustrates the layout of one channel of the counter-propagating filterbank.
This architecture reduces the total number of rings and heaters by half, and
eliminates the need for the additional matching of the two twin channels. However,
this architecture may have high optical crosstalk between the counter-propagating
modes if the reflections at the end facets are not eliminated.
As mentioned before, the resonant frequency of silicon microring resonators is very
sensitive to fabrication errors. Therefore, in addition to high dimensional control and
low sidewall roughness, post-fabrication trimming and tuning is normally required
to achieve the desired device parameters. This can effectively be achieved by thermal
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tuning, due to the large thermo-optic coefficient of silicon, as studied in the previous
chapter. In designing the filterbanks, several specifications need to be considered,
namely the single-channel bandwidth, the channel frequency spacing, the free
spectral range (FSR), and the extinction of each channel at the adjacent channels. All
these parameters are illustrated in Figure 8.3.
FSR
channel
spacing
channel extinction at
bandwidth adjacent channel
I I
I I
I I
Figure 8.3 Important parameters for designing filterbanks: single-channel bandwidth, channel
spacing, free spectral range, and extinction of each channel at the location of adjacent channels.
The filterbanks were designed to have a 20 GHz channel bandwidth and >30 dB
extinction at ±80 GHz from the channel center, with a 2 THz (16 nm) free spectral
range, which corresponds to about half of the C-band telecom window. In this
particular demonstration (for the dual filterbank), the channel spacing was set to
80 GHz (resulting in less than -35 dB crosstalk between channels) and then to
124 GHz (resulting in about -45 dB crosstalk between channels). As mentioned, the
filters were designed to operate for TE-polarized light, and the silicon waveguide
dimensions were optimized to reduce sensitivity to sidewall roughness and
dimensional variations in width, with cross-sections of 600x105 nm (ring
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waveguides) and 495x105 nm (bus waveguides). The filterbanks were fabricated on
an SOI wafer with a 3 tm-thick oxide undercladding, and a 105 nm silicon layer
(thinned from 220 nm), as described in the previous chapter. The devices were
coated with a 1 1im-thick hydrogen silsesquioxane (HSQ) layer, and then titanium
microheaters were fabricated (with contact photolithography and lift-off) on top of
the HSQ for thermal tuning of the resonant frequency of each individual ring. A
small horizontal and rotation misalignment during this step resulted in -3.6 .Im
alignment error between the microheaters and rings on the tested samples. The
typical heater-resistance values were measured between 1 and 2 kQ. The main
dimensions and material stack cross-section are summarized in Figure 8.4. These
dimensions result in power coupling coefficients { X1 1 K 2 , (31 = {3.8, 0.044, 3.8}%,
obtained from 3D FDTD simulations.
wi Ti microheater
495 nm A 'hih
Ki 344 nm 10 nr
R = 6.735 pm
703 nm
K2
height width 600 nm
105 nm
K3 344 nm
(a) (b)
Figure 8.4 Design details: (a) main dimensions of the second-order silicon microring filter, fabricated
on an SOI platform, and (b) material stack cross-section in the bus-ring coupling region. The bus
waveguides are 495 x 105 nm, the ring waveguides are 600 x 105 nm, and the ring radius is 6.735 pm.
In the filterbank, the resonant frequencies for each channel are adjusted by slightly changing the ring
radius and waveguide width of each microring resonator, with respect to the previous channel.
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Optical micrographs of the fabricated dual filterbank are shown in Figure 8.5, before
and after the fabrication of the titanium microheaters, respectively.
(a)
-. B20
-. Bi
Figure 8.5 Optical micrographs of the dual twenty-channel filterbank fabricated in silicon: (a) before
and (b) after the fabrication of the layer with the titanium microheaters used to individually tune the
resonant frequency of each microring. (Fabrication by Charles Holzwarth).
An optical micrograph of the twenty-channel counter-propagating filterbank is
shown in Figure 8.6(a), before the fabrication of the microheaters, and a detailed
view of two adjacent channels of the filterbanks is shown in Figure 8.6(b). There is a
visible position mismatch between the heater layer and the microrings, which is due
to a misalignment of the mask during the fabrication step of this layer. This
misalignment may affect the thermo-optic tuning efficiency.
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Figure 8.6 Optical micrographs of the twenty-channel filterbanks: (a) counter-propagating filterbank,
before the fabrication of the microheaters, and (b) detailed view of two adjacent channels, showing the
microheaters used for thermo-optic tuning. (Fabrication by Charles Holzwarth).
During fabrication, the control of the resonant frequency of each ring (and channel)
is achieved by changing both the ring radius and the waveguide width of each
microring resonator, and requires a dimensional precision in the order of tens of
picometers[144]. The resonant frequency depends on the optical path length of the
microring, which depends on the physical length (i.e., radius) and the effective index
of refraction neff. The effective refractive index can be controlled by changing the
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height and/or the width of the waveguide. As mentioned, the height of the
waveguide is fixed. Therefore, the two parameters used to control the resonant
frequency are the radius and the width of the ring waveguides. Using a mode
solver[143], we calculate the frequency sensitivity to changes in the radius and the
width to be about 16.2 GHz/nm and 40 GHz/nm, respectively[144]. These values are
consistent with the estimated sensitivity values presented in the previous chapter.
The fabricated filterbanks were characterized using the setup from Figure 7.1. As
seen in the previous chapter, the individual rings show intrinsic quality factors of
-250k and -130k, without and the titanium microheaters, which corresponds to
propagation losses of about 2-2.5 dB/cm and 4.5 dB/cm, respectively.
8.1.1 Dual Filterbank
The first configuration to be studied is the dual filterbank. Inspection of the drop
ports of this filterbank before thermal tuning shows frequency mismatches between
the two rings forming each channel, in addition to non-uniform channel spacing.
The drop-port response of one of the channels is represented in Figure 8.7, showing
a frequency mismatch between the two coupled rings of about 39 GHz. In order to
demonstrate the tuning capabilities, a target channel center wavelength is chosen,
defining a single channel with channel bandwidth of 20 GHz (represented in the
figure by the grey box). Both rings of the channel are first individually tuned in
order to compensate for the inter-ring frequency mismatch, and then the entire
channel is tuned to its targeted channel frequency. The tuned drop-port response is
shown in the same figure, along with the respective through-port curve. The channel
is now precisely aligned at the pre-set center frequency, with channel extinction over
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35 dB at ±80 GHz, which is well within the filter design requirement. The measured
bandwidth of 20 GHz also agrees with the filter design. At ±124 GHz (±1 nm), which
is one of the channel spacings used in this work, the extinction is about 45 dB. This
value is below the noise floor of the measurement, but is determined by fitting the
experimental data to a coupled-mode theory model, presented in Chapter 4.
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Figure 8.7 Filter response of one channel of the dual filterbank, before (left curve) and after (right
curves) thermal tuning. The channel is tuned to a pre-set center wavelength (grey box), and the
aligned channel has a bandwidth of 20 GHz, with over 35 dB extinction at ±80 GHz, and about 45 dB
extinction at ±124 GHz (±1 nm).
In the experiment, the electrical power delivered to each microheater is not
measured directly, due to the varying and significant additional power drop caused
by the contact resistance at each wire-bonding site. This unwanted resistance can be
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reduced with appropriate electrical packaging. If the number of channels is small, it
is straightforward to keep track of (or estimate) this contact resistance, and in that
way know the electrical power delivered to each microheater. However, for a large
number of channels, this is not the best option. Furthermore, due to oxidation, the
value of the microheater resistance may increase during the experiments, which
makes it harder to precisely know the power delivered to each heater. For these
reasons, it is easier to calculate the electrical power delivered to each microheater by
keeping track of the resonant frequency shift that each microring resonator
experiences when tuned from its initial frequency to its final frequency. For the
second-order channel represented in Figure 8.7, the total frequency shift (for both
rings) is about 274 GHz. Using the effective thermo-optic tuning efficiency of
27 pW/GHz obtained in the previous chapter, the total tuning power needed for this
channel is about 7.4 mW. The tuning efficiency value does not take into account the
power dissipated at the wire-bonding sites, and is therefore used to calculate the
actual power delivered to the microheaters.
This tuning procedure can now be extended to all remaining channels of the
twenty-channel filterbank. First, two adjacent channels (8 and 9) are analyzed. The
drop-port responses of these channels are represented in Figure 8.8, showing
frequency mismatches between the two channel rings of about 39 GHz and 16 GHz,
respectively. Furthermore, channel 9 was designed to operate at a higher center
wavelength than channel 8, which is not the case in the fabricated filterbank. A
target channel location grid defining two channels spaced by 80 GHz with channel
bandwidth of 20 GHz is represented in the figure by the grey boxes.
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Figure 8.8 Filter responses of two consecutive channels (8 and 9) of the dual filterbank, before (left
curves) and after (right curves) thermal tuning. The channel spacing is set to 80 GHz, and the aligned
channels have a bandwidth of 20 GHz and a crosstalk of less than -35 dB.
The tuned drop-port responses are shown in the same figure, along with the
respective through-port curves. Once again, the experimental data is fitted with a
coupled-mode theory model. Both channels are now precisely aligned at the pre-set
frequency grid, with a channel crosstalk lower than -35 dB. The total tuning
(frequency shift) for both rings is about 780 GHz. Using the thermo-optic tuning
efficiency of 27 jW/GHz, the total effective electrical power needed to tune both
channels to the frequency grid is about 21 mW.
The ultimate goal is now to demonstrate all twenty channels precisely aligned to a
pre-set frequency grid. All channels in the fabricated filterbank worked optically, but
only the lower filterbank in Figure 8.5 had microheaters for fine resonant frequency
tuning. Some of the fabricated microheaters were damaged, and some of the
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wire-bond connections between the SOI chip and the DAC board did not have good
electrical contact. Due to these limitations, only eleven channels (out of the twenty)
of the lower filterbank were characterized. Furthermore, in order to accommodate
some channels with inoperative heaters, the channel spacing was set to 124 GHz.
This also demonstrates the reconfigurability aspect of the filterbank. The drop-port
responses of these eleven channels before any thermal tuning are shown in Figure
8.9(a), overlaid with a frequency grid showing 20 GHz-bandwidth channels spaced
by 124 GHz. The detailed frequencies (and wavelengths) of the desired
124 GHz-spaced grid points are summarized in Table 8.1.
Channel 1 2 3 4 5 6
Center frequency (GHz) 193934 193810 193686 193562 193438 193314
Center wavelength (nm) 1546.9 1547.9 1548.9 1549.9 1550.9 1551.9
Channel 7 8 9 10 11
Center frequency (GHz) 193190 193066 192942 192818 192694
Center wavelength (nm) 1552.9 1553.9 1554.9 1555.9 1556.9
Table 8.1 Detailed frequency (and wavelength) values for the 124 GHz-spaced grid used to align all
eleven channels.
Before any thermal tuning, most of the channels are misaligned, with up to 133 GHz
frequency mismatch between the two rings of a channel, and a channel mismatch of
up to 476 GHz. For only two channels (2 and 11) are the two rings relatively well
aligned.
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Figure 8.9 Drop-port responses of eleven adjacent channels of the fabricated twenty-channel second-order dual filterbank (a) before and (b) after
thermo-optic tuning of the resonant frequencies of the individual microring resonators. After tuning, the single-channel bandwidth is measured to
be 20 GHz and the channel crosstalk is less than -35 dB, for the pre-set channel spacing of 124 GHz.
-10
-20
1558
In terms of frequency shifts, some of the rings are blueshifted (to lower wavelengths)
and some are redshifted (to longer wavelengths) with respect to the targeted
fabrication center frequencies. Ideally, the tuning scheme for the resonant
frequencies would return them to the original designed value. However, the
thermo-optic control (done by heating the microrings) can only shift the resonances
towards longer wavelengths. The thermal heat sink temperature defined the starting
resonant wavelengths and was adjusted to make sure that every channel was at a
shorter wavelength than its desired grid point location. The approximate frequency
mismatches of the various channels are summarized in Table 8.2. This table indicates
the frequency difference between each one of the individual rings (labeled Ring A
and Ring B within a channel) and the defined frequency grid from Table 8.1, as well
as the relative frequency mismatch between the two rings of each channel and the
total tuning required to align both rings to the pre-set grid.
Frequency mismatch (GHz)
Channel 1 2 3 4 5 6 7 8 9 10 11
Ring 1 190 190 238 219 352 419 371 400 152 76 314
Ring 2 324 190 333 229 476 457 467 429 229 200 314
Relative 133 0 95 10 124 38 95 29 76 124 0
Total 514 381 571 448 829 876 838 829 381 276 629
Table 8.2 Approximate frequency mismatch of each ring in the eleven channels, with respect to the
pre-set frequency grid. Only channels 2 and 11 are relatively well defined.
As described before, both rings within each channel are fine tuned, and then the
whole channel is shifted to its pre-set center frequency. The eleven drop-port
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responses after tuning are shown in Figure 8.9(b). All channels are now sharply
defined with 20 GHz single-channel bandwidths, channel spacing of 124 GHz, and
about 45 dB extinction at adjacent channels (extrapolated from data fit). The relative
magnitudes (between the through and drop ports) of all the channels indicate a
small drop loss of about 1.5-2.5 dB. To achieve this result in Figure 8.9(b), all 22
microrings (for the eleven channels) were precisely tuned using the multi-channel
digital-to-analog converter board which controlled the power of each ring-heater
individually. Up to five channels were tuned simultaneously, limited only by the
number of control ports available in the DAC.
The total power needed to tune all eleven channels to the 124 GHz grid is about
180 mW, which corresponds to an average power of 16 mW per channel, with a
tuning efficiency of about 27 aW/GHz/ring. The total electrical power dissipated on
the chip can be significantly reduced with improved optimization in the fabrication,
in order to reduce frequency mismatches between rings and more accurately define
the channel center frequencies. Furthermore, a smaller frequency grid interval will
also reduce the total power consumption.
8.1.2 Counter-Propagating Filterbank
The counter-propagating filterbank configuration is now characterized. As
mentioned before, some applications require having two identical filter responses,
which can be achieved by using the counter-propagating filterbank represented in
Figure 8.6(a). In this configuration, light coupled into port A is dropped into the
drop ports A of the different channels, and light coupled into port B is dropped by
the same filters, but into drop ports B. The drop-port responses (A and B) of one of
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the counter-propagating channels are shown in Figure 8.10, before and after
applying thermal tuning. As seen from the figure, both directions of propagation
have identical filter responses. After tuning, the drop ports show a 20 GHz
bandwidth. Based on the frequency shift of each microring and on the tuning
efficiency of 27 W/GHz/ring, the power required to tune this channel is about
8 mW. In this experiment, only the bottom microheater (on top of the microring with
resonant wavelength around 1541.5 nm) was actuated. However, the power applied
to this heater shifted both rings, which is a clear indication of non-negligible thermal
crosstalk between the rings.
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Figure 8.10 Drop-port responses of one channel of the counter-propagating filterbank, before (left
curves) and after (right curves) thermal tuning. The tuned filter responses (from output ports A and B)
are similar and show a bandwidth of 20 GHz, with extinction of about 35 dB at frequencies ±80 GHz
apart from the center frequency, and about 45 dB at ±124 GHz (±1 nm).
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The optical crosstalk between the input port A and the drop port B (or input port B
and drop port A) is measured to be as high as -11 dB, which is a high value for many
applications. Figure 8.11 shows the measured crosstalk between input port B and
drop port A, along with the direct B-to-B response. This optical crosstalk is caused
by high end-facet reflections at the air-Si interface, and can be reduced by
eliminating these interfaces by adding couplers to the input and drop waveguides
and packaging the chip.
-40 2
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Figure 8.11 Crosstalk measurement between input port B and drop port A, for the measured channel
of the counter-propagating filterbank.
During the thermal tuning process, there was no significant thermal crosstalk
between channels, due to their large (100 pm) separation. Any small inter-channel
crosstalk was easily compensated for during the fine tuning of the channels.
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Keeping in mind that the filterbanks demonstrated in this section are suitable for
wavelength-division-multiplexing applications, it is also important to know the
amount of dispersion that such an optical element introduces in the system it is part
of. High dispersion becomes a limiting factor for high bit-rate applications, and may
need to be compensated. Following the discussion about the Hilbert transform and
dispersion from Chapter 4, the drop-port data from the measured channel can be
used to evaluate the respective dispersion. The phase response of the drop port
B-to-B is obtained through a Hilbert transform of the amplitude data, and is then
used to compute the dispersion of the channel - Figure 8.12. The solid red curve is
obtained through a coupled-mode theory model.
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Figure 8.12 Dispersion of a single channel of the counter-propagating filterbank, computed from a
Hilbert transform of the amplitude response of the drop-port data (B-to-B). The data is smoothed in
order to eliminate high-frequency noise. The solid red curve represents the dispersion calculated from
the coupled-mode theory model.
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The measured dispersion within the 20 GHz channel is ±200 ps/nm, which is
relatively high when compared to the reference values presented in Chapter 4.
However, this filterbank was not optimally designed for low dispersion, which is the
case with the device presented in the following section.
8.2 Reconfigurable Optical Add-Drop Multiplexer
The second class of devices demonstrated in this chapter is a tunable fourth-order
reconfigurable add-drop multiplexer (ROADM) with telecom specst . This type of
device can be integrated for more complex WDM systems, and must therefore meet
the device requirements discussed in Chapter 4. ROADMs require channels with
high through-port extinction ratios, large free spectral range, low crosstalk between
channels, and wide tunability (ideally, over the whole C-band). In silicon, single-ring
ROADMs have been demonstrated[160], as well as high-order OADMs[164]. The
work presented here is the first demonstration of high-order ROADM in silicon with
telecom specs[156]. The fourth-order filter was designed to have a 40 GHz flat (low
ripple) drop-port channel bandwidth, with over 24 dB through-port extinction,
<30 ps/nm channel dispersion, and over 30 dB extinction at ±80 GHz from the
channel center frequency. In order to achieve low dispersion within the 40 GHz
channel window, the filter design has a 3-dB bandwidth of 75 GHz. The filter design
is based on series-coupled microring resonators[26,72], and the basic layout of the
fourth-order filter is illustrated in Figure 8.13.
+ The work presented in this section counted on the collaboration of Milos Popovic for the design and
Tymon Barwicz for the fabrication of the structures.
CHAPTER 8. ADVANCED DEVICES BASED ON RING RESONATORS234
input -+ through
0 1 
through
2 input 1 @ 0 2
0 3 add 4 03
_ 
_4 
drop
add - -+ drop
Figure 8.13 Layout of the fourth-order add-drop filter. The folded ring distribution allows all four
rings to be located in the center of the e-beam writing field. Rings 1 and 4 are sufficiently far apart to
have negligible coupling.
The rings are arranged in a folded distribution in order to place all four rings in the
center of the e-beam writing field, avoiding large distortion by field aberrations of
electron optics. The filter was designed to have a free spectral range of about 2 THz
(~16 nm), equivalent to about half of the C-band, with full tunability over its FSR.
Complete C-band tuning is possible by using the two-band tuning approach
described in the former chapter[69]. Similarly to previous structures, the filter was
designed to operate for TE-polarized light, and the silicon waveguide dimensions
were optimized to reduce sensitivity to sidewall roughness and dimensional
variations in width, with cross-sections of 600x106 nm (ring waveguides) and
498x106 nm (bus waveguides). The filterbanks were fabricated on an S01 wafer with
a 3 1 m-thick oxide undercladding, and a 106 nm silicon layer (thinned from 220 nm).
The devices were coated with a 1 pm-thick hydrogen silsesquioxane (HSQ) layer,
and then titanium microheaters were fabricated (with contact photolithography and
lift-off) on top of the HSQ for thermal tuning of the resonant frequency of each
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individual microring. The typical heater-resistance values were measured between 1
and 2 kQ. The main design dimensions and material stack cross-section at the
bus-ring interface are shown in Figure 8.14. These dimensions result in power
coupling coefficients {K1, CK2 , K3 , K4 , K5, K6 } = {18.6, 0.648, 0.364, 0.648, 18.6, 01,
obtained from 3D FDTD simulations, for A = 1550 nm and room temperature[69].
width h
498 nm height Ti microheater
nt106 nm
K2 R =6.732 pm
1637 nm K 343n
404 nm
width 600 nm
height
106 nm
5s 175 nm
(a) (b)
Figure 8.14 Design details of the device: (a) main dimensions of the fourth-order silicon microring
filter, fabricated on an SOI platform, and (b) material stack cross-section in the bus-ring coupling
region. The bus waveguides are 498 x 106 nm, the ring waveguides are 600 x 106 nm, and the ring
radius is 6.732 pm.
When the wavelength is tuned (by changing the temperature) both the group index
of the microrings and the power coupling coefficients change. In order to use the
two-band tuning approach, it is necessary to preserve the filter response over the
whole wavelength range, i.e., the coupling coefficients (used in the CMT models
presented in Chapter 4) need to be the same. These coefficients are related to the
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group index and the power coupling coefficients by equations (4.28) and (4.29).
When the temperature is increased, the wavelength also increases (silicon has a
positive thermo-optic coefficient), and these two parameters have opposite effects on
both the group index and the power coupling coefficients. Therefore, ngj and rj are
fairly constant over the desired tuning range. Figure 8.15, obtained from Ref. [69],
shows the wavelength dependence of the bus-ring power coupling coefficient for
temperatures between the room temperature (AT = 0 K) and (AT = 223 K), which
is the estimated temperature range needed for full-FSR tuning. The dotted line
shows the approximate power coupling coefficient as a function of the wavelength,
taking into account the temperature that is required to tune the microring to that
specific wavelength.
0.23
0.22 AT = OK -30nm
T = +223K
0.21
Ki Krb
0.2 - dw
dw +30nm
0.19 tuning #52 3Onm
0.18
u changea 0.17 -resonance0.17d3: tuning #53
0.16
0.15
0.14
16nm FSR
0.13
1530 1535 1540 1545 1550 1555 1560 1565 1570
Wavelength (nm)
Figure 8.15 Bus-ring resonant-frequency-independent coupling: power coupling coefficient as a
function of the wavelength, temperature and ±30 nm symmetric fabrication errors in the waveguide
width. The dotted line shows the approximate value of the coupling coefficient when the wavelength
and temperature effects are combined. The value of the coupling at A =1550 nm and room
temperature (AT = 0) is used to define the nominal bus-ring gap of the coupling region. (Courtesy of
Milos Popovic).
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As seen, the coupling coefficient does not change significantly over the wavelength
range, and the ring-ring coefficients (not shown) have a similar behavior. For
fabrication purposes, the chosen bus-ring and ring-ring gaps (from Figure 8.14)
correspond to the coupling coefficients at A =1550 nm and room temperature.
Furthermore, in order to ensure high through-port extinction for all wavelengths,
the filter design was slightly changed from the standard Chebyshev design (which is
know to have a faster roll-off than the maximally flat filter, but with some ripple in
the passband). With this design, the through-port extinction is over 22 dB for all
wavelengths. The required >30 dB through extinction (from Table 4.1) can be
achieved with a two-stage configuration, as demonstrated in SiN for third-order
filters[165]. This modified Chebyshev design meets the roll-off (and the required
extinction of >30 dB at ±80 GHz) of the filter, as illustrated in Figure 8.16.
0
Input - - through
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Figure 8.16 Comparison between the standard Chebyshev and the modified version used in the
design of the current fourth-order filer, for the same passband ripple and assuming no losses. At
+80 GHz, the extinction is -32.7 dB and -32 dB, for the standard and modified Chebyshev filters,
respectively.
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Figure 8.15 also shows how the power coupling coefficient for the bus-ring coupling
region changes with ±30 nm symmetric dimensional errors in the waveguide width
(and equivalently, in the gap dimensions) which can normally occur during e-beam
lithography and etching fabrication steps. These dimensional errors also shift the
resonant frequencies of the respective microrings (about 50 GHz/nm), as seen in
Chapter 7. Another source of shifting in the resonant frequency are the so-called
coupling-induced resonant frequency shifts (CIFS) [166]. When a microring is
coupled to another microring or waveguide, its resonant frequency shifts (from its
resonant frequency when isolated) due to presence of the neighboring dielectric
material. This changes the effective index of the microring in the coupling regions,
and therefore its resonant frequency. The induced frequency shift is larger at the
bus-ring coupling regions than at the ring-ring regions. The CIFS for the
fourth-order filter in this section are typically in the order of 10 GHz and <1 GHz, for
the bus-ring and ring-ring coupling regions, respectively[69]. No pre-fabrication
corrections for the CIFS were done in these devices, but the small values can easily
be corrected by thermal tuning.
An illustration of the layout of the fourth-order filter, showing the silicon layer and
the titanium heaters layer, is shown in Figure 8.17, along with an optical micrograph
of the fabricated structure. The fabricated filter was characterized using the setup
from Figure 7.1. The fabrication returned intrinsic quality factors for the individual
rings of -250k and -130k, without and the titanium microheaters, which corresponds
to propagation losses of about 2-2.5 dB/cm and 4.5 dB/cm, respectively.
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Figure 8.17 Fourth-order filter fabricated in an SOI platform: (a) layout of the structure, showing the
silicon (in red) and titanium (in blue) layers, and (b) optical micrograph of the fabricated structure.
An initial inspection of the drop port of the filter indicates a large resonant
frequency mismatch (of over 300 GHz) between the four cascaded rings, shown in
Figure 8.18. These frequency shifts are much larger than the estimated CIFS values,
and are likely due to proximity effects during the e-beam lithography step (in
addition to dimensional errors in the width and radius). This would be consistent
with the observed relative position of the resonances in the figure: rings 1 and 4 have
similar resonant frequencies, and are away from rings 2 and 3 (which also have
similar resonant frequencies). All these frequency mismatches (due to proximity
effects, CIFS, and dimensional errors) are easily corrected with thermo-optic tuning.
However, due to the large frequency mismatch, a significant amount of electrical
power is needed to align the four rings. For this particular device, the total electrical
power needed to align the four rings is about 34 mW.
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Figure 8.18 Drop-port response of the fourth-order filter, before thermal tuning. The large frequency
mismatches (>300 GHz) are due to fabrication dimensional errors (in radius and/or width), e-beam
proximity effects, and coupling-induced resonant frequency shifts.
The target channel locations are defined by the standard ITU DWDM grid for
100 GHz channel spacing[71]. The actual channel locations used in this work match
well the ITU grid, and are summarized in Table 8.3.
ITU grid Actual grid
Trace
v (THz) A (nm) A (nm)
1 192.7 1555.75 1555.74
192.6 1556.55 1556.54
2 192.5 1557.36 1557.35
192.4 1558.17 1558.16
3 192.3 1558.98 1558.97
192.2 1559.79 1559.78
4 192.1 1560.61 1560.59
Table 8.3 Detailed frequency and wavelength
tune the channel.
values for the ITU grid and for the actual grid used to
8.2. RECONFIGURABLE OPTICAL ADD-DROP MULTIPLEXER
.......... ..............................
241
Figure 8.19 shows the measured response (drop and through ports) of the
fourth-order filter when all four rings are tuned in frequency, with a channel
location centered at 1557.35 nm. The 3-dB bandwidth is about 66 GHz, which is
slightly smaller than the filter design (75 GHz). The dotted lines represent the
theoretical filter response, using the coupling coefficients for A = 1550 nm and room
temperature. Although the coupling coefficients are slightly smaller for this
wavelength, as seen from Figure 8.15, these curves are a good approximation to the
expected filter response. The measured through-port extinction is about 20 dB, and
the crosstalk at ±80 GHz is about -33 dB. The passband ripple (within the 40 GHz
channel) is less than 1 dB, and the drop loss is about 1.2 dB. These numbers are in
line with the filter specifications and the device requirements presented in
Chapter 4.
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The electrical power required to tune the filter to this wavelength is about 61 mW,
with more than half of the power used towards the initial frequency matching of the
four microrings.
The dispersion of this filter is calculated from its phase response, obtained through a
Hilbert transform of the respective amplitude response, and the result is represented
in Figure 8.20. The experimental data shows dispersion values between ±60 ps/nm
within the 40 GHz channel window, where the maxima occur close to the band
edges. These values are slightly higher than the filter design, but can be significantly
reduced if the 3-dB bandwidth is extended closer to the 75 GHz design.
using'Hilberttransform I
of smooihect drop-port
10
CL -50 inpu0
throug
C.
o L
-100 Nil rasY 40 -dH4 C -G T model
1556 1556.5 1557 1557.5 1558 1558.5
Wavelength (nm)
Figure 8.20 Dispersion of the fourth-order filter, computed from a Hilbert transform of the amplitude
response of the drop-port data. The data is smoothed in order to eliminate high-frequency noise. The
dotted red curve represents the dispersion calculated from the filter design.
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Figure 8.21 Filter response of the tunable fourth-order add-drop filter: (top) spectrum over 2 free spectral ranges, and (bottom)
Z demonstration of the tuning capability of the filter over 600 GHz, with the channel precisely tuned to a pre-set frequency grid
spcdby 100 G2Hz. The reoatfrequencies ofteidvda microring resonatrsar tuned byindividual mirhetr
Z fabricated on top of each ring. The channel bandwidth is measured to be around 66 GHz and the channel extinction at adjacent
channels is about 33 dB.
By changing the power applied to the rings, the filter can now be tuned to other
wavelengths. Due to the large power offset needed for the initial tuning (to correct
for the fabrication errors), the tuning is demonstrated over six 100 GHz-channels.
Figure 8.21 shows the filter response for different tunings. The top curves show the
filter tuned at 1555.74 nm, including the two adjacent resonant peaks spaced by
+FSR, and the bottom curves show the tuning of the filter over 600 GHz, at the center
wavelengths indicated in Table 8.3. The power required to tune the filter between
each one of the curves represented in the figure (spaced by 200 GHz) is about
22 mW. This number is consistent with the thermo-optic tuning efficiency of
28 1 W/GHz found in Chapter 7.
8.3 Dynamical Slow Light Cell
The final device demonstrated in this work is a dynamical slow light cell, based on
controlled far-field interference of two microring resonators+. As discussed in
Chapter 1, tunable optical delay lines and optical memory elements are important
building blocks for enabling advanced photonic integrated circuits. Slow light (i.e.,
resonance-based propagation delay) photonic devices are interesting structures to
build such components, due to the resonantly-enhanced group delay of the
propagating light[21,22]. The use of resonant structures also results in small devices,
which can easily be integrated with electronics and tuned, similarly to the other
structures presented in this chapter.
* The work presented in this section counted on the collaboration of Milos Popovic for the design and
guidance, and Charles Holzwarth for the fabrication of the structures.
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Coupled microring resonators have extensively been used to build slow light
devices[167-177]. In most common configurations, ring resonators are coupled
directly in series[167-171], as coupled resonator optical waveguides (CROW), or in
parallel, through a common bus[170-175] - Figure 8.22. All these are coupled
through 2x2 directional couplers. Such an arrangement usually means the devices
are formed by the reactive coupling of cavities, i.e. by energy exchange between
resonators.
(a) (b)
Figure 8.22 Illustration of the two most common configurations of coupled microring resonators: (a)
series-coupled, also known as coupled optical resonator waveguides (CROW), and (b) parallel
coupling through a common waveguide. The waveguides represented in grey are present in some
configurations.
The work presented in this section proposes, and experimentally demonstrates for
the first time, a dynamical slow light cell that makes use of far-field coupling, i.e. a
form of coupling that involves no energy exchange between cavities, but rather
affects their lifetime through destructive or constructive interference into the
respective radiation channel(s). The studied device is based on a dual-microring
resonator configuration with a shared 3x3 coupler. Elsewhere, a 3x3 coupled
dual-microring resonator configuration[176], similar to the one presented here, has
also been used to propose a loadable and erasable optical memory unit, using active
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microring optical integrators[177]. The layout of the slow light cell is illustrated in
Figure 8.23. jA represents the CMT coupling coefficient between the two rings,
which includes the direct mutual coupling due to their proximity, and the indirect
coupling that happens through the common bus waveguide. p, and t2 are the CMT
coupling coefficients between each one of the rings and the bus waveguide.
Si
input -
/
ft:' St
-- through
IV%\12
Figure 8.23 Layout of the slow light cell. Both rings are coupled to the bus waveguide, described by
the CMT coupling coefficients y, and p2.The rings are also coupled to each other, both directly due to
proximity and indirectly through the common bus waveguide. i represents this total mutual
coupling.
In order to better understand the slow light cell, its behavior can be modeled using
coupled-mode theory. The CMT equations for the system can be written as
da= W -- a, -pa2 
- 1iSi
dt T
(8.1)
da ]2 - 1 - - 2S
-= fIw2--a--ai-29dt T2 ,
where Si represents the input amplitude. The transmitted wave is given by
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p0
S, = S - jplal- jp2a2  (8.2)
Assuming an input wave Si ~ e 1, equations (8.1) can easily be solved for a1 and a2
at steady-state:
-jp - W2)
T2 1
al = i1 +2
T1  j(o 
-
_2)+
T-,
-jp2 - ,
a2 -
(8.3)
(8.4)1Si
Tj - 12)+ +
T2 Gj1o - W,)+-
1i
A more intuitive way of looking at this system is to work with its natural symmetric
a, and antisymmetric aa modes, which are related to a and a2 in the following way:
as - a aa al -a2a -F2 (8.5)
Using equations (8.1), the CMT relations can then be rewritten as
j + 0.2 ~s -) 2- 1
2 2 , "
.1+ 2 
~
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2
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where c9, = wi +j/ T. For identical microring resonators, with equal bus-ring
coupling coefficients, y = p and 1/r-, = 1/T2 =1/ T. Under this condition,
equations (8.6) become
da _ 1.
= j - j a, - jys, aa - j-ipOSi
(8.7)
da [. 1 .9 .
"-= - ]p a, -Ipsa a,dt [
where the average frequency W and the coupling coefficient ps, between the
symmetric and the antisymmetric modes are defined as W = (wi + w2 )/2 and
psa = (w2 - w1 ) /2. These equations show that only the symmetric mode is excited by
the input signal Si. Furthermore, the two modes are only coupled to each other
when wi 7 W 2 - By tuning the resonant frequencies w, and w2 (for rings 1 and 2,
respectively), the coupling between the symmetric and antisymmetric modes can be
controlled. This allows accessing the otherwise forbidden antisymmetric mode.
Solving equations (8.7) for a, and a, at steady-state returns
as -p 2 , (8.8)
T
j-F~op-s )  j
j( -- )+ 1+jf
a =T 2 Si (8.9)
1 
- 0) + j + ' 's,"
T
jo - O)+ -+ ]p
T
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confirming that the antisymmetric mode can only be excited when yA, w 0. When
both rings are perfectly tuned the antisymmetric mode is not excited, which
corresponds to an infinite external quality factor. For small frequency detunings, the
external quality factor is finite, but still much larger than that of the symmetric
mode. In all cases, the two resonant frequencies need to be close enough to each
other in order to validate this coupling. For large frequency detuning, the ring-ring
coupling terms are not significant, and the two rings behave as two independent
all-pass filters. Another way of coupling into the antisymmetric mode would be to
have different coupling coefficients yl : p2 -
Any state V) of the slow light cell can be described as a linear combination of the two
normal modes:
4= CS a, + Ca aa (8.10)
The electric fields inside the rings for each one of the two normal modes of the
system are illustrated in Figure 8.24. These results are obtained with
two-dimensional FDTD computations. Both rings are assumed lossless, have the
same radius, and are placed at the same distance from the bus waveguide. In order
to access the antisymmetric mode, a small change in the index of refraction
(An =10-4) is introduced in one of the rings. Furthermore, in order to visualize
antisymmetric mode (with a large external quality factor), the simulation needs to
run for a long enough time to allow for the symmetric mode (with a low external
quality factor) to vanish. As seen from the figure, the bus waveguide mode is
strongly coupled to the symmetric mode, and weakly coupled to the antisymmetric
mode. By controlling the relative frequency (de)tuning of the two rings, the external
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quality factor of the antisymmetric (and symmetric) mode can be changed, which
translates into different group delays. In this particular case, the group delay of the
slow light cell is controlled by thermo-optically detuning the resonant frequencies of
the two rings from each other, by actuating titanium microheaters.
(a)
(b)
Figure 8.24 Illustration of the two normal modes of the slow light cell system: (a) symmetric mode,
with strong coupling into the bus waveguide (small external quality factor), and (b) antisymmetric
mode, with weak coupling into the bus waveguide (large external quality factor).
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As seen, in the lossless case, for a zero detuning, there is a slow light state
(antisymmetric mode) that decouples the ring system from the bus waveguide,
corresponding to an infinite external quality factor (Q,,). For different frequency
detunings, the group delay of the slow light cell can be controlled. Figure 8.25 shows
a theoretical prediction of the system for different frequency detunings, obtained
through coupled-mode theory. The model takes into account propagation loss and
an asymmetric coupling (different coupling coefficients between each ring and the
waveguide) in order to match the fabricated device. It also assumes direct mutual
coupling between the two rings, which is an undesired side effect.
Group delay (a.u.) Loss (a.u.)
2 2
00 0
0
CDC
(3
Z *0
-2 ,-2 , , ,
40 50 6
Normalized Frequency, &o Te Normalized Frequency, o>Te
(a) (b)
Figure 8.25 Theoretical prediction of the slow light cell, using a coupled-mode theory model: (a)
group delay response and (b) loss, as a function of the relative frequency (horizontal axis) and the
relative detuning between the two microrings (vertical axis). The frequency and detuning are
normalized to the external coupling (lifetime) of a single ring next to the bus waveguide. (Courtesy of
Milos Popovid').
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The horizontal axis is the relative frequency of operation, and the vertical axis is the
relative detuning between the two rings. Both axis are normalized to the external
coupling (lifetime) of a single ring next to the bus waveguide. These plots show
three major regimes of operation: (1) around zero detuning, both the group delay
and the loss are small; (2) around some critical detuning, the loss becomes large and
the group delay exhibits large positive and negative relative values; (3) for large
detuning, the system behaves as two independent all-pass filters with different
resonant frequencies.
The fabrication details for the slow light cell are similar to the ones for the devices
presented in the previous sections. The interferometric dual-microring structure was
designed to operate for TE-polarized light and was fabricated in an SOI platform
with a 3 tm-thick oxide undercladding. The structure was defined in the 105 nm top
silicon layer (thinned down from 220 nm) and was then coated with a 1 tIm-thick
HSQ layer. The cross-sections of the ring and bus waveguides are 600x105 nm and
495x105 nm, respectively. The ring outer diameter is 14 pm and the targeted
bus-ring gap is 240 nm, corresponding to about 10% power coupling coefficients.
Two individual titanium microheaters were fabricated on top of the HSQ for
thermo-optic tuning of the resonant frequency of each individual ring. Typical
heater-resistance values were between 1 and 2 kM. The main design dimensions and
material stack cross-section at the bus-ring interfaces are shown in Figure 8.26. The
detuning of the microrings changes the group delay because it allows access to the
otherwise symmetry-forbidden high-Q antisymmetric state.
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Figure 8.26 Design details of the slow light cell: (a) main dimensions of the device, fabricated on an
SOI platform, and (b) material stack cross-section in the bus-ring coupling regions. The bus
waveguides are 495 x 105 nm, the ring waveguides are 600 x 105 nm, and the ring radius is 7 pm.
Figure 8.27 is an optical micrograph of the fabricated passive structure before the
subsequent fabrication of the microheaters.
Figure 8.27 Optical micrograph of the interferometric dual-microring structure, before the fabrication
of the titanium microheaters on top of the HSQ overcladding.
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The fabricated structure was characterized using the setup from Figure 7.1, with the
optical spectrum analyzer replaced by an optical vector analyzer (OVA). The OVA
allows simultaneous measurement of both amplitude and phase responses, which
are crucial for this device. The add-drop filters from the previous sections are
minimum phase filters, and their phase response can be extracted via Hilbert
Transforms, as discussed in Chapter 4. The slow light cell does not fall into this
category of devices and therefore requires direct phase measurement.
The individual rings of this design fabricated in this process show intrinsic quality
factors of ~250k and -130k, without and with titanium microheaters, which
corresponds to propagation losses of about 2-2.5 dB/cm and 4.5 dB/cm, respectively.
The device was tested for wavelengths around 1.5 pm, and the thermal control was
performed using a multi-channel digital-to-analog controller, similarly to the former
devices in this chapter. As seen, the thermal tuning efficiency is -28 PW/GHz/ring,
and the relative tuning range explored in this experiment is ±4 mW, which
corresponds to ±140 GHz. The amplitude response and group delay are measured
for different relative detunings between the two microrings, and the results are
shown in Figure 8.28, around a wavelength of 1540 nm. These results are in good
agreement with the theoretical predicted results from Figure 8.25. As expected, the
measured characteristics of the fabricated device indicate some resonator loss, some
deviation from equal coupling of the two microrings to the waveguide, and a small
direct mutual coupling between the rings, across the waveguide. The thermal
crosstalk between the two rings was not studied in detail, but was observed to be
small. In any case, the overall performance of the slow light cell was not affected by
the crosstalk, similarly to the former devices studies in the chapter.
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Figure 8.28 Experimental characterization of the slow light cell: (a) group delay response and
(b) amplitude transmission, as a function of the wavelength (horizontal axis) and the relative detuning
between the two microrings (vertical axis). The range of measured group delays is between -491 ps
and +524 ps. For color discrimination purposes, the colorbar scale in plot (a) is limited to ±50 ps.
Figure 8.29 shows different views of the group delay results from Figure 8.28(a).
From here, the maximum (minimum) measured group delay is +524 ps (-491 ps, i.e.
491 ps advance). However, at these extreme values, the losses are large. Therefore,
these values do not represent usable delays. Depending on the maximum admissible
loss of the slow light cell, a different set of usable group delays can be accessed.
Figure 8.30 shows the mapping of the high-loss regions for different maximum
losses. The regions in red show the forbidden zones where the losses are larger than
the maximum allowed value. From these plots, different group delay ranges can be
obtained. For low losses (below 1 dB), delay values are measured between 0 and
24 ps. For losses up to 2 dB, group delays between 0 and 37 ps are obtained, and for
a maximum of 3 dB loss, values between -13 and 44 ps are possible.
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Figure 8.29 Group delay response of the slow light cell. The peak values are +524 ps and -491 ps.
However, these values occur for very large losses, and are therefore not usable values.
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For larger losses (9 dB), the range of group delays runs between -76 to 109 ps. At a
delay of 100 ps, the bandwidth is still a few GHz. This loss constrain is not a
fundamental limitation, and can be improved through fabrication of lower loss
cavities. The important aspect of this geometry of slow light unit cell is that it is an
all-pass filter (pass at all wavelengths), and can thus be cascaded into a higher order
system to increase the group delay arbitrarily without reducing the operating
bandwidth. This is unlike all transmission-based slow light systems (like atomic
gases or CROW waveguides), which fall into the category of minimum phase filters,
and are limited by the Kramers-Kr6nig relationship.
As mentioned, when the two rings are widely detuned, the resonances are far apart
and the system is equivalent to two all-pass filters with different resonant
frequencies. Figure 8.31 shows the amplitude and phase response (group delay and
dispersion) for this wide ring detuning (a), as well as for the critical detuning that
peaks the group delay at positive and negative values, (b) and (c), respectively. For
Figure 8.31(a), the measured total (loaded) quality factors for the rings are -5k and
~8k, which correspond to external quality factors of -6k and ~9k. Around a detuning
of ±30 GHz, the transmission spectrum shows a large dip, and the group delay
exhibits large positive and negative values - Figure 8.31(b)-(c). This neighborhood
shows the high-Q antisymmetric supermode critically coupled, and over- and
under-coupling regimes nearby. The high-Q supermode is nearly decoupled from
the bus waveguide via destructive interference of the two rings into the waveguide
output. The measured total Q factor is now ~26k, which corresponds to an external
Q factor of ~33k.
CHAPTER 8. ADVANCED DEVICES BASED ON RING RESONATORS258
1538.5 1539 1539.5 1540 1540.5
-101
1538.5 1539 1539.5 1540 1540.5
Wavelength (nm)
(a)
-5
-10
-15
-20
-251----- -
1539.88 1539.89 1539.9 1539-91
500
3 0 0 - -. -... .... ........ ....... ..... .
200
100
1539.88 1539.89
x 10,
1539.9 1539.91
100
0
2 -100
-200
-300
0-400
-500
1539.88 1539.89 1539.9 1539.91
Wavelength (nm)
...........- -... . -.
1539.88 1539.89 1539.9 1539.91 1539.92
1539.88 1539.89 1539.9 1539.91 1539.92
Wavelength (nm)
Figure 8.31 Transmission, group delay and dispersion curves for three different ring detunings: (a) -140 GHz, showing that the system
behaves as two independent all-pass filters with different resonant frequencies, and (b) and (c) -30 GHz, which corresponds to the critical
state of the slow light cell. At the critical state, the loss peaks and the group delay has large positive and negative values.
U
.5
0
153988 153989 15399 1539 91 1539 92
Furthermore, in a device analogous to the one demonstrated here, fast detuning
schemes such as optical pulse excitation or solid-state carrier-plasma generation can
be used to produce fast index changes to couple light into the slow light state and
use the cell to store light for an arbitrary time, limited only by the optical cavity
lifetime[174,175]. This fast mechanism for switching between the low-Q and high-Q
states (i.e. detuning) should be in the ps-scale.
As a final note on this discussion, it is seen that the dispersion of the slow light cell
varies as the two rings of the system are detuned. By cascading several of these unit
cells, this feature can be used to perform arbitrary dispersion compensation[86].
Furthermore, an active feedback detuning could be implemented to introduce
variable group delays based on a control signal. This might, for example, be used to
perform automatic correction for timing jitter in pulsed laser systems.
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CONCLUSIONS AND FINAL REMARKS
Electronic-photonic integrated circuits are a promising technology for overcoming
bandwidth and power-consumption bottlenecks of traditional integrated circuits.
The current thesis presents recent advances in demonstrating a set of discrete
components built in silicon-on-insulator platforms, around 1.5 pm, that can be used
as building blocks for future EPIC systems. Many of these blocks (introduced in
Chapter 1) have been demonstrated, namely:
- one-dimensional photonic-crystal-based optical switches and modulators
with femtojoule switching energies (Chapter 5)
- super-collimation in two-dimensional photonic crystals, which can be used
for optical interconnects or sensing applications (Chapter 6)
- low-loss waveguides, thermal tuning of silicon structures, wide tuning of a
single ring and hitless operation, and thermal crosstalk measurements in a
second-order filter (Chapter 7)
- dual and counter-propagating second-order twenty-channel filterbanks,
reconfigurable optical add-drop multiplexer based on a fourth-order
microring resonator filter, and a dynamical slow light cell for delay lines and
optical memory elements (Chapter 8)
The components demonstrated in Chapters 5 and 6 are based on photonic crystal
structures, and the devices in Chapters 7 and 8 on microring resonators. Below is a
more detailed summery of the main results.
1D PhC Microcavities for Fast Switching
In this chapter, a one-dimensional photonic crystal microcavity was designed and
optimized for large quality factor and small modal volume, for operation around
1.5 Vm. The microcavity is formed by a defect introduced in a periodic structure,
creating a state inside the band gap. The photonic crystal is formed by air holes in a
silicon waveguide, built in the top layer of an SOI wafer, for both 340 nm and
220 nm-thick silicon layers. The transition between the cavity and periodic regions is
adiabatically tapered in order to reduce the mode mismatch, resulting in smaller
scattering losses and therefore larger quality factors. All optimization is done
through 3D finite-difference time-domain numerical simulations, using MEEP.
Optical modulation is accomplished by modulating the index of refraction of the
waveguides supporting the propagating modes, using the free carrier plasma
dispersion effect, where the index of refraction is changed due to changes in the
density of free carriers. These free carriers can be generated optically or electrically.
For the latter, several approaches for building a p-i-n junction are studied.
Numerical calculations indicate that the implementation of cross waveguides placed
at the nulls of the electric fields has the lowest influence on the quality factor, and is
therefore preferred over more commonly used rib waveguides. Finally, ultrafast
all-optical switching is demonstrated. The control pulse at a wavelength of 830 nm
switches the resonance in the telecom wavelength range within a few picoseconds.
While the energy in the pump spot is on the order of 3 pJ per pulse, the actually
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absorbed optical power (and therefore the absorbed switching energy) is as low as
13 fJ to obtain a modulation depth of 7.5 dB. From this result, a 3 dB modulation
depth can be obtained with as little as 6 fJ absorbed energy. This is achieved with a
cavity quality factor of less than 10k, which enables a high-speed response on the
order of a few picoseconds. The observed lifetime of the generated free charge
carriers is on the order of 445 ps, but could be reduced down by more than one order
of magnitude, using efficient carrier extraction techniques. The total footprint of the
device is about 4 Im2 (for the 220 nm-thick device, with N = 6).
Super-Collimation in 2D Photonic Crystals
This chapter demonstrated the super-collimation effect over large propagation
distances, in two-dimensional photonic crystals arranged in a square lattice,
operating around 1.5 tm. Using a hole-based version PhC, propagation without
diffraction of a 2 pm-sized beam was observed over more than 5 mm, at a
wavelength of 1550 nm. This corresponds to more than 400 isotropic diffraction
lengths, a 10x improvement over former demonstrations. The study was performed
through top infrared imaging of the scattered light perpendicular to propagation,
confocal imaging of the propagating light exiting the end of the photonic crystal, and
through contact-mode near-field scanning optical microscopy of the light along the
propagation path. Simulations performed through the beam propagation method
indicate that the beam break-up observed for wavelengths below the
super-collimation regime is consistent with the random disorder in the photonic
crystal. However, the super-collimation effect is not affected by this disorder,
making this structure attractive for the development of on-chip optical interconnects.
The inverse structure, a rod-based photonic crystal, was also demonstrated. Here,
263
super-collimation over several hundreds of microns was observed, around 1530 nm.
This structure is about eight times more sensitive to small changes in the low index
of refraction (when compared to the hole-based one), making it more suitable for
optical sensing applications, in particular for microfluids.
Elementary Blocks for SOI Microring Systems
This chapter covered simple implementations of a set of devices that can be used to
build more complex ones. In particular, low losses were measured in S01
waveguides with cross-sections of about 600x100 nm (widthxheight), both through
the cut-back and weakly-coupled cavity methods. Both methods returned
propagation losses below 3 dB/cm. In order to thermally actuate the structures,
titanium microheaters were fabricated on top of the silicon waveguides, about 1 Pm
apart. The addition of this metallic layer increased the losses to about 4.5-5 dB/cm.
Thermal tuning was demonstrated with rise times of about 6 ps and fall times
around 13 ps. These values are suitable for reconfigurable WDM devices, and were
therefore used in all the remaining structures. Using this capability, a single ring
with a radius around 7 Vm (FSR of about 16 nm) was tuned over a full FSR with
about 40 mW of electrical power. The tuning efficiency was measured to be around
28 VW/GHz, for small tuning ranges. When the ring is tuned, it should not interfere
with any of the remaining channels in the system. This hitless operation is also
demonstrated with a single ring, by adding an interferometric switching arm to the
ring. The on-off (or off-on) transition is done by applying a 7r phase difference to the
switching arm, which is achieved with less than 40 mW. When extending the tuning
to higher-order microring configurations, thermal crosstalk between adjacent
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microrings may happen, due to the proximity of the rings and microheaters.
However, the average tuning efficiency per ring remains the same.
Advanced Devices based on Ring Resonators
This chapter demonstrated more advanced WDM systems, as well as a dynamical
slow light unit cell. First, a twenty-channel second-order dual filterbank in an SOI
platform was fabricated, and the precise tuning and reconfigurability of eleven of
the channels was demonstrated. The filterbank has a tunable channel spacing which
was set to 124 GHz, single-channel bandwidths of about 20 GHz, and ~45 dB
crosstalk between channels. A counter-propagating filterbank was also studied, and
the two drop-port responses of one of the channels were shown to have identical
filter responses. The average power dissipated on the dual filterbank chip set to the
channel spacing of 124 GHz was estimated to be around 16 mW per channel. This
device has potential applications in on-chip WDM systems, or as a multiplexer in
optically sampled analog-to-digital converters. Next, a fourth-order add-drop filter
was demonstrated, meeting ITU telecom specifications. The filter had a 3 dB
bandwidth of about 66 GHz, with a 40 GHz flat passband. The passband ripple was
<1 dB, and the drop loss was measured to be between 1-2 dB. The filter was designed
to have large extinction at the edge of the adjacent 100 GHz-spaced channel, which
was measured to be about 33 dB. The through-port extinction was about 20 dB, and
the power needed to tune the filter was measured to be around 11 mW/channel.
Finally, a dynamical slow light cell based on microring resonators, in an
interferometric dual-cavity configuration, was demonstrated experimentally. The
group delay was adjusted by controlling the interference of the decay of the two
rings into the common bus waveguide, via thermal frequency detuning of the
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resonant frequencies of the rings. Usable group delays up to 24 ps were obtained,
with less than 1 dB loss. Maximum delays in the range [-491,+524] ps were
demonstrated, with larger losses. The slow light state responsible for the large
delays (and transmission losses) has, by design, an infinite external quality factor.
The measured range of external Q factors was -[6,33]k. Several cells can be cascaded
in order to increase the delay range and/or bandwidth of operation. In addition, the
slow light state can be used to store light for arbitrary times, limited by the cavity
lifetimes, by implementing a fast mechanism for switching between the low-Q and
high-Q states (i.e. detuning), in the ps-scale.
All the devices demonstrated in this thesis can be integrated on the same chip. The
small device footprints and the use of the SOI platform are ideal for integration with
a standard CMOS process, enabling the fabrication of novel electronic-photonic
integrated circuits. These new EPIC systems may one day become a common reality,
playing an important role in the scaling of current computing systems and taking
advantage of the WDM capability to increase operational bandwidth, while keeping
the power consumption at low levels.
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Appendix A
BASICS OF
DIFFRACTION THEORY AND
BEAM PROPAGATION METHOD
A.1 The Paraxial Helmholtz Equation
A.2 The Gaussian Beam
A.3 Linear-Space Propagation of a Paraxial Beam
Fourier Optics presents a powerful and elegant way to study wave propagation in
axially varying waveguides, in both linear and nonlinear regimes[178-180].
Numerical simulations can be carried out using the beam propagation method[181],
which is a method widely applied to the study of temporally and spatially varying
waves. The simplest beam propagation method (BPM) is based on the fast Fourier
transform (FFT) algorithm which is incorporated in most numerical simulation
packages. Although it has some limitations when compared to other BPM variations,
it is very useful and powerful in simple propagation schemes, and has widely been
used in the design of optical waveguides. The analysis presented here is intended to
give a simple view of the method. More detailed analysis and different BPM
variations can be found in the literature[182].
A.1 The Paraxial Helmholtz Equation
The beam propagation method results from the analysis of the scalar Helmholtz
wave equation, which is derived from Maxwell's equations. In a source-free medium
(j = p 0), Maxwell's equations are:
-ODV x H = (A.1)
at
VxE=- (A.2)
at
V-D=0 (A.3)
V-B=0 (A.4)
where E, H, B and D are real vector quantities that depend on position and time.
In a dielectric medium (linear, isotropic, homogeneous, nondispersive and
nonmagnetic) it is straightforward to derive the vector wave equation:
V2E - Ey, a2  0 (A.5)
where V2 is the Laplacian operator:
V2 2 2  a2S=+_+_ (A.6)ax2  ay2  az2
E and H are vectors, and each individual component must also satisfy equation
(A.5). Therefore, the wave equation can be rewritten in the scalar form:
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V 2u - Eto 0 (A.7)
where u(F,t) is the real scalar wavefunction. u(F,t) can be represented in terms of a
complex function U(F,t). This approach makes the analysis easier, and the physical
quantity is recovered by simply taking u('r,t)= Re{U('r,t)}. The scalar wave
equation becomes then:
22 =0 (A.8)
Any solution to equation (A.8) represents a possible wave. Furthermore, according
to the superposition principle, any linear combination of such solutions will also be a
valid solution. Keeping this in mind, it is useful to consider a base of elementary
time-harmonic (monochromatic) wavefunctions of the form
U(F,t)= U(F).exp(-iwt)+ (A.9)
where U('r) is known as the complex amplitude and w is the angular frequency.
Using this dependence, the scalar wave equation becomes
(V2 +k 2 ). U()=0 (A.10)
which is known as the Helmholtz equation. k = w qtp is known as the (angular)
wavenumber and k = (k, ky, k,) as the wavevector. Common solutions to the
Helmholtz equation are the plane wave and the spherical wave:
* In this section, the physics complex notation is used (i= - j ).
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U(F)= A .exp(ik -r)
A
U(F) .exp(ikr)
(A.11)
(A.12)
The wavelength A and the wavenumber k are related by k = ko.n = 27rn/A, where n
is the index of refraction of the medium and A0 the wavelength in free space.
When the wavevectors propagate within a small angle with respect to the optical
axis (or equivalently, when the wavefronts lie next to the optical axis), an important
approximation - the paraxial approximation - can be made. This is illustrated in
Figure A.1.
Wavefront Paraxial rays
Figure A.1 Paraxial wave approximation
In the paraxial approximation, and assuming propagation along the z axis, the
complex amplitude can be rewritten as a slowly varying envelope and a rapidly
varying phase term:
U(F) = A(1) . exp(ikz) (A.13)
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The variation of A(F?) is assumed to be small within the distance of one wavelength,
i.e., the wave looks approximately like a plane wave for small distances of
propagation. This condition is translated as AA < A for Az = A and gives
O A
< kA (A.14)
Dz
and
82 A 20 < k2 A (A.15)
az2
These approximations lead to the paraxial Helmholtz equation:
OAV2A+2ik =0 (A.16)
Oz
where V2 =(2 /ax 2 + 02 ly 2 is the transversal Laplacian operator. The paraxial
Helmholtz equation gives two important results: the Gaussian beam wavefunction
(which is one of its solutions) and the description of the linear-space propagation of
such a wave.
A.2 The Gaussian Beam
The most interesting solution of the paraxial Helmholtz equation is the Gaussian
beam, which is in the general form of equation (A.13). The complex envelope A(Fr)
for this solution is found to be[178]:
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A(1)= Al .exp ik q(z)= z - izo (A.17)
q(z) 2q(z)
where A is a constant and p = x2 + y2 the radial distance. zo is called the
Rayleigh range, also known as the diffraction/dispersive length. The complex
function q(z) can be rewritten as
1 1 . -\
= --- + I. (A.18)q(z) R(z) rW2 (z)
where W(z) and R(z) define the beam radius and the wavefront radius of
curvature. Finally, the complex amplitude U(F) is given by:
U(?r)=- A0 o Z .exp - .2Z exp ikz +ik 2z)-i((z) (A.19)0W(z) {W 2 (z) 2R(z)
The several beam parameters are defined as follows:
A= Al (A.20)
-izo
W '12
W0  (A.21)7r
W(z)=WO 1+ Z2(A.22)
o
R(z) = z 1 + Z 2(A.23)
zo,
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((z) tan z( A.24)
zo
The real Gaussian function can be recovered by simply computing
u(F,t)= Re{U(r).exp(-iwt)}. When z = 0, all the phase terms vanish and U(F)
is real:
2
U()= AO .exp 2  (A.25)
In addition, at this position, the beam radius W(z) has its smallest value W,
normally called the waist radius. 2WO is the waist diameter or spot size. At z = zo
the beam radius is .JfiWO. At very large distances z, the diverging Gaussian beam
defines a cone with an angle
0 = (A.26)
irW0
Another important parameter is the depth of focus or confocal parameter, which is
defined as the axial distance within which the beam radius is < JiW. This value
is 2z 0 :
2zo - 2702(A.27)
A.3 Linear-Space Propagation of a Paraxial Beam
The Gaussian beam is an interesting solution of the paraxial Helmholtz equation.
The analytical tools that describe how this beam propagates and evolves inside a
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medium are now presented. These can easily be used to perform numerical
simulations of the propagation and spatial evolution of such Gaussian beams.
As a starting point, it is useful to represent the solution of the Helmholtz equation
U(F)= U(x,z) in the Fourier integral form, considering propagation along the z
direction, in a planar waveguide, i.e., a/Dy = 0:
dkU(x'z)= G (kXz). exp(ikxx) w27
Plugging this expression into the Helmholtz equation gives:
0 2 U-k2 L-25- + k U = 0Bz2
where k7 is the longitudinal component of the wavevector k:
k 2= k 2 - k 2
The solution of equation (A.29) is
U(k ,z)= O(k,z) .exp[ ikz(z - zi)]
where U(kx, zi) is the Fourier transform of U(x, z1):
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(A.28)
(A.29)
(A.30)
(A.31)
(A.32)exp(-ikxx) dxO(kx , zi)= F{fU(x, zi)}= U(x'z,)
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z, is a position where the complex amplitude U(x,zi) is known. For any other
position, the amplitude U(F)= U(x,z) is obtained by computing the inverse Fourier
transform of equation (A.31).
Using equation (A.13), which is valid in the slowly varying envelope approximation,
and computing U(F) at z = zi +1h, one obtain the complex envelope A(F):
A(x,zi + h) = F-1 exp(i 6kzh). F{A(x, zi)}] (A.33)
where 3k = k, - k .
In simple words, this equation computes the beam profile at a distance h from the
point z = zi, where the beam profile is known. Therefore, the beam evolution can be
computed at any point in space. A complete image of the propagation and spatial
evolution of the beam can be obtained by iterating this step for several points within
the range of interest. This spatial evolution is governed by the equifrequency
contours of the specific medium where the wave is propagating, i.e., by the shape of
the curve k, vs. k2 . This technique constitutes the beam propagation method based
on the fast Fourier transform introduced at the beginning of the section.
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Appendix B
FINITE-DIFFERENCE TIME-DOMAIN METHOD
B.1 Maxwell's Equations as Scalar Partial Differential Equations
B.2 Yee Lattice and Space and Time Discretization
B.3 Stability Condition and Absorbing Boundary Conditions
The finite-difference time-domain (FDTD) method is a powerful technique for
solving time-dependent Maxwell equations. The basic discretization grid and time
step requirement were developed by Yee[183] in 1966. The FDTD method is simple
to understand and implement, and there are several simulation software packages
widely available for free, such as the MIT Electromagnetic Equation Propagation
(MEEP) package[184]. The following analysis gives a basic over view of the FDTD
method.
B.1 Maxwell's Equations as Scalar Partial Differential Equations
In a source-free (j = p = 0) dielectric (linear, isotropic, homogeneous, nondispersive
and nonmagnetic) medium, Maxwell's equations in the differential form are written
as:
- D BEVxH- a E- (B.1)
at at
9B aHV at 'o (B.2)
V-D=0 (B.3)
V-B= O (B.4)
Breaking up the vectors into their components, equations (B.1) and (B.2) can be
rewritten in the scalar partial differential form:
aEX aH.z aHl,
E_= (B.5)
at ay az
aE, aH aH,E-- - (B.6)
at az ax
E-- -aH a(B.7)
at ax ay
aH aE aE,
- ao Hl - aF aE (B.8)
at ay az
aHll- aE, aEz,
-Po - - (B.9)at 09z ax
-pon=2-2(B.10)
at ax ay
Equations (B.5)-(B.7) show that at any specific time to, the electric field components
E,, E, and Ez can be determined form the previous known electric field
components (at to - At) and from the current known components of the magnetic
field. Then, those electric field components can be used to determine the next
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magnetic field components, using equations (B.8)-(B.10). This iterative procedure is
illustrated in Figure B.1.
4
V
I
to - At
I
to - 1/2 At
I
to + 1/2 At
I
to +At
Figure B.1 Illustration of the iterative FDTD process.
B.2 Yee Lattice and Space and Time Discretization
The discretized grid that is used define the locations of the field components when
performing the above FDTD iterations is known as the Yee lattice[183]. This grid has
dimensions Ax, Ay and Az, and is represented in Figure B.2. A specific grid point
is defined by
(i, j,k)= (iAx, jAy, kAz) (B.11)
and any discretized function is defined as
F(F,t ) = F(x,y,z,t) = F(iAx, jAy,kAz,nAt)= F"(i, j,k) (B.12)
where At is the time step of the FDTD simulation.
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.. ............  .... .... .......... - -__ 1   ............ :- ::  .  .. - :: ......... . .. .. ...  ..
(i+1,j+1,k+1)
(i,j,k+1)
(i+1,j+1,k)
(ij,k)
Figure B.2 Representation of the Yee lattice with the discretized grid points and field components.
The electric field components are defined at the cell edges, while the magnetic field components are
defined on the faces.
Using this discretization, the iterative FDTD procedure illustrated in Figure B.1 can
be written, for equation (B.5), as follows:
. E" 7(i+ 1, j, k)-- E"-'(i+ 1, j, k)
=1 [H -1/2 (i+,j+I,k)- H "-112 (i+,_L j-,k)]
1 H n-1/2 (i+{, j,k +.!)--H,"1/2 (i+, 1j, k -)
(B.13)
This gives the FDTD expression for the Ex component:
E(i + _,j,k) = E,"- (i + 1 ,j,k)
At n-1/2 i+ _j+{,k)- H n
+ AY H 2j+2kz
1/2 (i +,j-,k) (B.14)
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.... .  . .... 
...................
(i,j+1,k+1)
E x (i+1,jk)
At H " -1/2 (i+{-, j,k +1) - H n-1/2 (i+ 1, j, k -{1)
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The FDTD expressions for the E, and EZ components are obtained in a similar way.
Similarly, equation (B.8) can be rewritten as
H n+1/2 i,j+,k+-L)-- H -1/2 (i,j+,k+)]
which gives the following expression for the magnetic field component Hx:
= [E2"(i, j +1,k + -) - H E -/"(i, j + -k )) X2 )
+ A E n(i,j +-k-1)-E7"(i,j±±,k)
PAz
(B.15)
(B.16)
-- [EEn"(i, j+1,k + )- E" (i, j, k + )
The expressions for the other two components (Hy and H) are derived in a similar
way.
B.3 Stability Condition and Absorbing Boundary Conditions
For good results, the dimensions of the Yee lattice must be small when compared to
the wavelength. The changes in the electromagnetic field values can not be large
over one spatial iteration step, which implies an FDTD discretization grid size of a
fraction of the wavelength. The corresponding time step At is also determined by
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the discretization grid size. For computational stability, it can be shown that the time
step must satisfy[185]:
- 1 1 1 1-" =n 1 1 1 
1-2
At < I + + J / -+ + (B.17)
EoAx2 Ay2 AZ2 C ,AX2 AY2 AZ2
where c is the speed of light in the vacuum and n the index of refraction of the
medium.
For optical wavelengths, both space and time steps are very small and the FDTD
computation requires large amounts of memory, especially for 3D structures. As an
example, for A =1.5 m and n=1.5, Ax,Ay,Az <100 nm and At <3x10-16S.
When performing an FDTD calculation, a limited computational domain is used.
Therefore, it is essential to add a boundary layer to that domain that can simulate an
infinite window, or free-space. This can be done by creating a layer that absorbs all
incoming waves without any reflection, for any wavelength and any angle of
incidence. The most effective way of doing this is through a so called perfectly
matched layer and is normally referred to as a PML medium. The PML technique was
first introduced by Berenger[186] in 1994 and is now widely used for FDTD
computations.
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Appendix C
MEEP SIMULATION PACKAGE
C.1 Scale-Invariant Units
C.2 Boundary Conditions and Symmetries
C.3 Simple Example
MEEP is a free finite-difference time-domain (FDTD) simulation software package,
and it stands for MIT Electromagnetic Equation Propagation. It is a powerful tool for
solving Maxwell's equations, and it is widely used in the scientific community. The
goal of this section is to give a general overview of some basic aspects of the
software[187]. A more in depth description of MEEP can be found in Ref. [184].
C.1 Scale-Invariant Units
Maxwell equations are scalable, i.e., they have no fundamental length scale. This
means that the solution for a specific length scale is also the solution for any other
length scale, with the appropriate scaling of the frequency w (or v ). Furthermore,
there is no fundamental value for the dielectric constant E, so the solution remains
the same when the dielectric constant is scaled[32]:
W
r -sr W - (C.1)
S
e - w ->sW (C.2)
where s is the scaling factor.
Using this notion, one can define any characteristic length a of the system as the unit
of distance. Furthermore, MEEP defines fundamental the constants (c, so, IO) as
having unit value and no dimensions. Time has units of a/c, which is simply a
(since c =1), and the frequency v has units of c /a = a- . In summary:
length has units of a
time has units of a
frequency has units of a-1
As an example, assume we have a photonic crystal structure with a lattice period
A = 400 nm and a source centered at a vacuum wavelength k =1500 nm. If we
choose a = 400 nm, then A =1 and A0 = 3.75 in units of a. Equivalently, the
frequency v is v = c/A0 =1/3.73= 0.2(6), in units of a-'. A practical way to use this
unit system is to directly define the normalized frequency from the characteristic
length a and the vacuum wavelength A0:
v = (C.3)
APPENDIX C. MEEP SIMULATION PACKAGE304
C.2 Boundary Conditions and Symmetries
All simulations have a finite computational domain, which needs to be terminated
with adequate boundary conditions. MEEP supports three types of boundary
conditions, in addition to several symmetries.
Perfectly Matched Layer Medium
As mentioned in Appendix B, the perfectly matched layer (PML) medium is an
artificial material that simulates an infinite computational window of free-space
propagation, by absorbing all incoming waves without any reflection, for any
wavelength and any angle of incidence. For implementation purposes, the PML
medium is defined with a finite thickness at the boundaries of the computational
cell.
Bloch-Periodic Boundaries
For a periodic structure, i.e., a photonic crystal, the dielectric constant is periodic:
F(r) = E( + R) (C.4)
where R is any lattice vector. The corresponding propagation eigenmodes are
known as Bloch waves:
f(+ ±R)= e .f(7) (C.5)
where k the wavevector. This periodicity condition can be used to truncate the
computational cell and simulate an infinite periodic structure.
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Metallic Boundaries
A perfect metal can be simulated at the boundaries of the computational cell by
forcing all the fields to zero.
Symmetries
The Bloch-periodic boundaries presented above are a case of translational symmetry.
In addition, mirror and rotational symmetries can also be used to reduce the
required computational power of a simulation. While mirror planes and discrete
rotational symmetries reduce the size of the computational cell, continuous
rotational symmetry (cylindrical symmetry) can reduce the dimension of the
problem from 3D to 2D and from 2D to 1D.
C.3 Simple Example
The following pages show the implementation of a simple simulation. The main
purpose is to guide the reader through a basic practical example. In addition, the
MEEP online tutorial is the best source to better explore this powerful simulation
package[187].
The structure considered here is a primitive Y-splitter. It is simply a high-index
waveguide that splits into two other waveguides, as shown in
Figure C.1(a). After defining the computational cell, the structure is built as a group
of small blocks - Figure C.1(b). The high-index material is silicon, and the
surrounding material is silica (SiO2 ), with indices of refraction of 3.5 and 1.45,
respectively, at room temperature and for wavelengths around 1.5 [m. The width of
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the waveguides is 225 nm, and the source wavelength is A0 = 1.5 pIm. Setting
a = 225 nm , this corresponds to a normalized frequency of v, = a/ = 0.15.
silicon
A\ =1.5 Vm
silica
245 nm
(a) (b)
Figure C.1 Schematics of the Y-splitter: (a) original structure and (b) discretized version for MEEP.
The MEEP syntax is based on a programming language called Scheme, which was
developed at the MIT Artificial Intelligence Laboratory. All commands are written in
a control file, abbreviated with ctl, which is then run by MEEP.
The default material in MEEP is air. Therefore, it is necessary to set the default
material to silica:
s et defau-, Lt-mat-ei al m a a ke di-eIe ctric (epsilon *r4,14
For simplicity, the computation will be made in two dimensions. The computational
cell is defined as follows:
(def-inre--pa ram s x 4I ;j si ze- o' -el I nr, x d ir ecti on
(de finr)e--pcar a m sY, 2 0); s41z e of ce l in y d r ectonr
define-par-am sz no-si'ze) ; size of ce rn Z dircto -- worin in 2D
s! eom>ery-lattice (make a sze sx sy -7)
The waveguide material dielectric constant is defined by
(d f ep a e ( 3 3 .5)> (S
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and the geometry of the waveguide by
(define-parar w 1) ; waveguide width
(set-! geometry (li st
(make block (center (/
dielectric (epsilon eps))))
(m ak e
(mater il(ma ie--' k I((a a al
( (aat e rI
(a a al
(m rJak 1(make
(a.ei ai
UM Ia k e
(materi al
(m ak e
(mater-.ial I
(make
(m aterijal ]
(ranea.a
mm erdak 1
(ma I
(mater il
(make
(a era
(m Ur al(at-eri 0
Kmake
material
ininity
(m rJLak 1
(m k e -ic
a -a l
block
(ma ke
(make
(make
block(make
block(make
bl ock
(ma ke
b lock
blck a
(ake
(make
(make
bocK
(bak e
("akeeo Ck
make
(a eK
boc C!(mae
blok
make
blc K
(ink
(center (/
dielectric
(center (/
d electric
(center (/
dielectric
(center (7
dielectric
(center (/
dielectric
(center (
dieletr
(cent-er(/
dielectric
(center (/
dielectric
(cent -er (/
dieliectric
(-ent er (/
(center (/
diectric
(center (/
diolec-ric
(cerie (/
dielect ric
(centLer (/
(cener e
dielc tic
(cenere(/
ial (make
d ieectric
(enter ( i
dieecric
sx -4) 0) (size (7 sx 2) w infinity) (material (make
sx 64) (* w 0.5)) (size (/ sx 32) w infini y)
(epsilon eps)
(* sx 3) 64)
(epsilon eps)
(* sx 5) 64)
(epsilon eps)
(* sx 7) 64)
(epsilon eps)
(* sx 9) 64)
(epsilon eps)
(* sx 11) 64)
(epsilon eps)
(* sx 13) 64)
(epsilon eps)
(* sx '15) 64)
(epsilon eps)
(* cx 24) 64)
(epsilon eps)
sx 64)
)))
(*w
)))
( w
)))
(*w
)w)
)))
1)) (size (/ sx 32) w infinity)
.5)) (size (7 sx 32) w irfinity)
2)) (size (/ sx 32) w infinity)
2.5)) (size ( sx 32) w nfinity)
(w 3)) (size (/ sx 32) w irfinity)
* w 3)) (aize (7 sx 32) w infintv)
w 4)) (size (/ sx 32) w infinity)
( w 4.D)) (size (/ sx 4) w infinity)
(* w -0.5)) (size U sx 32) w infinLty)
(eps'ilon eps))))
(* sx 3) 64) ( w
(epslor ep))))
(* sx 5) 64) ( w
(epilon eps))))
(* sx 7) 64) ( w
(epsi lrn es) ) ) )
(* sx 9) 64) (* w
(eps iln 1 eps) )U)
(* Sx 11 64) *Uw
epsilo n ep s
(* sx 1.3) 64) * vw
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The boundary conditions are set to absorbing PML, and the resolution is set to 10:
(define-param dpml 1) PML thickness
(set! pal-layers (list (make pml (thickness dpm))
(set-param! resolution 10)
The source is now defined as single-wavelength E, component, with a normalized
frequency of 0.15, located at the input of the waveguide, and distributed in a plane
that overlaps the waveguide:
(define-param freq 0.15) ; pulse center frequency - a=225nm, 1 ambda=1500nm
(set! sources (list
(make source
(src (make conrin uous-src (frequency freq)
(component Ez)
(center (+ dpml (* -0.5 sx) 0.5) 0)
(size 0 w infin i )
)))
Finally, the simulation is set to run for 400 time steps. In addition, at every
half-period, the Ez component at each grid point is stored in a matrix, which can be
used to reconstruct and visualize the evolution of the fields in the structure:
(run-until 400
(2o-apperded "ez" (a-every ( freq 2) u t - ield-z)
The results of this simulation are displayed in Figure C.2. The values of the fields are
color-coded, with blue representing negative values and red representing positive
values. The time snapshots show how the wave propagates from the input towards
the splitting point, and then to both output arms. The steady-state field distribution
is shown in the bottom snapshot.
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Figure C.2 Evolution of the fields inside the computational cell. The bottom snapshot corresponds to
the steady-state field distribution.
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This structure is far from optimized, and several additional considerations could be
made, both from the original structure design and from the structure discretization.
However, the goal of this section was to present the basic procedure in using MEEP
to solve electromagnetic problems numerically using the FDTD method.
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