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Service-oriented wireless sensor networks (WSNs) are being paid more and 
more attention because service computing can hide complexity of WSNs and 
enables simple and transparent access to individual sensor nodes. Existing 
WSNs mainly use IEEE 802.15.4 as their communication specification, how-
ever, this protocol suite cannot support IP-based routing and service-oriented 
access because it only specifies a set of physical- and MAC-layer protocols. 
For inosculating WSNs with IP networks, IEEE proposed a 6LoWPAN (IPv6 
over LoW Power wireless Area Networks) as the adaptation layer between IP 
and MAC layers. However, it is still a challenging task how to discover and 
manage sensor resources, guarantee the security of WSNs and route mes-
sages over resource-restricted sensor nodes. This paper is set to address such 
three key issues. Firstly, we propose a service-oriented WSN architectural 
model based on 6LoWPAN and design a lightweight service middleware 
SOWAM (service-oriented WSN architecture middleware), where each sen-
sor node provides a collection of services and is managed by our SOWAM. 
Secondly, we develop a security mechanism for the authentication and secure 
connection among users and sensor nodes. Finally, we propose an energy-
aware mesh routing protocol (EAMR) for message transmission in a WSN 
with multiple mobile sinks, aiming at prolonging the lifetime of WSNs as 
long as possible. In our EAMR, sensor nodes with the residual energy lower 
than a threshold do not forward messages for other nodes until the threshold 
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is leveled down. As a result, the energy consumption is evened over sensor 
nodes significantly. The experimental results demonstrate the feasibility of 
our service-oriented approach and lightweight middleware SOWAM, as well 
as the effectiveness of our routing algorithm EAMR.
Keywords: Wireless sensor networks (WSN), service computing, routing 
algorithm, mesh network, security, 6LoWPAN.
1 INtROductION 
Wireless sensor networks (WSNs) are an ideal technology for sensing physi-
cal world because their flexibility, self-organization, low cost and rapid 
deployment. With the increasing technical advance and performance improve-
ment, WSNs will be able to provide various IP-network-based services, for 
example, environment measuring and health care, besides traditional data-
centric applications. Accordingly, service-oriented WSNs have been attract-
ing more and more attention in recent years [1–3, 30].
Most existing WSNs use IEEE 802.15.4 [4] as their communication speci-
fication, which defines only the physical- and MAC-layer protocols and leaves 
network- and application-layer communication mechanisms to product manu-
facturers. Consequently, non-interoperability among different brands of sen-
sor devices becomes a serious problem. Based on the 802.15.4 protocol, 
ZigBee alliance [5] proposed a set of whole communication protocols for 
interoperability among different WSNs. Currently, ZigBee is a popular propri-
etary protocol stack for embedded sensors, smart appliances and medical 
products. Unfortunately, ZigBee based devices can not directly communicate 
with IP networks. To make WSNs become an infrastructure that can provide 
various services, they have to be inosculated with IP-based Internet. In this 
direction, IEEE proposed the adaptation layer 6LoWPAN [6, 27] between 
802.15.4 and IPv6 for routing IP data packets among WSNs through Internet. 
There still exist, however, significant challenges on inosculating efficiently 
WSNs with IP networks. The first one is sensor resource management and dis-
covery. Traditional WSNs are a data-centric network, in which sensor nodes 
send their data to a sink. The latter processes these raw data for different applica-
tions. External requests can not be delivered to the sensor nodes. In 6LoWPAN 
based WSNs, however, each sensor node is potentially accessed directly by users 
and therefore a new service-oriented interoperation model and a lightweight 
service middleware is needed to manage large number of sensor nodes. Sec-
ondly, energy-aware multi-hop routing in a WSN is still a challenging issue. 
6LoWPAN based WSNs cannot directly transmit IPv6 packets due to the heavy 
overhead of the address. Static routing protocol will cause some sensor nodes to 
drain their energy more early than others due to too much data forwarding load. 
On the other hand, the network architecture with a single sink inevitably makes 
the sensor nodes surrounding the sink die too early [28]. As a result, WSNs need 
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a multiple-sink-based architectural model and an energy-aware dynamical rout-
ing algorithm. Finally, end-to-end security is another important issue for service-
oriented WSNs. MAC layer of 802.15.4 uses the symmetric key algorithm AES 
to encrypt data and is often implemented in a hardware. However, sensor nodes 
in service-oriented WSNs are potentially accessed through external IP addresses 
so they face new attacks from network and application layers. 6LoWPAN itself 
does not specify any end-to-end security mechanism. Traditional security mech-
anisms can also not work in the new service-oriented sensor networks because 
of the resource restriction of the sensor nodes. Consequently, lightweight end-to-
end mechanisms for secure communication and authentication have to be inves-
tigated based on the characteristics of limited power and low computation 
capacity.
The objective of this paper is to address the above three issues for IP-based 
WSNs. Our contributions are described as follows.
(1) We propose a service-oriented WSN architecture (SOWA) and a light-
weight middleware to manage and discover resources in WSNs, where 
sensor nodes provide different services for external requests. Moreover, 
we improve the scheduling mechanism of Contiki, which is used as a 
lightweight embedded operating system in our scheme, through a new 
priority-based event response algorithm. Experiments demonstrate our 
algorithm significantly reduces the average response time of WSNs. 
Instead, Contiki originally uses an event-based poll mechanism without 
considering the difference among multiple tasks in terms of their 
priorities. 
(2) We design an energy-aware mesh routing algorithm for WSNs, which 
self-adaptively adjusts data forwarding path based on residual energy 
of sensor nodes. We call a sensor node whose residual energy is lower 
than a threshold Ethreshold as a critical node. Ethreshold can be leveled 
down step by step. Critical nodes do not forward messages for other 
nodes until their residual energy is higher than an updated threshold. In 
this way, energy consumption is evened among sensor nodes as much 
as possible so that the lifetime of WSNs can be prolonged signifi-
cantly.
(3) For end-to-end secure services, we propose a multi-layer authentica-
tion mechanism together with an effective symmetric-key cryptogra-
phy for application-layer encryption. A ticket mechanism is used to 
accelerate authentication process. 
The remainder of this paper is organized as follows. Section 2 reviews related 
work. In Section 3, we firstly present a service-oriented WSN architecture 
and a lightweight middleware for registration, discovery and management of 
services, and then propose a priority based scheduling scheme for Contiki. 
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Finally, we propose a multi-layer authentication mechanism and a data 
encryption approach for service-oriented WSN applications. In Section 4, we 
propose an energy-aware mesh routing for message transmissions within a 
WSN. The implementation and performance evaluations are reported in Sec-
tion 5. Finally, we conclude this paper with the discussion on our future work 
in Section 6. 
2 RElAtEd WORk
In this section, we will review related work on WSNs.
2.1 Service-Oriented WSNs 
Recent years have witnessed the rapid development on service-oriented 
WSNs[1–3,9,10]. µRACER [1] is a Reliable Adaptive serviCe-driven Effi-
cient Routing suite designed for service-oriented sensor-actuator networks 
where nodes expose their capabilities to applications as a service profile. A 
node’s service profile consists of a set of services and the quality-of-service 
(QoS) parameters associated with those services. In [2], Gracanin et al. pro-
posed a service-centric model that views a WSN as a service provider. Ser-
vices and their interfaces are defined in a formal way to facilitate automatic 
service composition, and to enable interoperability and multitasking at differ-
ent levels. This service-centric model consists of mission, network, region, 
sensor, and capability layers. Each layer has associated semantics that use 
lower-level components as syntactic units. The combination of layers and 
planes enables a service-based visualization paradigm. Amundson et al. [3] 
designed a service-oriented programming model for sensor networks, where 
applications are implemented as graphs of modular and autonomous services 
with well-defined interfaces. Their approach provides dynamic service dis-
covery, composition, and binding based on an efficient localized constraint 
satisfaction algorithm that can be used for developing ambient-aware appli-
cations. To hide the complexity of the underlying infrastructure from applica-
tion developers, NOSA (Open Sensor Web Architecture) [9] builds the Sensor 
Web Enablement (SWE) standard. It presents a reusable, scalable, extensible, 
and interoperable service oriented sensor web architecture, integrates sensor 
web with grid computing and provides middleware support for sensor webs. 
A semantics-based service-oriented model is described in [10] which builds 
a large-scale sensor grid infrastructure to seamlessly integrate heterogeneous 
sensor resources from different projects distributed in a wide geographical 
area. This model connects heterogeneous sensor resources via the Internet, 
automatically collects and aggregates sensor data in real-time and then con-
verts the data into a standard ontology-based (OWL) format.
In [14], a context-aware service discovery scheme is introduced. It desi-
gned a directory proxy agent (DPA) to find proximity-based services. DPA 
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maintains service information and provides the nearest service as similar ser-
vices. A 6LoWPAN-SNMP protocol, proposed by Haksoo Choi et al. in [15], 
utilizes SNMP header compression and provides extended protocol opera-
tions to reduce the number of SNMP messages among SNMP entities. In 
[13], Hamid Mukhtar et al. proposed a management architecture LNMP for 
IP-based WSNs. LNMP is adaptive and robust to network variations. Contiki 
[16], proposed by Adam Dunkels, is a lightweight open source operating sys-
tem for tiny embedded devices. It is specially designed for memory-con-
strained devices and running Contiki needs only a few kilobytes of RAM. 
The code size of core components in Contiki is less than 40 kilobytes. Contiki 
provides Rime stack as an adaptive layer for communication within a wire-
less sensor network. However, FIFO task scheduling mechanism adopted in 
Contiki results in a large average response time. As for the network and trans-
port layers, traditional TCP/IP implementations require too many resources 
to run in sensor nodes. uIP, a simplified TCP/IP protocol suite, was proposed 
for supporting TCP/IP communication among low-power devices. It is 
designed to have a minimal set of features and contains the IP, ICMP, UDP 
and TCP protocols. 
2.2 Multi-Hop Routing in WSNs 
Existing researches on WSNs generally are built on the flat architecture, 
where hundreds of even thousands of sensors randomly distributed self-orga-
nize into a sensor network with a single sink that connects with external wired 
or wireless networks. For saving power, sensed datas are sent back to the sink 
by multiple hops [7, 8]. Such protocols are called as flat-based routing, where 
all sensor nodes are typically assigned equal roles or functionalities. Flood-
ing is a classical mechanism to relay data in sensor networks without needing 
topology maintenance, but with several serious deficiencies such as implo-
sion, overlap and resource blindness [7]. Gossiping, a variation of the flood-
ing protocol, sends data to ONE randomly selected neighbor, which avoids 
the implosion problem. However, message propagation causes longer 
delay[7]. SPIN (Sensor Protocols for Information via Negotiation) is a family 
of adaptive protocols and addresses the deficiencies of classic flooding by 
considering resource adaptation and data negotiation between nodes [11]. 
Directed Diffusion [12] is a data-centric and application-aware paradigm in 
the sense that all data generated by sensor nodes is named by attribute-value 
pairs. Rumor routing [19] is a variation of directed diffusion. It only routes 
the queries to the nodes that have observed a particular event. CADR (Con-
strained anisotropic diffusion routing) is a general form of directed diffusion. 
The key idea is to query sensors and route data in the network in the way that 
the information gain is maximized while latency and bandwidth are mini-
mized. MCFA (Minimum Cost Forwarding Algorithm) [20] exploits the fact 
that the direction of routing is always towards the fixed external base-station. 
Each node maintains the least cost estimation from itself to the base-station. 
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To improve the routing efficiency and the scalability, hierarchical-based 
routing protocols were proposed, where nodes with higher residual energy 
are voted to process and send the information while other nodes perform the 
sensing in the proximity of the target. LEACH (low energy adaptive cluster-
ing hierarchy)[17] is a 2-level hierarchical routing protocol which self-orga-
nizes a WSN as a few clusters. Energy dissipation is evenly spread by 
dissolving clusters at regular intervals and randomly choosing cluster heads. 
PEGASIS[21] (Power-Efficient Gathering in Sensor Information Systems) is 
an enhancement over the LEACH protocol. Its basic idea is that nodes com-
municate only with their closest neighbors and they take turns in communi-
cating with the sink to extend network lifetime. In TEEN (Threshold-sensitive 
Energy Efficient sensor Network protocol)[18], a cluster node sends a hard 
threshold and a soft threshold to its members for time-critical sensing appli-
cations. As sensed data exceeds the hard threshold, the node sets a new hard 
threshold and sends the data in next slot. Although hierarchical routing is an 
efficient way to even energy consumption, we found that they are not able to 
overcome the poor robustness problem. If a head goes wrong in the LEACH 
routing, for example, all nodes within the same cluster cannot send back their 
data. In summary, the existing flat-architecture-based routing protocols can-
not efficiently work for large-scale WSNs. Wireless mesh network is a type 
of mobile wireless network that does not have a wired infrastructure to sup-
port communication among the mobile nodes. Combining mesh techniques 
with WSNs, we in this paper will propose a mesh sensor network architecture 
and an energy-aware routing algorithm to prolong the lifetime of WSNs. 
2.3 Security Mechanisms for WSNs
Security is an important issue in WSNs. Wang et al. [22] summarized the con-
straints, security requirements, and attacks with their corresponding counter-
measures, and discussed five kinds of security issues: cryptography, key 
management, secure routing, secure data aggregation, and intrusion detection. 
In [23], Karlof et al. proposed threat models and security goals for secure rout-
ing in WSNs, introduced two novel classes of attacks against sensor networks—
sinkhole attacks and HELLO floods. INSENS [24] is an intrusion-tolerant 
routing protocol for WSNs. SPINS[25] is a suite of security protocols optimized 
for sensor networks, including two secure building blocks: SNEP and µTESLA. 
SNEP provides data confidentiality, two-party data authentication, and data 
freshness. µTESLA provides an authenticated broadcast for severely resource-
constrained environments. Zhu et al. proposed the LEAP (Localized Encryption 
and Authentication Protocol)[26], a key management protocol for sensor net-
works. It is designed to support in-network processing, while at the same time 
restricting the security impact of a compromised node to its neighborhoods. 
In our service-oriented WSNs, these secure routing protocols can only 
ensure the security inside individual WSNs. Therefore, it has to be investigated 
how to prevent attacks from application layer in service-oriented WSNs.
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3 SERvIcE-ORIENtEd WIRElESS SENSOR NEtWORkS
In traditional data-centric WSNs, application programs run on a central 
server, for example, on the sink node. Sensor nodes detect and transmit data 
to the server. The latter processes data and provides corresponding services 
for users. Instead, individual sensor nodes in our service-oriented WSNs 
directly provide services for external requests from external IP networks. It is 
challenging how to access a specified sensor node in a transparent way 
because sensor nodes are randomly distributed and resource-restricted. In this 
section, we will investigate service discovery, service management and appli-
cation-layer security mechanism in WSNs. 
3.1 Service-Oriented WSN Architecture
Service computing is a new paradigm for integrating and sharing distributed 
and heterogeneous resources. To facilitate users to access services provided 
by individual sensor nodes, we propose a service-oriented WSN architec-
ture (SOWA), where each sensor node is a service provider and users can 
share services provided by sensor nodes in the Web service way, as shown 
in Figure 1. The SOWA consists of three layers: device, service, and secu-
rity layers, which will be presented in details as follows.
3.1.1 Device Layer
Device layer is the infrastructure of our SOWA, including sensor nodes, mesh 
nodes and Service Grids. 802.15.4 defines three categories of devices: Coor-
dinator, Reduce Function device (RFD) and Full Function device (FFD). 
FIGURE 1
Service-oriented WSN architecture (SOWA). 
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Coordinator is responsible for initiating a PAN (Personal Area Network) net-
work and works as a gateway of a WSN. FFD works as a router while RFD 
only detects monitored objects. 
In our SOWA, a sensor network consists of m mesh devices and n sensor 
nodes, where mn. Mesh devices act as Coordinators as well as border rout-
ers and gateways, connecting a WSN with Internet. The mesh devices have 
powerful computing and storage capabilities and unlimited energy. As Coor-
dinators, the mesh devices register services provided by sensor nodes when a 
sensor node joins the network. Moreover, they filter and route the external 
packets based on pre-defined rules. Sensor nodes detect targets, provide spe-
cific services and forward messages for other sensor nodes, working as both 
FFD and RFD.
Service Grids consist of clusters or high-performance computers for inten-
sive computing and mass storage. They are not a part of WSNs but establish 
repositories for services provided by large-scale WSNs. Moreover, distrib-
uted services can be composed as advanced applications by Service Grids. 
Compared with Coordinator, Service Grids provide high reliability for large 
chunks of service requests and user verification.
3.1.2 Service Layer
By the service layer, each sensor node is encapsulated as a web service 
through converting a sensor function (interface) into a corresponding web 
service. As a standardized and semantic data format with the platform-inde-
pendent and self-described characteristics, XML language is used to inter-
change different data formats in sensor nodes.
We propose an embedded middleware (SOWAM) to publish and manage 
resources and services provided by WSNs. Mesh nodes provide the whole 
function of SOWAM while senor nodes only need to support the SOWAM 
core, i.e., a light SOWAM that only includes components from physical layer 
to messaging sub-layer, colored by yellow in Figure 1. 
A sensor node calls Messaging API of the SOWAM core to publish its func-
tions. SOWAM running in a mesh node registers these functions as web ser-
vices through Service Publishing module and responds users’ service requests 
through Service Discovery and Management module. A mesh node is a local 
service registration center and its SOWAM has a list of registered functions.
Service Grids are the global registration center for all WSNs. Such an 
approach not only facilitates service discovery but also supports advanced 
management technologies for networks such as access control and load bal-
ance. Section 3.2 will describe how the SOWAM core publishes services pro-
vided by sensor nodes.
3.1.3 Security Layer
Traditional security mechanisms for WSNs can only guarantee the security of 
physical and MAC layers in a WSN. In SOWA based WSNs, however, sensor 
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nodes also suffer attacks from the Internet. In the security layer, we propose 
a multi-layer authentication mechanism to prevent sensor nodes from appli-
cation-layer threats.
Both 6LoWPAN and sensor devices require a lightweight authentication 
mechanism. Although traditional public-key cryptosystem works well in IP 
networks, it is not appropriate for WSNs. We adopt a multi-layer symmetric-
key cryptography mechanism which is requires much less resources than 
public-key cryptosystem. We also use tickets to build an end-to-end secure 
connection between a user and a sensor node to alleviate the cost of verifica-
tion. The details will be presented in section 3.4.
3.2 Embedded Service Middleware SOWAM
SOWAM is specially designed to publish services for resource-restricted 
sensor nodes and discover and manage the published services for service 
requests from IP networks. 
3.2.1 Service Publishing
Sensor nodes have to publish their functions in advance before users can access 
these functions in the service-oriented way. When a sensor node joins a WSN, 
it firstly contacts with a mesh gateway to configure its IPv6 address. From then 
on, the SOWAM core in the sensor node sends a registration message in the 
XML format to the SOWAM running in the gateway to publish its functions.
On receiving the registration message, the SOWAM in the mesh gateway 
will translate the service description to a web service through creating a 
WSDL file, register the service in its local database, and reply an acknowl-
edgement to the sensor node, illustrated in Figure 2.
3.2.2 Service Request
A user queries WSDL files of sensor nodes and then requests a specified ser-
vice through a mesh gateway in a SOAP message. The gateway redirects the 
FIGURE 2
Service registration process.
SOWA
(mesh gateway)
Configration Request
Configration Response
Service Regstration
Regstration ACK
SOWAM Core
(sensor node)
30 F. Tang et al.
request message to its SOWAM, which translates the request message into an 
internal lightweight service description and sends it to a SOWAM core run-
ning in the specified sensor node. The SOWAM core parses the service name 
and input parameters and then invokes the target service handler. After get-
ting service results, the SOWAM core encapsulates the results as a XML 
message and returns the message to the SOWAM in the mesh gateway, which 
decomposes the message and returns results to the user.
3.2.3 A Case Study
In our SOWA system, the middleware SOWAM serves as a proxy for service 
publishing and service request. What application programmers need to do is 
to implement application logics by configuring and invoking APIs of our 
SOWAM. 
Figure 3 illustrates a temperature query service, where the function 
getTemp() provided by a sensor node is responsible for getting current sur-
rounding temperature. Programmers do not need to write packet transmis-
sion code. For publishing getTemp() function as a web service, we firstly 
write a service XML-style configuration file to define this function. Pro-
grammers call the Register_Service API of the SOWAM to register the 
function. After the registration, SOWAM will create a handler for this func-
tion and store the function name and handler. When an external SOAP 
request for temperature query arrives at the mesh gateway, SOWAM in the 
mesh node translates the SOAP request into our service format and send the 
simplified messages to the specified sensor node. On receiving the request 
message, the SOWAM core in the sensor node extracts the service name 
getTemp from the message and finds the handler. Using the handler, the cor-
responding function is invoked.
FIGURE 3
Capturing temperature through a service-oriented WSN.
Value getTemp (inputParams [])
Register_Service (getTemp)
<?xml version="1.0"?>
    <fuction>
        <functionName>
            getTemp
        </functionName>
    </function>
getTemp
......
......
Function name Handler forgetTemp
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3.3 Priority-Based Schudeling Mechanism for contiki
We use Contiki[16] as the operation system of sensor nodes in our SOWA sys-
tem. Contiki designed for resource-restricted embed devices has the following 
advantages over another reputable WSN operating system TinyOS. Firstly, Con-
tiki uses a lightweight Protothread to achieve multi-threads. TinyOS uses stacks 
to preserve run-time environments for process switch while Protothread uses 
short type variables to store the executed line number, which consumes only two 
bytes of memory space for each thread. Secondly, Contiki contains an adaptive 
communication stack for WSNs and supports 6LoWPAN and uIP natively.
Contiki is event-driven and every event is associated with a specified pro-
cess. The data structure of an event in Contiki includes three attributes: ev 
represents happening events, data is used to describe the events and p refers 
to the process that handles the events. We add one more attribute priority in 
the event data structure, shown as follows.
struct event_data {
 process_event_t  ev;
 process_data_t  data;
 struct process  *p;
 integer priority;  // we add this attribute in data structure of event
} 
Contiki maintains two queues. One is the event queue that consists of events 
to be handled, where events are queued based on FIFO (first in first out) 
mechanism. Another is the process queue that includes all processes in Con-
tiki. The scheduling system of Contiki removes an event in the head of the 
event queue and then polls the process queue to find a process that is able to 
respond the removed event. 
The average response time to concurrent tasks significantly depends on the 
process scheduling mechanism. WSN-oriented applications present a high real-
time requirement, however, FIFO based scheduling in Contiki does not consider 
different response time requirements from different applications. We schedule 
different applications based on their priorities. The basic idea is as follows.
Step 1: Get the Input Event from output interface or internal system,
Step 2: Look up the Event Table to get the priority of the specific event, and
Step 3: Traverse the Event Queue to find an appropriate location based on 
events’ priorities and insert the event in the location.
Moreover, we replace the event array implemented in Contiki with an 
event list to avoid the array movement caused by event sorting. 
3.4 Security Mechanism for SOWA
Based on the characteristics of WSNs, we propose a security authentication 
scheme for our SOWA, where Service Grids are responsible for user authen-
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tication through checking whether a user is valid or not. User names and 
passwords are stored in databases of Service Grids in advance. To avoid 
eavesdropping attacks, the client performs a one-way function (hash usually) 
to the entered password to get the primary key (Kp) of the user.
3.4.1 User Authentication
The client sends a user ID and pre-authentication data to the Service Grids. 
The pre-authentication data is a timestamp encrypted by Kp. The Service 
Grids generates the Kp by hashing the user password found in the database, 
and decrypted the timestamp to verify whether the user is a legal user or not.
If Service Grids maintain the user’s state after login, the Service Grids 
must keep in touch with the client, which makes the Service Grids become 
the system bottleneck. To solve this problem, we use a ticket called TSSO to 
manage user’s state, where TSSO is a long term ticket. After a user obtains a 
TSSO, he/she can directly request services. The TSSO ticket is encrypted so 
that the client could not know its content. Figure 4 illustrates the authentica-
tion process.
After a successful login, the user can request services provided by sensor 
nodes. A session key gained from the server is used here. The user tells a 
mesh gateway which service he/she would like to access and shows the TSSO. 
If the timestamp is valid, the mesh gateway will return a ticket encrypted with 
KSC (a key shared by mesh gateway and the server) and a key KS2, shown in 
Figure 5.
3.4.2 Secure Service Access
In this stage, the user may access the sensor node by the service ticket 
encrypted with KSC and a message containing user ID and timestamp 
encrypted with KS2.
The sensor node decrypts both the ticket using KSC and the user ID and 
timestamp using KS2, updates the timestamp, and then encrypts the infor-
mation using KS2. After receiving the acknowledgement, the user decrypts 
the timestamp using KS2. If it is valid, a secure communication link is set 
User ID
Kp(ti mestamp)
Kp(KS1, KSC(TSSO))Client
Service Grids  
 
FIGURE 4
Authentication at the server end.
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up and the user can request the services safely. This process is illustrated in 
Figure 6.
4 ENERgy-AWARE MESH ROutINg AlgORItHM
4.1 6loWPAN Based Network Reference Model
6LoWPAN bridges WSNs with IP networks through header compression and 
decompression, data fragmentation and assembly, address auto-configuration 
and data routing (see Figure 7). It supports routing in both network layer and 
MAC layer. Within a WSN, however, MAC-based routing has higher perfor-
mance because it does not need to transmit the 128-bit IPv6 address, reducing 
messaging overhead. 
In this paper, we investigate mesh routing in 6LoWPAN-based WSNs. 
Mesh routing protocol uses MAC address to forward data, putting a source 
address and a destination address in its header shown in Figure 8, where RH 
refers to remaining hops of a message, SA and DA are a source and a destina-
tion addresses respectively, payload field is MAC frame to be transmitted. 
6LoWPAN supports two types of MAC addresses: IEEE EUI 64-bit and 
16-bit MAC addresses. ToM denotes types of SA and DA. They are 16-bit and 
KS1
KS1
Credenti al s
Servi ce name A
KSC(Ts for A)
KS2
Client
Mesh Gateway
FIGURE 5
Authentication at the gateway end.
KS 2
K S C ( T s  fo r  A )
A u th e n t ic a to r
KS 2
T im e s ta m p + 1
C l ie n t
S e n s o r  N o d e
FIGURE 6
Secure connection between the user and a sensor node.
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FIGURE 7
6LoWPAN-based WSN architecture.
ToM RH SA DA payload
FIGURE 8
Header of mesh routing.
EUI 64-bit MAC addresses if ToM is 1 and 0, respectively. 802.15.4 protocol 
keeps the next hop MAC address. On receiving a data frame, a node checks 
the mesh header to find whether it is the destination. If it is not the destina-
tion, the node will put the next hop address in the header of 802.15.4 MAC 
frame.
By analysis of existing research efforts on sensor networks, we found that 
the poor scalability of the flat architecture mainly results from a lack of 
long-distance transmission nodes. A wireless mesh network is able to pro-
vide interconnections among all networked nodes, where each node can 
send and receive data. By deploying multiple wireless mesh nodes equipped 
with gateway functionalities in a sensor network, we propose a mixed wire-
less mesh sensor network, shown in Figure 9. Mesh nodes form a long-dis-
tance routing backbone and sensor nodes select the shortest mesh nodes for 
message transmission. Mesh nodes have powerful computing and storage 
capacities. They can run the whole networking protocols. Sensor nodes 
receive and transmit 802.15.4 MAC frames rather than IPv6 packets, using a 
set of simplified message transmission protocols, illustrated in Figure 9. 
Mesh nodes are responsible for converting MAC address and corresponding 
IPv6 address. 
4.2 Energy-Aware Mesh Routing Algorithm
Routing protocol mainly involves finding a route from a source node to a 
destination node, forwarding data over the established route, and maintaining 
the route according to the up-to-date network topology. In designing routing 
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protocols for sensor networks, energy saving is always an essential goal. 
Multiple mesh nodes in a sensor network can significantly reduce the average 
number of hops of data transmission[29], and thus can save energy consump-
tion and accordingly lengthen network lifetime. In this Section, we present an 
energy-aware mesh routing protocol (EAMR) that solves how to transmit 
messages between a sensor node and its best gateway.
4.2.1 Assumptions and Overview of Energy-Aware Mesh Routing
Let a set of gateways (i.e., mesh nodes) be randomly distributed in a sensor 
network. We model such a SOWA-based WSN as a graph G(V,E), where V is 
the combination of the set of sensor nodes (VS) and the set of gateways (VG) 
such that V V VS G= ∪ ; and E is the combination of the set of one-hop links 
between sensor nodes (VS × VS) and the set of one-hop links between sensor 
nodes and gateways (VS × VG). By one-hop link, we mean two nodes can 
directly communicate with each other.
In our SOWA network, mesh nodes work as both gateways and border 
routers between the WSN and Internet. Each sensor node is a service pro-
vider. Users initiate service request from Internet. Whenever a request mes-
sage arrives at a gateway, the gateway checks the route entry to the requested 
sensor node in both its local routing table and other gateways’ routing tables. 
If the route item cannot be found, the gateway broadcasts the request in the 
power enough to cover the whole WSN. Conseauently, all sensor nodes can 
receive the broadcast but only the requested sensor node responds the broad-
cast message. Otherwise, the gateway directly sends the request to the speci-
fied sensor node hop by hop.
We assume that all sensor nodes have the same initial energy while mesh 
nodes have unlimited energy supply. A part of sensor nodes consume more 
energy then others, which may be caused by either forwarding more mes-
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sages or being requested more frequently. We define a residual energy thresh-
old as Ethreshold. Any sensor node with residual energy lower than Ethreshold is 
called as a critical node. Ethreshold is leveled down by gateways step by step. If 
the initial energy of sensor nodes is 1, for example, Ethreshold can be set as 0.5 
initially and 0.2 when residual energy of most sensor nodes significantly low-
ers, respectively. The objective of our routing protocol is to even energy con-
sumption as much as possible. Our routing protocol is designed based on the 
following assumptions:
(1) All sensor nodes keep static.
(2) Gateways are discretely scheduled to different locations within the area 
of the WSN to reduce the energy consumption of the sensor nodes near 
the gateways.
(3) The sensor network topology changes if any gateway moves to a new 
location. We define the period, during which all gateways keep static, 
as a round. As a result, the sensor network topology is unchanged dur-
ing a round.
(4) A critical node does not forward messages for other sensor nodes. 
However, it responds the service request from Internet immediately.
We use on-demand accumulative routing mechanism. Whenever a route of 
a sensor node is set up, the corresponding gateway keeps the route in its 
local table. As a result, any gateway has the routing items for sensor nodes 
that have set up routes. EAMR includes the following phases: setting up 
route, updating route, and transmitting message. When a sensor node with-
out a valid route is requested, it queries and sets up a best route to a specific 
gateway. The sensor node, the gateway and the intermediate nodes in the 
route all keep corresponding route information in their individual routing 
tables. Routing tables need to update whenever (1) a gateway move to a 
new location or (2) any sensor node reposts that its residual energy is less 
than Ethreshold. 
Our routing protocol has the following two characteristics distinguishing 
from existing ones. Firstly, our EAMR merges the advantages of table-driven 
and on-demand routing mechanisms. Traditional table-driven routing proto-
cols need to update routing tables of all sensor nodes round by round, which 
arises too heavy traffic overhead and energy consumption in dynamically 
changing networks. In our protocol, however, the routing information gener-
ated previously is always kept. Such a mechanism not only reduces network 
traffic and energy consumption for route setting up but also can adapt 
dynamic network topology. Secondly, our EAMR evens energy consumption 
among sensor nodes so that the lifetime of the WSN will be prolonged sig-
nificantly. 
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4.2.2 Energy-Aware Mesh Routing Protocol
Before presenting our routing protocol EAMR, we define the following terms 
used in EAMR.
 • Si: the requested sensor node that can provide services.
 • Sk: the intermediate sensor node in a route between a source node and 
its best gateway.
 • <x,…,y>: a path between sensor nodes x and y.
 • route(x,y): the best path between sensor nodes x and y. 
 • m: the number of gateways in a WSN.
 • n: the number of sensor nodes in a WSN.
 • RTT (round-trip time): a maximal time interval from initiating a query 
message to receiving a response message in a WSN.
By the best path, we denote route(x,y) is the shortest path in the case that 
critical node do not forward messages for other nodes. In our mesh sensor 
network with multiple sinks, if there exists a best path <x,y,..., Gj> from a 
sensor node x to a gateway Gj, its sub-path <y,..., Gj> is also the best path 
from sensor node y to the gateway Gj. Based on this property, in our routing 
response stage, an intermediate sensor node that has established a route to a 
destination previously does not forward routing query messages any more. 
Instead, it directly appends its route after the query message and returns the 
result to the source node. If a node Sk in Figure 9 needs to send data, for 
example, it floods routing request packet. When node x that has established 
the route <x,y, Gj> receives the request message with destination Gj, it directly 
appends sub-path <x,y, Gj> after (Sk,x) and returns the path <Sk,x,y, Gj> to 
the source node Sk.
(1) Setting up route
When a service request to a specified sensor node Si is coming to a gateway, 
the gateway notifies the sensor node using a broadcast if there no valid route 
is found in routing tables of all gateways. On receiving the broadcast 
message, the sensor node Si floods a query message RREQ to all the m gate-
ways and waits for response messages. Finally, Si selects its best route 
route(Si, Gbest) which satisfies the following formula.
 length(route(Si, Gbest)) = min(length(<S ,G >)i j
1 j m≤ ≤
) (1)
where function length calculates the number of hops in a specified path; fuc-
tion min chooses the minimal hops; Gbest is the best gateway and route(Si, 
Gbest) is the best path of Si. 
On receiving the routing query message RREQ, an intermediate node 
Sk(k = 1,2,...,n; k≠i) firstly checks its residual energy. If the residual energy 
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is higher than Ethreshold, it immediately responds the RREQ message as fol-
lows. Otherwise, Sk takes the following actions after a delay RTT.
a) Check local routing table to find a best route entry route(Sk,Gj),
b) Append the route(Sk,Gj) after the path <Si,Sk> and return to source 
node Si if there is the route(Sk,Gj); otherwise, 
c) Append itself after the path from Si to Sk and flood the RREQ 
message.
On the other hand, if a gateway Gj receives RREQ messages, it responds the 
path <Si, Gj> to source node Si. The routing setting algorithm is illustrated as 
follows.
____________________________________________________________________
RouteSettingUp
1. A gateway Gj notifies the requested sensor node Si;
    1.1   Gj checks routing tables of mesh nodes to find route of Si;
    1.2   If (find a route entry)
    1.3   {    Gj sends the service request to Si by multiple hops;  }
    1.4   else { Gj notifies Si in a broadcast;
2.     Si queries the best route
    2.1      Si floods a query message RREQ to m gateways;
    2.2      Si waits for repsonse messages within RTT;
    2.3      if Si doesnot receive repsonse messages reachable to m gateways{
                  Si waits for repsonse messages within one more RTT;   }
    2.4      Si calculates its best path route(Si, Gbest) according to the formula (1);
    2.5      Si puts route(Si, Gbest) in its local routing table;
3.     Gateway Gj and intermediate node Sk respond the routing query;
    3.1      Sk checks its residual energy
    3.2      if (Sk is a critical node)
              {   it takes the following actions with a delay; }
    3.3      Sk finds the best path route(Sk,Gj) in its local table;
    3.4      if (no route(Sk,Gj)) {
                  Sk adds itself in  the path from Si to Sk and floods the RREQ message;  }
    3.5     else {  Sk returns <Si,Sk>+(Sk,Gj) to Si directly;
    3.6     if Gj receives RREQ messages, it responds the path <Si,Gj> to Si.
_____________________________________________________________________
(2) Data transmission
After setting up the best route(Si,Gj), Si executes the requested service. Its 
SOWAM core, then, encapsulates corresponding results in a SOAP message 
and attaches the route(Si,Gj) in the head of the message. Intermediate nodes 
forward the message in turn until reaching Gj according to the attached rout-
ing information route(Si,Gj). At the same time, these intermediate nodes add 
an entry in their individual routing tables, each of them taking Gj as its best 
gateway. If an intermediate node x receives the best path route(Si,Gj) = <Si,x,…,
Gj>, for example, it takes the path <x,…,Gj> as its best route. 
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(3) Updating routing tables 
In our EAMR, routing tables need to be updated in the following two situa-
tions.
 • Any gateway moves to a new location. To balance the energy consump-
tion of sensor nodes, we schedule gateways in a set of candidate loca-
tions in turn. The moved gateway Gj notifies sensor nodes of its new 
location. A sensor node Si updates the route(Si, Gj) to the moved gate-
way Gj only before Si transmits data. In particular, we use an accumula-
tive mechanism for setting up and updating routing tables. If a gateway 
moves from location p1 to p2, for example, sensor node S1 will append 
the best path route(S1,G2) in its routing table rather than delete the 
route(S1,G1). The latter is marked as invalid in the routing table of S1 
because there is no gateway in the location p1. Based on this mecha-
nism, S1 does not need to set up routing after all candidate locations are 
occupied by gateways, unless the following happens. 
 • Residual energy of any sensor node becomes lower than Ethreshold. In 
this case, this sensor node becomes a critical node and it floods a warn-
ing message, which denotes it does not forward data for other sensor 
nodes any more, to others in the WSN. The latter checks their local 
routing tables and invalidates the routing entries that contain this criti-
cal node. 
5 ExPERIMENtS ANd EvAluAtION
We developed a SOWA-based WSN to test the feasibility of our middleware 
SOWAM and evaluate the performance of improved scheduling algorithm for 
Contiki. On the other hand, we tested and analyzed the performance of our 
routing algorithm EAMR. 
5.1 Experimental Environments 
We use the AVR Raven platform produced by ATMEL to develop a SOWA-
based simulation system. Raven is an evaluation kit designed for 6LoWPAN 
based applications. The Raven kit consists of two AVR Raven boards and a 
USB interface. Each board has a 802.15.4-based 2.4 GHz transceiver 
AT86RF230 for sending and receiving data. There are temperature sensors in 
Raven boards. The USB interface is connected with a laptop.
Raven kits are constructed in a star topology and all messages need to pass 
through the laptop. Memory is a key constraint for these tiny devices. In 
ATMEL 1284p, for example, main processor unit on the board can use only 
16KB SRAM chip memory. We use the uIP as communication protocol to 
decrease memory consumption.
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FIGURE 10
An example of temperature query service.
5.2 SOWA System testing
In our experiments, AVR Raven boards were installed the improved operating 
system Contiki and our lightweight middleware SOWAM. We use a tempera-
ture query application, illustrated in Figure 10, to test the service publishing 
and management. Figure 11(a) is the screenshot that Coordinator (i.e., the 
laptop) received XML-based service registration message from a sensor node. 
After checking the WSDL description, we request a temperature service. The 
sensor returns the current temperature 27ºC, as shown in Figure 11(b).
Memory occupation is an important measure to memory-restricted sen-
sor nodes. We tested how much memory space is consumed by our light-
weight middleware SOWAM using the above temperature service defined in 
Figure 10.
Contiki divides memory space into code (i.e., text), data and BSS seg-
ments. We stored our example code in ROM of Raven boards while data and 
BSS segments are mapped to SRAM. Figure 12 shows the memory occupa-
tion of traditional WSNs (T-WSN) without our service middleware and our 
SOWAM-based WSNs (SOWAM-WSN). In T-WSN, there is a primitive 
getTemp function that reads the temperature without networking code. By 
comparison, our SOWAM-WSN scheme uses the lightweight middleware 
SOWAM and publishes the getTemp function as a service. From Figure 12, 
 (a) Coordinator receives publishing message (b) Response message
FIGURE 11
Service publishing and response messages from sensor node. 
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we can find that our architecture has only a total of extra 5973 bytes memory 
consumption comparing with traditional WSNs in terms of above tempera-
ture service, including code, data and BSS segments. So, we can conclude 
that our SOWA architecture and lightweight middleware SOWAM is feasible 
to real applications.
We also tested the response delay of the temperature query application. 
Table 1 shows the latency of request message and registration message in 
our testing example. In table 1, data_length item is the length of the exam-
ple XML messages for service registration and service request, respec-
tively; latency comprises the MCU process time and wireless transmission 
time. This result shows that latency in our scheme is acceptable for most 
applications.
5.3 Improved Scheduling Algorithm for contiki
In this experiment, we test the performance of our improved scheduling algo-
rithm for Contiki. We use the average response time (ART) as the perfor-
mance metrics because it significantly affects user experiences. ART is 
defined as the time interval from sending a request to receiving the corre-
sponding results.
We design two kinds of events: communication and computation events, 
and assign the communication event with higher priority. Each event triggers 
a corresponding process for a special task. We arrange these processes as a 
FIGURE 12
Code size and memory occupation.
data_length (byte) latency (second)
Request Message 108 3.7
Registration Message 79 3.1
TABLE 1
Service Registration and Request Latency
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link list. As aforementioned, the WSN is configured in the star topology. All 
data packets are sent to the coordinator, which forwards the packets to target 
sensor nodes. 
We tested the average response time of both the original Contiki and the 
improved Contiki, which uses our priority-based scheduling algorithm, for 
100 times respectively under increasing concurrent tasks. As illustrated in 
Figure 13, our priority-based scheduling algorithm (i.e., After Optimiza-
tion in Figure 13) significantly reduces the average response time. In par-
ticular, our scheduling algorithm keeps a stable response time to increasing 
concurrent tasks while original task scheduling algorithm in Contiki causes 
significant increase in average response time as the number of concurrent 
tasks grows.
5.4 performance evaluation on our routing algorithm EAMR
We implemented our routing protocol EAMR in mesh sensor networks with 
m mesh gateways, tested how the number of mesh gateways impacts the per-
formance of WSNs, and compared our EAMR protocol with single sink rout-
ing (SSR) protocol. In the experiments, we symmetrically placed multiple 
mesh gateways and randomly deployed sensor nodes in the testing area. The 
size of each packet was set up as 64 bytes. Each result was averaged over 10 
random network topologies.
In all experiments, we kept approximately equal density of sensor nodes, 
around 0.01 nodes per square meter. The more the number of sensor nodes is, 
the more the size of sensor networks is in the given node density. Therefore, 
the number of sensor nodes represents the size of sensor networks. We tested 
the following performance metrics. 
(1) Average number of hops
The number of hops in different routes reveals the energy efficiency of the 
routing protocols because each hop needs a packet sending and a packet 
FIGURE 13
Performance improvement of our priority-based scheduling algorithm.
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receiving. Figure 14 illustrates average hops of SSR protocol and our 
EAMR when m = 4 and m = 8, where we varied the number of sensor 
nodes from 100 to 1000 with an increment of 100. The number of mesh 
gateways in our EAMR was set up as 4 and 8, respectively. The result shows 
that our EAMR protocol can significantly reduce the average number of 
hops than SSR protocol. Further, average number of hops in our EAMR 
slowly increases as the network size grows. The reason is that, in our 
EAMR, sensor nodes send messages to their closest mesh gateways. When 
m increases up to a threshold, for example m = 4 in our experimental envi-
ronment, however, more gateways cannot reduce the average number of 
hops significantly. Consequently, we set m = 4 in our EAMR routing pro-
tocol in the follow experiment. 
(2) Message delivery ratio
We define message delivery ratio as the rate of request messages from users 
to response messages from sensor nodes. In this experiment, the number of 
sensor nodes was 100; and the area of the network was 100 m × 100 m. Fig-
ure 15 shows that the delivery ratios of both SSR scheme and our EAMR 
protocol decrease as sensor failure probability increases, where we set up the 
number of gateways as 4 and sensor node failure probability increases from 0 
to 20%. However, our EAMR protocol has higher delivery ratio than SSR 
scheme.
When multiple gateways are deployed, a sensor sends messages to the 
closest gateway, which relays the messages to Internet over the reliable mesh 
transmission backbone. From the same sensor, our EAMR protocol needs 
fewer hops than SSR in a sensor network. On the other hand, mesh nodes are 
much more reliable than sensors. The two reasons all reduces the failure 
probability in message transmissions. Thus, the delivery ratio of our EAMR 
protocol with multiple gateways is higher than SSR scheme. 
FIGURE 14
Average hops under different number of gateways and sensor nodes.
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6 cONcluSIONS ANd futuRE WORk
We have presented a service-oriented WSN architectural model and a light-
weight service middleware SOWAM, in which sensor nodes provide various 
services and are published and managed by our SOWAM. For the security of 
SOWAM-based WSNs accessed from open IP networks, we proposed a multi-
layer authentication mechanism and a secure connection approach. We utilize 
symmetric-key cryptography to decrease the impact of security on runtime 
performance of sensor nodes. On the other hand, we proposed an energy-
aware routing protocol EAMR for message transmission in sensor networks 
with multiple mesh gateways to prolong the lifetime of WSNs. In our EAMR, 
sensor nodes with residual energy lower than a threshold do not forward mes-
sages for others and the threshold is leveled down step to step. As a result, the 
energy consumption is evened over sensor nodes significantly. Experimental 
results demonstrate the feasibility of our service-oriented approach and mid-
dleware SOWAM, and the effectiveness of our routing algorithm EAMR. 
As a part of our future work, we are going to investigate context-aware 
services for WSNs. Currently, our SOWA based WSN model lists all the ser-
vices provided by sensor nodes, however, it is more desirable to provide smart 
interfaces for users to find their preferred services. On the other hand, we plan 
to incorporate semantics with our service-oriented WSNs for a transparent 
access to WSNs.
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