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La mu´sica es una de las mayores formas de expresio´n que tenemos los seres humanos.
Actualmente, la forma ma´s comu´n para representarla es el uso de partituras en tinta. Esta
representacio´n es completamente visual, por lo que una persona invidente no puede hacer
uso de ella. Por ello, existe la notacio´n llamada braille musical, que permite a las personas
ciegas leer una partitura usando las manos a trave´s de un papel perforado o de una l´ınea
braille.
Sin embargo, el uso y modificacio´n de este tipo de partituras es ma´s complicado que
el de las partituras en tinta, algo que se pone de manifiesto en a´mbitos como las clases de
mu´sica o las orquestas. Con los instrumentos que hay hoy en d´ıa, modificar en tiempo real
una partitura con notacio´n braille es ma´s complicado que hacerlo en una partitura en tinta.
Esto se debe a que existen programas que modifican partituras en tinta fa´cilmente, mientras
que los que modifican partituras en braille son ma´s escasos y menos completos.
Existen programas, como MuseScore (Schweer, s.f.), que permiten modificar partituras y
otros, como FreeDots (Repain y col., s.f.), que las traducen a notacio´n braille. Aunque este
sistema es u´til, es evidentemente lento en el contexto de una clase. Sin embargo, en otros
campos encontramos soluciones de editores interactivos en tiempo real, como es el caso de
EDICO (Carenas y col., 2018), editor de matema´ticas, f´ısica y qu´ımica desarrollado por la
ONCE (“ONCE”, s.f.).
Del e´xito de EDICO nacio´ la idea de LiveDots, un editor musical interactivo en tiempo
real. LiveDots es una aplicacio´n accesible que utiliza al mismo tiempo la representacio´n
mediante partitura en tinta y mediante notacio´n braille. Permite la modificacio´n de la par-
titura en tinta, algo que cambia en tiempo real la notacio´n braille. Adema´s, es posible el
uso de un revisor de pantalla para que vaya leyendo los elementos musicales de la partitura
en notacio´n braille.
As´ı, la idea de LiveDots es facilitar la docencia musical accesible. Por eso, realizamos un
experimento a gente vidente para comprobar si LiveDots facilitar´ıa la inclusio´n de alumnos
invidentes en clases de mu´sica. Los participantes utilizaron la aplicacio´n dos veces, la primera
con los ojos tapados y la segunda sin tapar. De esta manera, probaron la parte desarrollada
para gente invidente, que ser´ıan los estudiantes, y la parte desarrollada para gente vidente,
que ser´ıan los profesores.
Durante el desarrollo de la aplicacio´n, comprobamos las diferencias entre disen˜ar una
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6aplicacio´n accesible y una no accesible, buscando en la primera que el uso sea posible sin
necesidad de visualizar la pantalla. A partir de los resultados del experimento, comprobamos
que LiveDots es una aplicacio´n accesible que podr´ıa facilitar la inclusio´n de estudiantes
invidentes en clases de mu´sica.
Palabras clave: accesibilidad, tiflotecnolog´ıa, educacio´n inclusiva, mu´sica, interactivi-
dad en tiempo real, WPF, mu´sica braille, JAWS, revisor de pantalla, aplicacio´n de escritorio.
Abstract
Music is one of the major forms of expression that the humankind has. In this day and
age, the most common way of representing it is through sheet music. This representation
is completely visual, therefore a blind person cannot make any use of it. For that reason,
there exists the notation called musical braille, which allows blind people to read a music
score using their hands on an embossed paper or a Braille line.
However, the use and modification of this type of scores are more complicated than
that of the sheet music, something that is brought to light in situations like music classes
or orchestras. A modification on a score with Braille notation is more complicated than a
modification in a score in sheet music since the first one cannot be done in real-time.
There exists programs, like MuseScore (Schweer, s.f.), that allow to modificate sheet
music scores and others, like FreeDots (Repain y col., s.f.), that translate them to Braille
notation. Although this system is useful, it is obviously slow in the context of a class.
However, in other fields we find solutions of real-time interactive Braille editors, like the case
of EDICO (Carenas y col., 2018), a mathematics, physics and chemistry editor developed
by the ONCE (“ONCE”, s.f.).
From the success of EDICO was born the idea of LiveDots, an interactive musical Braille
editor in real-time. LiveDots is an accessible application that uses at the same time the
representation in sheet music and in Braille notation. It allows modification of the sheet
music, which changes in real-time the braille notation. Moreover, it is possible to use a
screen reader to read the musical elements of the score in braille notation.
That way, the idea of LiveDots is to make accessible musical education easier. For that
reason, we made an experiment to non-blinded people to check if LiveDots would help with
the inclusion of blind students in music classes. The participants used the application twice,
the first time blindfolded and the second time without the blindfold. This way, they tested
both the part developed for the blind people, which would be the students, and the part
developed for the non-blinded people, which would be the teachers.
Throughout the development of the application, we verified the differences between de-
signing an application that is accessible and one that is not, making sure that the use of
the first did not require screen visualisation. Following the results of the experiment, we
confirmed that LiveDots is an accessible application that could help with the inclusion of
blind students in music classrooms.
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Cap´ıtulo 1
Introduccio´n
Desde el principio de los tiempos la mu´sica ha acompan˜ado al ser humano ocupando un
papel muy importante a lo largo de su historia. Es un elemento ubicuo en todas las culturas,
una manifestacio´n cultural universal que tiene el poder de comunicar sin importar barreras
de tiempo, espacio o idioma (Wallin y col., 2001). Es por tanto un elemento muy poderoso.
Notacio´n musical es el nombre gene´rico que se da a cualquier sistema de escritura uti-
lizado para representar gra´ficamente una pieza de mu´sica (de Cande´, 2002). Los primeros
testimonios de partituras escritas usado notacio´n musical en la cultura occidental esta´n da-
tados entre finales del siglo IV y comienzos del siglo III a. C. Burkholder y col., 2008. De
hecho sabemos que la teor´ıa musical se remonta au´n ma´s en el tiempo, la afinacio´n pitago´rica
que es el sistema de construccio´n de la escala musical que da lugar al c´ırculo de quintas se
atribuye al filo´sofo Pita´goras en el siglo VI a. C. y se sigue usando en la actualidad (Ben-
ward y Saker, 2009). La capacidad de plasmar la mu´sica en papel nos permite compartirla
y comunicarla a trave´s del tiempo y el espacio.
El me´todo de representacio´n musical ma´s extendido entre las personas ciegas es el braille
musical, que es una adaptacio´n del sistema de lectoescritura braille. El sistema braille se
basa en diferentes combinaciones de puntos en relieve (Kent, 2012). El braille musical es una
te´cnica de transcripcio´n que permite representar cualquier partitura musical convencional
con una notacio´n precisa (de Cande´, 2002). El conocimiento del braille musical dota al mu´sico
invidente no solo de una herramienta mediante la cual comprender y expresar la mu´sica sino
de una concepcio´n de la mu´sica muy distinta a la de una persona vidente acostumbrada a
la representacio´n gra´fica en forma de pentagrama (Abramo y Pierce, 2013; Johnson, 2015).
La mu´sica es un elemento de unio´n, sin embargo en la educacio´n musical au´n hay una
brecha entre videntes y personas con discapacidad visual. En muchos casos los alumnos invi-
dentes no reciben la formacio´n necesaria para comprender la notacio´n braille musical y una
gran parte de profesores videntes desconocen co´mo facilitar el aprendizaje del estudiante
como denuncia David Goldstein director del National Resource Center for Blind Musicians
en Estados Unidos. Una alternativa que tienen los estudiantes ciegos para mejorar sus co-
nocimientos musicales es asistir a una escuela para ciegos. En este escenario, los estudiantes
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videntes e invidentes son ensen˜ados usando diferentes metodolog´ıas que conducen a una
dicotomı´a entre el braille musical y la escritura musical convencional. La falta de familia-
ridad con la escritura musical convencional hace ma´s dif´ıcil que los estudiantes ciegos se
incorporen ma´s tarde en entornos con mu´sicos videntes, por ejemplo un conservatorio o una
orquesta (Goldstein, 2000).
Hay por tanto una necesidad de integrar a estudiantes videntes e invidentes en el mis-
mo aula y ensen˜ar a cada uno de ellos los conocimientos esenciales para desarrollar sus
habilidades musicales (Quaglia, 2015; Buhagiar y Tanti, 2011). Es decir, queremos que los
estudiantes ciegos puedan seguir una clase de mu´sica con estudiantes mayormente videntes
mientras aprenden la notacio´n braille musical y se familiarizan con la concepcio´n musical
de la mu´sica en tinta tradicional.
Algunas de las estrategias ma´s utilizadas por los estudiantes ciegos o con discapacidad
visual para facilitar la participacio´n en el aula son: partituras en tinta ampliadas, que una
tercera persona (compan˜eros de clase, padres o profesores) les lea la partitura y el uso
de braille musical siempre que sea posible (Frederick, 2009; Smaligo, 1998). Todas estas
herramientas necesitan la ayuda de una persona que transcriba la partitura oralmente o de
un profesor que conozca el braille musical y se lo ensen˜e al alumno, lo cual no siempre es
posible. Esto hace que el estudiante dependa de las personas que lo rodean.
Con el desarrollo de la tecnolog´ıa tenemos en nuestras manos la posibilidad de crear
herramientas que nos ayuden a integrar la concepcio´n musical de videntes e invidentes,
facilitando as´ı aspectos como la integracio´n de alumnos invidentes y videntes en clases
de mu´sica o la colaboracio´n de mu´sicos videntes e invidentes en una orquesta. Ya hay
programas disen˜ados para que personas con discapacidad visual puedan visualizar y editar
mu´sica en notacio´n braille (Homenda, 2008), estudios sobre co´mo ensen˜ar braille musical a
nin˜os mediante aplicaciones de ordenador (Borges y Tome´, 2014) y programas que traducen
partituras de mu´sica en tinta a braille y viceversa.
El avance de la tecnolog´ıa en los u´ltimos an˜os nos ha dado la oportunidad de facilitar
la integracio´n de los estudiantes ciegos. Existen proyectos como Braitico (ONCE, s.f.), un
me´todo de alfabetizacio´n en Braille inclusivo desarrollado por la ONCE (Organizacio´n Na-
cional de Ciegos de Espan˜a) destinado a que los nin˜os aprendan braille. En el campo de
la mu´sica, ya hay programas informa´ticos para que las personas con discapacidad visual
puedan visualizar y editar mu´sica usando notacio´n braille (Homenda, 2008) como el BME,
Braille Music Editor (Giuseppe Paccini, s.f.), estudios sobre co´mo ensen˜ar braille musical a
nin˜os utilizando aplicaciones informa´ticas (Nicotra y Quatraro, 2008; Borges y Tome´, 2014),
estudios y aplicaciones enfocados a ensen˜ar mu´sica a los estudios de ciegos utilizando mu´sica
hablada en lugar de braille (Capozzi y col., 2012), aplicaciones de traduccio´n de partituras
de mu´sica en tinta a braille musical y viceversa como FreeDots (Repain y col., s.f.) e incluso
existe un esta´ndar para compartir partituras en notacio´n musical braille en la web llamado
BMML, Braille Music Markup Language (Encelle y col., 2009).
El problema de integrar a los estudiantes ciegos en el aula esta´ presente en casi todos los
campos de la educacio´n. Hay muchos enfoques diferentes para buscar una solucio´n, como
Aim-Math, un sistema de aprendizaje de matema´ticas interactivo para estudiantes ciegos
y con discapacidad visual que utiliza un sintetizador de texto a voz para leer en voz alta
expresiones matema´ticas (Naruedomkul, 2013). Sin embargo, este enfoque no promueve la
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integracio´n en una u´nica clase de estudiantes videntes e invidentes. Otro enfoque es EDICO
(Editor Cient´ıfico de la ONCE) (Carenas y col., 2018), un proyecto promovido por la ONCE
y desarrollado en cooperacio´n con la Universidad Complutense de Madrid. Es un editor de
matema´ticas, f´ısica y qu´ımica accesible. Traduce en tiempo real lenguaje cient´ıfico en tinta
a notacio´n cient´ıfica en braille y viceversa. Esto permite a los estudiantes ciegos seguir una
clase de ciencias interactuando en tiempo real con un profesor que no sabe Braille.
Tras el e´xito de EDICO, la ONCE quiso desarrollar soluciones similares para integrar a
los estudiantes ciegos en otras asignaturas, como la mu´sica. As´ı nacio´ la idea de LiveDots:
un editor musical que traduce partituras en tinta a braille musical en tiempo real.
1.1. Motivacio´n
Hoy en d´ıa, cualquier persona puede conseguir partituras para poder acceder a ellas ma´s
tarde. Esto resulta muy u´til para el aprendizaje musical, entre otras cosas.
Por ejemplo, un profesor puede utilizar una herramienta de edicio´n de partituras (como
MuseScore o Sibelius, entre otras) para crear unas partituras que permitan a sus alumnos
practicar algu´n tipo de ejercicio concreto. Otra opcio´n es, durante el desarrollo de una clase,
proyectar una partitura para estudiarla.
Desgraciadamente, estos sistemas suelen estar menos desarrollados para gente con dis-
capacidad visual. En el caso del ejemplo anterior, s´ı existen programas (como FreeDots)
que permiten traducir una partitura a braille y usar la l´ınea braille para su lectura y otros
que permiten escribir una partitura en braille y traducirlas para su visualizacio´n (por ejem-
plo, Braille Music Editor, que permite escribir una partitura en braille y exportarla en un
formato que otra aplicacio´n, como MuseScore, permite visualizar como una partitura en
tinta).
Una situacio´n t´ıpica durante el desarrollo de una clase consiste en que el profesor pro-
ponga un ejercicio (supongamos de crear una partitura) para posteriormente corregirlo. Sin
embargo, un profesor de mu´sica vidente no tiene porque´ saber braille. El alumno entonces
puede usar un programa para escribir su partitura y traducirla. Despue´s, el profesor podra´
leerla, corregirla y escribirla en un programa para traduccio´n de partituras a braille y, as´ı,
finalmente, el alumno tendra´ su partitura corregida.
Aunque este me´todo funciona, es claro que no es pra´cticamente nada interactivo, porque
ni el profesor ni el alumno tienen acceso a las creaciones del otro hasta que son finalizadas.
Se podr´ıa decir que, en este caso, la relacio´n profesor-alumno tiene un componente epistolar,
ya que, hasta que cada uno no acaba su “carta”, el otro no puede leerla y escribir la suya.
Con este ejemplo se pone de manifiesto que resulta realmente complicado que alumnos
con discapacidad visual se sientan incluidos en una clase de mu´sica, ya que hay muchas
actividades en las que no pueden participar. Es por eso que resulta necesario un sistema que
permita aumentar su participacio´n y, con ello, su inclusio´n en la clase.
Otra situacio´n se da en el a´mbito profesional de la mu´sica. Por ejemplo, es mucho ma´s
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complicado integrar a un mu´sico con discapacidad visual en una orquesta ya que los cam-
bios o adaptaciones que realice el director de orquesta en una partitura en tinta debera´n ser
traducidos a braille para que este mu´sico pueda leerlos. Esto tambie´n ocurre con las pro-
puestas del propio mu´sico, que tambie´n debera´ traducir al completo para que sean legibles
en tinta. Esto da lugar tambie´n a una comunicacio´n poco interactiva, ya que ninguno de
los dos podra´ ver los cambios en tiempo real, sino que tendra´n que esperar a la traduccio´n
completa de la otra persona para poder leer los cambios en la partitura.
As´ı, se ve que, aunque hay sistemas que permiten compartir las partituras entre personas
videntes e invidentes, la interaccio´n es lenta, lo que provoca una menor inclusio´n de gente
con esta discapacidad. Adema´s, esto pasa en diferentes niveles dentro de la mu´sica, tanto a
gente que esta´ aprendiendo a tocar un instrumente como a mu´sicos profesionales.
Por tanto, es importante desarrollar algu´n tipo de sistema que permita “agilizar” la
comunicacio´n de los cambios en las partituras entre gente vidente e invidente para favorecer
la interaccio´n entre ellos. Si se consiguiera, habr´ıa ma´s gente que podr´ıa disfrutar de la mu´sica
y, sobre todo, habr´ıa ma´s gente que podr´ıa sentirse incluida en el a´mbito del aprendizaje y
desarrollo musical.
1.2. Objetivos
Acabamos de ilustrar la necesidad de tener una forma interactiva de compartir partituras
entre videntes e invidentes. Queremos integrar los elementos que necesitan ambos para
entender la mu´sica en una aplicacio´n que les permita interactuar en tiempo real con la
partitura. As´ı nace la idea de LiveDots.
La aplicacio´n mostrar´ıa al mismo tiempo la partitura en tinta por pantalla y la partitura
en braille mediante una l´ınea braille. Un vidente podr´ıa ver un pentagrama en tinta y
modificarlo, refleja´ndose, en tiempo real, estas modificaciones en la partitura braille. Del
mismo modo, una persona con discapacidad visual podr´ıa leer en la l´ınea braille la misma
partitura e introducir modificaciones en la misma, bien mediante la propia l´ınea o bien
mediante pulsaciones de teclado, que se reflejar´ıan en tiempo real en el pentagrama en
tinta.
1.2.1. Objetivos Iniciales
Desarrollar una aplicacio´n como la que acabamos de describir es un proyecto muy ex-
tenso. Por ello nuestro objetivo principal es hacer una primera prueba de concepto de una
aplicacio´n de traduccio´n de partituras en tinta a braille en tiempo real, dejando la modifi-
cacio´n de partituras para una posible futura ampliacio´n. Decidimos centrarnos en algunas
funcionalidades y desarrollar co´digo modular y legible para que el proyecto pudiese conti-
nuarse en el futuro y aprovechar as´ı el trabajo hecho. Inicialmente, los objetivos de nuestro
trabajo eran los siguientes:
Estudiar y analizar el estado actual del campo de las aplicaciones de notacio´n musical
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en braille.
• Estudiar que´ hay hecho.
• Estudiar que´ falta por hacer.
• Ver que´ podemos aportar.
Hacer una primera prueba de concepto de aplicacio´n de traduccio´n de partituras con
las siguientes especificaciones
• Traduccio´n en tiempo real de partitura en tinta a braille
• Traduccio´n en tiempo real de braille a tinta.
• Compatibilidad con MusicXML
• Salida por pantalla en braille y partitura en tinta
• Salida por l´ınea braille
• Accesible mediante un revisor de pantalla
Probar la aplicacio´n en una l´ınea braille
Probar la aplicacio´n con usuarios con discapacidad visual y realizar una evaluacio´n de
la misma
Redactar un art´ıculo sobre el desarrollo de la aplicacio´n LiveDots as´ı como sobre sus
posibles aplicaciones y las implicaciones que puede tener en otros campos (ver anexo
A) para el congreso ICCE 2020 (28th International Conference on Computers in Edu-
cation) organizado por APSCE (Asia-Pacific Society for Computers in Education).
Este es un congreso de tipo Core B. La intencio´n de art´ıculo es divulgar las implica-
ciones de nuestro trabajo en el mundo acade´mico para intentar que llegue a tener un
impacto real sobre el panorama educativo actual.
1.2.2. Modificacio´n de los Objetivos
El 15 de marzo de 2020 se decreto´ en Espan˜a el estado de alarma debido a la pandemia
mundial causada por el COVID-19. Una de las medidas fue el confinamiento de la poblacio´n.
Debido a esta situacio´n social que ha surgido durante el desarrollo de nuestro proyecto ha
habido objetivos que no hemos podido llevar a cabo por falta de medios. La principal
consecuencia de esta situacio´n ha sido no poder colaborar con la ONCE como ten´ıamos
planeado. Esto nos ha hecho modificar o eliminar los siguientes objetivos:
Traduccio´n en tiempo real de braille a tinta. Mientras que la traduccio´n de
tinta a braille es un´ıvoca y esta´ recogida en un manual internacional (Krolick, 1996),
la traduccio´n inversa, de braille a tinta, no es un´ıvoca. Por tanto para poder hacer una
implementacio´n de esta traduccio´n se necesita la colaboracio´n directa mano a mano
con un experto en la materia, ya que hay que evaluar caso por caso como realizar dicha
traduccio´n. Al no poder contar con dicho experto hemos suprimido esta funcionalidad
de nuestro proyecto, deja´ndolo como una posible ampliacio´n en un trabajo futuro.
20 CAPI´TULO 1. INTRODUCCIO´N
Probar la aplicacio´n en una l´ınea braille. Para poder cumplir este objetivo era
indispensable disponer de una l´ınea braille. I´bamos o bien a hacer estas pruebas di-
rectamente en la sede de la ONCE, o bien, pedirles una l´ınea braille prestada para
poder probarlo. Ninguna de estas opciones se pudieron llevar a cabo por la situacio´n de
confinamiento. Sin embargo, esta´ implementada esta funcionalidad a falta de probarla.
Probar la aplicacio´n con usuarios con discapacidad visual y realizar una
evaluacio´n de la misma. De nuevo por el mismo motivo, no hemos podido colaborar
presencialmente con usuarios con discapacidad visual.
Hemos transformado el esfuerzo que ı´bamos a dedicar a estos objetivos en an˜adir fun-
cionalidad al programa y realizar un experimento distinto:
Modificacio´n en tiempo real de partitura en tinta. Hemos an˜adido esta funcio-
nalidad a nuestro programa. Se permite arrastrar las notas en el pentagrama en tinta
cambia´ndolas de tono y se puede ver en tiempo real esta modificacio´n en braille.
Reproduccio´n de partitura. Hemos an˜adido la posibilidad de reproducir una par-
titura.
Probar la aplicacio´n con usuarios videntes y realizar una evaluacio´n de la
misma. Hemos realizado un estudio que incluye una parte blindfolded (sin usar la vis-
ta) con usuarios videntes para comprobar la usabilidad de la aplicacio´n desarrollada
desde el punto de vista de ambos usuarios finales (vidente e invidente) y para compro-
bar si una aplicacio´n con modificacio´n en tiempo real como la que hemos desarrollado
puede ser u´til para integrar al alumno ciego en el aula de mu´sica.
1.3. Estructura de este documento
Este documento se divide en 7 cap´ıtulos, cada uno dedicado a una tema´tica. Este seccio´n
esta´ encuadrada en el primer cap´ıtulo introductorio en el que se han definido la motivacio´n
y los objetivos del proyecto.
El cap´ıtulo 2 recoge todo el estudio inicial del estado del arte que nos pone en antece-
dentes de la tema´tica del proyecto. Esta´ dividido en distintas secciones, las tres primeras
explican el uso que hacen las personas invidentes de un computador, el uso de aplicaciones
accesibles en la docencia y la musicograf´ıa braille, mientras que las dos u´ltimas hacen un
estudio de distintas aplicaciones musicales y de edicio´n de partituras creadas para ciegos en-
torno a la accesibilidad y de aplicaciones musicales dirigidas mayormente a pu´blico vidente,
respectivamente.
En el cap´ıtulo 3 explicamos todo lo relacionado con la implementacio´n de la aplicacio´n
LiveDots que ha sido la parte que ma´s tiempo ha llevado de este proyecto. Las dos primeras
secciones cuentan en lineas generales la gestio´n del proyecto y las tecnolog´ıas usadas. La
tercera seccio´n cuenta pormenorizadamente co´mo se ha llevado a cabo el desarrollo de la
aplicacio´n y da detalles sobre partes relevantes de la implementacio´n. Tambie´n habla de
todas las caracter´ısticas relacionadas con accesibilidad.
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El cap´ıtulo 4 recopila el experimento que hemos llevado a cabo para probar la aplicacio´n
desarrollada. Las diferentes secciones describen el objetivo del experimento, los participantes,
el disen˜o experimental, los instrumentos usados para realizar el experimento, los resultados
obtenidos y la discusio´n sobre estos resultados.
El cap´ıtulo 5 recoge la narracio´n de cada autor de este trabajo sobre su aportacio´n del
proyecto y su visio´n del mismo.
En el cap´ıtulo 6 damos una visio´n general del trabajo futuro que inspira este proyecto. Por
u´ltimo, el cap´ıtulo 7 explica detalladamente las conclusiones obtenidas despue´s de realizar
este trabajo.
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Introduction
Since de beginning of time, music has accompanied humankind having a very important
roll through its history. It is a ubiquitous element in every culture, a universal cultural
manifestation that has the power of communicating no matter the barriers in time, space
or language (Wallin y col., 2001). It is, therefore, a very powerful element.
Musical notation is the generic name that is given to any writing system used for repre-
senting graphically any music piece (de Cande´, 2002). The first testimonies of written scores
using musical notation in the occidental culture are dated in between forth century and be-
ginning of the III century B.C. Burkholder y col., 2008. In fact we know that musical theory
goes back even further in time, the Pythagorean tuning which is the construction system
for the music scale that gives birth to the circle of fifths is attributed to the philosopher
Pythagoras in the sixth century B.C. and it is still used nowadays (Benward y Saker, 2009).
The ability to portray music in a paper allows us to share it and communicate it through
time and space.
The most extended method of musical representation amongst the blind people is musical
braille, which is an adaptation of the reading and writing braille system. The braille system
consists of different combinations of embossed dots (Kent, 2012). The musical braille is a
transcription technique which allows to represent any conventional music score with a precise
notation (de Cande´, 2002). The knowledge of musical braille gives the blind musician not
only a tool to comprehend and express music but also a very different conception of music
to that of a sighted person that is used to the graphical representation in a music staff
(Abramo y Pierce, 2013; Johnson, 2015).
Music is an element of union, however in music education there is still a gap between
sighted people and people with visual disabilities. In many cases, blind students do not
receive the necessary training to understand musical braille notation and many sighted
teachers do not know how to facilitate student learning, as denounced by David Goldstein,
director of the National Resource Center for Blind Musicians in the United States. . An
alternative for blind students to improve their musical knowledge is to attend a school for the
blind. In this scenario, sighted and blind students are taught using different methodologies
that lead to a dichotomy between musical braille and conventional musical writing. Lack of
familiarity with conventional musical writing makes it more difficult for blind students to
later enter settings with sighted musicians, such as a conservatory or orchestra (Goldstein,
2000).
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There is therefore a need to integrate sighted and blind students in the same classroom
and teach each of them the essential knowledge to develop their musical skills (Quaglia,
2015; Buhagiar y Tanti, 2011). That is, we want blind students to be able to follow a music
class with mostly sighted students as they learn musical braille notation and become familiar
with the traditional musical conception of printed music.
Some of the strategies most commonly used by blind or visually impaired students to
facilitate participation in the classroom are: enlarged printed sheet music, that another
person reads the sheet for them (classmates, parents or teachers) and the use of musical
braille whenever possible (Frederick, 2009; Smaligo, 1998). All these tools need the help of a
person to transcribe the score orally or a teacher who knows the musical braille and teaches
it to the student, which is not always possible. This makes the student depend on the people
around him.
With the development of technology we have in our hands the possibility of creating
tools that help us integrate the musical conception of blind and sighted people, thus facili-
tating aspects such as the integration of blind and sighted students in music classes or the
collaboration of sighted and blind musicians in an orchestra. There are already programs
designed for visually impaired people to view and edit music in braille notation (Homenda,
2008), studies on how to teach musical braille to children using computer applications (Bor-
ges y Tome´, 2014), and programs that translate scores from printed music to braille and
vice versa.
The progress of technology in recent years has given us the opportunity to facilitate the
integration of blind students. There are projects such as Braitico (ONCE, s.f.), an inclusive
Braille literacy method developed by the ONCE (National Organization of the Blind of
Spain) aimed at children learning braille. In the field of music, there are already computer
programs for the visually impaired to view and edit music using braille notation (Homenda,
2008) such as the BME, Braille Music Editor (Giuseppe Paccini, s.f.), studies on how to
teach musical braille to children using computer applications (Nicotra y Quatraro, 2008;
Borges y Tome´, 2014), studies and applications focused on teaching music to blind studies
using spoken music instead of braille (Capozzi y col., 2012), applications for translating
printed music scores into musical braille and vice versa such as FreeDots (Repain y col., s.f.)
and there is even a standard for sharing scores in braille music notation on the web called
BMML, Braille Music Markup Language (Encelle y col., 2009).
The problem of integrating blind students into the classroom is present in almost all
fields of education. There are many different approaches to finding a solution, such as Aim-
Math, an interactive math learning system for blind and visually impaired students that
uses a text-to-speech synthesizer to read aloud mathematical expressions (Naruedomkul,
2013). However, this approach does not promote integration into a single class of sighted
and blind students. Another approach is EDICO (ONCE Scientific Editor) (Carenas y col.,
2018), a project promoted by ONCE and developed in cooperation with the Complutense
University of Madrid. It is an accessible math, physics and chemistry editor. It translates in
real time printed scientific language to braille scientific notation and vice versa. This allows
blind students to follow a science class by interacting in real time with a teacher who does
not know Braille.
Following EDICO’s success, the ONCE wanted to develop similar solutions to integrate
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blind students into other subjects, such as music. This is how the idea of LiveDots was born:
a music editor that translates printed sheet music into musical braille in real time.
Motivation
Nowadays, anyone can get access to sheet music and be able to access them later. This
is very useful for musical learning, among other things.
For example, a teacher can use a score editing tool (such as MuseScore or Sibelius, among
others) to create scores that allow their students to practice some type of specific exercise.
Another option is, during a class, to project a score to study it.
Unfortunately, these systems are usually less developed for visually impaired people. In
the case of the previous example, there are programs (such as FreeDots) that allow you to
translate a score into Braille and use the braille display for reading, and others that allow
you to write a score in Braille and translate them for display (for example , Braille Music
Editor, which allows you to write a score in Braille and export it in a format that another
application, such as MuseScore, allows you to view as a printed score).
A typical situation during the development of a class is for the teacher to propose an
exercise (let’s suppose creating a score) to then correct it. However, a sighted music teacher
does not necessarily know braille. The student can then use a program to write their score
and translate it. Afterwards, the teacher will be able to read it, correct it and write it in
a program for translating scores into Braille and, thus, finally, the student will have their
score corrected.
Although this method works, it is clearly not interactive, because neither the teacher
nor the student have access to each other’s creations until they are finished. We could say
that, in this case, the teacher-student relationship has an epistolary component, since, until
each one finishes their “letter”, the other cannot read and write theirs.
This example shows that it is really difficult for students with visual disabilities to feel
included in a music class, since there are many activities in which they cannot participate.
That is why there is the need of a system that increases their participation and, with it,
their inclusion in the class.
Another situation occurs in the professional field of music. For example, it is much more
complicated to integrate a visually impaired musician in an orchestra since the changes or
adaptations made by the conductor in a printed score will have to be translated into braille
for this musician to read them. This also occurs with the musician’s own proposals, which
must also be translated in full so that they are legible in a printed sheet. This also results
in a poor interactive communication, since neither of them will be able to see the changes
in real time, but they will have to wait for the complete translation from the other person
to be able to read the changes in the score.
This way, it can be seen that, although there are systems that allow the scores to be
shared between sighted and blind people, the interaction is slow, which causes less inclusion
26 CAPI´TULO 1. INTRODUCCIO´N
of people with this disability. Furthermore, this happens at different levels within music,
both to people who are learning to play an instrument and to professional musicians.
Therefore, it is important to develop some type of system that allows to “speed up”
the communication of changes in the scores between sighted and blind people to favour the
interaction between them. If this was achieved, there would be more people who could enjoy
music and, above all, there would be more people who could feel included in the field of
musical learning and development.
Objectives
We have just illustrated the need for an interactive way of sharing sheet music between
sighted and blind. We want to integrate the elements that both need to understand the
music in an application that allows them to interact in real time with the score. This is how
the idea of LiveDots was born.
The application would display the printed sheet music on the screen and the braille sheet
music at the same time using a braille display. A sighted person could see a printed staff
and modify it, reflecting, in real time, these modifications in the Braille score. Similarly, a
visually impaired person could read the same score on the braille display and make changes
to it, either by the display itself or by keystrokes, which would be reflected in real time on
the printed staff.
Initial Objectives
Developing an application like the one just described is a very extensive project. There-
fore, our main objective is to make a first proof of concept of an application for translating
printed scores into Braille in real time, leaving the modification of scores for a possible future
expansion. We decided to focus on some functionalities and develop modular and readable
code so that the project could be continued in the future and thus take advantage of the
work done. Initially, the objectives of our work were as follows:
Study and analyze the current state of the field of braille music notation applications.
• Study what has been done.
• Study what remains to be done.
• See what we can contribute.
Make a first proof of concept of a sheet music translation application with the following
specifications
• Real-time translation of printed sheet music to Braille
• Real-time translation of braille to printed music.
• MusicXML compatibility
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• Screen output in Braille and printed sheet music
• Output through braille line
• Accessible through a screen reader
Test the application in a braille line
Test the application with visually impaired users and make an evaluation of it
Write an article on the development of the application LiveDots as well as its possible
uses and the implications it may have in other fields (see Annex A) for the ICCE 2020
congress (28th International Conference on Computers in Education) organized by
APSCE (Asia-Pacific Society for Computers in Education). This is a Core B type
congress. The intention of the article is to disclose the implications of our work in the
academic world to try to have a real impact on the current educational landscape.
Objectives Modification
On March 15, 2020, the state of alarm was declared in Spain due to the global pandemic
caused by COVID-19. One of the measures was the confinement of the population. Due to
this social situation that has arisen during the development of our project, there have been
objectives that we have not been able to achieve due to lack of means. The main consequence
of this situation has been not being able to collaborate with ONCE as we had planned. This
has made us modify or eliminate the following objectives:
Real-time translation from braille to printed music. While the translation
from printed music to braille is univocal and is reflected in an international manual
(Krolick, 1996), the reverse translation, from braille to printed music, is not univocal
. Therefore, in order to implement this translation, direct hand-to-hand collaboration
with an expert in the field is necessary, since it is necessary to evaluate case by case
how to carry out said translation. Due to the lack of such an expert, we have removed
this functionality from our project, leaving it as a possible extension in future work.
Testing the application in a braille line. In order to achieve this objective, it was
essential to have a braille line display. We were either going to do these tests directly
at the ONCE headquarters, or to ask them to borrow a braille line to be able to test it.
None of these options could be carried out due to the confinement situation. However,
this functionality is implemented despite not having tested it.
Testing the application with visually impaired users and evaluating it. Again
for the same reason, we were unable to collaborate in person with visually impaired
users.
We have transformed the effort that we were going to dedicate to these objectives to add
functionality to the program and carry out a different experiment:
Real-time modification of printed sheet music. We have added this functionality
to our program. It allows to drag notes on the printed staff changing their tone and
you can see this modification in real time in Braille.
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Score playback. We have added the ability to play a score.
Test the application with sighted users and make an evaluation of it. We
have carried out a study that includes a blindfolded part (without using visualization)
with sighted users to check the usability of the application developed from the point
of view of both end users (sighted and blind) and to check if an application with real-
time modification like the one we have developed can be useful to integrate the blind
student into the music classroom.
Structure of this Document
This document is divided into 7 chapters, each one dedicated to a theme. This section
is framed in the first introductory chapter in which the motivation and objectives of the
project have been defined.
Chapter 2 collects all the initial study of the state of the art that gives us background
on the subject of the project. It is divided into different sections, the first three explain how
blind people use a computer, the use of accessible applications in teaching and the braille
music notation, while the last two make a study of different musical applications and edition
of scores created for the blind around accessibility and musical applications aimed mainly
at sighted audiences, respectively.
In Chapter 3 we explain everything related to the implementation of the LiveDots ap-
plication, which has been the longest part of this project. The first two sections generally
outline the project management and the technologies used. The third section tells in detail
how the development of the application has been carried out and gives details on relevant
parts of the implementation. It also talks about all the accessibility related features.
Chapter 4 compiles the experiment that we have carried out to test the developed appli-
cation. The different sections describe the objective of the experiment, the participants, the
experimental design, the instruments used to carry out the experiment, the results obtained
and the discussion of these results.
Chapter 5 collects the narration of the contribution made by each author of this project
and their point of view on it.
In Chapter 6 we give an overview of the future work that inspires this project. Finally,
Chapter 7 explains in detail the conclusions obtained after carrying out this project.
Cap´ıtulo 2
Estado del Arte
2.1. Uso de computadores por personas invidentes
El uso tradicional de un ordenador por una persona vidente se basa principalmente en
la percepcio´n visual de la informacio´n. Un avance muy importante en la tecnolog´ıa es la
adaptacio´n de los sistemas informa´ticos para que sean accesibles a las personas ciegas o con
discapacidad visual. Una de las cuestiones ma´s importantes a resolver es co´mo comunicar
al invidente la informacio´n que se muestra habitualmente en la pantalla. Esto, hoy en d´ıa,
se resuelve principalmente de dos formas.
La primera es con un revisor de pantalla, que consiste en una aplicacio´n que reproduce por
medio de audio lo que se muestra en la pantalla. El revisor tendra´ que ofrecer la informacio´n
relevante para el usuario y no toda la informacio´n disponible en la pantalla para que la
comunicacio´n sea eficiente. Para ello, dependiendo del revisor y de las aplicaciones en uso,
se suele decir por audio el elemento que esta´ seleccionado en ese momento y la informacio´n
relevante a ese elemento.
Existen varios revisores de pantalla diferentes, entre ellos esta´ JAWS (Freedom Scientific,
s.f.) que se trata de un revisor de pantalla implementado para el sistema operativo Windows,
que funciona a trave´s de scripts que capturan y modifican los eventos y acciones realizadas
por el sistema. JAWS es una herramienta muy potente y dentro de los revisores de pantalla,
es de los ma´s populares pero, como pega tiene que es necesario adquirir una licencia. Una
buena opcio´n gratuita es el revisor de pantalla NVDA (NonVisual Destok Access, NV Access,
s.f.) es software libre, y es el segundo ma´s utilizado por los usuarios segu´n algunos estudios
(WebAIM, s.f.). “ZoomText”, s.f., es un software de pago para Windows. Ofrece adema´s
del lector de pantalla, un magnificador. El magnificador es una herramienta que ampl´ıa el
taman˜o de lo que se muestra en la pantalla, como si fuera una lupa, lo que hace muy u´til
para personas con baja visio´n. Window-Eyes (GW Micro, s.f.) es un lector de pantalla de
pago que en su momento fue bastante utilizado pero que ha cesado su venta y, por tanto, ha
quedado obsoleto. Por u´ltimo, “VoiceOver”, s.f. es el lector de pantalla que utiliza el sistema
operativo iOS y esta´ integrado por defecto, sin coste adicional en todos los ordenadores
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MAC (tambie´n en las tabletas, tele´fonos mo´viles y resto de productos de la marca Apple).
Tambie´n se han desarrollado lectores de pantalla para los dispositivos mo´viles, lo ma´s
utilizados son VoiceOver que como ya hemos visto esta´ directamente integrado en los dispo-
sitivos de Apple y “Google TalkBack”, s.f. que es una aplicacio´n de descarga gratuita para
el sistema operativo Android.
La segunda forma es mediante una l´ınea braille (figura 2.1). Se trata de un componente
hardware que se conecta al ordenador e imprime, a tiempo real, caracteres braille que se
corresponden con lo que se muestra por pantalla. Las l´ıneas braille pueden variar segu´n
su modelo, pero suele ser habitual que ofrezcan la posibilidad de interactuar mediante un
sistema similar al de un teclado para introducir informacio´n en el ordenador.
Figura 2.1: L´ınea braille. Modelo Humanware Brailliant BI 40
Adema´s del revisor de pantalla y la l´ınea braille hay otras formas de adaptar la tecnolog´ıa
al servicio de personas invidentes o con discapacidad visual. Las te´cnicas, conocimientos y
recursos de esta adaptacio´n son tema de estudio de la tiflotecnolog´ıa. En Espan˜a, hay una
organizacio´n solidaria que trabaja para la inclusio´n de las personas ciegas y con discapacidad
en la sociedad que es la Organizacio´n Nacional de Ciegos Espan˜oles (“ONCE”, s.f.). La
ONCE tiene un centro dedicado al estudio y desarrollo de la tiflotecnolog´ıa que es el “CTI.
Centro de Tiflotecnolog´ıa e Innovacio´n de la ONCE”, s.f.
Es necesario mencionar que la adaptacio´n de la tecnolog´ıa es esencial para permitir el
uso del computador a las personas invidentes, pero esto no es suficiente ya que tan solo
son herramientas que reproducen el contenido disponible en las aplicaciones. Si estas apli-
caciones no son accesibles, sera´ muy dif´ıcil o incluso imposible que puedan ser usadas por
un usuario ciego. Para que una aplicacio´n sea accesible, tiene que cumplir ciertos requisitos
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que permitan a cualquier usuario, independientemente de su diversidad funcional, utilizar
satisfactoriamente la aplicacio´n con su sistema de acceso habitual. Estos requisitos inclu-
yen pero no se restringen a los siguientes (CESyA. Centro Espan˜ol del Subtitulado y la
Audiodescripcio´n, s.f.):
Disen˜ar un sistema de navegacio´n a trave´s de la aplicacio´n que no requiera el uso del
rato´n. Se tiene que poder hacer uso completo de la aplicacio´n a partir del teclado.
Implementar un sistema de verbalizacio´n de los elementos y controles para que un revi-
sor de pantalla informe adecuadamente de las acciones que se realizan en la aplicacio´n
y de la informacio´n relevante que esta ofrece.
Permitir modificar el taman˜o de los elementos y textos para personas con visibilidad
reducida.
Escoger colores con alto contraste.
An˜adir una gu´ıa de ayuda al usuario indicando la forma de usar la aplicacio´n.
La adaptacio´n de la tecnolog´ıa para lograr un uso accesible es un avance enorme hacia
la inclusio´n. Mediante el desarrollo de aplicaciones accesibles que hagan uso tanto de la
l´ınea braille como de un revisor de pantalla para la muestra del contenido, se consigue que
las personas ciegas puedan hacer uso de las mismas aplicaciones que las personas videntes.
Como veremos a continuacio´n, la tecnolog´ıa, una vez adaptada se puede utilizar como he-
rramienta para potenciar y mejorar la inclusio´n en otras a´reas importantes como puede ser
la ensen˜anza.
2.2. Docencia con aplicaciones accesibles
La tecnolog´ıa que se desarrolla para adaptar el uso de computadores a personas ciegas o
con discapacidad visual es muy u´til para que alguien que antes no pod´ıa usar el ordenador o
los dispositivos mo´viles, pueda acceder a ellas. Sin embargo, puede ser mucho ma´s que una
mera adaptacio´n de la tecnolog´ıa. Se puede lograr potenciar y mejorar la inclusio´n en muchas
a´reas diferentes con estas herramientas. Una de las a´reas ma´s interesantes es la educacio´n.
El uso de dispositivos y aplicaciones accesibles en las aulas puede mejorar inmensamente las
condiciones del alumno invidente. Esta tecnolog´ıa, orientada a la ensen˜anza puede ayudar
con la traduccio´n de textos escritos en tinta a braille, la lectura de contenido digital, incluso,
con el aprendizaje del braille. A continuacio´n, se mencionan diferentes aplicaciones accesibles
que se utilizan por todo el mundo para mejorar la ensen˜anza de los alumnos invidentes.
La “Perkins School for the Blind”, s.f. en Massachusetts es una de las escuelas l´ıderes
en la ensen˜anza de alumnos ciegos en el mundo. Ah´ı, a parte de dedicarse a la ensen˜anza
de alumnos en el d´ıa a d´ıa, desarrollan programas de estudio y herramientas tecnolo´gicas
para facilitar y mejorar la educacio´n de las personas con discapacidad visual. En su pa´gina
podemos encontrar enlaces a muchas herramientas y art´ıculos escritos diariamente sobre la
actualidad tecnolo´gica que son u´tiles para que asociaciones o individuos de cualquier parte
del planeta puedan hacer uso de los numerosos recursos disponibles. Por ejemplo, podemos
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informarnos de la u´ltima iniciativa de “ObjectiveEd”, s.f. en colaboracio´n con Microsoft para
desarrollar una inteligencia artificial accesible que pretende sustituir al profesor ensen˜ando
Braille a un estudiante (Eyewire News, s.f.). Este proyecto pretende solucionar la necesidad
de un profesor especializado para cada alumno, da´ndole a cada estudiante las herramientas
adecuadas para recibir un aprendizaje espec´ıfico al mismo tiempo que auto´nomo. Este pro-
yecto esta´ au´n en desarrollo pero, mientras tanto, hay otras opciones a la hora de ensen˜ar
el lenguaje Braille.
En Espan˜a, la ONCE hace una labor similar a la de la Perkins School, dedica´ndose a
buscar formas de incluir a los alumnos invidentes en las aulas y de facilitar su aprendizaje
con herramientas accesibles. En la “Web de Educacio´n de la ONCE”, s.f. se recopila y se
informa sobre las diferentes aplicaciones accesibles orientadas a la educacio´n. Entre ellas esta´
uno de los u´ltimos proyectos de la ONCE llamado Braitico (ONCE, s.f.). Este consiste en un
me´todo de ensen˜anza para que los ma´s pequen˜os aprendan la lectura y escritura en braille.
Con este me´todo se utilizan herramientas tecnolo´gicas a trave´s del ordenador para su mayor
eficacia. El ofrecer una solucio´n digital a la ensen˜anza mejora la facilidad y comodidad a la
hora de distribuir el contenido. Adema´s permite corregir, mejorar y actualizar el programa
ofreciendo la mejor versio´n posible.
Aparte de tener aplicaciones que ensen˜en el sistema Braille, para lograr una ensen˜anza
verdaderamente inclusiva, es interesante el desarrollo y uso de aplicaciones que fomenten
la integracio´n de los alumnos con ceguera o discapacidad visual dentro de las aulas. Esto
consiste en proporcionar las herramientas necesarias para que un profesor sin conocimiento
del sistema Braille pueda ofrecer a una persona invidente todo el contenido necesario para el
aprendizaje. Tambie´n, en el sentido contrario, es necesario que la persona invidente pueda
comunicar informacio´n a la persona vidente. Podemos poner el ejemplo de un profesor
preparando un examen para una clase en la que hay un alumno invidente. Este profesor no
conoce el lenguaje braille y, por tanto, no puede proporcionar una copia del examen a su
alumno invidente.
Buscando soluciones a este problema, encontramos software de traduccio´n a Braille o
editores de texto en Braille para permitir la comunicacio´n de informacio´n escrita en ambos
sentidos. Existen programas e incluso sitios web que realizan la traduccio´n de textos a braille
de forma inmediata como “Braille Translator”, s.f. y “Traductor braille : Traduce de Braille
a Texto”, s.f. En el a´rea de aplicaciones de escritorio que permiten la edicio´n y traduccio´n
de texto Braille (“Braille Translation Software - Index Braille”, s.f.), podemos encontrar
diversos programas que se utilizan por todo el mundo como Ebrai, Euler o NatBraille (figura
2.2). Este u´ltimo, por ejemplo, es una aplicacio´n de software libre que fue financiada por el
Ministerio de Educacio´n France´s. Como parece lo´gico un editor capaz de traducir a Braille
es una herramienta muy u´til para la integracio´n de un alumno invidente en el aula pero no
es suficiente, por ejemplo, para traducir s´ımbolos matema´ticos y ecuaciones a braille.
Es en este a´mbito donde encontramos aplicaciones ma´s especificas como Edico o Lambda.
Edico (“CTI. Editor Cient´ıfico ONCE”, s.f.) es un proyecto realizado en colaboracio´n entre
la UCM y la ONCE que consiste en un editor matema´tico accesible. Es un programa muy
potente que permite escribir y traducir entre lenguaje cient´ıfico y Braille en los campos
de matema´ticas, f´ısica y qu´ımica. Esta funcionalidad permite que un alumno ciego pueda
realizar los ejercicios o recibir las lecciones de manera sencilla. No solo permite traducir
entre un lenguaje y otro co´modamente, sino que adema´s lo hace en tiempo real, generando
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Figura 2.2: Captura de pantalla del editor de Braille NatBraille (“NatBraille : un transcrip-
teur Braille libre”, s.f.).
una interaccio´n entre el profesor y el alumno esencial para el aprendizaje. Tambie´n existen
calculadoras accesibles (“Accessible calculators - ATWiki”, s.f.) que permiten su uso por una
persona invidente como la Talking Texas Instruments Scientific Calculator, desarrollada por
Living Aids o, incluso, alguna aplicacio´n de calculadora accesible como “Talking Calculator
on the AppStore”, s.f. que ofrece una opcio´n mucho ma´s econo´mica aunque menos potente
y co´moda.
Esto solo son algunas de las herramientas que hay para ofrecer un aprendizaje accesible
para aquellos que lo necesitan. Como conclusio´n que aunque hay disponibles diversas apli-
caciones muy u´tiles, normalmente no son sencillas de encontrar y en la mayor parte de los
casos, requieren una licencia de pago. Por tanto, algunas de estas herramientas no son to-
talmente accesibles puesto que ofrecen una solucio´n pero a una coste alto y en consecuencia
no es una solucio´n para todo el mundo. Esto se esta´ intentando cambiar con la iniciativa de
organizaciones como Perkins o la ONCE pero au´n as´ı queda un largo camino por recorrer
hasta una educacio´n completamente accesible.
2.3. Mu´sicograf´ıa Braille
Cuando pensamos en una partitura musical, normalmente, pensamos en un papel con
varios pentagramas y sobre estos, diferentes s´ımbolos musicales y anotaciones que describen
la composicio´n musical. Sin embargo, este no es un formato que pueda interpretar una
persona invidente. Para ello, existen diferentes sistemas de representacio´n musical que hacen
uso de elementos que puedan ser interpretados de forma ta´ctil.
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Figura 2.3: Representacio´n de las letras en Moon Type.
Los s´ımbolos que se han disen˜ado alrededor del mundo para permitir la lectura por medio
del tacto son muy diferentes (“Una Breve Historia de los Sistemas de Escritura Ta´ctil para
Lectores con Ceguera e Discapacidades Visuales”, s.f.). Desde imprimir las letras del alfabeto
en relieve (utilizado en el sistema Boston Line Type, figura 2.4) hasta la codificacio´n por
medio de puntos del sistema Braille. Pasando, tambie´n, por formatos como el Moon Type
(figura 2.3) que utiliza s´ımbolos con cierta similitud a las letras, lo que facilita el aprendizaje
a las personas que han perdido la vista tras una edad avanzada y esta´n familiarizadas con
la forma de las letras. Dicho esto, con el objetivo de universalizar y estandarizar un co´digo
para todo el mundo, el sistema Braille ha resultado la eleccio´n ma´s popular y la que hoy en
d´ıa se utiliza en la mayor parte del planeta.
Louis Braille, mientras estudiaba en el Instituto Real para Jo´venes Ciegos en Francia,
disen˜o´ un sistema basado en puntos para que las personas ciegas pudieran leer y escribir de
forma ra´pida y eficiente. Adema´s, era un gran aficionado a la mu´sica y se aseguro´ de que su
sistema fuera lo suficientemente flexible para permitir la representacio´n de partituras para
cualquier instrumento. Este sistema utiliza cajetines de seis puntos para representar todos
los elementos necesarios (Figura 2.5). Sin embargo, el sistema propuesto por Louis Braille
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Figura 2.4: Boston Type. Figura 2.5: Cajet´ın Braille.
no es el u´nico que utiliza la representacio´n de puntos.
Uno de los problemas que pudiera tener el sistema Braille es el reducido taman˜o de
las celdas. La representacio´n sobre seis puntos conlleva la ambigu¨edad de los s´ımbolos y
la utilizacio´n de una gran cantidad de cajetines para algunas figuras musicales. Con la
intencio´n de disen˜ar un sistema que mejorase la capacidad de representar mu´sica, Gabriel
Abreu amplio´ y modifico´ a su conveniencia el sistema Braille para acabar creando su propio
sistema con ocho puntos (Burgos-Bordonau, s.f.). Este es conocido como sistema Abreu
(figura 2.6) y permite mayor nu´mero de combinaciones por cada cajet´ın y, por tanto, una
estructura menos compleja. Adema´s de este hubo otro formato importante desarrollado en
Espan˜a contempora´neamente con los de Louis Braille y Gabriel Abreu (Campos-Arcaraz,
2017). Este es el sitema Llorens (figura 2.6) que consiste en representar los s´ımbolos musicales
a partir de l´ıneas que cambian su significado segu´n la posicio´n y orientacio´n. A pesar de que,
tanto el sitema Abreu como el sistema Llorens, se utilizaron en Espan˜a durante bastante
tiempo, el sistema Braille acabo´ imponie´ndose debido a su popularidad y universalizacio´n.
Figura 2.6: Comparacio´n de la representacio´n de las siete notas musicales con duracio´n
semibreve (redonda) en los sistemas Braille, Abreu y Llorens.
El sistema Braille se extendio´ mundialmente, pero au´n as´ı hab´ıa regiones del planeta
con sus propias formas para representar mu´sica. Adema´s, el sistema Braille se modificaba y
adaptaba segu´n la zona donde se utilizara y esto llevaba a una inconsistencia en la forma de
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representar partituras en Braille entre los diferentes pa´ıses. Tomando de base el sistema de
seis puntos elaborado por Louis Braille, Bettye Krolick recopilo´ y escribio´ el Nuevo Manual
Internacional de Musicograf´ıa Braille (Krolick, 1996). Este manual recoge las reglas de la
representacio´n musical en braille para la estandarizacio´n y universalizacio´n de las partituras
en este formato. Un manual internacional permite, entre otras cosas, la elaboracio´n de
sistemas informa´ticos que hagan uso de este sistema de musicograf´ıa para que se puedan
utilizar por todo el mundo, y permite que todas las personas trabajen sobre el mismo formato
para una mayor eficiencia del desarrollo.
En esta l´ınea, se han realizado numerosos estudios para computarizar las partituras
en Braille y tambie´n se han desarrollado diversos programas que interpretan, escriben o
manipulan estas partituras. Cabe destacar estudios como A Transcription System from
MusicXML Format to Braille Music Notation (Gotoh y col., 2008) donde proporcionan una
forma de convertir una partitura en formato MusicXML a una partitura en Braille. Uno
de los puntos ma´s interesantes de este estudio es que interpretan la partitura Braille en un
formato de a´rbol y de esta forma se puede lograr una correspondencia con la estructura de
a´rbol de las partituras en formato MusicXML.
2.4. Editores musicales enfocados a personas invidentes
Una aplicacio´n musical necesita poder almacenar la informacio´n de una partitura (por
ejemplo, de una nota necesitamos su duracio´n y su tono). Para ello, es necesario un formato
de notacio´n musical que permita este almacenamiento y edicio´n de partituras.
La mayor´ıa de aplicaciones musicales utilizan MIDI o MusicXML (o ambos) como for-
matos de notacio´n musical. Estos formatos se diferencian de los formatos de audio (como
mp3, por ejemplo) en que no esta´n destinados a la reproduccio´n del archivo musical (no en
primera instancia, al menos), sino a su almacenamiento y modificacio´n (esto u´ltimo no es
posible con un archivo de tipo mp3), es decir, esta´n destinados a la edicio´n musical.
MIDI fue creado en 1983 mientras que MusicXML se publico´ en 2004. El primero es
altamente compatible con una gran cantidad de software musical y esta´ disen˜ado para fa-
cilitar la conexio´n de instrumentos digitales y ordenadores que se comuniquen entre s´ı (“El
protocolo y el formato MIDI”, s.f.). Sin embargo, no ofrece mucha informacio´n en el disen˜o
de partituras (no sen˜ala agrupamientos de notas ni meca´nicas de dina´mica como el staccato
o el picado, entre otras cosas). Por otro lado, MusicXML, a pesar de tener menos compa-
tibilidades, permite una representacio´n musical mucho ma´s exacta (“Musicolog´ıa digital -
Fundacio´n Juan March”, s.f.), por lo que, au´n siendo mucho ma´s moderno, es un esta´ndar y
los programas de edicio´n musical ma´s utilizados (como Sibelius o Finale) soportan tambie´n
este formato.
Las aplicaciones musicales accesibles suelen hacer uso de MusicXML como formato nota-
cional, ya que esto permite utilizar las partituras provenientes de otras aplicaciones. Existen
distintos servicios musicales relacionados con la accesibilidad, como son BME, FreeDots o
DancingDots .
2.4. EDITORES MUSICALES ENFOCADOS A PERSONAS INVIDENTES 37
2.4.1. Braille Music Editor
Una aplicacio´n muy interesante de cara al desarrollo de nuestro proyecto es Braille Music
Editor (BME) (Giuseppe Paccini, s.f.). Como su propio nombre indica, es un editor musical
en braille. Esta aplicacio´n permite importar y exportar archivos tanto en MIDI como en
MusicXML (“Braille Music Editor (BME)”, s.f.). BME es un software de pago (con una
versio´n de prueba de 30 d´ıas) de origen italiano que permite la edicio´n de partituras con
mu´ltiples pistas para, posteriormente, reproducirlas con distintos instrumentos o exportarlas
como archivos MIDI o MusicXML. Actualmente se encuentra en su segunda versio´n (BME2),
que es la que permite esta entrada y salida de archivos con formato MusicXML.
Figura 2.7: Braille Music Editor
Este programa consta de una ventana en la que el texto esta´ escrito en braille (figura 2.7).
Se puede cargar un archivo de notacio´n musical, el cual aparecera´ en la ventana traducido a
braille. A partir de ah´ı (o sin ningu´n archivo cargado previamente), el usuario puede editar
el fichero escribiendo caracteres en braille. Una vez editada la partitura, BME permite la
reproduccio´n de toda la partitura o de parte de la misma y tiene la posibilidad de cambiar
alguna configuracio´n (por ejemplo, se puede an˜adir un metro´nomo o se puede cambiar el
instrumento con el que se reproduce la partitura eligiendo entre un abanico de ma´s de 100
elementos, entre los que se encuentran todos los sonidos de instrumentos MIDI esta´ndar).
Adema´s, se puede exportar la partitura en otros formatos o guardarlo en el propio formato
del programa (braille music markup language, .bmml), el cual es una extensio´n del formato
MusicXML que soporta partituras en braille.
Para que la aplicacio´n sea accesible, Braille Music Editor cuenta con distintas propieda-
des:
Una s´ıntesis de voz propia para leer la partitura en braille, aunque tambie´n puede
hacer uso del revisor de pantalla JAWS mediante el uso de unos scripts que permiten
que este revisor pueda identificar las notas y sus caracter´ısticas de forma precisa. La
s´ıntesis de voz dispone de distintos niveles de profundidad (elegibles por el usuario). Se
tiene la opcio´n de que diga la combinacio´n de puntos braille del cara´cter actual (aquel
en el que se encuentra situado el cursor) o, por el contrario, que lo que diga sea el
elemento musical correspondiente al cara´cter actual. Sin embargo, mientras se escribe,
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siempre utilizara´ la opcio´n de decir los puntos braille del cara´cter escrito ya que, sin
contexto, un cara´cter braille puede significar distintas cosas dentro de la notacio´n
musical (incluso, hay elementos musicales que necesitan de ma´s de un u´nico cara´cter
para ser representados, por lo que, hasta que el elemento no esta´ completamente
escrito, es imposible saber que´ elemento musical esta´n representando los caracteres).
Sin embargo, cuando una partitura esta´ escrita al completo en braille, su representacio´n
s´ı es un´ıvoca, lo que permite al sintetizador de voz utilizar los elementos musicales en
lugar de la combinacio´n de puntos braille en su mono´logo.
Se puede utilizar la navegacio´n con el teclado, de manera que podemos recorrer los
menu´s de la aplicacio´n con distintas teclas. Esta propiedad de accesibilidad es de
especial importancia en el caso de las personas invidentes, ya que, al no poder alcanzar
las distintas opciones mediante el uso del rato´n, esta posibilidad permite el uso de todas
las caracter´ısticas de la aplicacio´n mediante el uso del teclado (ayudado por el revisor
de pantalla, el cual va diciendo el lugar en el que esta´ localizado actualmente el foco
de la aplicacio´n).
Permite la salida del texto por una l´ınea braille, lo que da la posibilidad a los usuarios
de que, adema´s de escuchar mediante el revisor de pantalla el texto escrito en braille,
puedan utilizar su l´ınea braille para la lectura del mismo.
La entrada del texto es en braille de 6 puntos, lo que permite escribir las notas, acordes
o partituras de la misma forma que sera´n le´ıdas posteriormente. Para ello, se utilizan
las teclas f, d, s, j, k, y l, que se corresponden con los puntos 1, 2, 3, 4, 5 y 6 de
un cajet´ın braille, respectivamente. De esta manera, si se quiere escribir el cara´cter
cuyos puntos correspondientes son el 1, el 4 y el 6, se debera´ pulsar simulta´neamente
las teclas f, j y l.
En caso de disponer de impresora braille, BME da la opcio´n de imprimir el fichero
actual. Adema´s, para ello, permite configurar algunos para´metros.
Braille Music Editor nos resulta realmente interesante de cara a la accesibilidad porque
nuestra aplicacio´n necesitara´ tener algunas de sus propiedades: sera´ necesario un script para
JAWS que permita que este revisor de pantalla lea elementos musicales en lugar de los
caracteres con los que los representamos, la navegacio´n por la aplicacio´n debe ser posible a
trave´s de teclado y el texto braille debe ser legible con el uso de una l´ınea braille.
Tanto la escritura en braille como la posibilidad de imprimir el texto braille son dos
caracter´ısticas muy interesantes de cara a nuestra aplicacio´n; sin embargo, esta´n fuera del
alcance de este trabajo.
2.4.2. FreeDots
Freedots es una aplicacio´n que, dado un archivo con formato MusicXML, devuelve un
archivo con la traduccio´n a braille de la partitura en MusicXML (figura 2.8). Adema´s,
permite la reproduccio´n de la partitura actual. A diferencia de Braille Music Editor, se
trata de un proyecto de software libre que podemos descargar desde el github de Mario Lang
(Repain y col., s.f.). Adema´s, la aplicacio´n permite visualizar la partitura en braille y tienen
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la intencio´n de que se pueda editar desde el mismo texto braille, aunque, desgraciadamente,
llevan ma´s de 3 an˜os sin actualizar la aplicacio´n. A partir de esta aplicacio´n, Nicolas Froment
creo´ un sitio web (“MusicXML to Braille converter”, s.f.) en el que convertir un MusicXML
a braille sin necesidad de descargarse una aplicacio´n en el ordenador.
Figura 2.8: Freedots
Freedots es una muy buena aproximacio´n a la idea de nuestra aplicacio´n, ya que importa
las partituras en MusicXML y las traduce a braille, aunque no permite la edicio´n de la
partitura en tiempo real.
2.4.3. Dancing Dots
Dancing Dots (“Braille Music Software for Blind: Magnified Music for Low Vision by
Dancing Dots”, s.f.) es una plataforma que ofrece aplicaciones para estudiantes con discapa-
cidad visual y para sus profesores. Tienen distintos programas orientados a hacer la mu´sica
ma´s accesible.
Uno de los programas que ofrecen es el Lime Lighter (figura 2.9, una aplicacio´n para que
personas con visibilidad reducida puedan leer partituras. Lime Lighter muestra las partituras
con un gran taman˜o y permite que la partitura contraste del fondo de diversas maneras, algo
que puede facilitar su lectura (por ejemplo, se puede mostrar cada una de las siete notas en
distinto color). Tambie´n permite el uso de un sistema OCR para escanear partituras y el
uso de la aplicacio´n mediante un pedal inala´mbrico, lo que permite tener las manos libres
al recorrer la partitura (aunque se puede configurar la opcio´n de que la partitura se recorra
automa´ticamente a la velocidad que se indique). Dispone de versio´n de prueba y una licencia
cuesta unos 80 do´lares al mes.
Adema´s, tienen la aplicacio´n Lime Aloud, que trabaja haciendo uso del revisor de pan-
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Figura 2.9: The Lime Lighter
talla JAWS. Su funcio´n es permitir la creacio´n musical a personas con discapacidad visual
haciendo uso del editor Lime.
Otro programa del que disponen es GOODFEEL, que permite escanear y editar una
partitura para hacer su traduccio´n a braille. Una persona invidente tendra´ acceso a la
partitura mediante su verbalizacio´n (o mediante su reproduccio´n). Este software permite el
uso de archivos MusicXML como entrada para la traduccio´n. Tambie´n da la opcio´n de usar
distintos revisores de pantalla, como JAWS o NVDA. Dispone de una versio´n de prueba de
15 d´ıas o de la opcio´n de hacerse con una licencia del programa.
Adema´s, disponen de cursos donde aprender musicograf´ıa braille y de otros productos y
servicios. Por tanto, Dancing Dots es una plataforma orientada a la accesibilidad con diversas
aplicaciones que favorecen el aprendizaje musical a personas con discapacidad visual.
2.5. Otras aplicaciones musicales y de edicio´n de parti-
turas
A la hora de afrontar el desarrollo de una aplicacio´n tan grande como puede llegar a ser
la que tenemos entre manos, el primer paso es plantearnos que´ software hay ya hecho que
podamos usar para implementar ciertas partes de la aplicacio´n. Nuestro objetivo es que el
producto final sea u´til y fiable, para ello no es necesario, ni recomendable, hacer cada parte
de nuestra aplicacio´n desde cero.
Estudiaremos en primer lugar aplicaciones ya existentes con un propo´sito similar al de
nuestra aplicacio´n. Despue´s hablaremos de distintos co´digos relacionados con las partituras
musicales y la notacio´n braille.
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2.5.1. Audacity
Audacity es un editor de audio de co´digo libre y gratuito (Dannenberg y Mazzoni, s.f.).
Permite grabar, reproducir, importar y exportar datos en varios formatos como WAV, AIFF
y MP3. Trabaja con un sistema de pistas, como se puede ver en la figura 2.10. A pesar de
ser una aplicacio´n accesible, tiene ciertas carencias. Procedamos a estudiar su accesibilidad.
Figura 2.10: Reproduccio´n de una pista de audio con Audacity
Tiene un alto nu´mero de atajos de teclado, que son personalizables. Sin embargo hay
partes de la aplicacio´n que no son completamente accesibles usando el teclado (Audacity
Team, s.f.), lo cual priva de funcionalidad a usuarios con discapacidad visual, que usan este
elemento como medio de interaccio´n con la aplicacio´n. Las partes de Audacity que no son
completamente accesibles incluyen:
Recortes: Un recorte es un fragmento de audio que puede ser manipulado de manera
independiente. Una pista puede contener uno o ma´s recortes organizados de manera
paralela, secuencial o cualquier combinacio´n de los mismos. En Audacity no hay forma
de moverse a trave´s de estos fragmentos usando el teclado. Por ejemplo, no hay un
atajo de teclado para moverse al principio del siguiente fragmento.
Pista de tiempo: Es una pista que sirve para controlar la velocidad de reproduccio´n
de las pistas de audio. Solo puede manejarse mediante el rato´n.
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Barra de Herramientas de Herramientas: Contiene distintas herramientas para selec-
cio´n, ajuste del volumen, zoom y desplazamiento temporal de audio. De todas ellas,
solo la herramienta de seleccio´n puede manipularse mediante el teclado.
Siguiendo con la accesibilidad de la aplicacio´n, veamos que´ lectores de pantalla soporta
y co´mo de bien funcionan. En Windows trabaja con NVDA, Windows-Eyes y JAWS, sin
embargo sigue habiendo partes de la aplicacio´n que tampoco sera´n accesibles para el revisor
de pantalla. Adema´s de los recortes y pistas de tiempo mencionadas anteriormente, an˜adimos
a la lista de elementos no accesibles las pistas de etiquetas (es una pista adicional que
contienen etiquetas para momentos y/o lapsos de tiempo) y la barra de Herramientas de
medidores (muestra la amplitud del audio que se esta´ grabando o reproduciendo).
A pesar de ser un editor muy completo para un vidente, deja fuera mucha de su funciona-
lidad y practicidad a la hora de usar la aplicacio´n de forma accesible. Una visio´n general de
esta aplicacio´n nos ilustra la necesidad de desarrollar software pensando en la accesibilidad
desde el comienzo del desarrollo, en lugar de tratar la accesibilidad a posteriori.
2.5.2. MuseScore
MuseScore (figura 2.11) es un programa de edicio´n de partituras con notacio´n musical
(Schweer, s.f.). Tiene licencia GNU GPLv2 y es gratuito. Permite componer partituras
para distintos instrumentos y agrupaciones. Trabaja con los siguientes formatos originales:
el formato por defecto es *.mscz, esta´ comprimido para ocupar menos espacio en disco.
Su versio´n descomprimida es *.mscx y se usa para depurar o guardar en un sistema de
versiones. Para copias de seguridad dispone de los formatos .*.mscz y.*.mscx.
Para permitir la compatibilidad con otro software musical MuseScore puede importar y
exportar archivos MusicXML y MIDI. Tambie´n es capaz de importar archivos de formato
nativo de otros programas de notacio´n musical como MuseData, Capella, Bagpipe Music
Writer, BB, Overture, Guitar Pro y Power Tab Edition. En cuanto al audio, MuseScore
puede crear audio este´reo de la partitura los formatos: WAV, MP3, OGG VORBIS, FLAC.
Desde su versio´n 3.3 la mayor´ıa de sus caracter´ısticas son accesibles, es decir, pueden
accederse tanto mediante un lector de partituras y como mediante el editor. MuseScore
viene con soporte para el lector de pantalla NVDA. Tambie´n se pueden instalar scripts
para habilitar el soporte para JAWS. Los lectores de pantalla soportados permiten leer la
partitura nota por nota. Actualmente, el resto de lectores de pantalla no esta´n soportados
y solo leen menu´s y dia´logos (Comunidad de desarrolladores de MuseScore, s.f.).
Tiene integrada la aplicacio´n de co´digo libre Audiveris que le permite importar archivos
en formato pdf.
MuseScore es un editor de partituras muy completo para mu´sica en tinta y es accesible
en su mayor parte, sin embargo, no soporta partituras en Braille.
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Figura 2.11: Partitura de piano visualizada en MuseScore
2.5.3. Sibelius
Sibelius es el programa de edicio´n de partituras ma´s vendido del mundo. Permite crear,
editar y exportar mu´sica adema´s de reproducirla. Esta´ desarrollado por la empresa estadou-
nidense Avid Technology (Avid Technology, s.f.).
Sibelius dispone de tres versiones distintas: Sibelius First, Sibelius y Sibelius Ultimate.
La primera es una versio´n limitada de las otras dos y es la u´nica gratuita. Las versiones de
pago cuestan desde 9 y 19 euros al mes segu´n la versio´n. Las versiones de pago soportan
MIDI y MusicXml y son capaces de exportar el audio en formato WAV, AIFF y MP3.
Para poder usar Sibelius de forma correcta con un revisor de pantalla es necesario usar
una extensio´n. La primera versio´n fue Sibelius Speaking de Dancing Dots, que dejo´ de
suministrarse en 2009. Actualmente se usa Sibelius Access que es un conjunto de scripts
JAWS y plug-ins de ManuScript (Rugman, s.f.).
Adema´s de el hecho de ser una aplicacio´n de pago, Sibelius tambie´n tiene el contra de
no soportar partituras en Braille.
2.5.4. Finale
Finale (figura 2.12) es un editor de partituras que permite escribir, reproducir, imprimir
y publicar partituras de mu´sica (MakeMusic, s.f.). Fue creado por la empresa MakeMusic.
Es un programa de pago y la licencia completa cuesta 600$. Tambie´n dispone de una versio´n
con funcionalidad reducida, Finale PrintMusic, sin embargo dejo´ de actualizarse en 2014 y
44 CAPI´TULO 2. ESTADO DEL ARTE
Figura 2.12: Partitura para piano visualizada en Finale 2011b
solo esta´ disponible para Windows. Su precio es de 120$.
Permite importar archivos en formato MusicXML y MIDI. El audio puede ser exporta-
do en formato AIFF o MP3 a partir del MIDI asociado al documento. La partitura puede
exportarse en EPUB (para visualizacio´n en dispositivos electro´nicos), MusicXML o Smart-
Music.
Su competidor directo es Sibelius y entre los dos son responsables de la mayor´ıa de las
partituras en tinta publicadas hoy en d´ıa. La principal diferencia radica en que Finale se
centra en maximizar la funcionalidad del programa a cambio de sacrificar cierta facilidad
de uso mientras que, en comparacio´n, Sibelius prioriza la facilidad de uso a cambio de no
ofrecer tanta funcionalidad (DanLisMusic, s.f.).
2.5.5. Manufaktura
Manufaktura.Controls es una biblioteca de notacio´n musical de co´digo abierto para web,
escritorio y mo´vil. Ofrece controles para el grabado de mu´sica en ASP.NET MVC y muchas
plataformas diferentes (Salamon, s.f.).
Los controles Manufaktura son compatibles con la especificacio´n de SMuFL (Standard
Music Font Layout). SMuFL es una especificacio´n de co´digo abierto que proporciona una
forma esta´ndar de asignar a cada uno de los miles de s´ımbolos musicales requeridos por la
notacio´n musical convencional un co´digo en el A´rea de Uso Privado en el Plano Ba´sico Mul-
tilingu¨e de Unicode para una u´nica fuente independiente del formato (W3C Music Notation
Community Group, s.f.). Esto permite cambiar la fuente musical.
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Manufaktura proporciona me´todos para importar partituras desde MusicXML, repre-
sentarlas gra´ficamente como partituras en tinta, hacer pequen˜as modificaciones de forma
gra´fica en el pentagrama y reproducir partituras v´ıa MIDI.
Manufaktura soporta gran variedad de plataformas:
Escritorio de Windows: WPF, UWP, Avalonia y WinForms
Otro escritorio (Mac, Linux): Avalonia
Web (servidor): ASP.Net MVC, ASP.Net Core
Web (cliente): Blazor
Mo´vil (Android, IoS, Windows): Xamarin Forms con Skia Sharp, Xamarin Forms con
renderizador nativo (so´lo Android)
Plataformas Legacy: Silverlight, Windows 8, Windows Phone 8 Silverlight
2.5.6. vdaron/MusicXml.Net
MusicXml.Net de vdaron es una biblioteca que proporciona me´todos que permiten ana-
lizar archivos MusicXML y pasarlos a una estructura de a´rbol de MusicXML. Tiene sus
repositorios pu´blicos en GitHub (Daron, s.f.). Permite organizar jera´rquicamente la infor-
macio´n de un archivo MusicXML para poder despue´s trabajar con ella.
2.5.7. Audiveris
Audiveris es una aplicacio´n de co´digo libre que permite transcribir mu´sica en formato
MusicXML. Tiene sus repositorios pu´blicos en GitHub (Bitteur, s.f.). La entrada es mediante
imagen y soporta varios formatos diferentes incluyendo archivos JPG, PNG, TIFF y PDF.
Este programa es por tanto un sistema de OCR (Reconocimiento O´ptico de Caracteres).
En el programa, puede seleccionar entre diferentes modelos de visualizacio´n como lo´gico o
f´ısico, o una combinacio´n de los dos.
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Cap´ıtulo 3
Metodolog´ıa de trabajo
3.1. Metodolog´ıa de trabajo / Gestio´n del proyecto
Nuestro equipo se ha organizado de manera descentralizada democra´tica. As´ı, la comu-
nicacio´n ha sido horizontal y las decisiones se han tomado por consenso (no ha habido un
jefe permanente).
3.1.1. Metodolog´ıa de desarrollo software
La metodolog´ıa de desarrollo de software utilizada ha sido la metodolog´ıa Scrum. Nos
hemos basado en iteraciones que daban lugar a una aplicacio´n que funcionaba, la cual era
ampliada en cada iteracio´n.
Scrum tiene distintas ventajas, de las cuales destacan que la planificacio´n es flexible
a cambios (algo muy favorable debido a las circunstancias ocasionadas por el estado de
alarma decretado a causa del COVID-19), que el tiempo de desarrollo es predecible (por
estar basado en iteraciones, que son ma´s sencillas de calcular).
Esta metodolog´ıa nos parecio´ la ma´s adecuada porque nos facilitaba la comunicacio´n con
el cliente (los directores de este Trabajo de Fin de Grado) para saber cua´l era el siguiente
avance a realizar.
Al comienzo de cada iteracio´n, planifica´bamos cua´l era el objetivo de la iteracio´n (por
ejemplo, mostrar la partitura en tinta). Diariamente, ten´ıamos una reunio´n para situar los
avances del d´ıa anterior y concretar el trabajo a realizar. Al final de la iteracio´n, revisa´bamos
el desarrollo realizado y, posteriormente, se lo entrega´bamos al cliente para comenzar la
siguiente iteracio´n.
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3.1.2. Control de versiones
Para el control de versiones hemos usado Git, que es un sistema distribuido. Esto nos
permit´ıa realizar de forma paralela distintos avances de una iteracio´n (en distintas ramas)
para, una vez conseguido finalizar cada avance, incluirlo en la rama principal del proyecto.
Adema´s, al tener cada integrante una re´plica local, nos permit´ıa realizar de diversas
formas un mismo objetivo de forma coeta´nea para, posteriormente, seleccionar aquel que
considera´semos ma´s favorable.
3.1.3. Planificacio´n temporal
En la figura 3.1, podemos ver el diagrama de Gantt del proyecto. Se utiliza un co´digo de
colores, el cual se basa en tareas y subtareas y en la modificacio´n de objetivos explicada en
la seccio´n 1.2.2.
El color azul se corresponde con las tareas que hab´ıan sido planificadas antes de comenzar
a desarrollar el proyecto y que se han completado. En amarillo aparecen las subtareas de
estas tareas realizadas. En color rojo aparecen las tareas que se planificaron pero no fueron
realizadas (como se explica en la modificacio´n de objetivos, seccio´n 1.2.2). Por u´ltimo, el
color verde se utiliza para aquellas tareas que no fueron planificadas inicialmente pero s´ı se
desarrollaron finalmente en el proyecto.
3.2. Tecnolog´ıas usadas
Para elaborar nuestro proyecto hemos utilizado diversas herramientas de software. Tras
una primera discusio´n con nuestros tutores decidimos que desarrollar´ıamos el proyecto en el
lenguaje C# dado que facilita la implementacio´n de aplicaciones accesibles y es compatible
con las herramientas que se utilizan hoy en d´ıa en accesibilidad.
3.2.1. Wpf en Visual Studio
Durante la carrera nos hemos familiarizado mucho con el entorno de desarrollo Visual
Studio as´ı que tomamos este como punto de partida para nuestro proyecto. A la hora de
comenzar el proyecto, decidimos que este fuera un proyecto de Wpf (Windows Presentation
Foundation). Los proyectos Wpf proporcionan una plantilla de proyecto muy u´til para desa-
rrollar aplicaciones de escritorio. Separa la parte visual del programa de la parte funcional
como se hace tambie´n en WinForms o en otros tipos de proyectos parecidos. El lenguaje que
se utiliza Wpf para la parte visual es XAML (Extensible Aplication Markup Language) y
en la parte funcional (code-behind) se utiliza C#. Adema´s los proyectos Wpf son proyectos
que se desarrollan sobre .NET que es un marco de desarrollo software creado por Microsoft
para facilitar la compatibilidad de los programas con los distintos sistemas y para permitir
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Figura 3.1: Planificacio´n temporal.
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una mayor comparticio´n de herramientas software entre los desarrolladores de las distintas
plataformas que utilizen .NET.
3.2.2. C#
C# fue disen˜ado como un lenguaje de programacio´n orientada a objetos (como Java y
muchas otras) basado en C. Dentro de este tipo de lenguajes, una utilidad muy importante
es el polimorfismo de clases. Gracias a este podemos crear una estructura jera´rquica con
interfaces y diferentes clases en nuestro proyecto. Adema´s hemos realizado un desarrollo
modular del programa para permitir un co´modo punto de partida para trabajo futuro. Otra
razo´n importante para modularizar nuestro programa es que crear partes diferenciadas nos
permite seguir una buena metodolog´ıa de proyecto poniendo como objetivos la finalizacio´n
de mo´dulos completos. Por u´ltimo, tener diferentes mo´dulos facilita corregir, modificar y
mejorar las diferentes diferentes partes de nuestro programa.
El desarrollo del lenguaje C# esta´ ligado a la creacio´n de .NET y por esta razo´n podemos
hacer uso de su facilidad a la hora de utilizar herramientas de software desarrolladas por
terceros. As´ı como en otros lenguajes ser´ıa necesario instalar librer´ıas externas (DLL’s) en
tu proyecto, trabajando sobre .NET podemos hacer uso de paquetes NuGet para lograr el
mismo objetivo. Los paquetes NuGet son, en resumen, paquetes de co´digo compilado que se
publican en nuget.org para el consumo de cualquier usuario que utilice .NET. Visual Studio
en Windows cuenta con un administrador de paquetes NuGet que facilita enormemente la
bu´squeda, descarga e instalacio´n de dichos paquetes en el proyecto.
3.2.3. XAML y sus Componentes
XAML (Extensive Aplicaton Markup Language) es un lenguaje declarativo basado en
XML que utiliza una jerarqu´ıa por nodos para definir los diferentes objetos o componentes
que se presentara´n en la pantalla de un proyecto en Wpf. El nodo ra´ız es la ventana en la
que se presenta el programa y dentro de ella se van incluyendo los diferentes componentes (o
controles) que pueden ser botones, textos, layouts, etc. Al igual que en C#, existen paquetes
NuGet para XAML para hacer uso de controles disen˜ados por otros usuarios.
3.2.4. Unio´n entre las dos partes (Binding)
Una vez conocemos las dos partes de un proyecto en Wpf, falta por determinar co´mo
enlazarlas para que la ventana muestre elementos de nuestro co´digo y viceversa, que nuestro
co´digo pueda obtener informacio´n de la ventana. Para ello hay diferentes formas de comuni-
cacio´n que var´ıan segu´n el uso que se quiera hacer. Las dos ma´s importantes, que utilizamos
en nuestro proyecto son el paso de eventos y el binding (enlazado). El paso de eventos con-
siste en lanzar una sen˜al (evento) cuando se realiza una accio´n pre-definida, esta sen˜al sera´
capturada por un controlador que esta´ esperando y el controlador ejecuta la funcio´n desea-
da para dicho suceso. En resumen, los eventos nos permite realizar acciones en respuesta a
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sucesos en la ventana. En nuestro caso, por ejemplo, nos permite controlar lo que sucede
cuando se selecciona alguna opcio´n del menu´.
En cuanto al binding (o enlazado) podemos decir que nos permite la comunicacio´n de
informacio´n entre la parte visual y el co´digo. Es posible obtener el valor en la ventana
de una variable declarada en el co´digo e, incluso, es posible hacerlo en el otro sentido sin
hacer uso de ninguna herramienta adicional. El problema surge en que la consulta de esa
informacio´n se hace de forma esta´tica. Esto provoca que cada vez que la informacio´n cambie,
es necesario realizar una nueva consulta y esto puede complicar el programa. Como solucio´n,
se ha desarrollado la utilidad del binding. El binding se hace sobre variables que tienen lo
que se denomina como propiedades de dependencia que indican cuando el estado de una
variable cambia. Una variable enlazada (binded) a otra con propiedades de dependencia,
se actualizara automa´ticamente tras el cambio de estado de esta segunda. El binding se
puede realizar en los dos sentidos, por separado o, incluso, a la vez. En nuestro proyecto
esta funcionalidad es u´til, por ejemplo, a la hora de modificar el taman˜o de los elementos.
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Cap´ıtulo 4
Desarrollo de la aplicacio´n
LiveDots
4.1. Disen˜o inicial
Despue´s del ana´lisis realizado sobre aplicaciones de edicio´n de partituras y de traduccio´n
a braille pasamos a pensar en un primer disen˜o para nuestra prueba de concepto. Hemos
identificado los componentes que ma´s se repiten en otras aplicaciones similares y hemos
escogido los que nos parec´ıan u´tiles para darle funcionalidad completa a nuestra aplicacio´n.
Panel visualizacio´n partitura en tinta
El objetivo principal de nuestra aplicacio´n es facilitar la interaccio´n entre vidente e invi-
dente, por tanto es necesario incluir funcionalidades y componentes que les permitan a ambos
comprender la partitura e interactuar con la aplicacio´n. En todos los disen˜os de editores o
visualizadores de partituras para videntes que hemos analizado, la representacio´n gra´fica
de la partitura es el componente principal ocupando la mayor parte de la pantalla. Para
representar la partitura de forma gra´fica se usa un pentagrama, que es una notacio´n musi-
cal internacional. En nuestro disen˜o, decidimos incluir este panel. Sin embargo, en lugar de
ocupar la totalidad del espacio de trabajo, decidimos que el taman˜o fuese aproximadamente
de la mitad de la pantalla para poder incorporar los siguientes elementos.
Salida por l´ınea braille
Este es un componente no gra´fico de la aplicacio´n. El co´digo braille correspondiente
a la partitura que se esta´ visualizando en pantalla, se muestra simulta´neamente a trave´s
de una l´ınea braille. Esto permite a personas invidentes o con discapacidad visual alta ser
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capaces de leer la partitura de la forma que les resulta ma´s natural. Aunque tambie´n se
pueda escuchar la lectura de la partitura mediante el revisor de pantalla, este audio puede
resultar engorroso y poco intuitivo a la hora de comprender la mu´sica.
Panel visualizacio´n braille
Otra caracter´ıstica importante que hemos encontrado en aplicaciones musicales adapta-
das a personas con discapacidad visual es la visualizacio´n del braille por pantalla expresada
en forma de cajetines braille. Tenemos un ejemplo de esto en Braille Music Editor (Giusep-
pe Paccini, s.f.). Hemos incluido este componente porque facilita la interaccio´n entre vidente
e invidente. Por ejemplo, un profesor vidente que sabe braille puede ver en tiempo real lo
mismo que el alumno esta´ leyendo mediante la l´ınea braille. Tambie´n puede ser u´til para
personas con discapacidad visual que tengan dificultades a la hora de leer un pentagrama en
tinta. Los cajetines braille tienen una estructura muy simple y se pueden reconocer mejor
que ciertos s´ımbolos musicales en tinta. Espacialmente este componente debe ser suficiente-
mente grande para permitir una lectura fluida y co´moda, sera´ nuestro segundo componente
principal.
Menu´
Por u´ltimo decidimos incorporar un menu´ que recogiese las funcionalidades principales
de la aplicacio´n, como abrir un archivo MusicXML. Se puede recorrer mediante el rato´n
o mediante el teclado para que, usando un revisor de pantalla adecuado, sea totalmente
accesible.
Disposicio´n
Figura 4.1: Primer disen˜o de LiveDots
Una vez escogidos los componentes principales de la parte gra´fica (menu´, partitura en
tinta y partitura en braille) pasamos a su ordenacio´n espacial. Situamos el menu´ en una
barra en la parte superior de la ventana, por convenio. Dividimos el resto de la pantalla
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de forma vertical en dos espacios donde ira´n las representaciones de la partitura en tinta
a la izquierda y en braille a la derecha (figura 4.1). El espacio designado a la partitura en
tinta es ligeramente mayor, ya que un pentagrama ocupa ma´s espacio que una secuencia de
cajetines braille.
4.2. Visualizacio´n de la partitura en tinta
Una vez elegido y programado el disen˜o general de nuestra aplicacio´n, el objetivo era,
dado un archivo en formato MusicXML, obtener la partitura en tinta correspondiente.
Una posibilidad habr´ıa sido desarrollar la implementacio´n por nosotros mismos. Esto
habr´ıa requerido la implementacio´n gra´fica de un pentagrama, de las distintas claves, de las
distintas notas y sus duraciones y de las alteraciones, entre otras muchas cosas. Considerando
que no era el objeto de este trabajo, decidimos buscar co´digo que ya implementara esta
funcionalidad.
Encontramos la biblioteca Manufaktura (seccio´n 2.5.5), que es de co´digo abierto. Esta
biblioteca permite importar archivos en formato MusicXML y mostrar la partitura en tinta
correspondiente. De esta manera, decidimos introducir esta biblioteca a nuestro proyecto.
As´ı, en el panel izquierdo de nuestra aplicacio´n, introducimos un control de tipo Ma-
nufakturaControls:NoteViewer, el cual permite visualizar la partitura. Este control tiene
distintos atributos (como los ma´rgenes o la posicio´n horizontal y vertical), siendo el ma´s
importante XMLSource, que es un atributo de tipo string que contiene el texto MusicXML
del que pretendemos obtener la partitura en tinta.
Con unas primeras pruebas (pasando el texto MusicXML directamente al atributo XML-
Source) vimos que la partitura se mostraba perfectamente. Despue´s, quer´ıamos que el control
de tipo ManufakturaControls:NoteViewer mostrara una partitura en tinta de un MusicXML
que pudie´ramos seleccionar desde la aplicacio´n. Para ello, creamos un boto´n de abrir en el
menu´, el cual, al ser pulsado, permite seleccionar un archivo de formato MusicXML que ten-
gamos en nuestro ordenador. Una vez seleccionado el archivo, la variable sourceXml toma
el valor del texto del archivo MusicXML seleccionado. Despue´s, hacemos un binding (cuyo
funcionamiento hemos visto en la seccio´n 3.2.4) entre esta variable y el atributo XMLSource.
As´ı, tenemos que, cada vez que se abra un archivo MusicXML en la aplicacio´n, la variable
sourceXml se actualiza con el texto de dicho archivo y el atributo XMLSource, al estar bin-
ded a esta variable, toma tambie´n su valor, y por tanto se actualiza la partitura en tinta que
se muestra por pantalla a la correspondiente al archivo abierto. En la figura 4.2 se observa
el resultado de la visualizacio´n de la partitura en tinta.
Adema´s, este control de la biblioteca Manufaktura ( ManufakturaControls:NoteViewer),
permite la edicio´n de la partitura. Para ello, dispone de un atributo llamado InnerScore, el
cual almacena el archivo MusicXML. Cuando se modifica una nota en la partitura en tinta
(mediante el uso del rato´n, haciendo que esta se desplace en verticalmente), se modifica
ese atributo, de manera que la partitura en tinta queda modificada. Adema´s, a partir del
atributo InnerScore, podemos obtener el texto MusicXML en formato string asociado a la
partitura en tinta modificada. En principio, no ı´bamos a hacer uso de esta funcionalidad
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Figura 4.2: Vista de la partitura
pero, como explicamos en la seccio´n 4.8, al final s´ı lo hicimos.
4.2.1. Visualizacio´n del texto MusicXML
Por otro lado, para empezar a usar la aplicacio´n, hicimos que el texto MusicXML del
archivo abierto se mostrara a la derecha de la partitura, en el panel que posteriormente
corresponder´ıa al texto braille asociado a la partitura. Para ello, creamos un TextBox (el
cual configuramos como no editable) cuyo valor tambie´n asociamos mediante un binding a
la variable sourceXml.
De esta manera, al abrir un archivo MusicXML, se mostraba, en el panel derecho de
la aplicacio´n, el texto MusicXML de dicho archivo. Esto ocurr´ıa al mismo tiempo que se
mostraba la partitura en tinta, por lo que ten´ıamos ambas representaciones a la vez, tal y
como se observa en la figura 4.3.
4.3. Traduccio´n de MusicXML a Braille
Una vez conseguido que se muestre la partitura en tinta en el panel de la izquierda y el
texto MusicXML correspondiente en el panel de la derecha, el objetivo era lograr que, en
lugar del texto MusicXML, en el panel derecho se mostrara el texto en braille correspondiente
a la partitura en tinta. Para ello, deb´ıamos pasar del texto MusicXML asociado a la partitura
al texto braille y necesita´bamos poder representar el texto MusicXML y el texto braille de
manera que pudie´ramos hacer la traduccio´n de uno a otro. En la figura 4.4, podemos ver un
esquema de esta traduccio´n.
Lo primero fue estudiar la representacio´n de una partitura en MusicXML y en braille.
En MusicXML, al tratarse de un formato basado en XML, tenemos una estructura en forma
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Figura 4.3: Vista de la partitura y el texto MusicXML asociado
de a´rbol. El caso del braille es ma´s complejo, ya que no se distingue una estructura clara con
facilidad. Sin embargo, tras un tiempo de investigacio´n, encontramos A Transcription System
from MusicXML Format to Braille Music Notation Gotoh y col., 2008, un paper japone´s
en el que hab´ıan realizado un estudio teo´rico para realizar esa traduccio´n de MusicXML a
braille, en el que se explicaba la estructura (tambie´n en forma de a´rbol) de la partitura en
braille.
As´ı, nuestra idea fue crear ambos a´rboles, de manera que podr´ıamos pasar del texto
MusicXML a a´rbol MusicXML, de este a´rbol al a´rbol braille y, por u´ltimo, del a´rbol braille
al texto braille. Adema´s, estas representaciones permiten tambie´n ser utilizadas para el
recorrido inverso, de manera que se podr´ıan utilizar para programar el paso de texto braille
a texto MusicXML (y, con esto, a la partitura).
4.3.1. A´rbol MusicXML
Para el disen˜o del a´rbol, nuestra idea inicial era crear una clase para cada tipo de elemento
de un texto MusicXML. As´ı, tendr´ıamos una clase MusicxmlScore, la cual representar´ıa la
partitura al completo. Para ello, contendr´ıa una lista de MusicxmlPart. Cada MusicxmlPart
estar´ıa compuesto por una lista de MusicxmlMeasure, que son los compases de esa parte.
Cada uno de los compases tendr´ıa por un lado un MusicxmlAtribute y por el otro las distintas
MusicxmlElement. El MusicxmlAtribute contendr´ıa las divisiones, el tono, el tempo y la
clave. Un MusicxmlElement puede ser un MusicxmlNote o un backward o forward. Por
u´ltimo, cada MusicxmlNote contendr´ıa informacio´n sobe su tipo, su duracio´n, su alteracio´n,
su tono, su voz, su mano (izquierda o derecha, para el piano, por ejemplo) y si es o no un
silencio. En la figura 4.5, podemos ver un esquema ba´sico de la estructura en forma de a´rbol
que pretend´ıamos obtener a partir del texto MusicXML.
Sin embargo, encontramos que en el github de Vincent Daron hab´ıa una biblioteca con
58 CAPI´TULO 4. DESARROLLO DE LA APLICACIO´N LIVEDOTS
Figura 4.4: Esquema de traduccio´n de MusicXML a braille
liencia libre llamada MusicXML.Net Daron, s.f. Esta biblioteca permit´ıa, a partir de un texto
musicXML, crear el a´rbol MusicXML asociado. El a´rbol lo devuelve en una variable que
podemos recorrer de la misma manera que si hubie´ramos creado las clases antes mencionadas,
es decir, siguiendo la estructura a´rborea que pretend´ıamos disen˜ar.
De esta manera, decidimos incluir la biblioteca a nuestro proyecto, algo que nos facilito´
el trabajo por la alta cantidad de clases que nos evito´ crear y porque ya inclu´ıa el paso
desde el texto en MusicXML al a´rbol MusicXML, es decir, nos proporcionaba el trabajo
correspondiente a la flecha (1) de la figura 4.4.
4.3.2. A´rbol Braille
Este a´rbol no es igual que el a´rbol MusicXML (algo que habr´ıa facilitado enormemente
el trabajo). En este caso, s´ı creamos las clases necesarias para representar la estructura
musical en braille.
Comenzamos creando la clase BrailleScore, que contiene una lista de BraillePart. Esta
clase contiene a su vez una lista de BrailleMeasure, y cada uno de ellos contiene su Brai-
lleAttribute y sus BrailleStaff (que, como se ha sen˜alado, distinguen una mano de la otra
en instrumentos como el piano). Cada BrailleStaff esta´ compuesto por una lista de Braille-
Voices, los cuales contienen las BrailleNote. Cada BrailleNote conteiene informacio´n sobe
su tipo, su duracio´n, su alteracio´n, su tono, su voz, su mano (izquierda o derecha, para el
piano, por ejemplo) y si es o no un silencio.
Podemos ver en la figura 4.6 co´mo es la estructura ba´sica del a´rbol braille. Adema´s,
comparando dicha figura con la figura 4.5, observamos las diferencias existentes entre la
4.3. TRADUCCIO´N DE MUSICXML A BRAILLE 59
Figura 4.5: A´rbol de MusicXML
estructura de la representacio´n musical en formato MusicXML y en braille.
4.3.3. Traduccio´n de A´rbol MusicXML a A´rbol Braille
Una vez se dispone de una forma de representacio´n de la estructura del texto MusicXML
y otra forma para la estructura del texto braille, deb´ıamos conseguir ser capaces de pasar
de la primera a la segunda, es decir, el objetivo en este momento era completar la flecha
(2) de la figura 4.4. As´ı, cada vez que se modifique un MusicXML, al abrirlo con nuestro
programa sera´ capaz de traducir ese MusicXML para que (una vez implementado el paso
de a´rbol braille a texto braille) se pueda visualizar la partitura en braille.
Para ello, creamos una clase llamada Converter. Su me´todo principal (al que se lla-
ma cuando se abre una nueva partitura) es treeXml2Braille, el cual transforma un a´rbol
MusicXML (obtenido por la traduccio´n del texto MusicXML mediante la biblioteca Mu-
sicXML.Net) en un a´rbol braille. Este me´todo comienza recorriendo las partes de la par-
titura del a´rbol MusicXML y, para cada parte, recorre los compases. Si nos fijamos en los
a´rboles de MusicXml (figura 4.5) y de braille (figura 4.6), por lo que la idea es recorrer cada
compa´s para ir haciendo la traduccio´n y, finalmente, an˜adir el compa´s entero traducido al
a´rbol braille.
La traduccio´n de cada compa´s la realizamos llamando al me´todo auxiliar Xml2attribute.
Este me´todo copia el tono, la clave y el tempo del compa´s del a´rbol MusicXML para ponerlo
en el a´rbol braille (no as´ı las divisiones, que en el a´rbol braille no aparecen). Adema´s, si el
compa´s tiene armadura, se copia para poder ajustar las alteraciones de las notas y, si no la
tiene, se copia la u´ltima armadura.
Una vez traducidos los atributos, procedemos a recorrer los elementos del compa´s. En
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Figura 4.6: A´rbol de braille
el caso de que el elemento sea un backup, a la variable temp (que representa el tiempo
actual de la partitura, comenzando en cero y aumentando siempre segu´n la duracio´n de
cada nota) le restamos el valor indicado en dicho backup y, en el caso de que el elemento
sea un forward, le aumentamos el valor indicado en dicho forward. Estos valores de backup
y forward permiten tocar notas al mismo tiempo que otras, ya que se puede volver a una
posicio´n temporal correspondiente a una nota para an˜adir otra que sea tocada al mismo
tiempo.
La u´ltima posibilidad es que el elemento sea una nota. En ese caso, primero calculamos
sus alteraciones teniendo en cuenta la armadura del compa´s mediante la funcio´n GiveAcci-
dental (de la clase BrailleNote). Despue´s, en el staff marcado por la nota, seleccionamos la
voz correspondiente (atributos que pertenecen a la nota en el a´rbol MusicXML pero que en
el a´rbol braille tambie´n son nodos por encima de ella) y an˜adimos la nota. De esta manera,
finalmente nuestro compa´s del a´rbol braille tiene staffs, que esta´n compuestos por voces, las
cuales contienen las notas. Por u´ltimo, sen˜alamos que la u´ltima nota es esta (ya que si una
nota y la anterior difieren lo suficiente, hay que sen˜alar en braille la octava de la segunda)
y sumamos a la variable temp la duracio´n de la nota.
As´ı, una vez terminado cada compa´s del a´rbol MusicXML, lo an˜adimos a nuestro a´rbol
braille. Se consigue as´ı pasar de una estructura a otra. Adema´s, destaca que el disen˜o de esta
traduccio´n es bastante modular (dentro de lo posible), haciendo uso de distintas funciones
auxiliares. Esto permite hacer comprobaciones y mejoras con una mayor facilidad, algo
resen˜able teniendo en cuenta lo confusa que puede resultar la traduccio´n entre estos dos
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a´rboles.
4.3.4. Traduccio´n de A´rbol Braille a Braille
Una vez tenemos el a´rbol de braille, queremos traducirlo a un texto en cajetines braille
que podamos mostrar al usuario (paso (3) de la figura 4.4).
En primer lugar, nos planteamos co´mo representar cajetines braille. Necesita´bamos un
me´todo que nos permitiese tanto una salida por pantalla legible como un formato compatible
con l´ınea braille. Tras un primer proceso de investigacio´n, descartamos la idea de disen˜ar
un sistema de representacio´n nosotros mismos por dos motivos. En primer lugar podr´ıa ser
complicado lograr compatibilidades con distintas l´ıneas braille y, debido a que es un elemento
del cual ı´bamos a tener disponibilidad limitada (finalmente nula), decidimos optar por una
solucio´n ma´s sencilla. En segundo lugar e´ste es un problema lo suficientemente general como
para que alguien se haya enfrentado ya a e´l y desarrollado una solucio´n.
Fuente edico es br6.tt : de co´digo ASCII a cajet´ın braille
Efectivamente, la representacio´n de los cajetines braille suele hacerse mediante un archivo
de fuente TrueType, que no es ma´s que una fuente de texto. Nosotros hemos usado la fuente
edico es br6.tt, la cua´l hemos obtenido gracias a la ONCE. Esta fuente se disen˜o´ para el
proyecto Edico que, como ya hemos comentado, es un programa de notacio´n matema´tica
en braille. Al usar la fuente nos encontramos con dos problemas; en primer lugar la fuente
asocia cajetines braille a distintos caracteres ASCII, pero al no saber braille, no esta´bamos
familiarizados con dicha correspondencia, y en segundo lugar, al ser una fuente desarrollada
para notacio´n matema´tica, ten´ıa algunas diferencias con la notacio´n braille esta´ndar en lo
que a caracteres nume´ricos se refiere.
DicBraille: de strings de nu´meros a co´digo ASCII
Solucionamos ambos problemas desarrollando un diccionario (DicBraille.cs) que define
una correspondencia entre los caracteres ASCII correspondientes a los cajetines braille me-
diante la fuente TrueType y un string que represente que´ puntos esta´n presentes en dicho
cajet´ın. Por ejemplo, la entrada dic.Add("1245", "g"); del diccionario significa que al
string “1245” le asociamos el co´digo ASCII que representa el cara´cter “g”. A su vez dicho
co´digo ASCII se representa en la fuente edico es br6.tt como el cajet´ın braille que tiene los
puntos 1, 2, 4 y 5 resaltados (figura 4.7).
De este modo, trabajamos con cadenas de texto de nu´meros, formato que nos resulta
ma´s intuitivo para representar cajetines braille. Para realizar la traduccio´n de cadena de
nu´meros al cara´cter correspondiente al cajet´ın braille que representa dichos nu´meros usamos
el me´todo Num2Braille implementado en la clase Translator que crea un objeto DicBraille
y, dada una lista de strings de nu´meros representando una partitura en braille, los traduce
uno a uno usando dicho diccionario.
ParseBraille: de a´rbol braille a lista de strings de nu´meros
Ahora queremos pasar de a´rbol braille a lista de strings de nu´meros. Para ello recorremos
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Figura 4.7: Esquema de traduccio´n de a´rbol de braille a braille
el a´rbol braille llamando a la funcio´n ParseBraille. Esta funcio´n pertenece a la interfaz
BrailleRepresentation que implementan todos aquellos elementos que componen el a´rbol
braille.
Para realizar la traduccio´n llamamos al me´todo ParseBraille del objeto BrailleScore,
ya que es el que recoge todo el a´rbol braille por ser la clase ma´s alta en la jerarqu´ıa.
Recordamos que un elemento de la clase BrailleScore tiene una lista, Parts, de elementos
de clase BraillePart que representan las distintas partes de un pentagrama (figura 4.6). As´ı,
el me´todo ParseBraille de un elemento BrailleScore llama a su vez al me´todo ParseBraille
de cada uno de los elementos de la clase BraillePart que tiene en la lista Parts. De forma
similar, se va llamando al me´todo ParseBraille de cada uno de los elementos del a´rbol
haciendo un recorrido en profundidad del mismo.
Las hojas son los elementos que tienen representacio´n directa en braille. Al llegar a ellos,
devuelven una lista de strings de nu´meros que representa el co´digo braille correspondiente.
Tambie´n los elementos no hoja pueden an˜adir elementos a la lista de strings de nu´meros
para indicar distintos elementos de notacio´n musical. Por ejemplo, la funcio´n ParseBraille
de un elemento BrailleMeasure (que representa un compa´s) despue´s de llamar a los me´todos
ParseBraille de sus atributos an˜ade un cajet´ın braille en blanco (sin puntos resaltados) que
representa el cambio de compa´s. Otro ejemplo ser´ıa la funcio´n ParseBraille de un elemento
de la clase BrailleScore que, tras an˜adir a la lista de strings de nu´meros los co´digos devueltos
por las funciones ParseBraille de los elementos de la lista Parts, an˜ade unos cajetines braille
que representan el final de partitura.
4.4. Mejora de disen˜o
Despue´s de terminar la traduccio´n de texto MusicXML a texto Braille, nuestra aplica-
cio´n mostraba el texto braille en el panel de la derecha. Dado que en el disen˜o inicial no se
mostraba el texto braille, no sab´ıamos exactamente co´mo ser´ıa visualmente. Por ello, deci-
dimos plantear un posible cambio de disen˜o, ya que, como en ese momento se visualizaban
todos los componentes visuales de la aplicacio´n, ten´ıa sentido decidir la distribucio´n final de
la misma.
De esta manera, decidimos cambiar la distribucio´n del panel de visualizacio´n de partitura
en tinta y del panel de visualizacio´n braille. El primero, que estaba situado a la izquierda,
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paso a ocupar la parte superior, y el segundo, que estaba situado en la parte derecha, paso
a ocupar la parte inferior. Por tanto, en lugar de estar separados verticalmente, ahora los
paneles esta´n separados horizontalmente.
Este cambio de disen˜o resulta favorable ya que la visualizacio´n de la partitura es mayor
(evitamos el desplazamiento horizontal). Tambie´n mejora la representacio´n del texto braille,
ya que una l´ınea de cuarenta caracteres se puede visualizar sin necesidad de hacer desplaza-
miento horizontal. Este aprovechamiento del espacio de la aplicacio´n lo podemos ver en la
figura 4.8. Vemos tambie´n que el menu´ se mantiene en la posicio´n superior de la aplicacio´n.
Figura 4.8: Disen˜o actualizado de LiveDots
4.5. Accesibilidad
Hacer que la aplicacio´n sea accesible era uno de los objetivos principales de nuestro pro-
yecto. Para ello, principalmente, tuvimos que asegurarnos de que la aplicacio´n se pudiera
utilizar completamente a trave´s del teclado y que un revisor de pantalla informara adecua-
damente de lo que suced´ıa dentro de la aplicacio´n. Adema´s para completar la accesibilidad
de la aplicacio´n se an˜adieron algunas funcionalidades como pueden ser cambiar el taman˜o
de los elementos, cambiar el contraste de colores de la aplicacio´n o una gu´ıa de uso de la
aplicacio´n.
4.5.1. Revisor de Pantalla
Comenzamos a implementar la accesibilidad por el revisor de pantalla. Para que este
funcionara correctamente tuvimos que implementar funcionalidades que leyeran tanto los
textos del menu´, como el contenido de las partituras. Dado que la partitura en tinta y la
partitura traducida a braille representan el mismo contenido, decidimos que la informacio´n
que leer´ıa el revisor de pantalla ser´ıa u´nicamente la de una de ellas, la partitura en braille.
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4.5.1.1. Eleccio´n del Revisor
El primer paso fue elegir el revisor de pantalla para el que ı´bamos a disen˜ar la aplicacio´n.
En nuestro caso, la decisio´n estaba entre JAWS y NVDA. La principal ventaja de NVDA
es que no requiere licencia de pago para su uso. Esto nos facilitar´ıa el testeo en nuestros
ordenadores personales. Sin embargo, el uso de JAWS esta´ ma´s extendido y, adema´s, me-
jor documentado. Tras valorar la decisio´n, nos decantamos por orientar el programa hacia
JAWS. Esta eleccio´n tiene como inconveniente que para probar el correcto funcionamiento
de la aplicacio´n tendr´ıamos que hacer uso de una versio´n de prueba de JAWS que te permite
un uso de 40 minutos cada vez que reinicias el ordenador. A pesar de esto, nos parecio´ que
el resultado final ser´ıa mejor al elegir JAWS.
4.5.1.2. Configuracio´n de JAWS
El programa de JAWS hace uso de Scripts para implementar sus funcionalidades. Los
Scripts son documentos que contienen funciones en el lenguaje JavaScript. En este caso,
JAWS utiliza una versio´n adaptada con la extensio´n de fichero .jss y utiliza su propio
compilador para este tipo de ficheros.
Una vez el revisor de pantalla se esta´ ejecutando, se van llamando a diferentes Scripts que
JAWS tiene configurados que ejecutara´n las funcionalidades necesarias. JAWS, en realidad,
no utiliza los ficheros de Script directamente si no que hace uso de una versio´n en binario
de estos (con la extensio´n .jsb) que es generada por su compilador. El revisor de pantalla
tiene implementados .jss (y sus asociados .jsb) para las aplicaciones y funcionalidades ha-
bituales en un ordenador. Estas son funcionalidades generales que funcionan para cualquier
aplicacio´n, el problema aparece cuando se desea que JAWS funcione de forma diferente a la
que tiene programada.
A la hora de que JAWS lea los menu´s de nuestra aplicacio´n todo lo que esta´ ya pro-
gramado nos resulto´ muy u´til ya que, por defecto, JAWS lee lo que es necesario leer de un
menu´. Sin embargo, para leer la partitura tuvimos que disen˜ar una forma tanto de recorrerla
como de leerla que tuviera sentido para el usuario. Para hacer estos cambios sobre el uso
habitual de JAWS fue necesario implementar un Script asociado a nuestro programa que
indica a JAWS las acciones a tomar.
JAWS esta´ disen˜ado para que cuando una aplicacio´n reciba el foco en la pantalla, se
ejecute el Script con el mismo nombre que la aplicacio´n. Por tanto, nosotros nos tuvimos
que asegurarnos que el Script tuviera el mismo nombre que el de nuestra aplicacio´n. Adema´s,
es necesario que el Script LiveDots.jss (junto con su asociado LiveDots.jsb) se copie junto
con el resto de Scripts de JAWS. Para lograr esto, creamos una funcio´n de configuracio´n
(JawsSettings.CheckJawsInstalled) en nuestro programa que se encarga de mover el .jss
implementado y el .jsb compilado asociado a la carpeta donde el programa JAWS almacena
habitualmente todos sus Scripts.
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4.5.1.3. Comunicacio´n con la App
Preparando un esquema para conseguir que el revisor leyera los elementos de la partitura,
nos encontramos con dos puntos importantes. El primer punto que tuvimos en cuenta fue el
recorrido de la partitura (explicado en la seccio´n 4.5.1.6). Esto no tiene una solucio´n obvia
ya que cada elemento musical se representa con, posiblemente, ma´s de un cajet´ın braille.
La solucio´n que disen˜amos fue un recorrido de la partitura braille saltando por el nu´mero
de cajetines que ocupa cada elemento en vez de leer todos los cajetines uno a uno. De
esta forma, al pulsar la flecha para avanzar, en vez de leer el siguiente cajet´ın que puede
pertenecer al mismo elemento musical, se salta todos los cajetines del elemento y lee el
siguiente elemento.
Por defecto JAWS lee los cajetines como el cara´cter que se utiliza para representarlo.
Entonces, el otro punto importante a tratar fue, co´mo conseguir que JAWS dijera el nombre
de los elementos musicales en vez de lo que dice por defecto (explicado en la seccio´n 4.5.1.5).
Para dar solucio´n a este problema, necesita´bamos comunicar el Script de JAWS con nuestra
aplicacio´n para que esta le proporcionara el nombre de los diferentes elementos. Adema´s,
para resolver el recorrido mencionado antes, pensamos en un primer momento que tambie´n
podr´ıamos indicarle a JAWS desde la aplicacio´n el nu´mero de cajetines a saltar cada vez
que se avanzaba el cursor. Por tanto, tuvimos que estudiar co´mo realizar esta comunicacio´n
entre el Script de JAWS y nuestra aplicacio´n.
La forma intuitiva de resolverlo fue creando una instancia de un objeto de nuestra aplica-
cio´n en el Script. Este objeto tiene funciones que, al llamarlas, se encargan de proporcionar
la informacio´n necesaria. Sin embargo, dado que los Scripts y nuestra aplicacio´n utilizan
lenguajes de programacio´n diferentes, esta comunicacio´n no se pod´ıa hacer de forma di-
recta. Para instanciar un objeto de nuestra aplicacio´n desde una aplicacio´n externa, fue
necesario hacer uso de un objeto COM (Component Object Model, ver figura 4.9). Este
objeto, se registra en el ordenador para que el Script conozca su existencia y pueda hacer
uso de e´l. De esta forma, desde el Script, u´nicamente hay que instanciar el objeto COM
y llamar a sus funciones. Para registrar el objeto COM en el ordenador, implementamos
una funcio´n que se llama dentro de la funcio´n de configuracio´n antes mencionada (Jaws-
Settings.CheckJawsInstalled) para que se haga automa´ticamente. Adema´s, decidimos que
en vez de controlar las llamadas a nuestra aplicacio´n directamente desde el objeto COM,
har´ıamos una clase (BrailleMusicViewer) que se encargara de saber que´ es lo que el revisor
de pantalla tiene que decir segu´n la posicio´n en la que esta´ el cursor.
4.5.1.4. Implementacio´n del Script
Para lograr que nuestro Script tenga la funcionalidad que deseamos, el manual de JAWS
indica que una de las formas consiste en sobrescribir las funciones que esta´n definidas por
defecto en JAWS. La documentacio´n de JAWS proporciona el nombre y una breve descrip-
cio´n de todas las funciones definidas por defecto. Para sobrescribir una de estas funciones,
hay que crear una nueva definicio´n de la funcio´n, con el mismo nombre, en el Script asociado
a nuestra aplicacio´n (LiveDots.jss). As´ı, siempre que JAWS vaya a llamar a una funcio´n,
mientras nuestra aplicacio´n tenga el foco, llamara´ a la nueva definicio´n. En el caso de que
la funcio´n no este´ sobrescrita en el Script, se llama a la definicio´n por defecto de la funcio´n.
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Figura 4.9: Esquema del proceso de comunicacio´n entre el Script de JAWS y el programa
LiveDots a trave´s de un objeto COM
Dada esta informacio´n, buscamos la funcio´n ma´s adecuada a sobrescribir y resulto´ ser
la funcio´n SayCharacter. Esta funcio´n se se llama cada vez que se quiere leer un cara´cter.
En nuestro caso, cada cajet´ın esta´ representado por un cara´cter. Entonces, sobrescribimos
la funcio´n SayCharacter para que, en vez de leer el cara´cter, leyera el nombre del elemento
musical al que pertenece este cara´cter (explicado en la seccio´n 4.5.1.5). En la misma funcio´n,
despue´s de leer el nombre del elemento, se avanza el cursor hasta el final del elemento. La
informacio´n del nombre del elemento y el nu´mero de caracteres que tiene que avanzar viene
proporcionada por nuestra aplicacio´n. Hay que tener cuidado al sobrescribir las funciones
de JAWS ya que, al hacerlo, se altera el funcionamiento habitual dentro de la aplicacio´n
en ejecucio´n. Por tanto, esta´ nueva funcionalidad solo la realizamos cuando el panel de
visualizacio´n braille esta´ seleccionado. Para obtener esta informacio´n tambie´n se hace una
consulta a nuestra aplicacio´n.
Controlar el movimiento del cursor desde el Script de JAWS resulto´ ser una mala idea.
Esto fue porque, en el mismo instante que se llamaba a la funcio´n SayCharacter, se realizaba
el movimiento del cursor con alguna otra funcionalidad (probablemente del propio sistema
de Windows). Esto generaba muchas dificultades para obtener correctamente la posicio´n
actualizada del cursor y que avanzase la cantidad de cajetines deseada. Por tanto, decidimos
buscar otra solucio´n para el recorrido de los elementos y, u´nicamente, mantener la funcio´n
SayCharacter sobrescrita para la lectura correcta del elemento. La nueva forma para recorrer
los elementos se explica en la seccio´n 4.5.1.6.
4.5.1.5. Lectura de Elementos
La clase BrailleMusicViewer se encarga de saber el nombre del elemento que tiene que
decir segu´n la posicio´n actual y cua´nto hay que mover el cursor dependiendo del elemento
que se este´ saltando. Para poder tener toda esta informacio´n, guardamos tres listas y un
entero con la posicio´n actual (ver figura 4.10 con un ejemplo). La primera lista (Viewer)
contiene lo que el revisor tiene que decir al leer el elemento. Dado que cada elemento ocupa,
posiblemente, varios cajetines, guardamos el nombre del elemento una vez por cada cajet´ın
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que ocupa. De esta forma, podemos averiguar fa´cilmente que´ elemento de la lista Viewer es
necesario leer segu´n la posicio´n del cursor. La segunda lista (Forward) contiene el nu´mero de
cajetines que ocupa el elemento en esa posicio´n hasta el siguiente elemento. Esto nos interesa
porque no siempre sera´ necesario saltar el elemento entero y con una simple consulta a la lista
podemos averiguar cua´nto hay que moverse adelante. La tercera y u´ltima lista (Backward)
contiene informacio´n parecida a Forward pero, esta vez, cua´nto tiene que saltar hacia detra´s
para llegar al final del elemento anterior. Hay que tener en cuenta que si consideramos los
extremos donde podr´ıa situarse el cursor, el nu´mero de posiciones puede ser una ma´s que el
nu´mero de cajetines. Para que esto no cause problemas, an˜adimos un cero al final de la lista
Forward y otro al comienzo de la lista Backward, as´ı indicamos que no se salte al llegar a
los extremos.
Figura 4.10: Ejemplo con el contendido de las distintas listas de BrailleMusicViewer (no se
incluye la traduccio´n de la armadura por simplificar).
Una vez organizamos el contenido de cada lista, tuvimos que implementar varias funcio-
nes para generar las listas correctamente segu´n la partitura que estuviera abierta. Las dos
funciones principales son AddElement y ParseText.
AddElement se encarga de introducir los elementos dentro del BrailleMusicViewer. Es
necesario pasarle el nombre del elemento y el taman˜o del mismo. Introduce a Viewer el
nombre del elemento el nu´mero de veces correspondiente al taman˜o. Adema´s, calcula los
valores que hay que an˜adir a Forward y Backward para que el nu´mero a saltar en esas listas
sea correcto.
ParseText es una funcio´n que tienen que implementar todos los elementos musicales en
braille para indicar su nombre y el nu´mero de cajetines que ocupa para despue´s llamar a la
funcio´n AddElement con esos valores. Esta funcio´n necesita como atributo el BrailleMusic-
Viewer donde se quiere an˜adir el nuevo elemento. Para el funcionamiento correcto, tuvimos
que implementar todas las funciones ParseText para cada elemento donde, dependiendo de
los valores del objeto actual, este tendr´ıa un nombre diferente o un taman˜o diferente. Esta
funcio´n sigue una idea muy parecida a la anteriormente mencionada ParseBraille pero, en
vez de preocuparse de su representacio´n en braille, se interesa por co´mo se va a leer cada
elemento. As´ı, al realizar una llamada a ParseText con el elemento ra´ız (BrailleScore) como
atributo, se recorre el a´rbol con todos los elementos de braille introduciendo la informacio´n
necesaria para que se lean correctamente.
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4.5.1.6. Recorrido de Elementos
Como ha sido mencionado antes, decidimos cambiar el recorrido de los elementos para
que se hiciera desde nuestra aplicacio´n en vez que desde JAWS. Esto, nos dimos cuenta, tiene
sentido en el contexto de que es posible controlar el cursor directamente desde el TextBox
(panel de visualizacio´n braille) de nuestra aplicacio´n. Y, adema´s, es interesante minimizar
los cambios sobre la funcionalidad habitual de JAWS sobrescribiendo lo menos posible sus
funciones.
La solucio´n consistio´ en implementar una funcio´n que controlara el evento que se lanza
cuando en el TextBox se mueve el cursor. En esta funcio´n, tenemos que comprobar si el
movimiento se ha realizado hacia delante o hacia detra´s. Esto lo hacemos comparando la
posicio´n actual del cursor con la posicio´n que tenemos nosotros guardada en el BrailleMusic-
Viewer. Una vez sabemos si hay que mover hacia delante o hacia detra´s, movemos el cursor
adecuadamente haciendo uso de las listas Forward y Backward que hab´ıamos disen˜ado con
este objetivo precisamente. Por u´ltimo, actualizamos la posicio´n actual en BrailleMusicVie-
wer. Esta solucio´n, nos permite incluso actualizar la posicio´n actual en el caso de que se
seleccione con el rato´n, resolviendo as´ı un posible problema an˜adido.
4.5.1.7. Salto de L´ınea y Reorganizacio´n
Una vez el revisor de pantalla le´ıa correctamente los elementos musicales, nos ten´ıamos
que preocupar por el resto de funcionalidades necesarias para que nuestra aplicacio´n fuera
accesible. Entre ellas, estaba dentro de nuestro plan, implementar la salida por l´ınea braille.
Para obtener una salida por l´ınea braille tendr´ıamos que realizar una divisio´n de las l´ıneas
por el taman˜o de la l´ınea braille. Esto adema´s permitir´ıa ver ma´s co´modamente la partitura
braille en la pantalla. Sin embargo, significar´ıa varios cambios en nuestra aplicacio´n. El
primero en la forma en la que escribimos el braille por la pantalla y el segundo en la forma
en la que el revisor lee los elementos.
Empezando por la forma en la que se muestra el braille, decidimos que la longitud
de l´ınea braille que tomar´ıamos de referencia ser´ıa 40 (la longitud ma´s habitual de l´ıneas
braille). Adema´s, pensamos que nuestra partitura podr´ıa saltar de l´ınea, u´nicamente, entre
elementos para que no partiera elementos por la mitad, lo que creemos que es ma´s co´modo
para su lectura. Con esto en mente, decidimos que la solucio´n resultaba en crear una clase
(BrailleText) que controlara el nu´mero de cajetines introducidos en la l´ınea y metiendo un
salto de l´ınea en caso de que se llegara al taman˜o ma´ximo de l´ınea. Esta clase pasar´ıa a
contener el texto que se representa en braille. Este cambio llevo´ a una modificacio´n sobre la
clase (ParseBraille) para que en vez de devolver la forma de escribir los elementos en braille
directamente, utilizara una funcio´n (AddText) de BrailleText que introdujera un salto de
l´ınea si era necesario dependiendo del taman˜o y la posicio´n del elemento.
Pasando a la forma con la que el revisor lee los diferentes elementos, era necesario que
tambie´n se indicara cua´ndo se ha llegado al final de l´ınea ya que esto requerir´ıa avanzar una
vez ma´s el cursor para pasar a la siguiente l´ınea. Para resolver esto, hicimos algo parecido
que en el caso del texto. Introdujimos el BrailleMusicViewer dentro de la clase BrailleText
para que esta tambie´n pudiera hacer uso del taman˜o de l´ınea. De esta forma, igualmente,
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hab´ıa que cambiar las funciones ParseText para que utilizaran una funcio´n AddViewer que
introdujera un elemento de final de l´ınea en caso de haber llegado al taman˜o ma´ximo. Sin
embargo, a parte de este cambio, se pod´ıan seguir utilizando el resto de funcionalidades del
BrailleMusicViewer.
Al realizar este pequen˜o cambio, decidimos hacer un cambio ma´s grande que solucionaba
algunos problemas que surg´ıan cuando la l´ınea no ten´ıa el taman˜o de l´ınea ma´ximo. Esto
ocurre cuando un elemento es ma´s grande que el espacio restante de la l´ınea. El cambio
que hicimos fue sobre el recorrido del a´rbol. En vez de hacer el recorrido una vez para
obtener el texto que se muestra con ParseBraille y otra para obtener lo que se dice con
ParseText, se har´ıa una u´nica vez llamando a ambas funciones en cada elemento. Adema´s
las funciones ParseBraille y ParseText solo las implementar´ıan los elementos musicales que
necesitan representacio´n (las hojas del a´rbol braille). De esta forma, ahorramos en el coste
por el recorrido para cada partitura y solucionamos los pequen˜os problemas que esta´bamos
teniendo. Ahora, cuando se realiza un salto de l´ınea porque el elemento no cabe en la l´ınea
en la funcio´n ParseBraille, directamente se introduce tambie´n en el BrailleMusicViewer la
informacio´n para que lea el final de l´ınea. Despue´s, al llamar a ParseText, puesto que el
salto de l´ınea ya se ha introducido, no hay que preocuparse por el taman˜o de l´ınea. Por
u´ltimo para poder realizar este recorrido del a´rbol que llama a las funciones ParseBraille
y ParseText en las hojas, creamos la funcio´n Parse que tienen que implementar todos los
elementos braille. La funcio´n Parse en las hojas, simplemente, llama a las dos funciones
otras dos funciones en orden y en los elementos que no son hojas se encarga de realizar el
recorrido del a´rbol correctamente.
4.5.1.8. Detalles de Lectura
Una vez solucionada la lectura de todos los elementos por medio del revisor de pantalla
arreglamos un par de detalles. El primero es que, al cambiar el foco de la aplicacio´n al
TextBox donde mostramos la partitura en braille, no se le´ıa el elemento donde se hubiera
seleccionado (habitualmente el primero). Esto es porque en esa accio´n no se ejecuta la funcio´n
SayCharacter de JAWS y, por tanto, no pasa por nuestra funcio´n sobrescrita. Para arreglar
esto, buscamos la funcio´n que se llamaba en este caso para sobrescribirla y encontramos que
al menos una de las funciones que se llamaban era FocusChangedEventEx. De nuevo tuvimos
que tener cuidado para no sobrescribir demasiado la funcionalidad habitual de JAWS pero,
sin muchas ma´s complicaciones, arreglamos este detalle.
El segundo consist´ıa en un detalle ma´s espec´ıfico y, es que, cuando se cambiaba el fo-
co dentro de la aplicacio´n al TextBox, JAWS dec´ıa, por lo que nos parecio´ entender, “type
index” tras leer correctamente el elemento. Esto lo dec´ıa incluso habiendo sobrescrito la fun-
cio´n que se llamaba al cambiar el foco de la aplicacio´n. Dado que no encontramos ninguna
otra funcio´n que fuese la causante de este mensaje encontramos otra manera de solucio-
narlo. Utilizamos la instruccio´n SpeechOff de JAWS para bloquear la lectura del revisor de
pantalla. Esto puede ser peligroso y no recomendable ya que puedes evitar la lectura de
otros mensajes importantes, sin embargo, la lectura se vuelve a activar (SpeechOn) en el
momento en el que se realiza cualquier otra accio´n. Dado que, en nuestro caso, despue´s de
cambiar el foco al TextBox y de leer el elemento ah´ı presente, no hay que comunicar ningu´n
otro mensaje antes de realizar otra accio´n, podemos hacer uso de esta solucio´n sin estropear
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el resto de funcionalidades.
Con estos dos detalles y tras varias pruebas de uso, dimos por acabada la parte re-
lacionada con el revisor de pantalla y continuamos con otros aspectos importantes de la
accesibilidad.
4.5.2. Recorrido por Teclado y Atajos
Recordemos que otro de los aspectos ma´s importantes de la accesibilidad es el de per-
mitir hacer uso completo de la aplicacio´n a trave´s del teclado. La forma en la que esta´n
implementados los controles de Wpf ya permite un recorrido a trave´s de ellos por medio
del tabulador. No solo esto, si no que tiene funcionalidades para facilitar el movimiento a
trave´s de los menu´s por medio del teclado. Gracias a esto, nosotros u´nicamente tuvimos
que asegurarnos de que los elementos se recorr´ıan de una forma co´moda. Para asegurarnos
de esto, tuvimos que tener cuidado con que´ elementos eran seleccionables y cua´les no. Por
ejemplo, no nos interesaba permitir la seleccio´n del panel de visualizacio´n de partitura en
tinta puesto que no es modificable por teclado y u´nicamente entorpecer´ıa el recorrido de la
aplicacio´n por medio del teclado.
Adema´s del recorrido de la aplicacio´n por medio del teclado pensamos en disen˜ar algu-
nos atajos de teclado para permitir un acceso fa´cil a las funcionalidades ma´s importantes
de la aplicacio´n. Para hacer esto, fue necesario crear objetos en nuestro proyecto que imple-
mentaran la interfaz ICommand. A estos elementos les indicamos la combinacio´n de teclas
necesaria para activarlos y las acciones que deben ejecutar al activarse. Tambie´n fue ne-
cesario an˜adir estos elementos a la lista de comandos que se pueden introducir en nuestra
ventana principal. De esta forma, mientras la ventana principal de la aplicacio´n tenga el
foco, al realizar la combinacio´n de teclas adecuada se ejecutara´ la accio´n deseada.
4.5.3. Taman˜o de los Elementos
Otro aspecto importante que quer´ıamos que permitiera nuestra aplicacio´n era modificar
el taman˜o de los diferentes elementos. Con esta funcionalidad, permitir´ıamos que las perso-
nas con visibilidad reducida pudieran adaptar el taman˜o de los diferentes elementos de la
aplicacio´n a su gusto. La forma en la que implementamos esto fue a trave´s de Binding. El
Binding, como se ha explicado en el apartado de tecnolog´ıas usadas (seccio´n 3.2.4), es una
herramienta muy potente. En este caso, lo hemos utilizado para que el taman˜o asociado a
los elementos, en vez de ser un nu´mero constante, sea una variable que var´ıa dina´micamente.
En la aplicacio´n hay tres partes principales, el menu´, la partitura en tinta y la partitura
en braille. Para modificar el taman˜o de los menu´s, la propiedad que cambiamos es el taman˜o
de fuente de la letra. En la partitura en braille lo mismo, dado que esta´ en formato de texto
modificamos el taman˜o de la fuente. En la partitura en tinta modificamos la propidedad
de ZoomFactor que viene proporcionada por el control de Manufaktura para cambiar el
taman˜o de la partitura. Para cada una de estas partes guardamos una variable (FontSize,
BrailleSize y ScoreZoomFactor, respectivamente) a la que se realiza un Binding desde la
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ventana. Adema´s implementamos funciones que var´ıan el valor de estas variables y creamos
opciones dentro del menu´ para variar cada uno de estos taman˜os. Por u´ltimo, an˜adimos un
atajo de teclado que incrementa todos los elementos a la vez y otro que decrementa de la
misma forma.
4.5.4. Resto de Elementos de Accesibilidad
Para completar la accesibilidad de nuestra aplicacio´n nos faltaban algunos detalles. Uno
de ellos era el contraste de colores de nuestra aplicacio´n. Aunque nuestra aplicacio´n no utiliza
muchos colores y los elementos se representan en un ba´sico negro sobre blanco, tenemos
que tener en cuenta que personas con diferentes discapacidades visuales pueden necesitar
otras gamas de colores para distinguir los elementos correctamente. Sin embargo, al ser una
aplicacio´n Wpf y teniendo cuidado de no modificar la configuracio´n por defecto, nuestra
aplicacio´n hereda correctamente el contraste de colores establecido por el sistema Windows.
Esto quiere decir que si en el panel de control, el usuario decide invertir los colores, nuestra
aplicacio´n tambie´n se vera´ con los colores invertidos.
Un u´ltimo detalle, pero muy importante, es la elaboracio´n de una gu´ıa de uso. Esto es
u´til para cualquier usuario pero, especialmente, para los usuarios invidentes. En esta gu´ıa
indicamos los diferentes elementos que hay en la aplicacio´n y las acciones que se pueden
realizar dentro de esta. De esta forma, un usuario nuevo, puede tener una referencia para
no tener que explorar la aplicacio´n antes de poder hacer uso de ella. La gu´ıa se adjunta
en un archivo de texto (.txt) con la aplicacio´n pero, adema´s, la hemos metido dentro de la
aplicacio´n. En el menu´ se puede seleccionar la opcio´n de abrir la gu´ıa de uso que abrira´ una
nueva ventana con la gu´ıa de uso. Es importante mencionar que JAWS leera´ correctamente
esta gu´ıa, ya que, el uso habitual de JAWS soporta la lectura de texto y en nuestro Script
hemos tenido cuidado de no sobrescribir esta funcionalidad. Otra cosa relevante de la ventana
de la gu´ıa es el hecho de que los atajos de teclado que hemos implementado no funcionara´n
ya que, estos esta´n asociados a la ventana principal de la aplicacio´n y no a la de la gu´ıa.
Para arreglar esto, hicimos algunas modificaciones sobre los comandos para que se incluyera
el atajo que cambia de taman˜o el texto en la ventana de la gu´ıa de uso.
4.6. Modificacio´n de los objetivos iniciales
En esta etapa del desarrollo tenemos una aplicacio´n que lee una partitura en formato
MusicXML y la muestra por pantalla tanto en tinta como en braille siendo compatible con
salida por l´ınea braille. Todo esto con co´digo libre y modular para facilitar la ampliacio´n y
reutilizacio´n del trabajo hecho en este proyecto.
Llegados a este punto del proyecto, nuestra idea inicial era desarrollar la traduccio´n inver-
sa de braille a tinta. Esto nos permitir´ıa, con el co´digo que ya ten´ıamos desarrollado, cargar
partituras en formato braille y mostrarlas tanto por pantalla (en tinta y en braille) como
por l´ınea braille. Adema´s de sentar las bases para poder ampliar el programa en el futuro
an˜adiendo la opcio´n de modificar el braille y que los cambios se mostrasen en tiempo real.
Sin embargo, tras un estudio teo´rico sobre la traduccio´n de braille a tinta, nos encontramos
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Figura 4.11: Correspondencia de notas musicales en braille
con el problema de que esta traduccio´n no es un´ıvoca: hay distintas combinaciones de cajeti-
nes braille que pueden tener distintos significados segu´n el contexto en el que este´n escritos.
Por ejemplo, la figura musical (signo que representa gra´ficamente la duracio´n musical de
un sonido) no queda identificada un´ıvocamente por un cajet´ın braille (figura 4.11) sino que
necesita un ana´lisis del contexto. Por tanto para poder hacer esta traduccio´n necesita´bamos
hacer un estudio pormenorizado del co´digo braille musical y su traduccio´n dependiente del
contexto.
Para desempen˜ar esta tarea conta´bamos inicialmente con la colaboracio´n de la ONCE,
sin embargo, debido a la situacio´n de confinamiento en que nos halla´bamos en este punto
del proyecto (y con la previsio´n de que esta situacio´n no cambiar´ıa en un futuro cercano)
parec´ıa poco probable que pudie´semos colaborar con ellos mano a mano, algo que resultaba
fundamental para poder llevar a cabo este objetivo.
Una vez nos dimos cuenta de que a causa del confinamiento no ı´bamos a tener el ase-
soramiento necesario para poder realizar esta traduccio´n correctamente decidimos cambiar
los objetivos iniciales del proyecto. En lugar de hacer la traduccio´n inversa, de braille a
MusicXML, decidimos incluir otras funcionalidades a nuestra aplicacio´n: reproduccio´n de la
melod´ıa y modificacio´n en tiempo real de la partitura en tinta.
4.7. Reproduccio´n de la melod´ıa
Dada la reelaboracio´n de los objetivos iniciales, una de las funcionalidades que decidimos
incluir en el proyecto como nuevo objetivo fue la reproduccio´n de la partitura.
En primer lugar investigamos sobre co´mo pasar la partitura de MusicXML a MIDI ya
que, al ser ambos formatos muy populares, parec´ıa factible encontrar una librer´ıa que hiciese
esta traduccio´n. Sin embargo no fue as´ı. Tuvimos muchas dificultades para encontrar una
librer´ıa de co´digo abierto con este fin y no pod´ıamos invertir personas en desarrollar este
mo´dulo desde cero ya que hubiese supuesto eliminar otras tareas (ver figura 3.1).
Por tanto, pasamos a buscar una solucio´n a partir del co´digo desarrollado hasta el mo-
mento para la aplicacio´n, buscando algu´n punto a lo largo de la traduccio´n de MusicXML
a braille a partir del cua´l fuese ma´s sencillo pasar la partitura a MIDI (u otro formato mu-
sical). As´ı, encontramos la solucio´n de usar la librer´ıa Manufaktura.Controls (Salamon, s.f.)
que hab´ıamos empleado ya para representar una partitura en tinta a partir de un archivo
MusicXML. Esta librer´ıa tiene me´todos para generar un archivo MIDI a partir de clases
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internas que representan la partitura y que se crean a partir de un archivo MusicXML.
En primer lugar, pasamos de un string (SourceXml) que contiene el archivo MusicXML
en su totalidad a un objeto Manufaktura.Controls.Model.Score que representa una partitura
mediante el me´todo Manufaktura.Controls.Linq.ToScore. A partir de dicha representacio´n de
la partitura usamos el constructor Manufaktura.Controls.Desktop.Audio.MidiTaskScorePlayer
para crear un objeto de tipo MidiTaskScorePlayer, que es un reproductor para una partitura
en particular. La clase MidiTaskScorePlayer hereda de la clase abstracta ChannelSelecting-
TaskScorePlayer que a su vez hereda de la clase abstracta TaskScorePlayer que a su vez
hereda de la clase abstracta ScorePlayer, como vemos en la figura 4.12. Un ScorePlayer pro-
porciona los me´todos Play, Stop y Pause para controlar el reproductor y tiene un atributo
State que nos indica que´ esta´ haciendo el reproductor en cada momento, sus posibles valores
son Idle (inactivo), Paused (pausado) y Playing (reproduciendo).
Con estos controles tendr´ıamos las herramientas suficientes para hacer un reproductor
con opcio´n de parar y pausar una melod´ıa. Sin embargo, cuando probamos un reproduc-
tor creado como acabamos de describir, descubrimos ciertas deficiencias en la librer´ıa de
Manufaktura.Controls ya que la reproduccio´n no funcionaba correctamente: se solapaban
melod´ıas, hab´ıa notas que no sonaban, hab´ıa que detener una partitura manualmente para
poder volver a reproducirla sin tener que reiniciar el programa, etc. Tuvimos entonces que
meternos en el co´digo de esta librer´ıa y estudiar clase por clase que´ estaba fallando, ya que
la librer´ıa viene sin documentacio´n. Finalmente descubrimos que todos los problemas del
reproductor se deb´ıan a dos factores:
1. Cuando se acaba de reproducir una partitura, el estado permanec´ıa en Playing, cuando
deber´ıa pasar a ser Idle. Esto imped´ıa distinguir cuando pod´ıamos reproducir de nuevo
la partitura y cuando no; no pod´ıamos gestionar cuando permit´ıamos pulsar el boto´n
de reproducir para evitar solapamientos en el audio.
2. Al reproducir una partitura se usa un iterador para recorrer las estructuras internas
que forman el archivo de audio. Al pausar y volver a reproducir una partitura, se
mueve el iterador antes de volver a reproducir de forma que en ocasiones se pierden
notas en el audio.
Figura 4.12: Diagrama de algunas clases de Manufaktura.Controls
Gracias a que el co´digo de Manufaktura.Controls tiene licencia MIT, hemos podido
modificar sus clases para corregir estos bugs. Las funciones PlayInternal, Play, Pause y
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Stop que hab´ıa que modificar estaban en la clase abstacta ScorePlayer. Recordemos que
hab´ıamos usado una instancia de MidiTaskScorePlayer como reproductor. Creamos unas
clases ana´logas que modificamos para solucionar los problemas de co´digo, para diferenciarlas
les an˜adimos el prefijo My (figura 4.12).
Finalmente, para reproducir una partitura, hacemos el mismo proceso que hemos expli-
cado antes con las clases de la librer´ıa Manufaktura.Controls con el cambio de que usamos
como reproductor una instancia de MyMidiTaskScorePlayer en lugar de una de Manufaktu-
ra.Controls.Desktop.Audio.MidiTaskScorePlayer.
4.8. Modificacio´n de la partitura en tinta en tiempo real
Otra de las nuevas funcionalidades que an˜adimos como objetivo fue poder modificar la
partitura en tiempo real. Ya existen editores de partituras que te permiten crear y modificar
una partitura y despue´s exportarla y traducirla con otro programa a braille. El problema
de este sistema es que es lento y no es interactivo. Por tanto la parte ma´s importante era
en nuestra aplicacio´n esta funcionalidad funcionase en tiempo real.
Recapitulando, necesitamos primero permitir de algu´n modo que el usuario interactu´e
con la partitura en tinta y segundo comunicar el componente de la partitura en tinta con el
componente braille en tiempo real para que las modificaciones hechas se reflejen instanta´nea-
mente.
Para que el usuario modifique la partitura vamos a usar u´nicamente la componente
gra´fica. La accio´n no se podra´ realizar sin usar el rato´n porque no esta´ dirigida a usuarios
invidentes. Un usuario invidente modificar´ıa la partitura en braille (accio´n que se realizar´ıa
u´nicamente interactuando con el teclado o l´ınea braille) y esta accio´n necesita la implemen-
tacio´n de la traduccio´n inversa (de braille a tinta) para funcionar.
Repasemos brevemente el funcionamiento de la representacio´n en tinta. En la clase Main-
Window tenemos un atributo string SourceXml que tiene propiedad de dependencia y cuyo
valor es el contenido del archivo MusicXML cargado en cada momento y se modifica cuando
cargamos una nueva partitura. En la parte gra´fica tenemos un control de tipo Manufak-
turaControls:NoteViewer cuyo atributo XmlSource (su valor es el contenido del archivo
MusicXML que se representa en el componente) esta´ binded a nuestra variable SourceXml.
De esta forma cuando cambiamos el contenido de la variable SourceXml cambia la repre-
sentacio´n gra´fica reflejando los cambios.
El control ManufakturaControls:NoteViewer se puede configurar para que permita al
usuario arrastrar las notas con el rato´n cambia´ndolas de altura (modificacio´n del tono) de
forma que esos cambios se reflejan en su atributo XmlSource. Por tanto, ahora queremos
que los cambios en XmlSource se reflejen en tiempo real en SourceXml, para ello hacemos
el binding entre estas variables bidireccional.
Por otra parte, el texto braille (tanto el que se muestra por pantalla como el que sale por
l´ınea braille, es el mismo) esta´ binded a nuestra variable Braille que es un string con propie-
dad de dependencia que almacena la partitura en braille. Recordamos que para obtener el
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Figura 4.13: Diagrama de clases con los principales mecanismos de comunicacio´n entre la
parte gra´fica y el modelo
texto de la partitura en braille realizamos la traduccio´n desde MusicXML pasando por las
estructuras de a´rbol de MusicXML y a´rbol de braille. Para realizar esta traduccio´n cada vez
que se modifique SourceXml usamos paso de eventos. Desde el control ManufakturaCon-
trols:NoteViewer lanzamos un evento noteViewer1 PreviewMouseLeftButtonUp mediante el
atributo PreviewMouseLeftButtonUp cada vez que se levante el boto´n izquierdo del rato´n,
ya que es la u´ltima accio´n que sucede al arrastrar una nota. Resumimos las interacciones
entre los elementos en la figura 4.13.
4.9. Ampliacio´n de las caracter´ısticas musicales
En una primera iteracio´n del desarrollo implementamos un modelo musical ba´sico: un
pentagrama con clave, armadura, tempo, notas y silencios. La cantidad de caracter´ısticas
musicales representables en un pentagrama en tinta compone una lista mucho ma´s extensa.
Para concluir nuestra aplicacio´n decidimos hacer una segunda iteracio´n y an˜adir caracter´ısti-
cas a la representacio´n.
Hemos incluido las alteraciones (sostenidos y bemoles) entre las caracter´ısticas represen-
tables. Para ello hemos an˜adido los atributos correspondientes a lo largo de todo el modelo
(figura 4.4).
Primero extraemos la informacio´n necesaria del a´rbol de MusicXML y se la an˜adimos
a nuestro elemento BrailleNote del a´rbol de braille. Despue´s modificamos las funciones
ParseBraille y ParseText de la clase BrailleNote para que la informacio´n sobre la alteracio´n
que acompan˜a o no a la nota se represente correctamente en braille y sea le´ıda correctamente
por el revisor de pantalla.
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4.10. Creacio´n del ejecutable
Al finalizar con la programacio´n del proyecto fue necesario obtener un fichero con el
cua´l se pudiera compartir el programa para poder realizar la experimentacio´n. Esto en
muchas ocasiones puede resultar muy sencillo porque el propio entorno de Visual Studio
en el que este programa ha sido desarrollado, ofrece la opcio´n de publicar la aplicacio´n
en formato .exe. Sin embargo, en seguida nos dimos cuenta que esta funcionalidad no nos
funcionaba porque nuestro programa requiere permisos de administrador para realizar la
copia de algunos archivos y la herramienta no permite publicar aplicaciones que exijan
permisos de administrador. Esto fue un problema con el que no conta´bamos y para el cual
realizamos la bu´squeda de diferentes opciones para lograr resolverlo.
El problema finalmente lo resolvimos creando un proyecto de instalador para nuestra
aplicacio´n que resulta ser otra de las formas habituales de publicar aplicaciones. En este
caso, utilizamos la extensio´n de Visual Studio para la creacio´n de SetUp Projects y creamos
nuestro proyecto de instalador que llamamos LiveDotsInstaller. La forma que tienen estos
proyectos de funcionar es que instalan los archivos que se deseen en el ordenador cliente
que ejecute el instalador. Dentro de estos archivos que instalan puedes elegir incluir la
salida de otro proyecto que hayas creado junto con todas las librer´ıas de las que depende.
En nuestro caso, al incluir la salida del proyecto LiveDots en el instalador LiveDotsInstaller
logramos que un usuario cliente pueda instalar el archivo que ejecuta la aplicacio´n LiveDots.
Adema´s, se an˜adira´n automa´ticamente dentro de la misma carpeta todas las librer´ıas que
utiliza nuestro proyecto. De esta forma, el instalador solicitara´ permisos de administrador y
copiara´ los archivos necesarios para la ejecucio´n correcta de la aplicacio´n sin necesidad de
que la propia aplicacio´n lo haga.
Adema´s de la aplicacio´n y las librer´ıas que esta necesita, se pueden an˜adir otros archivos
al instalador. Esto fue muy conveniente para instalar la fuente de braille que utiliza el pro-
grama y el objeto COM que se utiliza para la comunicacio´n entre el programa y el revisor
de pantalla. Para instalar la fuente de braille con el proyecto de instalador, u´nicamente fue
necesario an˜adir la fuente al proyecto como fichero .ttf e indicar al instalador que instalara
este fichero como fuente en el ordenador cliente. Un proceso ana´logo se hizo para la insta-
lacio´n del objeto COM. Con esto, logramos tener un archivo que podr´ıamos distribuir con
facilidad para realizar la experimentacio´n.
Cap´ıtulo 5
Experimentacio´n
5.1. Pruebas internas del programa
Una vez acabado el programa y durante el desarrollo del mismo fuimos realizando dife-
rentes pruebas para comprobar el correcto funcionamiento. Las partes ma´s importantes que
tuvimos que probar fueron la traduccio´n a braille, la lectura de los elementos con el revisor
de pantalla y la accesibilidad del programa. Para comprobar que la traduccio´n a braille era
correcta fuimos contrastando diferentes partituras de ejemplo que vienen en el manual inter-
nacional de musicograf´ıa braille (figura 5.1). Para la lectura de los elementos con el revisor de
pantalla simplemente utilizamos la partitura en tinta como referencia para comparar lo que
pon´ıa con lo que dec´ıa. Por u´ltimo, para comprobar que la aplicacio´n era accesible realizamos
diferentes recorridos por todos los elementos de la aplicacio´n comprobando que se pudie-
ran acceder con el teclado y que el revisor de pantalla informaba adecuadamente. Adema´s,
comprobamos que no se produjeran errores al ejecutar las diferentes funcionalidades de la
aplicacio´n.
5.2. Experimento
Para comprobar si la aplicacio´n LiveDots puede ayudar a incluir estudiantes ciegos en
las clases de mu´sica realizamos un experimento en el que presentamos LiveDots a distintos
usuarios para que la probasen. Nuestra idea inicial era llevar la aplicacio´n a la ONCE para
que usuarios ciegos la probasen y nos diesen su opinio´n sobre usabilidad y experiencia de
uso. Despue´s de esto, tambie´n ı´bamos a llevar la aplicacio´n a profesores de musica videntes y
alumnos de mu´sica ciegos para obtener feedback de los usuarios finales. Sin embargo debido
a la situacio´n de confinamiento causada por el COVID-19, no pudimos llevar estas pruebas
a te´rmino.
En su lugar realizamos un experimento blindfolded (a ciegas) con personas videntes. Este
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Partitura de prueba en tinta.
Partitura de prueba en braille del Manual Internacional.
Partitura de prueba en braille de la aplicacio´n LiveDots.
Figura 5.1: Ejemplo de prueba realizada para la traduccio´n de braille.
tipo de experimento consiste en no poder usar el sentido de la vista, para ello el participante
puede o bien taparse los ojos o bien apagar la pantalla del ordenador. De este forma se
simula la interaccio´n de un usuario ciego.
De esta forma podemos comprobar que la aplicacio´n es usable para un usuario invidente,
es decir, comprobamos que la aplicacio´n es accesible en el sentido de que puedes realizar
todas las acciones posibles usando u´nicamente el teclado (y atajos de teclado) y el audio de
un revisor de pantalla. Sin embargo es importante remarcar que este tipo de experimento no
refleja la experiencia de uso de un usuario invidente debido a la distinta filosof´ıa que tienen
a la hora de interactuar con el ordenador.
5.3. Objetivo del experimento
El objetivo principal de este experimento era comprobar si la aplicacio´n LiveDots es u´til
para incluir a un alumno ciego en un aula de mu´sica. Pensamos que ser capaz de traducir
partituras a braille en tiempo real aumentar´ıa la interaccio´n entre profesor y alumno, me-
jorando as´ı la participacio´n del alumno. Para verificar esta hipo´tesis, formulamos las tres
siguientes preguntas de investigacio´n que queremos responder con los resultados del
experimento:
RQ1. ¿Puede la aplicacio´n LiveDots ayudar a incluir a un alumno ciego en una clase de
mu´sica?
Adema´s, para comprobar si la aplicacio´n es u´til, es importante verificar tambie´n que es
utilizable. Por tanto, otro objetivo de este test es verificar la usabilidad para ambos usuarios
objetivos: profesores de mu´sica (videntes) y estudiantes de mu´sica (invidentes).
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Por una parte, es un requisito que una persona ciega pueda usar la aplicacio´n LiveDots
sin intervencio´n o ayuda de otra persona. Los atajos de teclado y el revisor de pantalla
deben ser pra´cticos y fa´ciles de usar. Para verificarlo, planteamos la siguiente pregunta de
investigacio´n:
RQ2. ¿Puede una persona ciega usar la aplicacio´n LiveDots sin ninguna ayuda externa?
Por otra parte, un profesor debe poder usar LiveDots incluso sin tener ningu´n conoci-
miento sobre braille o braille musical. Las acciones de cargar una partitura y modificarla
deben ser sencillas. Por tanto la u´ltima pregunta de investigacio´n es:
RQ3. ¿Puede una persona vidente con conocimientos musicales que no sabe braille mu-
sical usar la aplicacio´n LiveDots?
5.4. Participantes
El estudio conto´ con 7 participantes. Todos ellos eran personas videntes sin conocimientos
sobre braille o braille musical y con distintos conocimientos ba´sicos sobre notacio´n musical.
Cada uno de ellos probo´ la aplicacio´n en dos escenarios distintos: primero blindfolded (simu-
lando el punto de vista del alumno ciego) y despue´s pudiendo ver la pantalla (simulando el
punto de vista del profesor vidente). Por u´ltimo, los participantes rellenaron una encuesta
sobre LiveDots.
5.5. Disen˜o experimental
Disen˜amos el experimento para tratar de responder a las tres preguntas de investigacio´n.
Primero usaron la aplicacio´n y despue´s nos dieron feedback a trave´s de un cuestionario (figura
5.2).
Figura 5.2: Disen˜o experimental
La parte blindfolded del experimento verificaba si la aplicacio´n era utilizable por personas
ciegas. Era posible que algunos de los participantes no pudieran utilizar el teclado sin verlo,
por lo que hab´ıa un supervisor que les ayudaba a pulsar las teclas que quer´ıan y se aseguraba
de que los participantes tuvieran los ojos vendados mientras utilizaban la aplicacio´n. En esta
primera parte los participantes deb´ıan abrir una partitura, reproducirla, detenerla, mover el
cursor por la partitura braille para escuchar la lectura de los elementos musicales a trave´s del
revisor de pantalla y finalmente cerrar la aplicacio´n. Utilizaron el lector de pantalla JAWS
mientras ten´ıan los ojos vendados (figura 5.2).
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Al terminar la primera parte blindfolded, los participantes descubrieron sus ojos y proba-
ron LiveDots desde el punto de vista de un usuario vidente. Las tareas visuales eran: abrir
una partitura, modificarla, guardar los cambios e identificar esos cambios en la partitura en
braille usando el lector de pantalla.
La primera parte del experimento comprobo´ si los usuarios ciegos pueden usar la apli-
cacio´n LiveDots sin ayuda externa (RQ2 ) y la segunda parte si las personas videntes sin
conocimiento sobre braille musical pueden utilizar la aplicacio´n (RQ3 ). Adema´s, probar la
aplicacio´n desde el punto de vista de ambos usuarios finales permite a los participantes
evaluar si LiveDots es u´til para incluir a un estudiante ciego en una clase de mu´sica (RQ1 ).
Por u´ltimo, hicieron un cuestionario con cuatro partes, cada una relacionada con una
de las preguntas de la investigacio´n. La duracio´n de la prueba fue de unos 30 minutos,
incluyendo el uso de la aplicacio´n y cuestionario.
5.6. Material e instrumentos
Para realizar el experimento se facilito´ a los participantes la aplicacio´n LiveDots que
usaron junto al revisor de pantalla JAWS.
5.6.1. Cuestionario
El cuestionario ten´ıa dos preguntas iniciales de s´ı/no. La primera era si consideraban
que usar aplicaciones informa´ticas para conseguir partituras en braille facilita la tarea en
comparacio´n a la forma tradicional de imprimirlas en papel perforado, y la segunda era si
el participante conoc´ıa previamente alguna aplicacio´n de traduccio´n o lectura de partituras
en braille. Nuestra hipo´tesis era que las respuestas ser´ıan s´ı y no, respectivamente. Esto
resaltar´ıa la necesidad de una aplicacio´n como LiveDots para hacer esta traduccio´n y lectura,
justificando as´ı de forma afirmativa la primera pregunta de investigacio´n (RQ1 ).
Despue´s de estas dos preguntas, el cuestionario constaba de cuatro partes diferentes. Las
tres primeras valoradas en escala Likert-5, siendo 1 la peor puntuacio´n para la aplicacio´n y
5 la mejor. La tabla 5.1 describe estas tres partes.
Por u´ltimo, hab´ıa una pregunta abierta para sugerir mejoras de la aplicacio´n LiveDots.
Cuadro 5.1: Resumen del cuestionario






























Tras realizar el experimento, obtuvimos 7 respuestas al cuestionario. La baja tasa de
respuesta se debe, una vez ma´s, a la inesperada situacio´n de pandemia mundial que no nos
permitio´ realizar el experimento en las instalaciones de la ONCE ni reunir a ma´s personas
para que probasen la aplicacio´n. Dicho esto, logramos obtener y analizar los resultados de
la mejor manera posible. Para las 5 preguntas de escala Likert-5 calculamos la media de las
respuestas obtenidas en cada pregunta y los resultados son los que se muestran en la figura
5.3.
Figura 5.3: Resultados de las preguntas Likert-5
En la tabla se distinguen en por colores tres secciones diferentes. Cada seccio´n esta´ pen-
sada para ayudar a responder una de las preguntas de investigacio´n. La primera seccio´n
(correspondiente a RQ1 ) contiene las preguntas relacionadas con la utilidad de la aplicacio´n
(U1-U3) y con la probabilidad de que los participantes usen o recomienden la aplicacio´n
(P1-P2). La segunda seccio´n (correspondiente a RQ2 ) pregunta con que´ facilidad los parti-
cipantes hicieron las distintas tareas blindfolded (con los ojos vendados) (B1-B5). La tercera
seccio´n (correspondientes a RQ3 ) se corresponde con la parte visual de la prueba (sin los
ojos vendados) y pregunta co´mo de fa´cil encontraron los participantes las diferentes tareas
(S1-S4) y si se requer´ıa conocimiento previo sobre braille musical (K1). Para cada grupo
de preguntas relacionadas, calculamos la media aritme´tica de las respuestas medias y la
representamos en un gra´fico de caja (figura 5.4). Por u´ltimo, para las preguntas de s´ı/no
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obtuvimos que el 100 % de los participantes piensa que el uso de aplicaciones informa´ticas
hace ma´s sencilla la obtencio´n de una partitura braille en comparacio´n con los me´todos
tradicionales. Y el 85,7 % de los participantes no conocen ninguna aplicacio´n informa´tica
para la traduccio´n y/o lectura de partituras en Braille.
Figura 5.4: Diagrama de cajas de las distintas secciones estudiadas
5.8. Discusio´n de los resultados
A lo largo de esta seccio´n, trataremos de responder a las preguntas de investigacio´n
expuestas en la seccio´n 5.3 usando los resultados expuestos en el apartado anterior. En
primer lugar, observamos la necesidad de una aplicacio´n como LiveDots en el hecho de
que aunque todos los participantes (100 %) piensan que el uso de aplicaciones informa´ticas
facilita la tarea de obtener partituras en braille, casi ninguno (14 %) conoce una aplicacio´n
para ello. En cuanto a probar la utilidad de la aplicacio´n LiveDots (RQ1 ) es necesario
probar primero su usabilidad (RQ2, RQ3 ), por tanto, responderemos a las preguntas de
investigacio´n en ese orden.
RQ2. ¿Puede una persona ciega usar la aplicacio´n LiveDots sin ninguna ayuda
externa?
S´ı. Los resultados de la prueba blindfolded muestran que la aplicacio´n puede ser utilizada
fa´cilmente usando u´nicamente el teclado con JAWS como lector de pantalla (4.36/5 en la
usabilidad para invidentes B1-B5).
RQ3. ¿Puede una persona vidente con conocimientos musicales que no sabe
braille musical usar la aplicacio´n LiveDots?
S´ı. Los resultados de la prueba visual muestran que los participantes sin ningu´n cono-
cimiento de braille musical podr´ıan utilizar la aplicacio´n sin ningu´n problema (4.33/5 en
usabilidad para videntes S1-S4). De hecho, la mayor´ıa de los participantes (85 %) piensa que
se necesitan poco o ningu´n conocimiento sobre braille musical para utilizar la aplicacio´n.
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RQ1. ¿Puede la aplicacio´n LiveDots ayudar a incluir a un alumno ciego en
una clase de mu´sica?
S´ı. Despue´s de realizar la prueba blindfolded y la visual, los participantes piensan que
la aplicacio´n y sus funcionalidades pueden ser u´tiles para integrar a un estudiante ciego en
una clase de mu´sica (4,38/5 en utilidad U1-U3) y es probable que usen o recomienden la
aplicacio´n (4,08/5 en P1-P2). Adema´s, RQ2 y RQ3 muestran que la aplicacio´n tambie´n es
utilizable, lo cual es un requisito necesario para que sea u´til.
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Cap´ıtulo 6
Aportacio´n individual
6.1. O´scar Dı´az Ribagorda
El proyecto comenzo´ con la propuesta de la ONCE para realizar un programa que ayuda-
ra con la inclusio´n de alumnos invidentes en aulas de mu´sica. Empezamos con una reunio´n
con algunos encargados de la ONCE que nos indicaron el objetivo e intere´s de una aplicacio´n
de estas caracter´ısticas. Tras esto nos pusimos a investigar todos los diferentes recursos que
nos pudieran ayudar a encontrar una solucio´n. Yo me encargue´ de estudiar co´mo se adaptan
los ordenadores a trave´s de la l´ınea braille y el revisor de pantalla para servir como herra-
mienta a las personas invidentes. Esta investigacio´n, junto con la ayuda de nuestros tutores
y las sugerencias de la ONCE nos ayudo´ a escoger a JAWS como revisor de pantalla y el
lenguaje de programacio´n C# como lenguaje de desarrollo. Adema´s de esto, investigue´ que
soluciones se han dado a problemas parecidos (sin estar necesariamente relacionados con la
mu´sica) centra´ndome en que´ programas informa´ticos se utilizan en la educacio´n de alumnos
ciegos. Varios de los disen˜os e ideas de concepto nos sirvieron para inspirar nuestra solucio´n.
Una de las aplicaciones que ma´s nos ha inspirado en el disen˜o es el editor de braille cient´ıfico
EDICO. Por u´ltimo, me informe´ de co´mo se representa la mu´sica en braille y busque´ dife-
rentes recursos, como el manual internacional de musicograf´ıa braille (Krolick, 1996), para
que mis compan˜eros y yo pudie´ramos utilizar durante el desarrollo de la aplicacio´n. Durante
toda esta bu´squeda de recursos fuimos recolectando cualquier fuente que nos pudiera ser
de ayuda ma´s adelante y hubo una publicacio´n que encontre´ (A Transcription System from
MusicXML Format to Braille Music Notation, Gotoh y col., 2008) que resulto´ ser una gran
contribucio´n al desarrollo del programa.
Tras el estudio del estado del arte, nos propusimos empezar a programar cuanto antes e
ir logrando versiones cada vez ma´s funcionales de la aplicacio´n. De esta forma, evita´bamos el
riesgo de organizar un proyecto que tuviera un taman˜o fuera de nuestras posibilidades. Las
primeras funcionalidades del programa las fuimos an˜adiendo de forma colectiva pues, en esta
etapa, esta´bamos entrando en contacto con el lenguaje de programacio´n C# (en particular
con los proyectos Wpf) que ninguno hab´ıamos utilizado con anterioridad. En cuanto nos
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empezamos a familiarizar con el entorno y pusimos toda la informacio´n y propuestas sobre
la mesa, logramos entre los tres tener un primer disen˜o conceptual de la aplicacio´n sobre el
cual poder distribuir el trabajo.
La primera gran funcionalidad que logramos implementar fue la representacio´n de par-
tituras en tinta a partir de ficheros en formato MusicXml. Para esto hicimos uso de una
librer´ıa de co´digo libre (Manufaktura) que encontramos durante nuestro estudio del estado
del arte (Salamon, s.f.). Durante esta etapa ya ten´ıamos pensado que el braille se iba a
mostrar a la vez en la pantalla pero dado que no hab´ıamos implementado au´n la traduccio´n,
decidimos mostrar el documento MusicXml donde deber´ıa ir el braille.
En la segunda etapa nos centramos en la traduccio´n de MusicXml a braille. En este
momento ya ten´ıamos suficientemente organizado el proyecto como para poder distribuir
las diferentes tareas aunque continua´ramos ayuda´ndonos y poniendo en comu´n todos los
avances. En mi caso, fue en este momento cuando se me ocurrio´ que podr´ıamos utilizar
las ideas que se propon´ıan en la publicacio´n de Gotoh y col., 2008 para implementar la
traduccio´n de MusicXml a braille en C#. Para ello, propuse implementar un a´rbol diferente
para cada una de las partes y programar una funcio´n que convirtiera de un a´rbol al otro. Mi
compan˜ero Lucas de Torre y yo nos encargamos de implementar esta funcio´n de traduccio´n
entre los a´rboles. Esto fue importante hacerlo entre dos personas porque hac´ıa falta que
hubiera coherencia entre los atributos de los diferentes objetos de los a´rboles y la forma
en la que convert´ıamos los objetos de un a´rbol a otro. Con esta dina´mica logramos que
el programa convirtiera correctamente de un archivo MusicXml a un a´rbol de elementos
braille. A partir de aqu´ı, era necesario que cada elemento braille supiera co´mo se escrib´ıa
para poder mostrarlo por pantalla y se dar´ıa por finalizada la traduccio´n de partitura en
tinta a braille.
Con la traduccio´n a braille lograda solo nos quedaba una gran funcionalidad por cumplir,
esto consist´ıa en la accesibilidad de la aplicacio´n. Dentro de la accesibilidad de la aplicacio´n
quer´ıamos incluir la lectura de los elementos musicales en braille por el revisor de pantalla.
Esta parte resulto´ ser la ma´s complicada de todas ya que tuvimos que entender bien el fun-
cionamiento de JAWS y co´mo conectar nuestra aplicacio´n con este revisor de pantalla para
que leyera los elementos musicales que representaba el braille mostrado. Yo me encargue´
de entender bien el funcionamiento y la documentacio´n de JAWS. En este proceso, realice´
pruebas para ver que funciones de JAWS podr´ıamos sobrescribir para lograr el comporta-
miento que quer´ıamos con el revisor de pantalla. Encontre´ que la funcio´n SayCharacter ser´ıa
la ma´s adecuada y me encargue´ de programar el Script para que JAWS funcionara como
quer´ıamos con nuestra aplicacio´n. Con esto y con las partes de las que se encargaron mis
compan˜eros logramos llegar a una solucio´n que diferencia a nuestra aplicacio´n de la mayor´ıa
del resto de aplicaciones accesibles. Adema´s del revisor de pantalla, acabamos entre todos la
implementacio´n del resto de funcionalidades que hacen que nuestra aplicacio´n se accesible.
Una vez tuvimos una aplicacio´n con las funcionalidades que quer´ıamos, nos centramos
en an˜adir y comprobar diferentes partes de la aplicacio´n que resultar´ıan en una solucio´n ma´s
completa. En mi caso, utilice´ las diferentes herramientas que nos proporcionaba el lenguaje
(Binding) y la librer´ıa de Manufaktura (edicio´n) para permitir la modificacio´n en tiempo real
de la altura de las notas. Esta funcionalidad se puede ampliar si se ampl´ıa las posibilidades
de edicio´n de la partitura en tinta puesto que nuestra aplicacio´n ya utiliza una traduccio´n
a braille de la partitura en tiempo real.
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Art´ıculo LiveDots: Realtime Interactive Braille Music Translator to Integrate
Blind Students into Music Classes
El desarrollo de este proyecto y la investigacio´n realizada para su concepcio´n y disen˜o
nos parecio´, a nuestros tutores y a nosotros, de gran importancia para el avance en el uso
de tecnolog´ıas para la inclusio´n de personas ciegas. Con esta idea, decidimos realizar un
experimento formal para comprobar nuestras sospechas. En este experimento, prepare´ junto
con mis compan˜eros el cuestionario que ı´bamos a utilizar y prepare´ la aplicacio´n para su
fa´cil distribucio´n. Adema´s, me encargue´ de realizar la prueba con tres participantes.
Con la informacio´n recopilada del experimento decidimos escribir un art´ıculo para el
congreso ICCE 2020 en el campo del uso de ordenadores en la educacio´n. A la hora de
escribir este art´ıculo, yo me encargue´ de explicar el desarrollo de la aplicacio´n LiveDots
(Apartado 3 del Anexo A). Para ello, realice´ un esquema conceptual de la aplicacio´n para
organizar correctamente todas las partes importantes. Despue´s explique´ de forma concisa
cada parte de la aplicacio´n LiveDots centra´ndome en los aspectos innovadores de cada una.
Tanto la escritura del art´ıculo como el desarrollo del resto del proyecto han sido una
gran experiencia que me ha servido no solo para aprender mucho sino para querer aprender
ma´s.
6.2. Claudia Guerrero Garc´ıa-Heras
El primer paso del proyecto fue hacer un estudio del estado del arte para familiarizarse
con el campo del braille musical, de las aplicaciones accesible y de las aplicaciones musicales.
Como primera aportacio´n me encargue´ de la investigacio´n acerca de las aplicaciones de
edicio´n de partituras.
Al analizar estas aplicaciones me di cuenta de que casi ninguna era completamente
accesible ya que pierden funcionalidades al usar un revisor de pantalla. Este problema se debe
en la mayor´ıa de los casos a que el desarrollo de la aplicacio´n se hace pensando u´nicamente
en los usuarios videntes y se an˜ade la accesibilidad como una caracter´ıstica a posteriori.
Al hacer esto es posible que nos encontremos con situaciones que son muy complicadas
de transcribir con un revisor. El origen por tanto del problema es un sesgo a la hora de
desarrollar software. Por tanto, mi estudio aporto´ que para poder hacer una aplicacio´n
totalmente accesible necesita´bamos pensar en desarrollar software tanto para videntes como
para invidentes desde el comienzo del desarrollo de la aplicacio´n.
Tras implementar un primer boceto de la aplicacio´n de forma colaborativa, llegamos
al problema de co´mo representar pentagramas y braille en una aplicacio´n WPF. Yo me
encargue´ de resolver co´mo representar cajetines braille por pantalla en un formato legible
y co´mo saber que´ cajetin braille estamos representando sin necesidad de saber braille. Para
ello realice´ en primer lugar un diccionario que nos permitiese usar la fuente TrueType
de cajetines braille edico es br6.tt que nos proporciono´ la ONCE. Era necesario este paso
intermedio porque esta fuente estaba pensada para EDICO, que es un editor cient´ıfico y
las correspondencias entre caracteres ASCII y s´ımbolos de la fuente estaba orientada a
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representar s´ımbolos cient´ıficos. El diccionario desarrollado establec´ıa una correspondencia
entre cadenas de nu´meros que indican los puntos resaltados en un cajet´ın braille y el caracter
ASCII correspondiente a dicho cajet´ın en la fuente. De esta manera di una solucio´n general
al problema.
El siguiente paso fue la traduccio´n de una partitura de MusicXML a braille. En esta etapa
me encargue´ de la traduccio´n de a´rbol MusicXML a braille. Para conseguir una secuencia de
caracteres braille que represente el a´rbol an˜ad´ı atributos de representacio´n a cada una de las
clases del a´rbol braille que asignan a cada elemento los cajetines braille correspondientes.
Posteriormente un recorrido del a´rbol en el orden correcto proporciona la secuencia de
braille deseada. Para realizar esta tarea era necesario saber que´ s´ımbolos braille asignar a
cada s´ımbolo, e´sta fue la parte que ma´s tiempo llevo´. Para realizar esta correspondencia use´
el esta´ndar del manual internacional de musicograf´ıa braille (Krolick, 1996). Fue en general
un proceso de aprendizaje y familiarizacio´n con el braille muy necesario ya que no sab´ıa
nada al respecto antes de comenzar el proyecto. Para la correcta representacio´n del braille
en linea braille es importante hacer los saltos de l´ınea en braille de manera adecuada, lo
cual tiene la complicacio´n de que en braille hay elementos que se representan de distinta
forma en funcio´n de si caben en la l´ınea actual o no. Implemente´ tambie´n un sistema de
contadores para solucionar esta cuestio´n.
En la siguiente etapa trabajamos en configurar el lector de pantalla JAWS para que
funcionase correctamente con la aplicacio´n y conseguir que leyese las figuras musicales co-
rrespondientes al pasar el cursor por los cajetines braille. Mi aportacio´n en esta etapa fue
desarrollar e implementar una solucio´n que nos permitiese que al recorrer los elementos
braille con el cursor se leyesen los s´ımbolos musicales correspondientes con el revisor de
pantalla. Esta tarea tiene la complicacio´n de que mientras que muchos de los elementos que
se representan en tinta con un u´nico s´ımbolo se corresponden con varios cajetines braille
y el nu´mero de cajetines con los que se representa no solo depende de la figura en s´ı, sino
tambie´n del contexto en el que se encuentre. Implemente´ por tanto un sistema de tres listas
para llevar toda la informacio´n necesaria como se explica en la seccio´n 4.5.1.5.
Como u´ltima etapa de desarrollo de la aplicacio´n, buscamos una forma de reproducir
la partitura como funcionalidad an˜adida. Buscamos una librer´ıa para pasar a MIDI desde
MusicXML, pero al final encontre´ una forma ma´s sencilla usando directamente la librer´ıa
Manufaktura.Controls que hab´ıamos usado para representar la partitura en tinta. Cree´ una
primera versio´n de reproductor con opcio´n de reproducir y parar pero me di cuenta de que
las clases por esta librer´ıa no funcionaban como era esperable. Una parte importante de mi
aportacio´n fue arreglar los bugs de las librer´ıas. La librer´ıa ven´ıa sin documentacio´n por
tanto tuve que analizar directamente el co´digo para ver que estaba pasando, encontre´ un
par de bugs (ver seccio´n 4.7) y los solucione´ cambiando el co´digo de algunas clases para
nuestro proyecto, lo que pude hacer gracias a que la librer´ıa tiene licencia MIT.
Art´ıculo LiveDots: Realtime Interactive Braille Music Translator to Integrate
Blind Students into Music Classes
Este proyecto es una prueba de concepto sobre co´mo generalizar la idea de interactividad
mediante modificaciones en tiempo real de EDICO a otros campos. Una parte esencial del
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proyecto es probar la aplicacio´n y difundir el proyecto para que pueda tener repercusio´n en
ma´s a´reas del conocimiento.
Para ello disen˜amos un experimento en el que distintos usuarios probasen y valorasen la
aplicacio´n. Yo me encargue´ de supervisar la prueba de pruebas de tres participantes. Por
u´ltimo, tras ver la exposicio´n de los resultados hecha por mis compan˜eros me encargue´ de
discutir los resultados obtenidos en el experimento y de ver co´mo respond´ıan a las preguntas
de investigacio´n.
Para divulgar este proyecto, escribimos un art´ıculo para el congreso ICCE 2020 (Inter-
national Conference on Computers in Education) que es un congreso Core B organizadopor
APSCE (Asia-Pacific Society for Computers in Education). El art´ıculo esta´ centrado en
el desarrollo del experimento y la discusio´n de los resultados obtenidos. Esta´ enfocado a
demostrar que, efectivamente, la aplicacio´n LiveDots senta un precedente de que se puede
generalizar la idea de interactividad en tiempo real propuesta por el proyecto EDICO a los
campos art´ısticos. Mi principal aportacio´n fue concentrar la informacio´n sobre la escena de
la ensen˜anza musical a personas invidentes para poner en contexto el proyecto y demostrar
su necesidad y utilidad.
6.3. Lucas de Torre Barrio
En el estudio del estado del arte, realizado con la intencio´n de adquirir conocimientos
sobre los avances realizados en el uso de la informa´tica para facilitar la accesibilidad (tanto
en el campo de la mu´sica como en otros campos, como el de las matema´ticas), me enfoque´
en el estudio de formatos de notacio´n musical y en las aplicaciones musicales relacionadas
con la accesibilidad. La intencio´n era ver que´ formato usan mayormente las aplicaciones
musicales accesibles y que´ posibilidades proporcionan estas aplicaciones.
Los formatos musicales ma´s extendidos son MIDI y MusicXML, siendo este u´ltimo el
ma´s utilizado en aplicaciones accesibles. El programa BME permite la edicio´n de partituras
braille para despue´s exportar el archivo en formato MusicXML (algo que no hemos imple-
mentado en nuestra aplicacio´n, porque habr´ıa sido inabarcable). FreeDots es una aplicacio´n
que traduce un archivo en formato MusicXML a uno en notacio´n de braille musical, parecido
al programa GOODFEEL, y Lime Lighter esta´ disen˜ado para personas con visibilidad redu-
cida. As´ı, la idea que tuvimos para nuestra aplicacio´n era utilizar el formato MusicXMLpara
importar y exportar partituras e implementar las caracter´ısticas de estas aplicaciones (no
hemos implementado la de BME por no ser objeto de este trabajo, pero la aplicacio´n ha
sido disen˜ada con la idea de facilitar futuras ampliaciones), con la funcionalidad an˜adida de
la interactividad en tiempo real.
Despue´s, programamos el primer disen˜o de la aplicacio´n. Esto lo hicimos en grupo (como
gran parte del proyecto) porque era nuestro primer contacto desarrollando con WPF. Una
vez finalizado un primer disen˜o, implementamos la representacio´n de la partitura en tinta y
del texto MusicXML correspondiente a dicha partitura.
La siguiente parte fue conseguir representar la estructura de una partitura en formato
MusicXML y traducirla a notacio´n de braille musical. Mi parte aqu´ı se centro´ en la imple-
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mentacio´n de la traduccio´n de a´rbol MusicXML a a´rbol braille, funcionalidad implementada
con O´scar Dı´az, ya que era una parte extensa y, al principio, algo confusa. Esta traduccio´n
consist´ıa en ir recorriendo la estructura en la que almacena´bamos la partitura en MusicXML
(a´rbol MusicXML) para ir traducie´ndola a la estructura en la que ı´bamos a almacenar la
partitura en braille (a´rbol braille).
Esta parte de la traduccio´n es, durante el uso de la aplicacio´n, la ma´s costosa computacio-
nalmente, ya que recorre ambos a´rboles completamente. Por ello, hice una aproximacio´n del
coste de esta traduccio´n (lineal en el nu´mero de nodos del a´rbol) ya que, de esta manera,
ten´ıamos una idea intuitiva de que el programa no iba a ser demasiado lento, algo que mer-
mar´ıa en gran medida la idea de interactividad en tiempo real. Con esto, ten´ıamos ya una
primera base para, a partir de una partitura en MusicXML, conseguir almacenarla con una
estructura de notacio´n braille.
Respecto a la parte de accesibilidad, me centre´ en el uso del teclado en la aplicacio´n.
Para ello, tenemos en cuenta la posicio´n actual del cursor, de manera que sabemos si ha
avanzado o retrocedido y as´ı utilizamos las listas implementadas por Claudia Guerrero en
la clase BrailleMusicViewer. Por otro lado, me encargue´ del salto de l´ınea, que ten´ıa que
implementarse para haber como mucho 40 caracteres en una l´ınea y que no se dividiera un
elemento musical (que puede ocupar ma´s de un cara´cter) en dos l´ıneas, ya que imposibilitar´ıa
su correcta lectura.
Por u´ltimo, me centre´ en la implementacio´n de los atajos de teclado. Con esto, el recorrido
de la aplicacio´n para una persona no es u´nicamente mediante el uso de el tabulado para
avanzar y retroceder, sino que hay acciones (como abrir una partitura) que se pueden realizar
con un atajo de teclado.
Art´ıculo LiveDots: Realtime Interactive Braille Music Translator to Integrate
Blind Students into Music Classes
Una vez terminado el proyecto, decidimos escribir un art´ıculo sobre el mismo, ya que
pensamos que era una buena idea su divulgacio´n. El art´ıculo lo presentamos al 28th Inter-
national Conference on Computers in Education (congreso Core B). Centramos el art´ıculo
en un experimento que probaba la utilidad y usabilidad de LiveDots, en el cual supervise´ la
prueba de dos de los participantes.
Mi parte en el art´ıculo se enfoco´ en la escritura de las preguntas de investigacio´n (que
hab´ıamos escogido de forma consensuada) y en la explicacio´n del motivo de haber escogido
dichas preguntas.
Adema´s, me centre´ tambie´n en la metodolog´ıa del experimento, en la cual explicaba el
disen˜o experimental, en el que argumenta´bamos el motivo de que todos los participantes
fueran videntes (dada la situacio´n de pandemia, nos resulto´ imposible contar con participan-
tes invidentes), que´ herramientas iban a tener para probar la aplicacio´n (nuestra aplicacio´n
LiveDots y el revisor de pantalla JAWS), y en que´ consist´ıa el cuestionario que hab´ıamos




Este proyecto pretende tener como resultado un impacto real en el mundo educativo. Por
esta razo´n, una parte importante del trabajo que queda por hacer es desarrollar la prueba
de concepto expuesta en este proyecto. Esta ampliacio´n podr´ıa conseguir una aplicacio´n
con todas las funcionalidades necesarias para maximizar la interactividad entre vidente e
invidente. Este trabajo incluir´ıa:
Aumentar la variedad de modificaciones realizables en la partitura en tin-
ta. En la prueba de concepto desarrollada so´lo se puede modificar la altura (tono) de
una nota ya existente en la partitura. Gracias al experimento, hemos comprobado que
esta modificacio´n en tiempo real puede ser de gran utilidad para integrar a alumnos
ciegos en clases de mu´sica, por tanto, creemos que aumentar la variedad de modifi-
caciones realizables en la partitura en tinta proporcionar´ıa a la herramienta una gran
interactividad.
Implementar la traduccio´n de braille a mu´sica en tinta. Para lograr la inter-
actividad en ambos sentidos entre vidente e invidente es necesario ser capaz de hacer
la traduccio´n inversa, de mu´sica en braille a mu´sica en tinta.
Modificar en tiempo real la partitura en braille. De igual forma, para lograr
la interactividad en ambos sentidos tambie´n es necesario permitir al usuario invidente
hacer modificaciones en la partitura que el usuario vidente pueda ver en tiempo real
en la partitura en tinta.
Implementar la traduccio´n de partituras en formato jpg o pdf a formato
MusicXML. Dada la alta cantidad de partituras en formato pdf o jpg que se pueden
conseguir, esta implementacio´n facilitar´ıa en gran medida la obtencio´n de partituras
en formato braille musical. Esto se debe a que podr´ıamos importar una partitura en
uno de estos formatos (pdf o jpg), la cual se traducir´ıa primero a formato MusicXML
para obtener a partir de este la partitura en formato de braille musical.
Somos conscientes de que algunos de estos elementos estaban entre los objetivos iniciales
del proyecto pero no se pudieron llevar a cabo por la pandemia. Otra funcionalidad sugerida
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por participantes del experimento que podr´ıa ayudar a mejorar la interactividad es resaltar
el grupo de cajetines braille correspondientes a una figura musical cuando la figura es selec-
cionada en la partitura en tinta para que la persona vidente se familiarice poco a poco con
el sistema de notacio´n braille.
Por otra parte el estudio realizado ha tenido ciertas limitaciones. Los instrumentos uti-
lizados han sido limitados. El experimento blindfolded con personas videntes da una idea
acerca de la respuesta a las preguntas de investigacio´n, sin embargo las limitaciones de
tiempo para realizar el experimento y la situacio´n de pandemia no nos permitieron probar
la aplicacio´n con personas ciegas. Una pregunta interesante que se ha quedado sin poder
contestar en este experimento es si los usuarios finales encuentran u´til y fa´cil de usar la
aplicacio´n. El experimento ha evaluado la usabilidad y accesibilidad de la aplicacio´n, con
resultados bastante positivos, sin embargo, no ha podido recabar datos acerca de la expe-
riencia de uso al no poder contar con participantes que formasen parte del pu´blico objetivo.
Las personas invidentes podr´ıan probar la aplicacio´n con ma´s detenimiento, comprobar si
se siguen los procedimientos habituales de accesibilidad y si es co´moda de usar.
Como resultado del e´xito del estudio, la ONCE realizara´ un nuevo experimento para
llevar esta tecnolog´ıa a las aulas para verificar que realmente funciona y cumple el propo´sito
para el cual se ha creado: integrar a alumnos ciegos en clases de mu´sica videntes. Este
sera´ un estudio que involucrara´ a personas ciegas y profesores de mu´sica para comprobar el
potencial de la aplicacio´n LiveDots.
Cap´ıtulo 8
Conclusiones
Hemos visto que, aunque hay herramientas que permiten modificar partituras en tinta o
traducir una partitura en tinta a partitura en notacio´n braille, su uso docente es limitado.
Sin embargo, existen otros campos donde se ha logrado desarrollar aplicaciones interactivas
en tiempo real accesibles, como es el caso de EDICO (editor de matema´ticas, f´ısica y qu´ımica
desarrollado por la ONCE). De ah´ı surgio´ la idea LiveDots, una aplicacio´n que puede facilitar
la inclusio´n de estudiantes de mu´sica ciegos en clases de mu´sica mediante esta idea de
interaccio´n en tiempo real.
Durante el estudio del estado del arte observamos que no hab´ıa muchas aplicaciones
accesibles. Sin embargo, aunque hacer accesible el software complica y alarga ligeramente su
disen˜o, desarrollar aplicaciones accesibles deber´ıa ser una pra´ctica ma´s extendida, ya que,
con ello, se tiene en cuenta a grupos de gente que, de otra manera, no podr´ıan hacer uso de
muchas aplicaciones. En nuestro caso, nunca hab´ıamos desarrollado software accesible antes
de este proyecto, y ahora creemos que la accesibilidad deber´ıa ser un requisito obligado a la
hora de desarrollar software.
Para el desarrollo de LiveDots, nos hemos apoyado en diferentes recursos de co´digo
abierto disponibles (como la biblioteca Manufaktura). Con ello, nos hemos dado cuenta de
la importancia de este co´digo para lograr programar software que, sin e´l, no se podr´ıa haber
desarrollado.
En la prueba realizada (que no fue con usuarios finales debido a la pandemia), tuvimos
en cuenta la importancia de que el cuestionario respondiera a nuestras preguntas de investi-
gacio´n. Para ello, tuvimos que ver que´ partes de la aplicacio´n iba a usar cada tipo de usuario
y co´mo las iba a usar. Los resultados obtenidos fueron muy positivos y, como hemos visto
en la seccio´n de trabajo futuro (seccio´n 7), gracias a estos resultados la ONCE realizara´
un nuevo experimento involucrando al pu´blico objetivo de la aplicacio´n con la intencio´n de
llevar LiveDots a las aulas.
Gracias al experimento, probamos emp´ıricamente que LiveDots podr´ıa ser u´til para fa-
vorecer la inclusio´n de alumnos invidentes en clases de mu´sica. Es decir, segu´n los resultados
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obtenidos en el cuestionario (seccio´n 5.6.1), la aplicacio´n favorecer´ıa la interaccio´n entre un
alumno ciego y un profesor vidente en un aula de mu´sica, lo que har´ıa que este alumno
estuviera incluido en mayor medida en la clase.
Los resultados de esta prueba mostraron que LiveDots puede ser usado por una persona
vidente con conocimientos musicales que no sepa nada de braille musical. Gracias a esto,
es posible que un profesor de mu´sica utilice la aplicacio´n y genere una partitura en braille
u´nicamente con sus conocimientos de mu´sica. Adema´s, los resultados tambie´n probaron que
una persona invidente puede utilizar la aplicacio´n sin ayuda externa. Con todo esto, se
concluye que LiveDots podr´ıa ser utilizado en clases de mu´sica, sin ma´s herramientas que
la propia aplicacio´n, ya que tanto el profesor como el alumno invidente pueden utilizar la
aplicacio´n sin necesidad de ser ayudados.
Adema´s, esta parte del proyecto nos hizo llegar a la siguiente conclusio´n que consideramos
fundamental: no solo es importante que el software cuyo principal pu´blico objetivo es vidente
se ampl´ıe para ser accesible, sino tambie´n al reve´s. Es decir, que tambie´n es importante que
aplicaciones cuyo pu´blico objetivo es gente invidente sean disen˜ada para poder ser usada
fa´cilmente por gente vidente (que no esta´ acostumbrada al mismo tipo de manejo de teclado
y que usan herramientas visuales, como el rato´n). Si no hubie´ramos tenido en cuenta esto,
nuestras pruebas de la aplicacio´n habr´ıan sido realmente complicadas, ya que la forma de
utilizar el ordenador que tenemos la gente vidente es muy distinta a la de la gente invidente.
Como conclusio´n global del experimento, LiveDots es una aplicacio´n interactiva en tiem-
po real relacionada con el campo de la mu´sica cuya utilidad y usabilidad han sido probadas
emp´ıricamente.
Por tanto, este proyecto ha demostrado que se puede generalizar la idea del proyecto
EDICO de interactividad en tiempo real (traduccio´n entre tinta y braille con modificaciones
en tiempo real) a otros campos para lograr la interactividad entre personas videntes e
invidentes y lograr as´ı una mejor integracio´n del alumno ciego en el aula. Esta generalizacio´n
de un campo cient´ıfico a un campo art´ıstico como es el de la mu´sica, abre la veda a toda
una serie de aplicaciones que lleven esta filosof´ıa al resto de a´reas del conocimiento.
Para difundir la idea de LiveDots, hemos escrito un art´ıculo llamado LiveDots: Real
time Interactive Braille Music Translator to Integrate Blind Students into Music Classes.
El art´ıculo, que esta´ estructurado de forma similar a este trabajo de fin de grado, se centra
en mayor medida en la parte experimental. En e´l se explican en detalle el desarrollo de la
aplicacio´n, el objetivo del experimento, el disen˜o experimental, los resultados y la discusio´n
de la prueba realizada. El art´ıculo se ha enviado al congreso congreso ICCE 2020 (28th
International Conference on Computers in Education) que es un congreso Core B organizado
por APSCE (Asia-Pacific Society for Computers in Education).
Conclusions
Although there are tools that allow us to modify ink music scores and translate ink scores
into Braille notation, their educational use is limited. However, in other fields of knowledge
accessible real time interactive applications have been developed, such as EDICO (physics,
chemistry and mathematics editor developed by ONCE). That is how the idea of LiveDots
came up, a real-time interactive application that can facilitate the inclusion of blind music
students in music classes using real time interactivity.
During the study of the state of the art we observed that there were not many accessible
applications. However, although making accessible software may complicate and slightly
lengthen its design phase, developing accessible applications should be a more widespread
practice, as this takes into account groups of people who might otherwise not be able to
use many applications. In our case, we had never developed accessible software before this
project, and now we believe that accessibility should be a mandatory requirement when
developing software.
For the development of LiveDots, we have relied on different open source resources (such
as the Manufaktura library). This made us realized the importance of open-source code to
achieve programming software that, without it, could not have been developed.
In the test conducted (which was not with target users due to the pandemic), we took
into account the importance of the questionnaire answering our research questions. To do
this, we had to see which parts of the application each type of user would use and how they
would use them. The results obtained were very positive and, as we have seen in the future
work section (section 7), thanks to these results the ONCE will carry out a new experiment
involving the application’s target audience with the intention of bringing LiveDots into the
classroom.
Thanks to the experiment, we empirically proved that LiveDots can be useful to facilitate
the inclusion of blind students in music classes. That is, according to the results obtained
in the questionnaire (section 5.6.1), the application would ease the interaction between a
blind student and a sighted teacher in a music class, which would include more this student
in the class.
The results of this test showed that LiveDots can be used by a sighted person with
musical knowledge and without any knowledge on musical Braille. As a result, it is possible
for a music teacher to use the application and generate a braille music score with only his
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or her music knowledge. In addition, the results also proved that a blind person can use the
application without external assistance. All of this concludes that LiveDots can be used in
music classes, with no other tools than the application itself, since both the teacher and the
blind student can use the application without any external assistance.
Furthermore, this part of the project led us to the following conclusion which we consider
fundamental: it is not only important that software whose main target audience is sighted is
extended to be accessible, but also the other way around. That is, it is also important that
applications whose target audience is blind people are designed to be easily used by sighted
people (who are not used to the same type of keyboard management and who use visual
tools, such as the mouse). If we hadn’t taken this into account, testing the application would
have been really complicated, as the way sighted people use the computer is very different
from that of blind people.
As an overall conclusion of the experiment, LiveDots is a real-time interactive application
related to the field of music which has been empirically proved useful and usable.
Therefore, this project has shown that the EDICO project idea of real-time interactivity
(translation between ink and Braille with real-time modifications) can be generalized to other
fields in order to achieve interactivity between sighted and blind people and thus achieve a
better integration of the blind student in the classroom. This generalisation from a scientific
field to an artistic field such as music opens the door to a whole series of applications that
will bring this philosophy to other areas of knowledge.
In order to disseminate the idea of LiveDots, we have written an article called LiveDots:
Real time Interactive Braille Music Translator to Integrate Blind Students into Music Clas-
ses. The article, which is structured in a similar way to this final dissertation thesis, is more
focused on the experimental part. It explains in detail the development of the application,
the objective of the experiment, the experimental design, the results and the discussion of
the test carried out. The paper has been sent to the ICCE 2020 conference (28th Interna-
tional Conference on Computers in Education) which is a Core B conference organized by
APSCE (Asia-Pacific Society for Computers in Education).
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Abstract: Music is a universal cultural expression; however blind students may have 
difficulties to follow a sighted music class due to the lack of a common written music language 
between teacher and student. This problem is also present in other academic fields, like science. 
An approach to solve it is EDICO, a real time interactive Scientific Editor. We want to take the 
solution of real time interactivity to the music field. This paper presents the development 
process of a real time interactive solution called LiveDots and an experiment to test it in which 
we develop a real time interactive solution called LiveDots and test it with blindfolded users to 
check if it could help integration of a blind student in a music classroom. Results show that 
LiveDots was usable by both sighted and blindfolded users and that real time interactivity may 
be useful to integrate blind students in music class. These results open up a new horizon of 
solutions based on real time interactivity to ease blind and sighted students’ integration in the 
same class. 
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Braille is the most extended method of tactile reading and writing amongst the blind. It is based on 
different combinations of embossed dots (Kent, 2012). The extension of Braille to the music field is 
known as Braille music. It is a transcription technique that allows to represent any conventional music 
score with accurate notation (de Candé, 2002). Musical Braille not only gives blind students a tool to 
understand and express music but also shapes how we think and talk about music and, by extension, 
how we analyse it (Abramo & Pierce, 2013; Johnson, 2015).  
However, blind students do not often receive the education needed to understand musical 
Braille notation and most schoolteachers do not know Braille neither how to facilitate the student's 
learning. The alternative for blind students in order to improve their musical skills is to attend a school 
for the blind. In this scenario, blind and non-blind students are taught using different teaching strategies 
leading to a dichotomy between music Braille and conventional music writing. The lack of familiarity 
with conventional music writing makes it more difficult for blind students to later join in an 
environment with sighted musicians, for example in music college or in an orchestra (Goldstein, 2000). 
There is a need to integrate blind and non-blind students in the same classroom and teach every 
one of them the essential knowledge to develop their musical skills (Quaglia, 2015; Buhagiar & Tanti, 
2011). In other words, we want blind students to be able to follow a music class with mostly sighted 
students while learning Braille music notation and understanding the conception of print music.  
Some of the conventional strategies and tools used by blind or visually impaired students to 
facilitate participation in class are: enlarged print notation, fellow class members, parents or teachers 
reading the scores for them and use of Braille music notation whenever it is possible (Frederick & Moss, 
2009; Smaligo, 1998). All these tools need either the help of a person who transcribes the score orally or 
a teacher who knows musical Braille and teaches it to the student which may not always be possible. 
This makes the student dependent on people around him. 
The advance of technology in recent years has given the chance to ease the integration of blind 
students. There are projects like Braitico (ONCE, n.d.), an inclusive Braille literacy method developed 
by the ONCE (National Organization of the Blind in Spain) intended for children to learn Braille. In the 
field of music, there are computer programs designed to enable visually impaired people to view and 
edit music in Braille notation students (Homenda, 2008) like Braille Music Editor (Veia Progetti, n.d.), 
studies about how to teach Braille music to children using computer applications (Nicotra and Quatraro, 
2008; Borges y Tomé, 2014), approaches to teach music to blind studies using talking music instead of 
Braille (Capozzi, Prisco, Nasti & Zaccagnino, 2012), score translation programs from print music into 
Braille music and vice versa like FreeDots (Repain et al, n.d.) and there is even a standard to share Braille 
music notation in the web called Braille Music Markup Language (Encelle, Jessel, Mothe, Ralalason & 
Asensio 2009).  
These applications allow the teacher to create a print score with an editing score program, like 
MuseScore (Schweer, n.d.), and to translate it into Braille using a translation program so the student can 
read it. However, interactivity is missing: if the teacher wants to modify an element of the score, first, 
the changes should be done in the editing score program, then exported and translated into Braille with 
the translation program and finally the student could see the changes. This is a slow process that does 
not integrate a blind student into the usual development of a music class. 
The problem of integrating blind students in the classroom is present in almost every field in 
education. There are many different approaches for a solution, like Aim-Math, an interactive-enhanced 
mathematics learning system for blind and visually impaired students using text-to-speech to read aloud 
math expressions (Naruedomkul, 2013). However, this approach is not friendly for a class of blind and 
non-blind students. Another approach is EDICO (Scientific Editor ONCE) (Carenas, Cabra, 
Mata-García, Gea & Hernández, 2018), a project promoted by the ONCE and developed in cooperation 
with the University Complutense of Madrid. It is an accessible mathematics, physics and chemistry 
editor. It translates scientific language in real time from printed writing into Braille and vice versa. This 
allows blind students to follow a science lesson interacting in real time with a teacher who doesn’t know 
Braille. 
After the success of EDICO, the ONCE wanted to develop similar solutions to integrate blind 
students in other subjects, like music. This is how the idea of LiveDots was born: a music editor that 
translates music scores from print music to Braille music in real time. LiveDots is an innovative desktop 
application which allows users to read a score in Braille and in print at the same time and to modify the 
print score and see the changes in the Braille score in real time. This would give blind students an 
interactive music learning environment.  
In this paper we are going to study the effectiveness of using real time interactive applications 
like LiveDots in order to integrate a blind student in a sighted class. This paper is structured as follows: 
In section 2 we talk about the main objectives of the study and we propose three research questions we 
want to answer to. Section 3 illustrates the design of the application and gives an overview about its 
development. Section 4 introduces an experiment we are performing to check usefulness and usability. 
In section 5 we show the results from the experiment and in section 6 we discuss these results. Finally, 
in section 7 we describe the conclusions drawn from this project and illustrate the long way to go with 





The main objective of this study was to check if the application LiveDots is useful to include a blind 
student in a music class. We believed that being able to translate scores into Braille in real time would 
increase the interaction between teacher and blind students improving blind students' participation. To 
verify this theory, we formulate the following research questions: 
RQ1. Can the application LiveDots help with the inclusion of a blind student in a music class?  
In addition, to test the utility of the application LiveDots, it is important to verify its usability. 
Therefore, another goal of this test was to verify usability for both target users: music teachers and blind 
music students.  
On the one hand, it is required that a blind person can use the application LiveDots without any 
assistance for the application to be useful. Thus, the keyboard shortcuts and the screen reader must be 
practical and easy to use. To check this, we posed the following research questions:  
RQ2. Can a blind person use the application LiveDots without any assistance?  
On the other hand, a teacher should be able to use LiveDots even without knowledge on musical 
Braille. The actions loading a score and doing score changes have to be uncomplicated. Therefore, the 
last research question was: 




3. Tool Design 
 
3.1.  Application requirements and characteristics 
 
Building on the previous requirements (a teacher should be able to use the application without any 
knowledge about musical Braille and blind students should be able to use the application without any 
assistance), we decided to implement the following features in LiveDots (Figure 1). 
The application uses scores in MusicXML format since it is the most used musical 
representation format. When it is selected, the score is showed both in print and in Braille. The print 
score for sighted users is displayed by a stave and musical elements and the Braille score is shown in 
Figure 1. LiveDots Application Concept Design 
 
Musical Braille notation to be read with a refreshable Braille display. On one side, a sighted user can 
edit the print score. These changes are shown in real time in the musical Braille score, so a blind student 
could read the new score in the refreshable Braille display at the same time it is modified. On the other 
side, a blind user can use keyboard shortcuts to use the application LiveDots and read the Braille score 
by a Braille line or using the screen reader: when placing the focus in the musical Braille score 
displayed on the screen, the screen reader will say the musical elements as you go through them. These 
features: screen reading of Braille musical elements and real time modification are an innovation of the 
application LiveDots. Other applications allow you to edit the score (for example, Musescore), but not 
in real time, or can be used with a screen reader (for example, Braille Music Editor), but they do not say 
each musical element in the Braille music score when you select them. 
Lastly, the application LiveDots can be used by reduced visibility people and color-blinded 
people. The application allows to regulate the zoom (both in the scores and in the menu) and it is 
compatible with the Windows Colorblind Mode. 
 
3.2 Interface Design 
 
In the design of the application we took into consideration two main factors: an easy way to move 
through the application window for the visually impaired user and an intuitive and useful interface for 
the non-visually impaired. The application´s main window is divided into three main sections (Figure 
2): 
 
1. Menu: This menu contains the main actions that can be taken while running the applications. 
It´s important to include a user’s guide for a first-time user. We have also found that having 
keyboard shortcuts of the functions of the program is very useful for visually impaired users. 
2. Print Score: In this area the print score will be displayed. This area will only be used by the 
non-visually impaired user so it´s important that it is not accessible by keyboard. Here the 
teacher would be able to see the score and make modifications of pitch if needed. 
3. Braille Score: This is the area for the visually impaired user, in our case, the student. It’s 
accessible by keyboard and it will read the elements displayed. Although it is not necessary to 
display the Braille score for the visually impaired user, we found that by displaying it, the 
application is a lot more intuitive for the non-visually impaired user and helps with the 
communication between the student and the teacher. 
 
Figure 2. LiveDots Application Main Window. 
 
These three sections are stacked vertically since this way the display of the printed score is 
optimized. The print score and the Braille score are divided by a movable separator in order to allow the 
desired configuration. It is also possible to change the size of the elements of any of these three sections 
or change all at the same time using the shortcuts CTRL+ “+” and CTRL+ “-”. 
 
3.3 Translation MusicXML to Braille 
 
After doing some research on the matter we found that there is a standard open format for digitalised 
sheet music. This is a Xml file with the MusicXml format. However, the Braille music is constructed 
differently to the print music so a translation between the two is needed. We implemented a solution 
based on a study made on the matter (Goto, D., Minamikawa-Tachino, T. and Gotoh, N., 2007). In this 
solution we generate a tree for the print music and a different tree for the Braille music (Figures 3 and 
4). 
 
Figure 3. MusicXml Tree Structure. 
 
The two trees differ mainly in the parent-child relation of the musical elements and some of the 
attributes of this elements. The translation is a conversion from the print tree to the Braille tree. For this, 
we walk through the first tree copying and adapting the information of each musical element into a 
Braille musical element. Then, we insert the Braille musical element into the Braille tree in the correct 
position given the Braille tree structure. 
Having the Braille score in a tree structure is very useful. Each of the nodes (Braille musical 
elements) has a function that indicates how to write that element in musical Braille. This way, it is only 
necessary to walk through the branches and get the correspondent value to create the Braille score and 
display it. The Braille score is an array of characters that represent the different Braille symbols. In 
order to display the Braille score, we only need to use a font that assigns those characters to the 
correspondent Braille symbols. This same structure can be used to output the Braille score through a 
Braille line so the student can read it. 
 
 
Figure 4. Braille Music Tree Structure. 
 
3.4 Real time modification 
 
A combination of tools is used to implement a real time modification on the print score. We use a .NET 
library (Manufaktura.Controls) to display the print score. This library allows selection and movement 
of the displayed elements. When an element of the print score is moved, the score attribute that the 
library uses to display is updated to reflect the changes. In our application we use a mouse click event to 
communicate when a change to the print score has been made. In the event handler, we read the updated 
print score and, through translation, update the Braille score. To communicate that update to the 
displayed Braille score, we used the binding functionality of C# which updates the displayed Braille 
score if the bound attribute is modified. 
 
3.5 Reading Braille with Screen Reader 
 
The way the Braille score is represented (with characters) works well for a Braille line output and for a 
screen display of the Braille. However, a screen reader would read the displayed Braille score as the 
characters that the symbols represent. This is of no use and even counterproductive for the visually 
impaired user. For this reason, LiveDots includes the functionality of reading the musical elements that 
the Braille represents. 
In order to do this, in the translation process, an array with the musical elements’ names is 
created. This process is analogue to the creation of the Braille score and each element has a function that 
indicates the name of the musical element that it represents. This way we can override the behaviour of 
the screen reader JAWS, developed by Freedom scientific (JAWS – Freedom Scientific, n.d.), to read the 
elements from this array instead of the character represented. 
An important detail must be added. The Braille musical representation of some elements requires, very 
often, more than one symbol to represent it. To deal with this, we also store the number of symbols that 
each element uses. Then, we override the movement of the cursor in the text block that represents the 





4.1    Participants 
 
The study involved 7 participants. All of them were sighted people without any knowledge on Braille or 
Braille music.  Each of them tested the application twice. They did it first blindfolded and then watching 
the application. Lastly, they did a questionnaire about LiveDots. 
 
4.2    Experimental design 
 
The experiment was designed in order to test if LiveDots could help to include blind students in a music 
class. First, the participants checked the application and then they gave us feedback with a questionnaire 
(Figure 5). 
 
Figure 5. Experimental design. 
 
The blindfolded part of the experiment checked if the application was usable by blind people. It 
was possible that some of the participants couldn’t use the keyboard without seeing it, so there was a 
supervisor to help them press the keys they wanted to and to ensure that the participants were 
blindfolded while using the application. In this first part the participants had to open a score, play it, stop 
it, move in the Braille score to listen to the reading of musical elements through the screen reader and 
finally close the application. They used the screen reader JAWS while they were blindfolded (Figure 5). 
On completion the blindfolded part, the participants uncovered their eyes and tested LiveDots 
from a sighted user point of view. The sighted tasks were to open a score, edit it, save the changes and 
identify those changes in the Braille music score using the screen reader. 
The first part of the experiment tested if blind users were able to use the application LiveDots without 
any assistance (research question 2.2) and the second part tested if sighted people without any 
knowledge on musical Braille were able to use the application (research question 2.3). Furthermore, 
testing the application as both target users allows the participants to evaluate whether LiveDots would 
be useful to include blind students in a music class (research question 2.1). 
Lastly, they did a questionnaire with four parts, each one related with one of the research questions. The 
duration of the test was about 30 minutes, including the use of the application and the following 
questionnaire. 
  
4.3    Material and Instruments 
 
For the experiment, each participant was provided the application LiveDots. In addition, they used the 
screen reader JAWS. 
  
4.3.1    Questionnaire 
 
The questionnaire had two initial yes/no questions. The first one was if getting Braille scores with 
informatic applications is easier than the traditional way of printing it on a piece of paper, and the 
second one was if the participant knew an application of translation or reading Braille scores different 
from LiveDots. Our hypothesis was that the answers would be yes and no, respectively. This would 
highlight the need of an application like LiveDots to do this translation and reading supporting the first 
research question (2.1). 
After these two questions, the questionnaire consisted of four different parts. The first three of 
them were valued in Likert 5 scale, being 1 the worst scoring for the application LiveDots and 5 the best 
punctuation. Table 1 describes these three parts. 
Finally, there was an open question about what improvements the participant would make to the 
application LiveDots. 
 
Table 1. Summary of questionnaires 








Mean of the values 
of the items 
5 1-5 
Usability of 
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Sighted test 5-point 
Likert scale 
Mean of the values 
of the items 
5 1-5 
Figure 6. Results of the Likert 5 questions. 
 5. Results 
 
After conducting the experiment, we obtained 7 answers for the blindfolded test questionnaire. We 
obtained a low answer rate due to the unexpected worldwide pandemic situation which did not allow us 
to conduct the experiment in the ONCE facilities. Having said that, we managed to get and analyse the 
results the best way possible. For the Likert 5 questions we calculated the mean of the answers obtained 
for each question and the results are the shown in the figure 6.  
In the table there are three sections distinguished by three different colours. Each section is 
intended to help answer each research question in order. The first section (RQ1) contains the questions 
related to the usefulness of the application (U1-U3) and to the probability that the participants would 
use or recommend the application (P1-P2). The second section (RQ2) asks how easily the testers 
managed to do various tasks while blindfolded (B1-B5). The third section (RQ3) corresponds with the 
sighted part (non-blindfolded) of the test and asks (S1-S4) how easy participants found the different 
tasks and if previous knowledge on musical Braille was required (K1). For each group of related 
questions, we calculated the arithmetic mean of the average answers and represented it in a box plot 
(figure 7). Lastly, for the yes/no questions we obtained that 100% of the testers think that the use of 
computer applications makes obtaining a score in Braille easier than the traditional methods. And 
85.7% of the testers don´t know any computer application for translation and/or reading of braille 
scores. 





Throughout this section, we will try to answer the research questions set out in section 2 by discussing 
the evidence reported in the results section. First, we note the need of an application like LiveDots in the 
fact that although all of the participants (100%) think that the use of computer applications makes the 
task of obtaining Braille scores easier than the traditional method of printing on paper, hardly any of 
them (14%) know an application to accomplish it. As to test the utility of the application LiveDots (RQ1) 
it is necessary to test usability first (RQ2, RQ3), we will answer the research questions in that order. 
RQ2. Can a blind person use the application LiveDots without any assistance?  
Yes. The blindfolded test results show that the application can be easily used through the 
keyboard using JAWS as a screen reader (4.36/5 in blind usability B1-B5). 
RQ3. Can a sighted person with musical background who doesn´t know musical Braille 
use the application LiveDots? 
Yes. The sighted test results show that participants without any knowledge on Braille music 
could use the application without any trouble (4.33/5 in sighted usability S1-S4). Indeed, most of the 
participants (85%) think that little to no knowledge on Braille music is needed to use the application. 
RQ1. Can the application LiveDots help with the inclusion of a blind student in a music 
class?  
Yes. After performing the blindfolded and sighted test the participants think that the application 
and its functionalities can be useful for integrating a blind student in a music class (4.38/5 in usefulness 
U1-U3) and they would probably use and recommend it (4.08/5 in P1-P2). In addition, RQ2 and RQ3 
show that the developed application is also usable, which is a needed requirement for it to be useful. 
These facts lead us to think that a real time interactive application like LiveDots could help 
integrate blind students in a music class. These findings also suggest that EDICO's effectiveness in 




7. Conclusions and future work 
 
We developed LiveDots as an application to ease the communication between blind music students and 
sighted music teachers. The present study about provided empirical evidence that real time interactive 
applications can be used to integrate blind students in sighted music classes. In fact, LiveDots is an 
example in the music field that can be used to improve accessible education in our society. 
The first conclusion is real time interactive applications, such as EDICO (application of 
Mathematics), can be generalized to artistic fields. Also, LiveDots design and the proposed experiment 
confirmed that the way blind people use computers is entirely different from how sighted users do it. 
Blind people use a screen reader and the keyboard to navigate with ease and use shortcuts repeatedly. 
On the other hand, sighted people typically use the mouse to navigate and do not usually know the place 
of keys. 
This study had certain limitations. The instruments used were limited. The blindfolded 
experiment with sighted people gives an insight into answering our research questions, however the 
limited time available for the experiment and the global pandemic situation did not allow us to test the 
application with blind people. Non-sighted people could test the application deeper and check if 
habitual accessible procedures are followed in the application and if it is comfortable to use. 
As a result of the success of the study, we are preparing a new experiment in cooperation with 
the ONCE to take this technology to the classroom. This will be a study involving blind people and 
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