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A distributed order fractional diffusion equation is considered.  Distributed order
derivatives are fractional derivatives that have been integrated over the order of the
derivative within a given range.  In this paper sub-diffusive cases are considered.  That is,
the order of the time derivative ranges from zero to one.  The equation is solved for
Dirichlet, Neumann, and Cauchy boundary conditions.  The time dependence for each of
the three cases is found to be a functional of the diffusion parameter.  This functional is
shown to have decay properties.  Upper and lower bounds are computed for the
functional.  Examples are also worked out for comparative decay rates.
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21.  INTRODUCTION
Observations of physical systems that exhibit fractional diffusive behavior
abound, see, e.g., Refs. 1, 2, 3, 4, 5, 6, and 7, and references therein.  This process is also
referred to as anomalous diffusion.  The scale of fractional diffusive behavior ranges
from the propagation of cosmic rays through the interstellar medium 3)  to the diffusion of
hydrogen atoms in solids 8) .  This phenomena falls into two categories, sub-diffusion
(also called ultra-slow) and super-diffusion (also called intermediate process).  The
former process is modeled using the fractional diffusion equation and the later is modeled
using the fractional wave or fractional diffusion-wave equation.  Physical systems that
exhibit sub-diffusion diffuse at a rate much slower than that predicted by the usual (whole
order derivative) diffusion equation.  Likewise, super-diffusion is exhibited by systems
that diffuse at a rate faster than for ordinary diffusion (hence the term anomalous
diffusion to characterize diffusive systems that do not fit within the predictive range of
the usual diffusion equation).  An overview of fractional diffusive problems is given in
Ref. 6.  In this paper sub-diffusive cases will be treated.  Super-diffusive problems will be
considered in a later paper.
Time fractional diffusion and wave equations have been derived by considering
continuous time random walk problems (CTRW), which are in general non-Markovian
processes (see, e.g., Refs. 5, 9, 10, 11, 12, 13, and 14), and via diffusion in fractal media
(see, e.g., Refs. 1, 2, 15, and 16).  Fractional diffusion equations with the fractional
derivative on the spatial derivative are used for studying Markovian processes.
Nigmatulin was the first to derive a fractional diffusion equation by considering diffusion
in a fractal media16).  Fractal geometry may be thought of as a special case of porous
3media.  The physical interpretation of the fractional derivative in both cases is that it
represents a degree of memory in the diffusing material.  In fractal media this may be
viewed as arising from the spatial constraints imposed by the fractal structures.
In this paper the fractional diffusion equation is modified by integrating over all
possible orders of the fractional time derivative.  This is called a distributed order
derivative 9) .  A physical interpretation would be that it is a time derivative acting on
multiple time scales.  One possible application of this would be diffusion in a medium in
which there is no fixed scaling exponent.  For example a multi-fractal medium or a
medium in which there are memory effects over multiple time scales.
The fractional time derivative in fractional diffusion equations is either the
Riemann-Liouville or the Caputo fractional derivative.  Each uses Riemann-Liouville
fractional integration and derivatives of whole order.  The difference between the two
fractional derivatives arises in the order of evaluation.  Riemann-Liouville fractional
integration of order µ  is defined as,
Iµ( f ( t)) = 1
Γ(µ)
f (τ )dτ
(t −τ )1− µ0
t∫ . (1)
The next two equations define Riemann-Liouville and Caputo fractional derivatives of
order ν , respectively,
RL Dt
ν f (t) = d
k
dt k
Ik−ν f (t)( ) , (2)
C Dt
ν f (t) = Ik−ν d
k
dt k
f (t)⎛ ⎝ ⎜ 
⎞ 
⎠ ⎟ . (3)
Where k −1 ≤ν < k .  See Ref. 7 for a derivation and further discussion.  The Caputo
fractional derivative first computes an ordinary derivative followed by a fractional
4integral to achieve the desired order of fractional derivative.  The Riemann-Liouville
fractional derivative is computed in the reverse order.
The desire to formulate initial value problems for physical systems leads to the
use of Caputo fractional derivatives rather than Riemann-Liouville fractional derivatives.
Consider the Laplace transform of the Riemann-Liouville fractional derivative,
  
Lt
RL Dt
ν f (t){ } = sν F (s) − sk 
k= 0
n−1∑ RL Dtν − k−1( f ( t) ) t = 0 . (4)
The initial conditions, RL Dt
ν −k −1( f (t) )
t= 0
 for   k = 0, K  ,n −1, are fractional order
derivatives (see Ref. 17 for a detailed discussion of these objects).  When studying a
physical system, initial conditions are typically conditions that can be measured or
imposed on the system.  As yet there is no physical interpretation for RL Dt
ν −k −1( f (t) )
t= 0
(see Ref. 18 for a fractal interpretation of the fractional order integral).  Some authors
using equations with Riemann-Liouville fractional derivatives to model physical systems
have added terms to the diffusion equation to eliminate these unphysical terms (see, e.g.,
Ref. 10).
The Laplace transform of the Caputo fractional derivative is
  
Lt
C Dt
ν f (t){ } = sν F(s) − sν −k −1 
k= 0
n−1∑ Dtk( f ( t) ) t= 0 . (5)
In this case the initial conditions are well understood from a physical point of view.  For
example if f ( t)  represents position then Dt0( f (t) ) t = 0  is the initial position, Dt1( f (t) ) t = 0
is the initial velocity, etc. (see Podlubny 7)  section 2.4 for a more detailed discussion of
this point).  For the remainder of this paper, Dtν  shall denote the Caputo fractional
5derivative of order ν  with 0 <ν <1.  It is assumed that the reader has a familiarity with
fractional calculus.
In Sec. 2 the distributed order fractional diffusion equation is defined for the sub-
diffusive case.  In Secs. 3, 4, and 5, the Dirichlet, Neumann, and Cauchy problems are
solved.  It is shown that they all have a similar time dependence on a functional of the
diffusion parameter.  The diffusion parameter takes the place of the reciprocal of the
diffusion constant and depends functionally on the order of the time derivative.  Section 6
determines some boundedness properties of the functional of the diffusion parameter.
Examples are also worked out for comparative decay rates.  That is, given two diffusive
systems with identical boundary and initial conditions, but different diffusion parameters,
which will diffuse at a slower rate?  Concluding remarks are given in Sec. 7.
2. DISTRIBUTED ORDER FRACTIONAL DIFFUSION EQUATION
1 + 1 dimensional fractional diffusion (for the non-Markovian case) is usually
studied by considering the following equation (ignoring sources and boundary
conditions),
Dt
µ
u(x,t) = c ∂
2
∂x2 u(x,t) . (6)
c  is the diffusion coefficient, 0 < µ <1 for sub-diffusion and 1 < µ < 2 for super-diffusion.
It is important to note the sign of the diffusion coefficient.  A positive diffusion
coefficient indicates that the diffusing material is transported from a region of higher
density to a region of lower density.  If the diffusion coefficient were negative the
diffusing material would be seen to accumulate rather than diffuse.  There are several
other fractional diffusion equations (see, e.g., Ref. 15 and references therein).  An
6examination of the different types by Zeng and Li15) indicates that Eq. (6) is the most
physically relevant for the non-Markovian case in one space and one time dimension.
For distributed order sub-diffusion 9) , the following equation is considered,
C(ν ) Dtν0
1∫ u(x,t) dν = ∂ 2∂x2 u(x,t) . (7)
The reciprocal of the diffusion constant now depends on the order of the time derivative.
This is an interesting mathematical generalization of Eq. (6) and which does have
physical justification.  Chechkin, et. al. 9)  considered a particular form of C(ν ) to study
time evolution of a probability density function with a non-unique Hurst exponent.  The
Hurst exponent is a measure of the smoothness of a fractal time series. 22)  This is a
useful quantity for studying processes that have a long memory.  For example, equation
(7) should be useful for studying systems whose mean square displacement grows slower
than that governed by a power law. 23)  Possible applications of this would be diffusion in
a medium in which there is no fixed scaling exponent.  For example a multi-fractal
medium or a medium in which there are memory effects over multiple time scales.
Equation (6) can be recovered by letting C(ν ) = 1
c
δ(ν − µ) .  C(ν ) ≥ 0  and is not
zero everywhere.  This restriction is imposed for the physical reasons given above.  The
units of C(ν ) are time( )ν length( )−2 .  C(ν ) will be referred to as the diffusion parameter.
Due to the integral over the order of the time derivative a solution by similarity
transformation is not possible (see, e.g., Refs. 18 and 19).
73.  THE DIRICHLET PROBLEM
As a first case, consider Eq. (7) with the following initial and boundary
conditions;
u(x,0) = f (x),
u(0,0) = u(1,0) = 0. (8)
f (x)  is the initial distribution of the diffusive material (or the initial temperature).  The
spatial boundary conditions indicate that the diffusive material is removed at the
endpoints, or if temperature is being considered, the endpoints are held at a fixed
temperature.  Separation of variables can be used to solve the equation.  Let
u(x,t) = A(x)B( t) , then Eq. (7) can be written as
1
B( t)  C(ν) Dt
ν
0
1∫ B( t) dν =  1A d
2A x( )
dx 2
 =  − λ . (9)
λ  is a real constant (the eigenvalue for the equation).  The spatial component of the
equation is solved using a Fourier series.
λ = n2π 2 (10)
A(x) = an
n=1
∞∑ sin(nπ x) (11)
The an  are the Fourier coefficients that give f (x) .
The time dependent differential equation is solvable by Laplace transform.  Let
bn(s)  denote the Laplace transform of Bn (t) (i.e.   Lt Bn ( t){ } = bn (s) ).  The subscript n  is
now included to indicate which eigenvalue is considered.  Note that Bn (0) =1 is used in
the transform,
  
Lt  C(ν) Dtν0
1∫ Bn (t) dν +  nπ( )2  Bn (t) =  0{ } , (12)
8 C(ν) sν bn (s) − sν −1{ }dν01∫   +  nπ( )2  bn (s) =  0. (13)
Isolating bn(s)  yields
bn(s) =
C(ν)sν −1dν
0
1∫
C(µ)sµdµ
0
1∫ + nπ( )2 . (14)
To find the inverse Laplace transform for bn(s) , the inverse transform is worked
out for the reduced problem
bn(ν, s) =
sν −1
C(µ)sµdµ
0
1∫ + nπ( )2 . (15)
The inverse transform is given by the complex inversion formula
Bn (ν,t) =
1
2π i
e
st
 bn (ν, s)dsγ −i∞
γ + i∞∫ . (16)
The solution for the original differential equation is then given by
Bn (t) = Bn (ν,t) C(ν)dν0
1∫ . (17)
Equation (16) is the complex inversion formula for Laplace transforms.  s is taken
to be a complex variable, s = r eiθ .  γ  is an arbitrary real number chosen so that it lies to
the right of all poles and branch points in the integral.  This integral has a branch point at
s = 0 due to sν −1 in the numerator and sµ  in the denominator.  Any poles will be simple
and are solutions of
C(µ)sµdµ
0
1∫ + nπ( )2 = 0 . (18)
The left hand side of Eq. (18) is an analytic function in any region not containing the
origin.  Consequently, any poles will be isolated.
Theorem:  The only solutions to Eq. (18) lie on the negative real axis.
9Proof:  Recall that C(µ) ≥ 0  for all values of µ  and is not zero everywhere.
Suppose that there is a solution in the upper half plane, s = r eiθ , 0 <θ < π .  Consider the
imaginary part of Eq. (18)
C(µ) rµsin(µθ)dµ
0
1∫ = 0 . (19)
Since 0 ≤ µ ≤1, then, 0 ≤ µθ ≤ π  is also true.  This implies sin(µθ) ≥ 0 , in fact
sin(µθ) = 0  only at the upper and lower boundaries of the integral.  Thus, at all points
over which the integral is evaluated the integrand is either positive or zero.  Therefore,
there are no values of θ ∈ 0, π( )  that will make Eq. (19) true.  A similar argument shows
that there are no solutions in the lower half plane −π <θ < 0.  If θ = 0, the imaginary part
of the equation is satisfied, however, the real part of the equation is not.  At θ = 0, the
real part of the integral takes the form of,
C(µ) rµdµ
0
1∫ + nπ( )2 = 0. (20)
The integral will always yield a positive number and nπ( )2  is also always positive.
Therefore, there are no solutions for θ = 0.  This leaves only the negative real axis for any
possible solutions, which completes the proof.
The inverse Laplace transform can be evaluated using residues.  Due to the branch
point at the origin the usual Bromwich contour cannot be used.  A branch cut along the
negative Real(s)  axis must be made.  That is, a cut from 
−∞  into and then around the
origin in a clockwise sense and then back out to 
−∞ .  The usual Bromwich contour is
continued after the cut.  This is referred to as a Hankel contour.
1
2π i
est sν −1
C(µ)sµdµ
0
1∫ + nπ( )2 dsHa∫ = Residue of 
est sν −1
C(µ)sµdµ
0
1∫ + nπ( )2
⎛ 
⎝ 
⎜ ⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ ⎟ (21)
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Breaking the Hankel contour up into its individual pieces and isolating the part that gives
the inverse Laplace transform yields
Bn (ν,t) = Residue of 
estsν −1
C(µ)sµdµ
0
1∫ + nπ( )2
⎛ 
⎝ 
⎜ ⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ ⎟ −
1
2πi
e
stbn (ν, s)dsγ +i∞
−∞∫{
+ est bn (ν, s)ds
−∞
0∫ + lim
r →0
e
stbn (ν, s)isdθ∫ + est bn (ν,s)ds0∞∫ + estbn (ν,s)ds−∞γ −i∞∫ }.
(22)
Recall that the only possible poles are on the negative real axis and are thus excluded
from the residue computation.  It can be shown that the contributions along the arcs
γ + i∞ → −∞  and −∞ → γ − i∞  go to zero as the radius of the arc goes to ∞ . The
contribution from the arc around the origin, due to the branch cut, also goes to zero as the
radius of the arc goes to zero.  This leaves the contribution along the path −∞ → 0 and
the contribution along the path 0 → −∞.  These two contributions give
Bn (ν,t) =
1
2π i
e− rt rν −1eiπν dr
C(µ)r µeiπµdµ
0
1∫ + nπ( )2
⎛ 
⎝ 
⎜ ⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ ⎟ 0
∞∫ − e−rt rν −1e− iπν dr
C(µ)rµe− iπµdµ
0
1∫ + nπ( )2
⎛ 
⎝ 
⎜ ⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ ⎟ 0
∞∫
⎧ 
⎨ ⎪ 
⎩ ⎪ 
⎫ 
⎬ ⎪ 
⎭ ⎪ 
. (23)
Notice that the second integral is the complex conjugate of the first integral.  For that
reason, only the imaginary part of the first integral is needed.
Bn (ν,t) =
1
π 
Im
e− rt rν −1eiπν dr
C(µ)r µeiπµdµ
0
1∫ + nπ( )2
⎛ 
⎝ 
⎜ ⎜ ⎜ 
⎞ 
⎠ 
⎟ ⎟ ⎟ 0
∞∫
⎧ 
⎨ ⎪ 
⎩ ⎪ 
⎫ 
⎬ ⎪ 
⎭ ⎪ 
(24)
Eq. (24) is used with Eq. (17) to obtain Bn (t).  The resulting expression can be cast
in a more useful form if the following functions are defined;
g(r,n) = C(µ)rµ cos(πµ)dµ
0
1∫ + nπ( )2 , (25)
h(r) = C(µ)rµ sin(πµ)dµ
0
1∫ . (26)
Then Bn (t) can be expressed as
11
Bn (t) =
1
π
e
−rt
r0
∞∫ (nπ )2 h(r) drg(r,n)2 + h(r)2 . (27)
The final expression for Bn (t) can be simplified to give
Bn (t) =
1
π
e− rt
r0
∞∫ (nπ )2 h(r)g(r,n)2 + h(r)2 dr . (28)
h(r) > 0 for all r  values, hence, Bn (t) > 0  for all n  and t values.  Also notice that
Bn (t) → 0  as t → ∞.  Bn (0) =1 is assured by the initial conditions used in the Laplace
transform.  The solution to the original diffusion problem can now be written as,
u(x,t) = an
n=1
∞∑ Bn ( t)sin(nπ x). (29)
Note that u(x,t) → 0  as t → ∞.  This is the expected physical behavior for a diffusion
problem with the given boundary conditions.
4.  THE NEUMANN PROBLEM
Now consider Eq. (7) with the following boundary conditions
u(x,0) = f (x),
∂
∂x u(x,t) x = 0 =
∂
∂x u(x,t) x=1 = 0.
(30)
The spatial boundary conditions indicate that the material cannot pass through the
endpoints.  For the temperature case this is a rod with insulated ends.  This equation can
also be solved by separation of variables.  Let u(x,t) = A(x)B( t)  just as before.  In this
case, the sine functions are replaced by cosine functions and n  can now be zero.
A(x) = an
n= 0
∞∑ cos(nπ x) (31)
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The Laplace transform of the time dependent differential equation is written as
before and solved in the same fashion,
bn(s) =
C(ν)sν −1dν
0
1∫
C(µ)sµdµ
0
1∫ + nπ( )2 . (32)
For n  not being zero the inverse Laplace transform is worked out the same way as for the
previous problem.  If n  is zero Eq. (32) becomes
b0(s) =
C(ν )sν −1dν
0
1∫
C(µ)sµdµ
0
1∫ =
1
s
, (33)
and the inverse Laplace transform is
B0( t) =1. (34)
The solution to the original problem is then
u(x,t) = an
n= 0
∞∑ Bn ( t)cos(nπ x) . (35)
Just as in the non-fractional case, u(x,t) → a0  as t → ∞.
5.  CAUCHY PROBLEM
Now consider Eq. (7) on an infinite spatial domain.
u(x,0) = f (x),   u(x,t) < M ,   − ∞ < x < ∞,   t > 0 (36)
Taking the Fourier transform of Eq. (7) with respect to x gives
 C(ν) Dtν0
1∫ U (λ, t)dν = −λ2U (λ,t) . (37)
Where
U(λ,t) = Fx (u(x,t)) = u(x,t)e− iλ t
-∞
∞∫ dt (38)
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is the spatial Fourier transform of u.  The Laplace transform is now taken with respect to
the time variable.  Denote   Lt U (λ,t){ } = ˜ U (λ, s) , and Eq. (37) becomes
 C(ν) sν ˜ U (λ,s) − sν −1U (λ,0){ }dν01∫   + λ2 ˜ U (λ,s) =  0. (39)
Isolating ˜ U (λ,s)  gives
˜ U (λ,s) = U (λ,0) C(ν)s
ν −1dν
0
1∫
C(µ)sµdµ
0
1∫ + λ2 . (40)
The inversion of the Laplace transform is carried out just as is done for the other
two cases,
U(λ,t) = U (λ,0)
π 
e− rt
r
λ2 h(r)
g(r,λ /π )2 + h(r)2
⎛ 
⎝ ⎜ ⎜ 
⎞ 
⎠ ⎟ ⎟ dr0
∞∫ . (41)
λ /π  now replaces n .  This leaves undoing the Fourier transform and identifying the
initial condition,
U(λ,0) = Fx ( f (x)) = F( λ), (42)
U(λ,t) = F(λ)λ
2
π
e− rth(r)dr
r g(r,λ /π )2 + h(r)2( )0
∞∫ . (43)
The inverse transform may be written as a convolution integral.  Define the following
function,
 
G(x,t) = Fλ-1
e− rth(r)dr
r g(r,λ /π) 2 + h(r)2( )0
∞∫⎧ ⎨ ⎪ ⎩ ⎪ 
⎫ 
⎬ ⎪ 
⎭ ⎪ . (44)
Note that the function within the integral of Eq. (44) is even in λ , so,
G(x,t) = 1
π
e−rt h(r)
r g(r,λ /π )2 + h(r) 2( ) cos(λ x)0
∞∫ drdλ0∞∫ . (45)
The final solution is then given by
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u(x,t) = − f (x) ∗ ∂
2
∂x 2 G(x,t) , (46)
where ∗ denotes the convolution product.  Note that −∂x2G(x,t)  is a positive quantity that
goes to zero as t goes to infinity.
6.  PROPERTIES OF THE SOLUTIONS
Solutions to all three problems depend on the same quantity,
e−rt
r0
∞∫ h(r)g(r,n)2 + h(r)2 dr . (47)
In the Cauchy problem replace n  with λ /π .  An understanding of the above integral is
important to an understanding of solutions to distributed order fractional diffusion
problems.  It has already been noted that the integral goes to zero as t goes to infinity,
and that the integral is equal to 1/n2π  when t is zero.  In what follows, upper and lower
bounds to the integral will be determined.  Due to the e−rt  term in Eq. (47), the integral
may be viewed as a Laplace transform.
An upper bound for the integral can be determined by finding an upper bound for
h(r)  and a lower bound for g(r,n)2 + h(r)2 .  The trick here is to find an upper bound that
will still leave the integral bounded.  An upper bound for h(r)  is given by
h(r) ≤
r − ln(r)
r
˜ C      0 ≤ r ≤1
rM                  1 ≤ r < ∞
⎧ 
⎨ ⎪ 
⎩ ⎪ 
(48)
where, M = C(µ)sin(πµ)dµ
0
1∫ ≠ 0 and ˜ C = C(µ)dµ01∫ ≠ 0 .  Now consider the quantity
g(r,n)2 + h(r)2 .  Since C(µ) and sin(πµ) ≥ 0 over the range of integration, the function
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h(r)  is a monotonically increasing function of r  whose minimum value is h(0) = 0 .  The
same question is not so clear for g(r,n) due to the cosine term,
g(r,n) = C(µ)rµ cos(πµ)dµ
0
1∫ + nπ( )2 . (49)
g(r,n)  can be either positive or negative, or have roots, depending on the properties of
C(µ) .  However, g(r,n)  appears as g(r,n)2  in the problem being considered.  Since
g(r,n) is real, g(r,n)2 ≥ 0 for all r.  Note that g(0,n)2 = nπ( )4 .  The minimum value of
g(r,n)2 will be less than or equal to nπ( )4 .  This minimum value may be zero.  Denote the
location of this minimum by r0 , then, g(r0,n)2 ≤ nπ( )4 .  Hence g(r,n)2 + h(r)2 ≤ m  where
m = min((nπ )4 ,g(r0,n)2 + h(r0 )2 ).  Note that m ≠ 0.  Combining the upper bound for h(r)
and the lower bound for g(r,n)2 + h(r)2  gives
e−rt
r0
∞∫ h(r)g(r,n)2 + h(r)2 dr ≤
˜ C 
m
e
− rt r − ln(r)
r
dr
0
1∫ + M
m
e
−rtdr
1
∞∫ . (50)
Notice that both integrals go to zero monotonically in time.  The first integral on the right
hand side of Eq. (50) can be evaluated using a power series and the second integral can
be evaluated directly.  The final inequality is then
e−rt
r0
∞∫ h(r)g(r,n)2 + h(r)2 dr ≤ Mm t +
˜ C 
m
−t( )k k 2 + 2k + 7 /4( )
k! k + 3/2( ) k +1/2( )2k = 0
∞∑ . (51)
Now consider a lower bound for the integral in Eq. (47).  To determine how this
integral is bounded from below it must be understood how h(r)  is bounded from below
and how g(r,n)2 + h(r)2  is bounded from above.  For 0 ≤ µ ≤1 and 0 ≤ r < ∞ the
following is true,
r
µ ≥ re−r . (52)
Using this inequality in the definition of h(r)  gives
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h(r) ≥ re− r C(µ)sin(π µ)dµ
0
1∫ = re−r M . (53)
Using a trigonometric identity g(r,n)2 + h(r)2  can be written as
C(µ)
0
1∫01∫ C(ν)rµ +ν cos(π (ν −µ))dνdµ + 2(nπ )2 C(µ)rµ cos(πµ)dµ01∫ + (nπ )4 . (54)
Hence,
g(r,n)2 + h(r)2 ≤ C(µ)
0
1∫01∫ C(ν) rµ +ν dνdµ + 2(nπ )2 C(µ)rµdµ01∫ + (nπ )4 . (55)
The above inequality can be further reduced using the Holder inequality for integrals (see
Ref. 21).  For example,
C(µ)rµdµ
0
1∫ ≤ C(µ)2 dµ01∫( )1/ 2 r2µdµ01∫( )1/ 2 = ˆ C r 2 −12ln(r) , (56)
where ˆ C = C(µ)2dµ
0
1∫ .  This gives
g(r,n)2 + h(r)2 ≤ ˆ C 2 r
2
−1
2ln(r) + 2
ˆ C (nπ )2 r
2
−1
2ln(r) + (nπ )
4
. (57)
This inequality can be simplified by noting r
2
−1
2ln(r) ≤
r2 + 3
3
 and r
2
−1
2ln(r) ≤
r +1
2
 then,
g(r,n)2 + h(r)2 ≤ ˆ C 2 r
2 + 3
3
+ 2 ˆ C (nπ )2 r +1
2
+ (nπ )4 . (58)
Further reducing gives
g(r,n)2 + h(r)2 ≤
ˆ C 2
3
+ ˆ C (nπ )2
⎛ 
⎝ ⎜ ⎜ 
⎞ 
⎠ ⎟ ⎟ r
2 + ˆ C + (nπ )2( )2 . (59)
This final expression is in a form that will allow the integral in Eq. (47) to be evaluated.
The lower bound is given by
e
−rth(r)dr
r g(r,n)2 + h(r)2( )0
∞∫ ≥ MΩω cos ωΩ (t +1)⎛ ⎝ ⎜ ⎞ ⎠ ⎟ π2 −Si ωΩ (t +1)⎛ ⎝ ⎜ ⎞ ⎠ ⎟ 
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ − sin
ω
Ω
(t +1)⎛ ⎝ ⎜ 
⎞ 
⎠ ⎟ Ci
ω
Ω
(t +1)⎛ ⎝ ⎜ 
⎞ 
⎠ ⎟ 
⎧ ⎨ ⎩ 
⎫ ⎬ ⎭ (60)
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where, Ω =
ˆ C 2
3
+ ˆ C (nπ )2
⎛ 
⎝ ⎜ ⎜ 
⎞ 
⎠ ⎟ ⎟  and ω =
ˆ C + (nπ )2 , and Si and Ci are the sine and cosine
integral functions.  Please note that the sign convention is that of Ref. 21.  The sign
convention of Ref. 21 is the opposite of the convention in MAPLE.  Despite the
appearance of the trigonometric functions in Eq. (60), the lower bound decays
monotonically in time, as one would expect for a diffusion problem.
An interesting physical question is that of comparative decay rates.  Consider two
diffusion processes with the same set of boundary and initial conditions but with two
different decay parameters, say C1(ν)  and C2(ν ).  The question now arises, which decay
parameter will allow for slower diffusion?  That is, what is the criterion for the following
inequality to be true for all t ≥ 0,
e−rt
r0
∞∫ h1(r)g1(r,n)2 + h1(r) 2 dr >
e−rt
r0
∞∫ h2(r)g2(r,n)2 + h2 (r)2 dr , (61)
where,
h1(r) = C1(ν) rν sin(πν)dν0
1∫ , (62)
h2(r) = C2(ν) rν sin(πν)dν0
1∫ , (63)
etc.
If Eq. (61) is true, then the diffusion process modeled by C1(ν)  will occur at a slower rate
than that modeled by C2(ν ).  A sufficient condition for Eq. (61) to be true is that,
h1(r)
g1(r,n)2 + h1(r)2
>
h2 (r)
g2(r,n)2 + h2(r)2
(64)
for all r ≥ 0.  Though, the above constraint is clearly not necessary.
In each of the following examples the diffusion parameter is normalized to unity.
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C(ν ) dν =1
0
1∫ (65)
The following special cases are easily seen to be true.  Let
C1(ν ) = δ ν −ν1( ) (66)
and,
C2(ν ) = δ ν −ν 2( ) (67)
with ν2 > ν1, then Eq. (61) is true.  The diffusion process with the lower order of time
derivative will diffuse at a slower rate.
As another example, let
C1(ν ) = cδ ν −ν1( ) + 1− c( )δ ν −ν 2( ) , (68)
and
C2(ν ) = δ ν −ν 2( ) , (69)
where 0 ≤ c ≤1.  Then, Eq. (61) is again true.  The diffusion process with lowest order of
time derivative will diffuse slowest.
As another example consider the Dirichlet problem with an initial distribution of
(see Eq. (11))
A(x) = sin(π x). (70)
In this case, n =1 is the only non-zero term in eq. (11).  Let the two decay parameters be
given by
C1 = δ ν −ν1( ) (71)
C2 =
1
ν 2 −ν1
H(ν −ν1) − H(ν −ν 2)( ) (72)
where H is the Heaviside unit step function and 0 < ν1 < ν 2 ≤1.  In this case
h1 = r
ν 1 sin ν1π( ) , (73)
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g1 = r
ν 1 cos ν1π( ) + π 2 , (74)
h2 =
ln(r) rν 2 sin(ν 2π ) − rν 1 sin(ν1π)( ) − π rν 2 cos(ν 2π ) − rν 1 cos(ν1π)( )
ν 2 −ν1( ) ln(r)2 + π 2( ) , (75)
g2 =
ln(r) rν 2 cos(ν 2π ) − rν 1 cos(ν1π )( ) − π rν 2 sin(ν 2π ) − rν 1 sin(ν1π )( )
ν 2 −ν1( ) ln(r)2 + π 2( ) + π
2
. (76)
Using Maple (or some similar computer algebra system) it is not difficult to show that
B C1( ) > B C2( )  for all t values (see Eq. (28)).  This can be explained as follows; for C1 all
the diffusing material diffuses at a rate governed by the time derivative of order ν1.  For
C2 the diffusing material can diffuse at rates governed by time derivatives of any order
between ν1 and ν 2  the rate of decay increasing as the order of the time derivative
increases.
As a contrast to the previous example let
C1 =
1
ν 2 −ν1
H(ν −ν1) − H(ν −ν 2)( ) , (77)
C2 = δ ν −ν 2( ) . (78)
In this case the diffusion modeled by C2 will occur faster than that modeled by C1.  This
is because the only decay channel available to the C2 system allows for faster decay than
the channels available to the C1 system.
7.  CONCLUSION
In this paper the problem of distributed order fractional sub-diffusion was
considered.  General solutions were found for each of the three boundary conditions
considered.  The spatial component of the solutions was found to be the same as in the
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non-fractional case.  It should be noted, that since the fractional diffusion equation is
separable, the solutions presented here could be adapted to multi-dimensional cases or
even cases where the Laplacian is fractional15).  The interesting part of the solutions was
found to be the time dependent component.  In all three cases the time dependence was
described by the same functional expression (see Eq. 47).  This expression can be viewed
as a Laplace transform.  Upper and lower bounds for the time component were computed
and both were found to have decay-like shapes (monotonically decreasing functions of
time).
An interesting open question raised in this paper is that of the necessary condition
for Eq. (61) to be true.  Four examples were presented, each with straightforward criteria
and a physical interpretation.  A resolution to the general question would allow for
physical insights in the comparison between two diffusive processes.
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