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Abstract
The goal of “synchronization” is to infer the unknown states of a network of nodes,
where only the ratio (or difference) between pairs of states can be measured. Typ-
ically, states are represented by elements of a group, such as the Symmetric Group
or the Special Euclidean Group. The former can represent local labels of a set of
features, which refer to the multi-view matching application, whereas the latter can
represent camera reference frames, in which case we are in the context of structure
from motion, or local coordinates where 3D points are represented, in which case we
are dealing with multiple point-set registration. A related problem is that of “bearing-
based network localization” where each node is located at a fixed (unknown) position
in 3-space and pairs of nodes can measure the direction of the line joining their lo-
cations. In this thesis we are interested in global techniques where all the measures
are considered at once, as opposed to incremental approaches that grow a solution by
adding pieces iteratively.
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1Chapter 1
Introduction
Consider a network of nodes where each node is characterized by an unknown state,
and suppose that pairs of nodes can measure the ratio (or difference) between their
states. The goal of synchronization [98, 167] is to estimate the unknown states from
the pairwise measures. The problem can be profitably modeled as a graph where
nodes correspond to the unknown states and edges encode the pairwise measures,
and it is well-posed only if such a graph is connected. Solving a synchronization
problem can be seen as upgrading from relative (pairwise) information, which in-
volves two nodes at a time, to absolute (global) information, which involves all the
nodes simultaneously. It can be shown that this is equivalent to enforce cycle consis-
tency [61, 198], namely the property that the composition of relative measures along
any cycle in the graph should return the identity element.
Mathematically, states are represented by elements of a group Σ. According to
the chosen group, we have several instances of synchronization: Σ = R yields time
synchronization [98, 75], from which the term synchronization originates; Σ = Rd
is a translation synchronization [13, 154, 179, 132, 3]; Σ = SO(d) corresponds to
rotation synchronization (also known as rotation averaging) [163, 126, 167, 52, 70,
28, 29, 86, 44, 187, 7, 182] and Σ = SE(d) results in rigid-motion synchronization
(also known as motion averaging or pose-graph optimization) [71, 79, 177, 180, 20,
10, 9, 151, 150]; finally, Σ = Sym(d) gives rise to permutation synchronization
[143, 164, 197, 8]. In this thesis we will deal with Σ = SE(d) and Σ = Sym(d).
In the case of permutation synchronization, each state is an unknown reordering
of d objects, which is represented as a d× d permutation matrix, namely an element
of the Symmetric Group Sym(d). It is assumed that pairs of nodes can match these
objects, establishing which objects are the same in the two nodes, despite the dif-
ferent naming, and the goal is to infer a global labeling of the objects, such that the
same object receives the same label in all the nodes. Permutation synchronization
finds application in multi-view matching [47, 205], where nodes are images and ob-
jects are features. In practice, not all the features are visible in all the images, so
matches are modeled as partial permutations, which form the so-called Symmetric
Inverse Semigroup ISym(d). In this thesis we build upon [167] and develop a novel
solution to partial permutation synchronization based on a spectral decomposition,
which successfully handles missing correspondences.
In the case of rigid-motion synchronization, each state is the angular attitude and
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position of a d-dimensional reference frame, which is referred to as motion in Com-
puter Vision, orientation in Photogrammetry, or pose in Robotics. Mathematically,
each motion/orientation/pose is described by a direct isometry, which is an element
of the Special Euclidean Group SE(d). Therefore the goal is to recover the location
and attitude of a set of reference frames organized in a network, where the links of
this network are relative transformations of one frame with respect to the others. If
we restrict the attention to the angular attitude (leaving out the position) then we get
rotation synchronization. Similarly, if position only is considered, it results in trans-
lation synchronization. Such local frames can be camera reference frames, in which
case we are in the context of structure-from-motion [142], or local coordinates where
3D points are represented, in which case we are dealing with multiple point-set reg-
istration [147]. In the first case, the goal is to recover both the 3D structure of the
scene and camera motion from multiple images, whereas in the second case the goal
is to find the rigid transformations that bring multiple 3D point sets into alignment.
In this thesis we express synchronization over SO(d) and SE(d) in terms of low-
rank and sparse (LRS) matrix decomposition, that is the problem of recovering a
low-rank matrix starting from an incomplete subset of its entries, possibly corrupted
by noise and outliers. As far as the Special Euclidean Group is concerned, we tackle
the problem of multiple point-set registration, whereas in the case of the Special Or-
thogonal Group we concentrate on structure from motion. We also propose a closed-
form approach to synchronization over SE(d) which is applied to multiple point-set
registration, where robustness to outliers is gained via iteratively re-weighted least
squares (IRLS). This method can be viewed as the extension to SE(d) of the spectral
solution developed in [167, 4, 168] for SO(d).
Note that the motion task of the structure-from-motion problem cannot be straight-
forwardly solved as a synchronization over SE(3), due to the depth-speed ambiguity.
Indeed, only the directions of the relative displacements between camera pairs can
be measured, but the magnitude is unknown. A possibility consists in breaking the
motion estimation process in two stages, namely a rotation synchronization to obtain
the angular attitudes of the cameras, followed by the recovery of camera positions
from pairwise directions, which is an instance of bearing-based network localization
[201] in 3-space where sensors are the cameras. This workflow is exploited in several
structure from motion systems, such as [78, 33, 96, 195, 76]. Alternatively, the trans-
lation magnitudes (referred to as the epipolar scales) can be explicitly computed, as
we propose in this thesis via a two-stage method: first, a cycle basis is computed;
then, all the epipolar scales are recovered simultaneously by solving a homogeneous
linear system. This allows either to address the synchronization problem over SE(3),
using (e.g.) the spectral solution, or to perform rotation synchronization followed by
translation synchronization. With reference to the latter, we also propose a “divide
and conquer” technique for computing the epipolar scales.
The two paths are equivalent. In fact, we show that the epipolar scales can be
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uniquely (up to scale) recovered from pairwise directions if and only if node loca-
tions can be uniquely (up to translation and scale) recovered from pairwise direc-
tions. Requiring that the graph is connected is not sufficient for unique localizability,
but more complicated assumptions are required, which are studied under the name
of parallel rigidity [192, 63]. Several theoretical results about parallel rigidity are
present in the literature, which come from disparate communities, including discrete
geometry, computer vision, and robotics. In this thesis we provide a unifying view
of the problem, rewriting and linking in a coherent structure several results that were
presented in different contexts with disparate formalisms.
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FIGURE 1.1: Conceptual diagram of the thesis. Rectangles refer to the theoretical problems
we analyzed, cloud-like shapes show the solutions we proposed to address these problems,
and circles denote the applications we considered in the experimental evaluation.
The thesis, whose conceptual diagram is drawn in Figure 1.1, is organized as fol-
lows. Chapter 2 is devoted to the synchronization problem, which is studied from a
theoretical perspective, and practical algorithms are also proposed to solve it. Chap-
ter 3 considers the bearing-based localization problem, with particular focus to the
localizability aspect. Some applications of synchronization are detailed in Chapter 4,
with particular attention to structure from motion, which constitutes the connection
between synchronization and bearing-based localization. The solutions proposed in
this thesis are supported by experimental results on synthetic data, which are reported
in Chapter 5, and on real data, which are shown in Chapter 6, within the context of
multi-view matching, multiple point-set registration and structure from motion. Con-
clusion and possible future work are drawn in Chapter 7. The results presented in this
thesis require the definitions of the Kronecker, Khatri-Rao and Hadamard products,
which are given in Appendix A, and some basic notions from graph theory, which
are covered in Appendix B. An introduction to low-rank and sparse matrix decom-
position is presented in Appendix C.
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Synchronization
In this chapter we survey and put in a common framework several works that have
been developed in different contexts, all dealing with the same abstract problem,
called synchronization by some authors, or averaging, or graph optimization by oth-
ers. The problem is formulated in a group and requires to find elements of the group
given a certain number of their mutual differences (or ratios, depending on how the
group operation is called). In particular, we concentrate on a matrix formulation of
synchronization, which leads to a neat theory and closed-form solutions.
2.1 Introduction
Consider a network of nodes where each node is characterized by an unknown state,
and suppose that pairs of nodes can measure the ratio (or difference) between their
states. The goal is to infer the unknown states from the pairwise measures. This is
a general statement of the synchronization problem [98, 75, 167]. States are repre-
sented by elements of a group Σ, that is why the problem is actually referred to as
group synchronization.
The problem can be usefully modelled by introducing a graph G = (V , E), which
is referred to as the measurement graph, where nodes correspond to the unknown
states and edges correspond to the pairwise measures, and it is well-posed only if
such a graph is connected. In the literature, the same problem is also referred to as
averaging [79, 194, 86] or graph optimization [41].
As an example, consider the graph reported in Figure 2.1, where nodes and edges
are labelled with integer numbers: the task is to recover the unknown numbers in the
nodes by measuring their differences (on the edges). Two things can be immediately
observed: a solution exists only if the sum of the differences along any cycle is zero,
and, when it exists, the solution is not unique, for adding a constant to the nodes does
not change the differences.
Measures are typically corrupted by errors, which can be gross errors (outliers)
and/or a diffuse noise with small variance. If G is a tree then these errors will creep in
the solution, however, as soon as redundant measures are considered (i.e. the graph
has at least one cycle), they are exploited by the synchronization process to globally
compensate the errors.
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resulting in an efficient and closed-form solution. Specifically, the unknown states
are derived from the top eigenvectors of a matrix constructed from the pairwise mea-
sures. This procedure was introduced in [167] for Σ = SO(2), extended in [4, 168]
to Σ = SO(3) and further generalized in [143, 164] to Σ = Sym(d). The same
formulation appeared in [159] for Σ = SL(d). An equivalent null-space formulation
can also be derived [126]. A closed-form solution to synchronization over SO(3)
is also developed in [78] where rotations are represented as unit quaternions and the
problem is expressed as a linear system of equations.
A matrix representation of the group is also exploited in [79, 2, 82], with par-
ticular focus on the Σ = SO(3) and Σ = SE(3) cases, where an iterative scheme
is formulated based on Lie group theory, in which at each step the unknown states
are updated by averaging relative measures in the Lie algebra. As it will be shown
in Section 2.5.4, this can be viewed as a translation synchronization problem. In
[44, 45] robustness is added to the original technique through Iteratively Reweighted
Least Squares (IRLS).
Other techniques exploiting a matrix representation of the group can be found
in the literature, which express the synchronization problem in terms of well stud-
ied mathematical tools, such as semidefinite programming [167, 187, 151] or matrix
completion [11], resulting in iterative solutions. Note that the semidefinite program-
ming formulation derives from specific properties of O(d) and SE(d), namely the
fact that the matrix constructed from the pairwise measures is positive semidefinite
when considering the Orthogonal Group [167, 187], and the property that the con-
vex hull of the Special Euclidean Group admits a semidefinite representation [151].
A convex relaxation is also employed in [150] where the authors, using the theory
of Lagrangian duality, develop an algorithm for certifying the global optimality of a
candidate solution to synchronization over SE(d).
Other approaches, which are briefly reviewed here, include iterating local solu-
tions on the measurement graph [163, 59, 145, 85, 1, 177] or explicit minimization
of a cost function [197, 42, 70, 52, 180, 181, 28].
The authors of [163] decompose the measurement graph into a set of cycles, and
they propose an iterative procedure to recover the unknown states in which the error
is distributed over these cycles. The same idea appeared also in [59, 145]. In [85] a
cost function based on the ℓ1-norm is minimized to solve rotation synchronization,
where each state is updated in turn by applying the Weiszfeld algorithm to its neigh-
bours. This technique is generalized to ℓq-optimization in [1], with 1 ≤ q < 2, where
improved reliability and robustness is shown compared to using the ℓ2-norm. A sim-
ilar approach is adopted in [177] for rigid-motion synchronization, where each state
is updated in turn in a distributed fashion, exploiting the fact that rigid motions can
be represented by dual quaternions, in the same way as rotations can be represented
by quaternions.
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In [197] the permutation synchronization problem is addressed via the Gauss-
Seidel method, where the set Sym(d) is relaxed to its convex hull. In [42] Quasi-
Newton iterations are used whereas in [70] the theory of Lagrangian duality is ex-
ploited for synchronization over SE(3) and SO(3), respectively. Both [42] and [70]
use unit quaternions to parametrize rotations. However, according to the analysis in
[126], methods involving matrices usually perform better than those that use quater-
nions. The authors of [52] use a truncated quadratic as a more robust cost function
for rigid-motion synchronization, which is minimized via a discrete Markov random
field formulation, combined with a continuous Levenberg-Marquardt refinement. In
addition to relative measures, vanishing points and information from other sensors
are assumed as input, with reference to the structure from motion application. How-
ever, these are local iterative methods, hence they require a good initialization.
The authors of [180, 181] exploit the Riemannian manifold structure of SO(3)
and SE(3) and compute the unknown states via Riemannian gradient descent. In
[180] non isotropic noise and incomplete measurements are taken into account through
the use of covariance matrices, whereas in [181] the choice of the step-size and sev-
eral cost functions are discussed, including a reshaped cost function, which is similar
to robust M-estimators and is less sensitive to large errors. In [28] a statistical ap-
proach is adopted by assuming a specific noise model that takes into account also the
presence of outliers, and a maximum likelihood estimator is computed via Rieman-
nian trust-region optimization.
2.1.2 Contribution
In this chapter we provide a comprehensive survey on group synchronization, gath-
ering several works that have been developed in different communities, including
Computer Vision, Photogrammetry, Robotics, and Graph Theory, while at the same
time also proposing some novel techniques. More precisely, our contributions are the
following.
First, in Section 2.2 we set forth a theoretical unified framework where several
synchronization problems are seen as instances of a more abstract principle, which
is grounded on the notion of group-labelled graph.
Secondly, we provide a detailed description of direct solutions to synchroniza-
tion, which are based on a matrix formulation of the problem: Section 2.3 is devoted
to synchronization over (R,+), which is expressed as a linear system of equations;
Section 2.4 addresses the synchronization problem over (R \ {0}, ·), which can be
cast to a spectral decomposition or a null-space problem, and Section 2.5 general-
izes such solutions to synchronization over (GL(d), ·). Then, several subgroups of
GL(d) are analysed, namely SL(d) (Section 2.6), O(d) (Section 2.7), SE(d − 1)
(Section 2.8), and Sym(d) (Section 2.9), in which cases the solution needs to be
projected onto the group, as closure is not guaranteed. Applying the spectral and
null-space solutions to the Special Euclidean Group is one of the contributions of
this chapter, which generalizes the works in [167, 4, 168]. Another contribution is
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showing that the spectral solution can be extended to synchronization over ISym(d)
(Section 2.10), which is an inverse monoid and a subsemigroup of Sym(d). The
importance of a matrix formulation of synchronization is three-fold: this framework
is theoretically appealing since it can be applied to any group admitting a matrix
representation, as opposed to other techniques which are based on ad-hoc minimiza-
tions of specific cost functions; it results in fast techniques, as the synchronization
problem is cast to closed-form solutions, such as spectral decomposition or linear
least squares; it easily copes with weights on individual relative measures, allowing
a straightforward robust extension via Iteratively Reweighted Least Squares. Some
novel algebraic properties are proved in support of this formulation, namely Propo-
sitions 2.4, 2.5, 2.6, 2.7, 2.10 and 2.11.
Finally, in Section 2.5.5 we show that the synchronization problem can also be
expressed in terms of “low-rank and sparse” (LRS) matrix decomposition, that is the
problem of recovering a low-rank matrix starting from an incomplete subset of its
entries, which are corrupted by noise and outliers. This formulation, which is un-
precedented in the literature, neatly caters for missing data, outliers and noise, and
it benefits from a wealth of available decomposition algorithms that can be plugged-
in, such as R-GODEC, GRASTA [90] or L1-ALM [202], which are reviewed in
Appendix C. This framework can be successfully applied to synchronization over
SO(d) and SE(d), as experiments in Sections 5.2 and 5.3 will show. However, it is
not applicable to synchronization over Sym(d) since the low-rank matrix is sparse,
being composed of permutation matrices, hence it does not satisfy the incoherence
assumptions (see [39, 206]) that make LRS algorithms work in practice.
2.2 Theoretical Framework
Let us start by introducing the notion of group-labelled graph [60]. Let (Σ, ∗) be
a group with unit element 1Σ, and let G = (V , E) be a simple directed graph with
vertex set V = {1, 2, . . . , n} and edge set E , with m = |E |. We do not assume full
measurements, i.e. G may not be complete. A Σ-labelled graph is a directed graph
with a labelling of its edge set by elements of Σ, that is a t-uple Γ = (V , E , z) where
z : E → Σ (2.1)
is such that if (i, j) ∈ E then (j, i) ∈ E and
z(j, i) = z(i, j)−1. (2.2)
Thus, we may also view G as an undirected graph.
Definition 2.1. Let Γ = (V , E , z) be a Σ-labelled graph. We say that a circuit
{(i1, i2), (i2, i3), . . . , (iℓ, i1)} (2.3)
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Definition 2.3. Let Γ = (V , E , z) be a Σ-labelled graph. The Group Feedback Edge
Set (GFES) problem is defined as follows: on input (Γ, k) for some k ∈ N, decide
whether there exists a subset of the edges S ⊆ E with |S| ≤ k such that the labelled
graph of the remaining edges Γ′ = (V , E \ S , z) does not contain a non-null cycle.
With some abuse of notation, in Definition 2.3 we denote with (V , E \ S , z) the
Σ-labelled graph with edges in S removed from E , even though formally z has in its
domain edges that does not exist in E \ S .
The set S satisfying Definition 2.3 (if it exists) is called the feedback edge set of
Γ. The interpretation is that S identifies edges with outlying labels that prohibit a
consistent labelling to be found. Note that in the presence of noise we have to relax
Equation (2.4) and consider the following
δ
(
z(i1, i2) ∗ z(i2, i3) ∗ . . . ∗ z(iℓ, i1), 1Σ
)
/
√
ℓ ≤ τ (2.7)
where τ ≥ 0 is a given threshold and it is assumed that Σ admits a metric function
δ : Σ×Σ→ R+. The normalization factor√ℓ takes into account error propagation
when considering long cycles [61].
Outlying labels can be detected through the methods in [186, 57], which come
from Graph theory community. Alternatively, Computer Vision solutions can be
used [61, 11, 198, 31, 80, 138]. The authors of [61] consider a maximum-weight
spanning tree, and they analyze cycles formed by the remaining edges. In [11] some
heuristics based on cycle bases are introduced to improve this scheme. In [198] a
Bayesian framework is used to classify all the edges of the measurement graph into
inliers and outliers. The authors of [134] show that an iterative use of this method
can remove most outlier edges in the graph. In [31] it is assumed that there exists a
spanning tree without dependent outliers (it may contain independent outliers), and
an iterative approach based on a Kalman filter is developed for outlier detection.
Other approaches [80, 138] are based on random spanning trees, in a RANSAC-like
fashion. These strategies are computationally demanding and do not scale well with
the size of the graph.
2.2.2 Group Synchronization
Let us assume that Σ is equipped with a metric function δ : Σ× Σ → R+ and let
ρ : R+ → R+ be a non-negative non-decreasing function with a unique minimum
in 0 and ρ(0) = 0. Some instances are the quadratic loss function ρ(y) = y2 or
robust loss functions such as those used in M-estimators [91].
Definition 2.4. Let Γ = (V , E , z) be a Σ-labelled graph. Let x˜ : V → Σ be a vertex
labelling. We define the consistency error of x˜ as the quantity
ϵ(x˜) = ∑
(i,j)∈E
ρ
(
δ
(
z˜(i, j), z(i, j)
))
(2.8)
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The synchronization problem requires the graph to be connected, but error com-
pensation happens only with cycles. The minimum number of relative measures is
n − 1, which makes G a tree. In this case every vertex can be labeled by simply
propagating Equation (2.6) along the tree, starting from the root labeled with the
identity element. In this way, however, there is no remedy to error propagation: the
error affecting an edge label propagates down to the leaves of the tree without com-
pensation. In the synchronization problem, instead, the goal is to exploit redundant
relative measures in a global fashion to improve the final estimate.
If the measures are also corrupted by outliers, one needs to solve a GFES problem
beforehand, using a relaxed notion of null cycle, i.e., Equation (2.7). Alternatively, a
robust loss function can be used in (2.8) without detecting outliers explicitly.
2.3 Synchronization over (Rd,+)
In this section we derive a direct solution for the synchronization problem over R
and show that such solution can be easily generalized to Rd, following [13, 154].
2.3.1 Time Synchronization
Let us start by considering the synchronization of real numbers with the addition,
namely (Σ, ∗) = (R,+) (also known as time synchronization). A vertex labelling
x : V → R is consistent with a given edge labelling z : E → R if and only if2
xi − xj = zij ∀ (i, j) ∈ E . (2.9)
If we denote the incidence vector of the edge (i, j) with
bij = [ 0, . . . , 1↑
i
, . . . ,−1
↑
j
, . . . , 0 ] (2.10)
then Equation (2.9) can be written as
bij [ x1, . . . , xn ]
T = zij ∀ (i, j) ∈ E (2.11)
or, equivalently, in matrix form
BTx = z (2.12)
where B is the n×m incidence matrix of the directed graph G, which has the vectors
bij as columns, x ∈ Rn is the vector containing all the vertex labels, namely x =
[x1 . . . xn]
T, and z ∈ Rm is the vector containing all the edge labels (ordered as in
B), namely z = [z12 . . . zij . . . ]
T. See Appendix B.2 for the definition of incidence
matrix and related properties.
2 For simplicity of notation, hereafter we will use subscripts instead of parenthesis to denote in-
dices of a node/edge labelling.
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We assume that the graph is connected, hence Equation (B.8) holds. Since the
solution to the synchronization problem is defined up to a global group element, we
are allowed (without loss of generality) to arbitrarily set xk = 0 = 1Σ for a chosen
k ∈ V . Removing xk from the unknowns and the corresponding row in B leaves a
full-rank (n− 1)×m matrix.
With a suitable choice of δ and ρ in Equation (2.8), the consistency error of the
synchronization problem writes
ϵ(x) = ∑
(i,j)∈E
|xi − xj − zij|2 = ∥BTx− z∥2 (2.13)
where ∥·∥ denotes the Euclidean norm. Thus the least squares solution of Equation
(2.12) solves the synchronization problem.
Remark 2.1. If c ∈ {−1, 0, 1}m denotes the indicator vector of a circuit in G, the
cycle is null if and only if
cTz = 0. (2.14)
If the equations coming from all the circuits in a (directed) cycle basis are stacked,
then we get
Cz = 0 (2.15)
where C ∈ {−1, 0, 1}(m−n+1)×m denotes the cycle matrix associated to the basis.
See Appendix B for the definitions of cycle basis and cycle matrix.
It can be shown that the edge labels produced by the synchronization process are
the closest to the input edge labels among those that yield null-cycles.
Proposition 2.2 ([154]). If x˜ is the least-squares solution to Equation (2.12), then
the induced edge labelling z˜ = BTx˜ solves the following constrained minimization
problem
min
z˜
∥z− z˜∥2 s.t. Cz˜ = 0 (2.16)
where C denotes the cycle matrix associated to a cycle basis of G.
2.3.2 Translation Synchronization
Let us now consider the synchronization of real vectors with the addition, namely
(Σ, ∗) = (Rd,+), which is also known as translation synchronization. A vertex
labelling x : V → Rd is consistent with a given edge labelling z : E → Rd if and
only if
xi − xj = zij ∀ (i, j) ∈ E . (2.17)
It is easy to see (reasoning as in the scalar case) that the equations above can be
collected for all the edges and expressed in matrix form as
XB = Z (2.18)
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where X is the d × n matrix obtained by juxtaposing all the vertex labels, namely
X = [x1 . . . xn], and Z is the d × m matrix obtained by juxtaposing all the edge
labels, namely Z = [z12 . . . zij . . . ].
Applying the vectorization operator vec(·) to both sides in (2.18) and using for-
mula (A.5) we get
(BT ⊗ Id) vec(X) = vec(Z) (2.19)
where Id denotes the d × d identity matrix and ⊗ denotes the Kronecker product,
which is defined in Appendix A. This is a generalization of Equation (2.12), where
the incidence matrix B gets “inflated” by the Kronecker product with Id in order to
cope with the vector representation of the group elements.
Under the assumption that the graph is connected we have rank(B) = n− 1 and
hence, using (A.7), rank(BT ⊗ Id) = dn− d. The rank deficiency corresponds to
the translation ambiguity. By the same token as before, removing one vertex label
from the unknowns and the corresponding row in B leaves a full-rank matrix.
With a suitable choice of δ and ρ, the consistency error of the synchronization
problem writes
ϵ(X) = ∥(BT ⊗ Id) vec(X)− vec(Z)∥2 (2.20)
thus the least-squares solution of Equation (2.19) solves the synchronization prob-
lem, as in the case of time synchronization.
Remark 2.2. The null-cycle constraint for a circuit c ∈ {−1, 0, 1}m rewrites
Zc = 0. (2.21)
If the equations coming from all the circuits in a (directed) cycle basis are stacked,
then we obtain
ZCT = 0 (2.22)
where C ∈ {−1, 0, 1}(m−n+1)×m denotes the cycle matrix associated to the basis.
Using the vectorization operator and formula (A.5), such equation can also be ex-
pressed as
(C⊗ Id) vec (Z) = 0. (2.23)
Alternatively, the above equation can be derived by multiplying (2.19) by C⊗ Id and
using property (A.4)(
(CBT)⊗ Id
)
vec(X) = (C⊗ Id) vec(Z). (2.24)
Note that CBT = 0 for any cycle matrix C, as stated by Equation (B.13), thus the
left-side vanishes, yielding Equation (2.23).
It is straightforward to see that Proposition 2.2 extends to the case of synchro-
nization over Rd, since we can view each component in Equation (2.17) as a syn-
chronization over (R,+).
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2.3.3 Robust Synchronization
Resistance to outliers (i.e. wrong edge labels) can be obtained by replacing ρ(y) =
y2 in Equations (2.13) and (2.20) with another function ρ(y) with sub-quadratic
growth, and solving the resulting minimization problem with Iteratively Reweighted
Least Squares (IRLS) [91]. This technique iteratively solves weighted least squares
problems where the weights are computed at each iteration as a function of the resid-
uals of the current solution.
Several weight functions have been proposed in the literature, that correspond to
different ρ functions. Among them, the Cauchy weight function is one of the most
popular
wij =
1
1 +
(
rij/c
)2 (2.25)
where rij = δ
(
z˜ij, zij
)
and the tuning constant c is chosen so as to yield a reasonably
high efficiency in the normal case, and still offer protection against outliers. In par-
ticular, c = 2.385σ produces 95-percent efficiency when the errors are normal with
standard deviation σ. The latter can be robustly estimated from the median absolute
deviation (MAD) of the residuals as σ = MAD/0.6745.
Another example is the bisquare (also known as biweight) function [133] that
assigns zero weight to residuals higher than a threshold
wij =
{
(1− (rij/c)2)2 if |rij| < 1
0 otherwise
(2.26)
where the default value for the tuning constant is c = 4.685σ.
2.4 Synchronization over (R \ {0}, ·)
We now consider the synchronization of real numbers with the multiplication, namely
(Σ, ∗) = (R \ {0}, ·). A vertex labelling x : V → R is consistent with a given edge
labelling z : E → R if and only if
zij = xi · x−1j ∀ (i, j) ∈ E . (2.27)
Let x ∈ Rn be the vector containing the vertex labels and let Z ∈ Rn×n be the
matrix containing the edge labels
x =
⎡⎢⎢⎢⎣
x1
x2
. . .
xn
⎤⎥⎥⎥⎦ , Z =
⎡⎢⎢⎢⎣
1 z12 . . . z1n
z21 1 . . . z2n
. . . . . .
zn1 zn2 . . . 1
⎤⎥⎥⎥⎦ . (2.28)
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For a complete graph, the consistency constraint can be expressed in matrix form as
Z = xx−T (2.29)
where xx−T contains the edge labels induced by x, and x−T denotes the row-vector
containing the inverse of each vertex label, namely x−T = [x−11 x
−1
2 . . . x
−1
n ]. Note
that Equation (2.29) implies that rank(Z) = 1.
Remark 2.3. By inspection it can be verified that
x−Tx = n (2.30)
which implies that Z/n is idempotent.
If the graph is not complete then Z is not fully specified. In this case missing
edges are represented as zero entries3, i.e. ZA := Z ◦ A represents the matrix of the
available measures, where ◦ is the Hadamard product and A is the adjacency matrix
of the graph G. Being a matrix of 0/1, the effect of its entry-wise product with Z is to
zero the unspecified entries and leave the others unchanged. See Appendices A and
B for the definitions of Hadamard product and adjacency matrix, respectively. Hence
the consistency constraint writes
ZA = (xx
−T) ◦ A. (2.31)
With a suitable choice of δ and ρ in Equation (2.8) the consistency error of the
synchronization problem writes
ϵ(x)= ∑
(i,j)∈E
|zij−xi · x−1j |2=∥ZA−(xx−T) ◦ A∥2F (2.32)
where ∥·∥F denotes the Frobenius norm. The minimization of ϵ is a non-linear least
squares problem, for which closed-form solutions do not seem to exist. However,
two direct solutions to a related version of the problem exist, which can be derived
by considering the exact (noiseless) case.
2.4.1 Spectral Solution
Let us consider the noiseless case, i.e. ϵ = 0, and let us start assuming that the graph
is complete. Using the consistency constraint and (2.30) we obtain
Zx = nx (2.33)
which means that – in the absence of noise – x is the eigenvector of Z associated to
the eigenvalue n. Note that, since Z has rank 1, all the other eigenvalues are zero,
thus n is also the largest eigenvalue of Z.
3Please note that 0 does not belong to the group, hence it is available as a “special” value.
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We now consider the case of missing edges in which the graph is not complete
and the adjacency matrix comes into play.
Proposition 2.3 ([167]). The vertex labelling x is the eigenvector of D−1ZA associ-
ated to the eigenvalue 1.
Proof. Using Equation (A.15), the consistency constraint can be expressed as
ZA = diag(x)A diag(x
−T) = diag(x)A diag(x)−1 (2.34)
which implies that
ZAx = diag(x)A1n×1 = diag(A1n×1)x = Dx (2.35)
where 1n×1 is a vector of ones and D is the degree matrix of the graph (see Appendix
B.2).
Note that the incomplete data matrix ZA has full rank in general, thus 1 is not the
unique non-zero eigenvalue of D−1ZA, in contrast to the case of a complete graph.
However, it can be shown that 1 is the largest eigenvalue of D−1ZA.
Proposition 2.4. The matrix D−1ZA has real eigenvalues. The largest eigenvalue is
1 and it has multiplicity 1.
Proof. Since diagonal matrices commute, it follows from Equation (2.34) that
D−1ZA = diag(x)(D−1A)diag(x)−1 (2.36)
hence D−1ZA and D−1A are similar, i.e. they have the same eigenvalues. The
matrix D−1A is the transition matrix of the graph G (see Appendix B.2), which – as
a consequence of the Perron-Frobenius theorem – has real eigenvalues and 1 is the
largest eigenvalue (with multiplicity 1), if the graph is connected.
The proof of Proposition 2.4 has pointed out that – provided that Z is decom-
posable as Z = xx−T – the matrix D−1ZA has a particular structure that yields
real eigenvalues, although it is not symmetric. In particular, the eigenvalues do not
depend on the measured data, but they depend only on the structure of the graph G
(through the matrices D and A).
When noise is present, i.e. ϵ ̸= 0, the eigenvector of D−1ZA corresponding to
the largest eigenvalue is an estimate of the vertex labelling x. The presence of noise,
however, cripples the structure of ZA, i.e. ZA ̸= (xx−T) ◦ A, thus the eigenvalues
and the eigenvectors may be complex. As a consequence, after computing the leading
eigenvector, the imaginary part is zeroed. To the best of our knowledge, no general
results are known linking this spectral solution to the synchronization cost function.
This approach resembles the spectral solution developed in [167] for SO(2).
Note that an eigenvector is defined up to scale, and the scale indeterminacy is in
agreement with the fact that the solution to synchronization is defined up to a global
group element.
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Remark 2.4. The top eigenvector can be computed by the power iteration method,
which, considering (e.g.) the case of a complete graph, starts with a random vector
x0 ∈ Rn and iterates the relation xk+1 = Zxk/∥Zxk∥, thus it requires to compute
Zk, for k = 1, 2, . . . , kmax. It is observed in [167] that multiplying the matrix Z by
itself integrates the consistency relation of triplets, while high order iterations exploit
consistency relations of longer cycles. Indeed
Z2ij =
n
∑
k=1
ZikZkj
Z3ij =
n
∑
k=1
n
∑
h=1
ZikZkhZhj . . .
(2.37)
Thus the top eigenvector integrates the consistency relation of all cycles.
2.4.2 Null-space Solution
We now show that synchronization over (R \ {0}, ·) can also be expressed as a null-
space problem. If ϵ = 0 Equation (2.33) is equivalent to
(nIn − Z)x = 0 (2.38)
which means that, if the graph is complete, the vertex labelling x coincides with the
1-dimensional null-space of nIn − Z. In the case of missing edges, let us rewrite
(2.35) as
(D− ZA)x = 0 (2.39)
thus x belongs to the null-space of D− ZA.
Let us observe that D = D ◦ Z, since Z has ones along its diagonal and D is
diagonal. Using the distributive property of the Hadamard product, we obtain an
equivalent expression for D− ZA
D− ZA = (D− A) ◦ Z = L ◦ Z (2.40)
where L = D − A is the Laplacian matrix of G (see Appendix B.2). Note that in
practice one cannot measure the matrix L ◦Z, since the full Z is not available. In fact,
only the product Z ◦ A is available. Therefore, the left side in (2.40) will be used in
practical scenarios. However, the right side emphasizes the presence of the Laplacian
matrix, which is useful to prove that the null-space of D − ZA is 1-dimensional, as
happens in the case of a complete graph.
Proposition 2.5. The matrix D− ZA has a 1-dimensional null-space.
Proof. Using Equation (A.15) and the consistency constraint (2.29) we get
D− ZA = L ◦ Z = diag(x)L diag(x−T) = diag(x)L diag(x)−1 (2.41)
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which means that D− ZA and L are similar, thus they have the same rank. The rank
of the Laplacian matrix is n − 1, under the assumption that the graph is connected
(see Appendix B.2), thus we have the thesis.
When noise is present, an estimate of x is given by the right singular vector of
D−ZA corresponding to the least singular value. This approach solves the following
problem
min
∥x∥=1
∥(D− ZA)x∥2 (2.42)
which can also be expressed as
min
∥x∥=1
n
∑
i=1
(
∑
j
(zijxj − xi)
)2
(2.43)
where the constraint ∥x∥ = 1 fixes the global scale. For each node, this cost function
considers the edges incident to that node, it sums the residuals of the compatibility
constraints, and takes the square. These terms are then summed up over all the nodes.
A formal relationship between this cost function and the consistency error of the
synchronization problem has still to be found.
Remark 2.5. In the presence of noise the null-space and spectral solutions do not co-
incide, in general. In the case of a complete graph, for instance, they coincide if and
only if the unique non zero eigenvalue of Z is exactly n, which is unlikely to happen
in practice. Moreover, while the spectral solution computes the eigenvalue decompo-
sition of D−1ZA, which is related to the null-space of D−1ZA − I = D−1(ZA −D)
(assuming that the largest eigenvalue is λ = 1), the null-space solution considers
the matrix ZA − D. This matrix has the same kernel of D−1(ZA − D) only when
ZA −D is rank deficient, which is not true in the presence of noise. In sloppy terms,
the “approximate” kernel of ZA − D does not coincide with the “approximate” ker-
nel of D−1(ZA − D).
2.4.3 Robust Synchronization
It is easy to see that the above analysis can be extended to handle weighted measure-
ments, which translates in letting the entries of A to assume values in [0, 1], where
0 still indicates a missing measurement and the other values reflect the reliability of
the edge labels. This allows a straightforward extension to gain resilience to out-
liers via an IRLS-like scheme, i.e. an estimate for the vertex labelling with given
weights – stored in the symmetric adjacency matrix A – is obtained either from the
top eigenvector of D−1ZA or from the least right singular vector of D − ZA, then
the weights are updated through, e.g., the Cauchy weight function (2.25), and these
steps are iterated until convergence or a maximum number of iterations is reached.
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2.5 Synchronization over (GL(d), ·)
In this section we consider the synchronization problem over the General Linear
Group GL(d), which is the set of all d × d invertible matrices, where the group
operation ∗ reduces to matrix multiplication and 1Σ = Id. A vertex labelling X :
V → Rd×d is consistent with a given edge labelling Z : E → Rd×d if and only if
Zij = Xi · X−1j .
All the vertex/edge labels can be collected in two matrices X ∈ Rdn×d and
Z ∈ Rdn×dn respectively, which are “matrices of matrices”, namely they are defined
as in Equation (2.28) with the provision that each element is now a d× d matrix, and
the diagonal of Z is filled with identity matrices
X =
⎡⎢⎢⎢⎣
X1
X2
. . .
Xn
⎤⎥⎥⎥⎦ , Z =
⎡⎢⎢⎢⎣
Id Z12 . . . Z1n
Z21 Id . . . Z2n
. . . . . .
Zn1 Zn2 . . . Id
⎤⎥⎥⎥⎦ . (2.44)
For a complete graph, the consistency constraint rewrites
Z = XX−♭ (2.45)
which implies that rank(Z) = d, where X−♭ ∈ Rd×dn denotes the block-matrix
containing the inverse of each d× d block of X, i.e. X−♭ = [X−11 X−12 . . . X−1n ].
Remark 2.6. By inspection it can be verified that
X−♭X = nId (2.46)
and hence Z/n is idempotent.
If the graph is not complete then the available measures are given by ZA := Z ◦
(A ⊗ 1d×d), where the adjacency matrix gets “inflated” by the Kronecker product
with 1d×d to match the block structure of the measures. Accordingly, the consistency
constraint becomes
ZA = (XX
−♭) ◦ (A⊗ 1d×d) (2.47)
which generalizes Equation (2.31), and the synchronization cost function writes
ϵ(X) = ∥ZA − (XX−♭) ◦ (A⊗ 1d×d)∥2F (2.48)
with a suitable choice of δ and ρ in Equation (2.8). The Hadamard product with A⊗
1d×d mirrors the summation over the edges in E in the definition of the consistency
error. We now show that two direct solutions to a related version of the problem can
be derived in the noiseless case, which are based on [167, 168, 4], generalizing the
approaches detailed in Sections 2.4.1 and 2.4.2.
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2.5.1 Spectral Solution
If the graph is complete, using the consistency constraint and Equation (2.46), we
obtain
ZX = nX (2.49)
which means that – if ϵ = 0 – the columns of X are d (independent) eigenvectors of
Z corresponding to the eigenvalue n. Since Z has rank d, all the other eigenvalues
are zero, thus n is also the largest eigenvalue of Z. In the case of missing data, it can
be seen that Equation (2.35) generalizes to
ZAX = (D⊗ Id)X. (2.50)
Indeed, the i-th block-row in the above equation is
∑
j s.t. (i,j)∈E
ZijXj = [D]iiXi (2.51)
which is satisfied since Zij = XiX
−1
j . Thus the columns of X are d eigenvectors of
(D⊗ Id)−1ZA associated to the eigenvalue 1.
Note that the incomplete data matrix ZA will have full rank in general, thus 1
is not the unique nonzero eigenvalue of (D ⊗ Id)−1ZA, in contrast to the case of
Equation (2.49). However, it can be shown that 1 is the largest eigenvalue of such a
matrix.
Proposition 2.6. The matrix (D⊗ Id)−1ZA has real eigenvalues. The largest eigen-
value is 1 and it has multiplicity d.
Proof. It can be seen that Equation (2.34) generalizes to
ZA = blkdiag(X)(A⊗ Id) blkdiag(X)−1 (2.52)
where blkdiag(X) produces a dn × dn block-diagonal matrix with d × d blocks
X1, . . . , Xn along the diagonal. Indeed, the (i, j)-th block in ZA = (XX
−♭) ◦ (A⊗
1d×d) is {
(XiX
−1
j ) ◦ 1d×d if (i, j) ∈ E
0 if (i, j) ̸∈ E
(2.53)
while the (i, j)-th block in blkdiag(X)(A⊗ Id) blkdiag(X)−1 is{
Xi IdX
−1
j if (i, j) ∈ E
0 if (i, j) ̸∈ E .
(2.54)
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Note that the diagonal matrix (D ⊗ Id)−1 commutes with blkdiag(X), since each
d× d block along its diagonal is a multiple of the identity matrix. Thus
(D⊗ Id)−1ZA = blkdiag(X)(D⊗ Id)−1(A⊗ Id) blkdiag(X)−1 =
= blkdiag(X)((D−1A)⊗ Id) blkdiag(X)−1
(2.55)
where the last equality follows from properties (A.3) and (A.4). Hence (D⊗ Id)−1ZA
is similar to the matrix (D−1A) ⊗ Id, i.e., they have the same eigenvalues. The
largest eigenvalue of the transition matrix D−1A is 1 (with multiplicity 1), if the
graph is connected. Since the eigenvalues of the Kronecker product of two matri-
ces are the product of the eigenvalues of the matrices, we conclude that the largest
eigenvalue of (D−1A)⊗ Id is 1 and it has multiplicity d.
Thus the eigenvectors of (D⊗ Id)−1ZA corresponding to the d largest eigenval-
ues (which may be complex when ϵ ̸= 0) are an estimate of the vertex labelling X.
Note that, since the eigenvalue 1 is repeated, the corresponding eigenvectors span
a linear subspace, and hence any basis for such a space is a solution. However, a
change of the basis in the eigenspace corresponds to right-multiply the eigenvec-
tors by an invertible d × d matrix, and this agrees with the fact that the solution to
synchronization is defined up to a global group element.
2.5.2 Null-space Solution
If ϵ = 0 then Equation (2.49) is equivalent to
(nIdn − Z)X = 0 (2.56)
which means that, if the graph is complete, the vertex labelling X coincides with the
d-dimensional null-space of nIdn − Z. In the case of missing edges, let us rewrite
(2.50) as
(D⊗ Id − ZA)X = 0 (2.57)
thus X belongs to the null-space of D⊗ Id − ZA.
Let us observe that the matrix D ⊗ Id coincides with (D ⊗ 1d×d) ◦ Z, since Z
has identity blocks along its diagonal and D ⊗ 1d×d is block-diagonal. Using the
distributive property of the involved products, we obtain an equivalent expression for
D⊗ Id − ZA
D⊗ Id − ZA = ((D− A)⊗ 1d×d) ◦ Z = (L⊗ 1d×d) ◦ Z (2.58)
where the Laplacian matrix L = D − A gets inflated to a d× d-block structure by
the Kronecker product with 1d×d, to match the block structure of Z.
Note that in practice the left side in (2.58) will be used, since only the product
Z ◦ (A ⊗ 1d×d) is available, and one cannot measure the matrix (L ⊗ 1d×d) ◦ Z.
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However, the right side in (2.58) emphasizes the presence of the Laplacian matrix,
which is useful to prove the following result.
Proposition 2.7. The matrix D⊗ Id − ZA has a d-dimensional null-space.
Proof. It can be seen that Equation (2.41) generalizes to
D⊗ Id − ZA = (L⊗ 1d×d) ◦ Z = blkdiag(X)(L⊗ Id) blkdiag(X)−1 (2.59)
which means that D⊗ Id − ZA and L⊗ Id are similar, thus they have the same rank.
The rank of the Laplacian matrix is n − 1, under the assumption that the graph is
connected. Since the rank of the Kronecker product of two matrices is the product of
the rank of the matrices, we obtain
rank(D⊗ Id − ZA) = rank(L) rank(Id) = dn− d (2.60)
thus we have the thesis.
When noise is present, an estimate of X is given by the right singular vectors of
D⊗ Id − ZA corresponding to the d least singular values, which solve the following
problem
min
XTX=nId
∥(D⊗ Id − ZA)X∥2F. (2.61)
2.5.3 Spectral Solution versus Null-space Solution
As observed in remark 2.5, in the presence of noise the null-space and spectral so-
lutions do not coincide, in general. An empirical comparison between the two ap-
proaches is reported in Section 5.3 for the Σ = SE(3) case, where it is shown that
the spectral solution achieves the same accuracy as the null-space method but it is
faster. In particular, note that the final rounding step, i.e. zeroing the imaginary
part of the eigenvectors, do not compromise the accuracy achieved by the spectral
method. However, the meaning of this step in terms of synchronization is not known
and will be explored by future research.
Note that in both cases the matrices inherit the same sparsity pattern as the ad-
jacency matrix A, thus sparse solvers can be exploited, e.g., eigs for the spectral
method and svds for the null-space solution, with reference to Matlab program-
ming. As a matter of fact, svds(F) calls eigs([0 F; F’ 0]), as reported in
the function documentation, and consequently it runs more slowly, for the dimen-
sion of the matrix doubles. From the computational complexity point of view, the
Lanczos method (implemented by eigs) is nearly linear, meaning that, if the matrix
is sparse, every iteration is linear in n [77], but the number of iterations cannot be
bounded by a constant.
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2.5.4 Additive Solution
We observe that synchronization over the General Linear Group can be cast to a
translation synchronization, exploiting the fact that GL(d) has the structure of a Lie
group [185], where the associated Lie algebra consists of all d × d real matrices
with the commutator operator serving as the Lie bracket, namely [Y, W] = YW −
WY. Informally, a Lie group can be locally viewed as topologically equivalent to a
vector space, and the local neighbourhood of any group element can be adequately
described by its tangent space, whose elements form a Lie algebra. The Lie algebra
and the Lie group are related by the exponential mapping, and the inverse mapping
from the Lie group to the Lie algebra is given by matrix logarithm.
By taking the logarithm, the consistency constraint of the synchronization prob-
lem over GL(d), that is Zij = XiX
−1
j , can be transformed into the consistency
constraint of an additive group, namely
log(Zij) = log(Xi)− log(Xj) (2.62)
assuming that the each of the above matrices admits a unique real logarithm. Specif-
ically, by vectorizing each side in (2.62), a relation of the form (2.17) is obtained,
which defines a translation synchronization problem. Thus the solution can be found
by solving a linear system in the least-squares sense, as done in Section 2.3.2, or via
IRLS (to gain robustness to outliers), as explained in Section 2.3.3. In other words,
the synchronization problem is addressed in the Lie algebra rather than in the group.
This approach was introduced in [79, 80, 44].
However, as observed in [79], the Euclidean distance in the Lie algebra does not
coincide with the Riemannian distance in the group, but it constitutes a first-order
approximation, as stated by the Baker-Campbell-Hausdorff formula [185]. For this
reason, in [79, 80, 44] the solution is found by iterating between solving the linear
system in the Lie algebra and remapping onto the group.
2.5.5 Low-rank Solution
We now show that synchronization over GL(d) can also be expressed as a low-rank
and sparse (LRS) matrix decomposition (see Appendix C), paving the way to the ap-
plication of matrix decomposition techniques to synchronization problems in Com-
puter Vision. Let Ω = A ⊗ 1d×d denote the pattern (or sampling set) of ZA, that
is the index set of available entries, so that ZA = Z ◦Ω = PΩ(Z). Using this
notation, the synchronization problem can be expressed as
min
X∈GL(d)n
ϵ(X) = min
X∈GL(d)n
∥(Z− XX−♭) ◦Ω∥2F ⇐⇒
min
Z˜
∥(Z− Z˜) ◦Ω∥2F s.t. Z˜ = XX−♭
(2.63)
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where the problem of finding a consistent vertex labelling X is reduced to that of
finding an edge labelling Z˜ induced by X.
If the rank relaxation is adopted [11], i.e. the optimization variable is enforced
to have rank (at most) d, then Problem (2.63) becomes
min
L
∥(Z− L) ◦Ω∥2F s.t. rank(L) ≤ d (2.64)
where the notation L instead of Z˜ underlines that L will not coincide with XX−♭ in
general, due to the relaxation. Indeed, a matrix of rank up to r admits a decomposi-
tion of the form L = XYT, where X and Y are of r columns and r rows respectively,
but the constraint YT = X−♭ is not enforced. Problem (2.64) is a matrix completion
problem (see Appendix C.2), which can be solved via (e.g.) the OPTSPACE algo-
rithm [105]. Any block-column of the resulting matrix can be taken as an estimate of
the unknown vertex labelling, as we already know that the solution is up to a global
group element.
In order to handle outliers, a robust matrix completion framework can be consid-
ered instead of (2.64), namely
min
L
∥(Z− L) ◦Ω− S∥2F
s.t. rank(L) ≤ d, S is sparse inΩ
(2.65)
where the additional variable S represents outliers, which are sparse over the mea-
surement graph (by assumption). Problem (2.65) is a LRS matrix decomposition
with unspecified entries and outliers, since it is associated to the formulation (C.14),
namely Z ◦Ω = L ◦Ω+ S + N. Thus the unknown low-rank matrix can be recov-
ered by means of any algorithm that computes such decomposition, such as GRASTA
[90] or L1-ALM [202], as explained in Appendix C.3. Alternatively, the equivalent
formulation (C.19) can be used, namely Z ◦Ω = L + S1 + S2 + N which can be
computed via R-GODEC (Algorithm 3), which, in addition, takes into account the
block structure of the data matrix.
2.5.6 Synchronization over Matrix Groups
The analysis carried out in this section can be extended to the case where Σ is a
subgroup of GL(d), i.e., it can be embedded in Rd×d, where the group operation
∗ reduces to matrix multiplication and 1Σ = Id. In this case the low-rank property
and Propositions 2.6, 2.7 still hold, thus the unknown vertex labelling X can be
recovered either from the top d eigenvectors of (D ⊗ Id)−1ZA or from the least d
right singular vectors of D ⊗ Id − ZA. Alternatively, the low-rank solution can be
exploited. Note that closure is not always guaranteed: depending on the structure
of the group, the solution might need to be projected onto Σ. Some instances are
SL(d), O(d), SE(d− 1), and Sym(d), which will be analysed in details in the next
sections. They basically differ from each other by the projection stage.
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With reference to the additive solution, particularly interesting are the Σ =
SO(3) and Σ = SE(3) cases, where the associated Lie algebras are described by 3
and 6 parameters, respectively, and the exponential and logarithm maps admit closed
form expressions [131, 40]. Note that this method provides an intrinsic estimate,
thus projection onto Σ is not required.
2.6 Synchronization over SL(d)
Let us consider the Special Linear Group SL(d), that is the set of d× d matrices with
unit determinant
SL(d) = {S ∈ Rd×d s.t. det(S) = 1}. (2.66)
Synchronization over SL(3) is studied in [159] within the context of multiple-view
homography estimation, that is why the problem is referred to as homography syn-
chronization.
Since SL(d) is a subgroup of GL(d), a direct solution to the synchronization
problem can be found either via the spectral solution, which computes the top d
eigenvectors of (D ⊗ Id)−1ZA, or via the null-space solution, which computes the
least d right singular vectors of D⊗ Id − ZA. Alternatively, the (approximate) null-
space of Idn − (D⊗ Id)−1ZA can be computed, as done in [159].
Let U be the dn× d matrix containing either the output of the spectral method
or the null-space solution. In order to obtain elements of SL(d) from U, each d× d
block in U, denoted by Ui, must be scaled to unit determinant, which can be done by
dividing Ui by
d
√
det(Ui). However, if det(Ui) is negative and d is even, real roots
do not exist; in this case the determinant can be always made positive by exchanging
two columns of U.
2.7 Synchronization over O(d)
Let us consider the Orthogonal Group O(d), that is the set of orthogonal transfor-
mations in d-space, which admits a matrix representation through d× d orthogonal
matrices
O(d) = {R ∈ Rd×d s.t. RTR = RRT = Id}. (2.67)
An important subgroup of O(d) is the Special Orthogonal Group SO(d), that is the
set of orthogonal matrices with determinant 1, which represent rotations in d-space.
Synchronization over SO(d) is also known as rotation (angular) synchronization
[167] or multiple rotation averaging [86, 194]. A comprehensive survey on existing
solutions can be found in [182].
From the theoretical perspective, synchronization over SO(3) is analyzed in
depth in [86, 194]. In [86] the consistency error (2.8) is studied under the choice
ρ(y) = yp (with p ≥ 1) and several distance measures are considered, including
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quaternion, angular (geodesic) and chordal distances, where each metric is related to
a particular parametrization of the rotation space. In [194] it is shown that smaller
and well-connected graphs are easier than larger and noisy ones, based on a local
convexity analysis. Further theoretical analysis is reported in [29] where Crame`r-
Rao bounds for synchronization over SO(d) are derived, namely lower bounds on
the variance of unbiased estimators, assuming a certain noise model.
Note that the Σ = O(d) case is a special one, since the inverse reduces to matrix
transposition, thus the consistency constraint rewrites Zij = XiX
T
j which, if the
graph is complete, is equivalent to
Z = XXT. (2.68)
Such a decomposition implies that, if ϵ = 0, the matrix Z is symmetric and positive
semidefinite, besides being low-rank. In the case of missing edges, the consistency
constraint translates into
ZA = (XX
T) ◦ (A⊗ 1d×d) (2.69)
and the consistency error of the synchronization problem becomes
ϵ(X) = ∑
(i,j)∈E
∥Zij − XiXTj ∥2F = ∥ZA − (XXT) ◦ (A⊗ 1d×d)∥2F. (2.70)
As observed in Section 2.5.6, synchronization over the Orthogonal Group can be
addressed either via the spectral method or the null-space solution, since O(d) is a
subgroup of GL(d). A related approach is adopted in [126], where the Σ = SO(3)
case is considered and the least eigenvectors of D⊗ I3 − ZA are computed (instead
of the least right singular vectors). More details about this technique can be found in
[126, 182].
With reference to the spectral method, it turns out that (D ⊗ Id)−1ZA admits
an orthonormal basis of real eigenvectors even in the presence of noise, as a conse-
quence of the following remark.
Remark 2.7. Note that both Z and ZA are symmetric even in the presence of noise,
since, by assumption, a group-labelled graph satisfies Zji = Z
−1
ij for all (i, j) ∈ E ,
which becomes Zji = Z
T
ij in the Σ = O(d) case. The matrix (D⊗ Id)−1ZA is not
symmetric, but it is similar to the symmetric matrix (D⊗ Id)−1/2ZA(D⊗ Id)−1/2,
thus its eigenvalues and eigenvectors are real.
Thus the final rounding step which is required for GL(d), i.e. zeroing the imag-
inary part of the eigenvectors, is not necessary here. Accordingly, a change of the
(orthonormal) basis in the eigenspace corresponds to right-multiply the eigenvec-
tors by an orthogonal d × d matrix, and this agrees with the fact that the solution
to synchronization is defined up to an element of O(d). The spectral method was
introduced in [167] for Σ = SO(2) and extended in [168, 4] to Σ = SO(3).
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Optimization problem
We now explain the link between the spectral solution and the consistency error of
the synchronization problem, following the reasoning reported in [4].
Let us start with the case of a complete graph. Since the Frobenius norm of a
matrix can be defined in terms of its trace, Equation (2.70) can be expressed as
ϵ(X) =
n
∑
i,j=1
trace(ZTij Zij) + trace(XjX
T
i XiX
T
j )− 2 trace(XTi ZijXj) =
=
n
∑
i,j=1
trace(ZTij Zij) + d− 2 trace(XTi ZijXj)
(2.71)
where the last equality holds since XTi Xi = Id = X
T
j Xj. Therefore
min
X∈O(d)n
ϵ(X)⇐⇒ max
X1,...,Xn∈O(d)
n
∑
i,j=1
trace(XTi ZijXj) = max
X∈O(d)n
trace(XTZX).
(2.72)
Let us consider the spectral relaxation, namely the constraints over the optimiza-
tion variable are relaxed and the following generalized Rayleigh problem is consid-
ered
max
XTX=nId
trace(XTZX) (2.73)
where the columns of X are enforced to be orthogonal rather than imposing that each
d× d block in X belongs to O(d).
Proposition 2.8 ([4, 159]). Equation (2.73) admits a closed-form solution, which is
given by the d leading eigenvectors of Z.
Proof. Let F be the unconstrained cost function corresponding to problem (2.73),
namely
F (X) = trace(XTZX) + trace(Λ(XTX − nId)) (2.74)
where Λ ∈ Rd×d is a symmetric matrix of unknown Lagrange multipliers. Setting
to zero the partial derivatives of F with respect to X we obtain
∂F
∂X
= 2ZX + 2XΛ = 0 ⇒ ZX = −XΛ. (2.75)
Let ui denote d eigenvectors of Z (normalized so that ∥ui∥ =
√
n) for i = 1, . . . , d
and let λi be the corresponding eigenvalues. Then X = [u1 u2 . . . ud] satisfies both
(2.75) and the constraint XTX = nId, with Λ = −diag([λ1,λ2, . . . ,λd]). In other
words, any set of d eigenvectors is a stationary point for the objective function F .
The maximum is attained in (2.73) if ui are the eigenvectors of Z corresponding to
the d largest eigenvalues.
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If the graph is not complete, we consider a different definition for the consistency
error
ϵ(X) = ∑
(i,j)∈E
[D]−1ii ∥Zij − XiXTj ∥2F (2.76)
in which the term associated to the edge (i, j) is weighted with the inverse of the
degree of node i. Reasoning as before we get
min
X∈O(d)n
ϵ(X) ⇐⇒ max
X1,...,Xn∈O(d)
∑
(i,j)∈E
[D]−1ii trace(X
T
i ZijXj) =
= max
X∈O(d)n
trace(XT(D⊗ Id)−1ZAX)
(2.77)
which, if the spectral relaxation is adopted, becomes
max
XTX=nId
trace(XT(D⊗ Id)−1ZAX) (2.78)
whose solution is given by the d leading eigenvectors of (D ⊗ Id)−1ZA. Note that
this result is due to the special structure of O(d) and is not available for synchroniza-
tion over GL(d).
Projection onto O(d)
Both the spectral method, which solves Problem (2.78), and the null-space approach,
which solves Problem (2.61), are algebraic solutions, which do not enforce the or-
thogonality constraints that matrices in O(d) should satisfy. In other words, they
produce an extrinsic estimate of the vertex labelling X, which is suboptimal with
respect to working in the group.
As a consequence, after computing the d leading eigenvectors of (D⊗ Id)−1ZA
(or the least d right singular vectors of D⊗ Id−ZA), which are collected in a dn× d
matrix U, each d × d block of U has to be projected onto O(d). Such projection
can be performed via Singular Value Decomposition (SVD) [102]. Specifically, if
Q ∈ Rd×d is a given matrix, then the nearest orthogonal matrix (in the Frobenius
norm sense) is given by
R = UVT ∈ O(d) (2.79)
where Q = USVT denotes the singular value decomposition of Q. If the syn-
chronization problem in Σ = SO(d) is considered, the projection step is slightly
different. Specifically, the nearest rotation matrix (in the Frobenius norm sense) is
given by
R = U diag([1, . . . , 1, det(UVT)])VT ∈ SO(d). (2.80)
Other relaxations
The spectral and null-space solutions follow the custom pattern to relax the con-
straints and subsequently project onto O(d). Indeed, solving the synchronization
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problem over O(d) is difficult since the feasible set is non-convex. Moreover, it is
shown in [86] that, in the Σ = SO(3) case, the cost function may have multiple lo-
cal minima in different regions of attraction. Other examples of relaxations include
rank relaxation, which is explained in Section 2.5.5, and semidefinite programming
[167, 168, 4, 187], which is briefly reviewed here.
If Ω = A⊗ 1d×d denotes the pattern of ZA, then the synchronization problem
can be expressed as
min
X∈O(d)n
ϵ(X) = min
X∈O(d)n
∥(Z− XXT) ◦Ω∥2F ⇐⇒
min
Z˜
∥(Z− Z˜) ◦Ω∥2F s.t. Z˜ = XXT
(2.81)
where the problem of finding a consistent vertex labelling X is reduced to that of
finding an edge labelling Z˜ induced by X, as done in Section 2.5.5.
If the semidefinite relaxation is employed [167, 168, 4], i.e. the optimization
variable Z˜ is constrained to be symmetric positive semidefinite (Z˜ ⪰ 0) with identity
blocks along its diagonal (while the remaining properties on Z˜ are not enforced), then
Problem (2.81) reduces to a semidefinite program
min
Z˜
∥(Z− Z˜) ◦Ω∥2F s.t. Z˜ ⪰ 0, Z˜ii = Id (2.82)
which can be solved (e.g.) though interior point methods. In [187] the ℓ1-norm is
used in (2.82) in place of the ℓ2-norm, exploiting the fact that the former is more
robust to outliers than the latter, and the resulting cost function is minimized through
the alternating direction augmented Lagrangian method. The authors of [187] focus
on accuracy rather than efficiency, providing theoretical results about exact and stable
recovery of rotations.
2.8 Synchronization over SE(d)
Let us consider the Special Euclidean Group SE(d), that is the set of direct isometries
(or rigid motions) in d-space, which admits a matrix representation through (d +
1)× (d + 1) matrices
SE(d) =
{[
R t
0T 1
]
, s.t. R ∈ SO(d), t ∈ Rd
}
. (2.83)
Synchronization over SE(d) is also known as rigid-motion synchronization [10] or
motion averaging [79, 81] or pose-graph optimization [41].
Since SE(d) is a subgroup of GL(d + 1), the synchronization problem can be
addressed either via the spectral method or the null-space solution. The former com-
putes the top d + 1 eigenvectors of (D⊗ Id+1)−1ZA (which may be complex in the
presence of noise), whereas the latter computes the least d + 1 right singular vectors
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of D⊗ Id+1 − ZA. This approach is one of the contributions of this thesis and it can
be regarded as the extension of the rotation synchronization approach introduced in
[167, 168, 4].
Projection onto SE(d)
Both the spectral method and the null-space approach are algebraic solutions, which
do not enforce constraints that matrices in SE(d) should satisfy.
Let us consider (e.g.) the null-space solution. Note that any basis U for the null-
space of D ⊗ Id+1 − ZA will not coincide with the vertex labelling X even in the
absence of noise, since it will not be composed of rigid motions. Specifically, it will
not coincide with [01×d 1] in rows multiple of d + 1. In order to recover X from U
it is sufficient to choose a different basis for the null-space of D ⊗ Id+1 − ZA that
satisfies such constraint, which can be found by taking a suitable linear combination
of the columns of U.
More precisely, let F ∈ Rn×(d+1)n be the 0/1-matrix such that FU ∈ Rn×(d+1)
consists of the rows of U with indices multiple of d + 1. The coefficients a, b ∈
Rd+1 of the linear combination are solution of
FUa = 0n×1, FUb = 1n×1 (2.84)
where the first equation has a d-dimensional solution space. Let a1, . . . , ad be a
basis for the null-space of FU. Thus the columns of X corresponding to rotations
coincide (up to a permutation) with [Ua1, . . . , Uad] and X is recovered as X =
U[a1, . . . , ad, b].
In the presence of noise, Equation (2.84) is solved in the least-squares sense.
Then, such a solution is projected onto SE(d) – as in [17] – by forcing the rows mul-
tiple of d + 1 to [01×d 1] and projecting d× d rotation blocks onto SO(d) through
Singular Value Decomposition. This procedure also applies to the spectral solution,
in which case (after computing the linear combination explained above) the imagi-
nary part of the eigenvectors is zeroed.
Note that an extrinsic estimate is provided in this way, for the rigid motion con-
straints are relaxed to compute the solution. The idea of relaxing rigid-motion con-
straints is also present in [151], where the feasible set SE(d) is relaxed to its convex
hull, which admits a semidefinite representation [156]. This results in a convex cost
function which is (globally) minimized through the interior-point method. Such a
solution is then improved by (locally) minimizing the objective function over SE(3)
through the Levenberg-Marquardt algorithm. Another possibility is the rank relax-
ation described in Section 2.5.5.
Two-step synchronization
Since the Special Euclidean Group is the the semi-direct product of SO(d) and Rd,
synchronization over SE(d) can be alternatively addressed by breaking the problem
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into rotation and translation, and solving the two sub-problems separately.
Let Xi ∈ SE(d) denote the (unknown) vertex label of node i
Xi =
[
Ri ti
0T 1
]
(2.85)
where Ri ∈ SO(d) and ti ∈ Rd denote the rotation and translation components
of the rigid motion, respectively. Similarly, each edge label Zij ∈ SE(d) can be
expressed as
Zij =
[
Rij tij
0T 1
]
(2.86)
with Rij ∈ SO(d) and tij ∈ Rd. Using this notation, the consistency constraint for
synchronization over SE(d), namely Zij = XiX
−1
j , can be equivalently rewritten as
Rij = RiR
T
j (2.87)
tij = −RiRTj tj + ti. (2.88)
Note that Equation (2.87) defines a rotation synchronization problem, thus the
rotation components of the unknown vertex labels can be recovered as explained in
Section 2.7. Equation (2.88) can be equivalently written as
−RTi tij = RTj tj − RTi ti = xi − xj (2.89)
using the substitution xi = −RTi ti. Thus – assuming that rotations have been com-
puted beforehand – recovering the translation components of the vertex labels can be
reduced to a translation synchronization problem (as defined in Section 2.3.2), where
the edge labels are given by zij = −RTi tij.
2.9 Synchronization over Sym(d)
Let us consider the Symmetric Group Sym(d), that is the set of bijections between
d objects, which admits a matrix representation through d× d permutation matrices,
that is why synchronization over Sym(d) is also known as permutation synchroniza-
tion [143].
Definition 2.6. A matrix P is said to be a permutation matrix if exactly one entry in
each row and column is equal to 1 and all other entries are 0.
Since Sym(d) is a subgroup of O(d), such a problem can be addressed as fol-
lows: first, all the edge labels are collected in a matrix ZA; then, the top eigenvectors
of (D⊗ Id)−1ZA are computed (spectral solution) or the least right singular vectors
of D ⊗ Id − ZA are computed (null-space solution). Note that the spectral solution
returns real eigenvectors and solves Problem (2.78). This approach was introduced
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in [143] for a complete graph (based on [167]) and subsequently extended in [164]
to the case of missing data.
Remark 2.8. Note that the low-rank solution introduced in Section 2.5.5 is not suit-
able for synchronization over Sym(d). Indeed, the matrix Z containing all the edge
labels, besides being low-rank, is sparse in the Σ = Sym(d) case, being composed
of permutation matrices, and hence it does not satisfy the incoherence assumptions
(see [39]) which make matrix completion algorithms work in practice.
Projection onto Sym(d)
Let us consider the spectral method and suppose that the eigenvectors of (D ⊗
Id)
−1ZA corresponding to the d largest eigenvalues are collected in a nd × d ma-
trix U. Note that U is not uniquely determined. Indeed, due to Proposition 2.6, the
non-zero eigenvalues of (D ⊗ Id)−1ZA are repeated, thus the corresponding eigen-
vectors span a linear subspace, and hence any (orthogonal) basis for such a space is
a solution. However, the solution to permutation synchronization is not invariant to
(right) multiplication by an element of O(d). Indeed, it is defined up to an element
of Sym(d).
Therefore U is not necessarily equal to the vertex labelling X. Specifically, it will
not be composed of permutation matrices, in general. So we have to face the problem
of how to select, among the infinitely many Us, the one that resembles X, a matrix
composed of permutation matrices. A key observation is reported in the following
result, suggesting that such a problem can be solved via clustering techniques.
Proposition 2.9. Let U denote the nd× d matrix composed by the d leading eigen-
vectors of (D ⊗ Id)−1ZA; then U has d different rows (in the absence of noise).
Proof. SinceU and X are (orthogonal) eigenvectors corresponding to the same eigen-
value, there exists an orthogonal matrix Q ∈ Rd×d representing a change of basis
in the eigenspace of λ = 1, such that U = XQ. Note that the rows of X are the
rows of Id. Since Q is invertible (hence injective), U = XQ has d different rows as
well.
In the presence of noise, an estimate of the vertex labelling X can be obtained by
clustering the rows of U into d clusters (e.g. with k-means), and arbitrarily assigning
each centroid to a row of Id. This arbitrary assignment corresponds to the fact that
the solution to permutation synchronization is defined up to a global group element.
This procedure, however, may not return valid permutation matrices. Indeed,
since there are no constraints in the clustering phase, it may happen that different
rows of a d× d block in U are assigned to the same cluster, resulting in more than one
entry per column equal to 1. For this reason, for each d× d block in U a permutation
matrix that best maps such block into the set of centroids has to be computed (e.g.
via the Kuhn-Munkres algorithm [110]), and such permutation is output as the sought
solution. This procedure also applies to the null-space solution.
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Remark 2.9. As observed (e.g.) in [47], permutation synchronization can be seen as
a graph clustering problem, where each cluster corresponds to one object out of d.
The underlying graph is constructed as follows: each vertex represents an object in a
node, and edges encode the correspondences. Note that the matrix Z defined in (2.90)
coincides with the adjacency matrix of such a graph. Our procedure first constructs a
dn× d matrix U from the d leading eigenvectors of Z, and then applies k-means to
the rows of U. This coincides with solving the permutation synchronization problem
via spectral clustering applied to the adjacency matrix, rather than to the Laplacian
matrix as customary.
2.10 Synchronization over ISym(d)
Let us consider the Symmetric Inverse Semigroup ISym(d), that is the set of bi-
jections between (different) subsets of d objects, which admits a matrix represen-
tation through d× d partial permutation matrices, that is why synchronization over
ISym(d) is referred here to as partial permutation synchronization.
Definition 2.7. A matrix P is said to be a partial permutation matrix if it has at most
one nonzero entry in each row and column, and these nonzero entries are all 1.
The set ISym(d) is an inverse monoid with respect to matrix multiplication (see
Definition 2.8) and a subsemigroup of Sym(d), where the inverse is given by matrix
transposition. Despite the group structure is missing, we show that a spectral solution
can be derived. Note that 0 ∈ ISym(d), thus we can not distinguish between the case
of missing measures and the case of missing correspondences between nodes.
Synchronization over an inverse monoid
We observe that the notion of synchronization can be generalized to the case where
Σ is an inverse monoid.
Definition 2.8. An inverse semigroup (Σ, ∗) is a semigroup in which for all s ∈ Σ
there exists an element t ∈ Σ such that s = s ∗ t ∗ s and t = t ∗ s ∗ t. In this case,
we write t = s−1 and call t the inverse of s. If Σ has an identity element 1Σ (i.e. it is
a monoid), then it is called an inverse monoid.
Remark 2.10. Inverses in an inverse semigroup have many of the same properties as
inverses in a group, for instance, (a ∗ b)−1 = b−1 ∗ a−1 for all a, b ∈ Σ.
If Σ is an inverse monoid, then Equations (2.5) and (2.8) still make sense, with
the provision that x−1j now denotes the inverse of xj in the semigroup. Note that
x−1j ∗ xj and xj ∗ x−1j are not necessarily equal to the identity, thus Equation (2.5) is
not equivalent to (2.6). The solution to the synchronization problem over an inverse
monoid is defined up to a global (right) product with any element y ∈ Σ such that
y ∗ y−1 = 1Σ = y−1 ∗ y.
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Spectral solution
Let Xi ∈ ISym(d) denote the (unknown) label of vertex i and let Zij ∈ ISym(d)
denote the (known) label of edge (i, j) ∈ E , which are linked by the consistency
constraint Zij = XiX
T
j . If [Xi](h,k) = 1 for some index h we say that “node i sees
object k”.
Let X and Z be two block-matrices containing the vertex labels and edge labels
respectively
X =
⎡⎢⎢⎢⎣
X1
X2
. . .
Xn
⎤⎥⎥⎥⎦ , Z =
⎡⎢⎢⎢⎣
Z11 Z12 . . . Z1n
Zn1 Z22 . . . Z2n
. . . . . .
Zn1 Zn2 . . . Znn
⎤⎥⎥⎥⎦ (2.90)
so that the consistency constraint becomes Z = XXT with Z of rank d. Note that
here the diagonal of Z is not filled with identity matrices, in contrast to Equation
(2.44): since Xi ∈ ISym(d), the d× d (diagonal) matrix Zii = XiXTi is not equal,
in general, to the identity, unless Xi ∈ Sym(d). Indeed, [Zii](k,k) = 1 if node i
sees object k and [Zii](k,k) = 0 otherwise. When all the objects seen by node i are
different from those seen by node j we have XiX
T
j = 0, resulting in a zero block in
Z.
Proposition 2.10. The columns of X are d (orthogonal) eigenvectors of Z and the
corresponding eigenvalues are contained in the diagonal of the following d× d ma-
trix
V := XTX =
n
∑
i=1
XTi Xi. (2.91)
Proof. Using (2.91) and the consistency constraint, we obtain
ZX = XV (2.92)
which is a spectral decomposition, i.e. the columns of X are d eigenvectors of Z
and the corresponding eigenvalues are on the diagonal of V. Recall that Z admits an
orthonormal basis of real eigenvectors since it is symmetric.
Although ISym(d) is not a group, an eigenvalue decomposition problem has
been obtained, where the non-zero (and hence leading) eigenvalues are contained
in the diagonal of V. Specifically, the k-th eigenvalue counts how many nodes see
object k, thus all the eigenvalues are integer numbers lower than or equal to n. This
implies that, when the number of objects is larger than the number of nodes (i.e.,
d > n) – which is likely to happen in the multi-view matching application – the
eigenvalues are repeated. In the case of total permutations (i.e. Σ = Sym(d)) all
the nodes see all the objects, thus V = nId and all the eigenvalues are equal, hence
Equation (2.92) reduces to (2.49).
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In the presence of noise, the eigenvectors of Z corresponding to the d largest
eigenvalues are computed, which solve Problem (2.73) as in the case of total permu-
tations.
Equation (2.92) could also be expressed as a null-space problem. However, since
V is unknown in practice, it should be estimated somehow.
Projection onto ISym(d)
Suppose that the eigenvectors of Z corresponding to the d largest eigenvalues are
collected in a nd × d matrix U. Note that the reverse of Proposition 2.10 is not
true in general, i.e., the matrix U is not necessarily equal to the vertex labelling X.
Indeed, U is not uniquely determined if the eigenvalues of Z are repeated.
Proposition 2.11. Let U be the nd× d matrix composed by the d leading eigenvec-
tors of Z; then U has d + 1 different rows (in the absence of noise). One of these is
the zero row.
Proof. Let λ1, . . . ,λℓ denote all the distinct eigenvalues of Z (with ℓ ≤ d), and let
m1, . . . , mℓ be their multiplicities such that ∑
ℓ
k=1 mk = d. Let Uλk denote the mk
columns of U corresponding to the eigenvalue λk, and let Xλk be the corresponding
columns of X. Up to a permutation of the columns, we have
U = [Uλ1 Uλ2 . . . Uλℓ ], X = [Xλ1 Xλ2 . . . Xλℓ ]. (2.93)
Since Uλk and Xλk are (orthogonal) eigenvectors corresponding to the same eigen-
value, there exists an orthogonal matrix Qk ∈ Rmk×mk representing a change of basis
in the eigenspace of λk, such that Uλk = Xλk Qk. In matrix form this rewrites
U = X blkdiag(Q1, Q2, . . . , Qℓ)  
Q
. (2.94)
Note that the rows of X are the rows of Id plus the zero row. Since Q is invertible
(hence injective), U = XQ has only d + 1 different rows as well.
Proposition 2.11 suggest that, in the presence of noise, an estimate of the vertex
labelling can be obtained by clustering the rows of U into d + 1 clusters (e.g. with
k-means), then assigning the centroid which is closest to zero to the zero row, and
arbitrarily assigning each of the other d centroids to a row of Id. Recall that the so-
lution to partial permutation synchronization is defined up to an element of Sym(d).
However, in this way, valid permutation matrices may not be obtained, as observed
in the Σ = Sym(d) case. For this reason, for each d× d block in U a partial permu-
tation matrix that best maps such block into the set of centroids has to be computed
(e.g. via the Kuhn-Munkres algorithm [110]).
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2.11 Conclusion
In this chapter we gathered several disparate works within the common framework
of synchronization, that is the problem of finding elements of a group given a cer-
tain number of their mutual differences (or ratios). Besides exhibiting a nice and
clean formulation, synchronization can also benefit from efficient and closed-form
solutions such as spectral decomposition or linear least squares. Chapter 4 will show
how this framework can be profitably used in several Computer Vision applications.
Future research will explore the link between the spectral solution and the consis-
tency error of the synchronization problem when the data matrix is not symmetric.
Besides this, we aim at analyzing in depth the synchronization problem over an in-
verse monoid, with particular focus to the notion of null-cycle, establishing how it
relates to that of consistent labelling.
We also showed that the synchronization problem can be formulated as a low-
rank and sparse matrix decomposition, that neatly caters for missing data, outliers
and noise. This opens the way to the application of matrix decomposition techniques
to several Computer Vision applications, since – in principle – any LRS algorithm
can be plugged-in. In this respect, this approach will benefit from future develop-
ments in the field of LRS matrix decomposition.
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Chapter 3
Bearing-based Localizability
This chapter provides a unifying view and offers new insights on bearing-based net-
work localizability, that is the problem of establishing whether a set of directions
between pairs of nodes uniquely determines (up to translation and scale) the position
of the nodes in d-space. The contribution is theoretical: first, we rewrite and link in a
coherent structure several results that have been presented in different communities
using disparate formalisms; second, we derive some new localizability results within
the edge-based formulation.
3.1 Introduction
Bearing-based (or direction-based) network localization is a fundamental problem
in many computing and networking tasks. The goal is to recover the position of
n nodes in d-space (with n ≥ 2 and d ≥ 2), given a redundant set of (possibly
noisy) directions between pairs of nodes. Each node can represent any sensor able
to measure the direction of the line joining its location to that of its neighbors (see
[170, 136, 125]). The problem can be profitably modeled by introducing a graph G =
(V , E)where vertices are the sensors and edges correspond to the available measures.
Existing methods (e.g. [73, 33, 24, 162, 201]) differ in the problem formulation
(deterministic versus probabilistic) and the computational model (centralized versus
distributed).
A fundamental question concerns the localizability of the network – which is the
main focus of this chapter, namely the problem of establishing whether bearing-based
network localization is well-posed. Clearly, node locations can not be absolutely de-
termined, since translations and dilations of a solution yield the same directions, and
hence produce other solutions. Thus the question is whether the measures uniquely
determine (up to translation and scale) the node locations, i.e., after fixing the po-
sition of two nodes (which essentially fixes the global translation and scale), all the
other nodes are uniquely defined by the directions. Requiring that G is connected
is not sufficient to guarantee the uniqueness of the solution, but more complicated
assumptions are required, which are studied under the name of parallel rigidity.
Several theoretical results about parallel rigidity are present in the literature [191,
192, 50, 160, 5, 64, 62, 63, 146, 141, 201], as well as practical algorithms for finding
maximal subgraphs in which the localization problem is well-posed [179, 103, 99].
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These works come from disparate communities: discrete geometry [191, 192, 50, 99,
146]; computer vision [5, 141]; computer-aided design [160]; decision and control
[64, 62, 63, 179, 201]; robotics [103].
The rigidity question can be posed either in terms of a point formation [64, 63],
that is a configuration of n nodes in d-space, or in terms of the underlying graph
G = (V , E) without reference to the specific values of the node locations [50], under
the assumption that they are generic. The former gives rise to an algebraic charac-
terization of localizability in terms of the rank of specific matrices derived from the
coordinates of the nodes [62, 5, 141, 201], whereas the latter makes a combinatorial
characterization of parallel rigidity possible [191, 192, 160]. A related concept is that
of parallel rigidity index [146] in which the directions (instead of node locations) are
assumed to be generic.
In this chapter we consider the absolute version of the localizability problem,
namely we assume that all the directions are expressed in a common rotational ref-
erence frame. See [104] for the relative version of the problem, where no global
coordinate frame is known. We also assume that the network is anchor free, i.e.,
all the nodes have unknown positions. Some localizability results in the presence of
anchors, i.e. nodes whose position is known in advance, are reported in [201].
Localization
Direction
xi − xj
kxi − xjk
Distance
kxi − xjk
Translation
xi − xj
FIGURE 3.1: The localization problem. The goal is to compute the position xi ∈ Rd of n
nodes given measures on the edges, which can be either directions (bearing-based localiza-
tion), or distances (distance-based localization), or differences (translation synchronization).
Only the latter is an instance of the synchronization problem.
A related topic, which is not covered in this chapter, is distance-based network
localization [94, 25], where each node can measure relative distances to a set of
other nodes. The corresponding theory on the uniqueness of the solution is known as
classical rigidity [12], which characterizes well-posed instances of the localization
problem in 2-space. However, no such characterization has been shown to hold for
d ≥ 3. Parallel rigidity, instead, has a simpler structure since the direction constraints
between pairs of nodes can be expressed as linear equations, which allow to solve the
localizability problem for all d.
If both distances and directions can be measured, then we are concerned with
the problem of recovering the position of n nodes in d-space given a set of pairwise
differences, which is a translation synchronization (see Section 2.3). Note that the
bearing-based localization problem can not be viewed as a particular instance of
synchronization since only directions are available, which are not differences of node
locations. These different localization problems are illustrated in Figure 3.1.
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3.1.1 Contribution
This chapter is conceived as a survey on bearing-based localizability, which summa-
rizes the research that has been carried out in this area. Such research can be divided
into two categories, according to the approach is used to address the localizability
problem: node-based [191, 192, 50, 160, 64, 62, 63, 141, 103, 201] and edge-based
[5, 179, 99, 146]. The former reasons in terms of node positions, whereas the lat-
ter reasons in terms of edge lengths. Note that the node-based formulation is better
studied than the edge-based one, which is fairly recent.
In this chapter – for the first time in the literature – we provide a unifying view of
bearing-based localizability, rewriting results proposed in different scenarios using
the same theoretical formalism, while at the same time also proposing some novel
results which fill in gaps of knowledge, particularly related to the edge-based formu-
lation. More precisely, our contributions are the following.
First, we report in Section 3.2 an introduction to bearing-based network localiza-
tion, where we show how such a problem can be reduced to a system of equations
involving either node locations or edge lengths only. Although the localizability as-
pect is the focus of this chapter, deriving such equations may be useful to better
understand the remaining sections.
Secondly, we provide a comprehensive survey on node-based parallel rigidity,
which is reported in Section 3.3, considering both the standard definition of parallel
rigidity, which involves a formation of n nodes in d-space, and the concept of generic
parallel rigidity, which is a property of the graph G = (V , E). A novel result linking
rigidity in Rd with rigidity in Rd+1 is also derived (Proposition 3.2).
Then, as our main contribution, in Section 3.4 we describe the edge-based for-
mulation of parallel rigidity, which builds upon [99, 5, 179]. We show that this
formulation is theoretically equivalent to the node-based one (Proposition 3.4), it
entails a compact matrix formulation (Theorem 3.6), and it also enables us to prove
results involving the structure of the graph. Specifically, we prove that biconnectivity
is necessary for parallel rigidity (Proposition 3.7) and we derive sufficient conditions
for parallel rigidity (Theorems 3.8 and 3.9) based on the existence of cycle bases of
G with certain properties.
Finally, in Section 3.5 we rewrite in simpler terms the concept of parallel rigid-
ity index defined in [146], providing its direct computation for some simple cases
(Proposition 3.10 and Corollary 3.3) and explaining how it relates to parallel rigid-
ity. We also underline its impact on bearing-based network localization, specifically
we point out which graphs are better suited for the localization problem since they
promote error compensation in the presence of noise.
3.2 Bearing-based Localization
Consider a network consisting of n nodes labelled from 1 to n, where each node is
located at a fixed (unknown) position in Rd, and suppose that some pairs of nodes
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be the vector containing all the scales αij. It is easy to see that the equations above
can be expressed in matrix form as
XB = U diag(α) (3.2)
where B denotes the n×m incidence matrix of G. Applying the vectorization oper-
ator vec(·) to both sides in (3.2) and using formulas (A.5) and (A.10) we get
(BT ⊗ Id)x = (Im ⊙U)α (3.3)
where x = vec(X) and, as customary, ⊗ denotes the Kronecker product and ⊙
denotes the Khatri-Rao product.
Note that Equation (3.3) contains both x ∈ Rdn and α ∈ Rm as unknowns.
There are two paths that can be followed in order to remove one unknown: node-
based and edge-based. The former, which is reported in Section 3.2.1, derives a
system of equations in terms of the node locations only, whereas the latter, which
is described in Section 3.2.2, reduces (3.3) to a system of equations having the sole
scales as unknowns. Alternatively, node locations and edge scales can be computed
simultaneously, as done in [134, 181, 140].
3.2.1 Node-based Approach
We observe that the localization problem can be expressed in an alternative form
which is equivalent to Equation (3.1). Let us start with the d = 3 case. The vector
uij is the direction of xi − xj if and only if their cross-product is zero, namely
uij × (xi − xj) = 0 (i, j) ∈ E (3.4)
or, equivalently,
[uij]×(xi − xj) = 0 (i, j) ∈ E (3.5)
where [a]× denotes the skew-symmetric matrix associated to the cross-product with
a = [a1 a2 a3]
T, namely
[a]× =
⎡⎣ 0 −a3 a2a3 0 −a1
−a2 a1 0
⎤⎦ . (3.6)
Equation (3.5) gives rise to 3 homogeneous equations for each edge in E , where only
two of them are linearly independent.
In the general case, the property that uij and xi − xj have the same direction can
be expressed as a rank constraint, namely
rank([uij, xi − xj]) = 1 (i, j) ∈ E (3.7)
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which is equivalent to impose that all order-two minors are zero. The number of such
minors is d(d − 1)/2, which give rise to d(d − 1)/2 homogeneous equations for
each edge in E , where only d− 1 of them are linearly independent. Such equations
can be expressed in matrix form as in Equation (3.5), where [a]× now denotes a
d(d− 1)/2× d matrix composed of d− 1 blocks arranged by rows, as explained in
[124]. The i-th block has d− i rows and d columns
Ai =
⎡⎢⎢⎢⎢⎢⎣
01×(i−1) −ai+1 ai 0 0 . . . 0
01×(i−1) −ai+2 0 ai 0 . . . 0
01×(i−1) −ai+3 0 0 ai . . . 0
. . . . . .
01×(i−1) −ad 0 0 0 . . . ai
⎤⎥⎥⎥⎥⎥⎦ (3.8)
and
[a]× =
⎡⎣ A1. . .
Ad−1
⎤⎦ . (3.9)
It can be checked that Equation (3.9) reduces to (3.6) if d = 3.
If we collect the equations in (3.5) for all the edges in E , we get a system of
md(d − 1)/2 homogeneous equations in dn unknowns. Let S denote the md(d −
1)/2×md block-diagonal matrix with blocks [uij]× along the diagonal, namely
S = blkdiag({[uij]×}(i,j)∈E ). (3.10)
Using this notation, the equations in (3.5) can be expressed in a compact matrix form
as
S vec(XB) = 0 (3.11)
which, using formula (A.5), rewrites
S(BT ⊗ Id)x = 0. (3.12)
Alternatively, the above equation can be derived by multiplying (3.3) by the
block-diagonal matrix S
S(BT ⊗ Id)x = S(Im ⊙U)α. (3.13)
Note that, by construction, the right-side vanishes, yielding Equation (3.12).
Thus the unknown node locations are recovered as the solution of a homogeneous
linear system which does not involve the edge scales, that is why this approach is
called node-based. Theoretical conditions under which such solution is unique are
studied in Section 3.3 under the name of parallel rigidity. This formulation is ex-
ploited in [78, 52] in the context of structure-from-motion.
A different formulation is used in [33, 141, 201, 76], which is based on the ob-
servation that uij is the direction of xi − xj if and only if the components of xi − xj
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orthogonal to uij are zero, namely
Ψuij(xi − xj) = 0 (i, j) ∈ E (3.14)
where Ψa ∈ Rd×d denotes the orthogonal projection matrix which geometrically
projects any vector onto the orthogonal compliment of a ∈ Rd, namely
Ψa = Id − a a
T
||a||2 . (3.15)
Thus d homogeneous equations for each edge in E are obtained, where only d− 1 are
linearly independent. Such equations can be collected for all the edges as in Equation
(3.12), resulting in
G(BT ⊗ Id)x = 0. (3.16)
where
G = blkdiag({Ψuij}(i,j)∈E ) (3.17)
resulting in a system of dm homogeneous equations in dn unknowns.
The bearing Laplacian matrix
In practice, the unknown node locations can be recovered by solving the normal
equations associated to (3.16), namely(
G(BT ⊗ Id)
)T(
G(BT ⊗ Id)
)  
H
x = 0. (3.18)
Note that H is symmetric and positive semidefinite. By computation it can be verified
that the projection matrix Ψa defined in (3.15) satisfies Ψ
T
a = Ψa = Ψ
2
a for all
a ∈ Rd, thus GTG = G. Combining this property with Equation (A.2) we get
H = (B⊗ Id)G(BT ⊗ Id) (3.19)
which, after some rewriting, can be expressed as
H =
⎡⎢⎢⎢⎢⎣
∑j Ψu1j
∑j Ψu2j
. . .
∑j Ψunj
⎤⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎣
0 Ψu12 . . . Ψu1n
Ψu21 0 . . . Ψu2n
...
. . .
...
Ψun1 Ψun2 . . . 0
⎤⎥⎥⎥⎦ . (3.20)
The matrix H is called the bearing Laplacian in [201] since it resembles the Lapla-
cian matrix of a weighted graph. Note that Equation (3.20) is the same as the matrix
used in [33].
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Therefore
min
∥x∥=1
xTHx = min
∥x∥=1
∥G(BT ⊗ Id)x∥2 = min∥x∥=1 ∑(i,j)∈E
∥Ψuij(xi − xj)∥2 (3.21)
where the constraint ∥x∥ = 1 fixes the global scale. This means that, in the presence
of noise, the least-squares solution associated to Equation (3.14), where the com-
ponents of the displacements that are orthogonal to the constraints are minimized,
coincides with the spectral solution developed in [33], where the quadratic form as-
sociated to the bearing Laplacian is minimized.
Problem (3.21) admits a closed-form solution, which is given by the eigenvector
of H associated to the smallest eigenvalue. However, trivial solutions exist, namely
xi = xj for all i, j, that correspond to mapping all the nodes to a single point in R
d,
which must be avoided. Note that this trivial subspace is spanned by the columns of
1n ⊗ Id ∈ Rdn×d. Thus the sought solution must belong to ker(H) and be orthogo-
nal to 1n ⊗ Id at the same time, in order to avoid trivial solutions. To compute it, it is
sufficient to project H onto an orthogonal basis of ker(1n ⊗ Id), compute the eigen-
value decomposition of the reduced problem and then back project the eigenvectors,
as explained in [33].
In the d = 3 case the bearing Laplacian can be equivalently expressed as
H = (B⊗ Id)STS(BT ⊗ Id) (3.22)
where S is defined in (3.10), since [a]×[b]× = baT − abT I3 for all a, b ∈ R3,
which implies that [uij]
T×[uij]× = I3 − uijuTij = Ψuij . Note that the matrix in Equa-
tion (3.22) is the coefficient matrix of the normal equations associated to (3.12), thus
min
∥x∥=1
xTHx = min
∥x∥=1
∥S(BT ⊗ I3)x∥2 = min∥x∥=1 ∑(i,j)∈E
∥uij × (xi − xj)∥2 (3.23)
which means that, in the presence of noise, the least-squares solution associated to
(3.5) coincides with the spectral solution proposed in [33], as observed also in [103].
3.2.2 Edge-based Approach
Let us consider the cycle matrix C ∈ {−1, 0, 1}(m−n+1)×m associated to a cycle
basis of G = (V , E) and let us multiply left and right sides in (3.3) by (C⊗ Id)
(C⊗ Id)(BT ⊗ Id)x = (C⊗ Id)(Im ⊙U)α. (3.24)
Using properties (A.4) and (A.9) we get(
(CBT)⊗ Id
)
x = (C⊙U)α. (3.25)
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Since CBT = 0 for any cycle matrix C, as stated by Equation (B.13), a homogeneous
linear system of equations in α is obtained
0 = (C⊙U)α. (3.26)
Note that Equation (3.26) is the null-cycle constraint of translation synchronization,
namely it coincides with Equation (2.23) rewritten in terms of directions and scales.
We assume here that Equation (3.26) admits a unique solution (up to scale). The-
oretical conditions under which such solution is unique are investigated in Section
3.4 and, as it will be shown, they are equivalent to parallel rigidity.
Once the unknown scales are recovered as the 1-dimensional null-space of (C⊙
U), the unknown node locations can be derived as the solution of Equation (3.3) with
known α, which is a translation synchronization problem, thus its solution is unique
(up to translation) if the graph is connected.
In summary, the unknown x ∈ Rdn is recovered via a two-step method: first,
the edge scales are computed as the solution of a homogeneous linear system, that
is why this approach is called edge-based; then, the node locations are derived as
the solution of a non-homogeneous linear system. This procedure will be exploited
in Section 4.4 to recover camera location in a structure-from-motion pipeline. Ex-
periments in Section 6.3 will reveal that this approach is comparable in accuracy to
state-of-the-art algorithms which exploit the node-based formulation, thus showing
that both node-based and edge-based algorithms are viable in practice.
3.3 Node-based Parallel Rigidity
The theory of parallel rigidity is concerned with the problem of establishing if there
are enough direction constraints and they are distributed well enough to ensure that
all the feasible solutions to bearing-based network localization differ by translation
and scale. The node-based formulation of parallel rigidity – which is the classical
way to study the solvability of the localization problem – reasons in terms of node
positions, and it is based on the concept of point formation. A complete treatment of
this subject can be found in [191, 192, 160, 64, 62, 63].
Definition 3.1. A d-dimensional point formation (or embedding) Fx is a set X =
{x1, . . . , xn} of n points in Rd together with a set E of m links, with E ⊆ {(i, j), i ̸=
j, i, j ∈ {1, 2, . . . , n}}.
A point formation uniquely determines a directed graph G = (V , E) with vertex
set V = {1, 2, . . . , n} and edge set E , together with a measurement function u :
E → Sd−1 whose value at (i, j) ∈ E is the direction of xi − xj, namely
uij =
xi − xj
||xi − xj|| . (3.27)
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We assume here that the points in Fx are distinct, i.e. xj ̸= xi for all i ̸= j, so that
Equation (3.27) is well defined. We use the notation x ∈ Rdn to denote the stack of
the coordinates of the points in Fx, that is x = [xT1 xT2 . . . xTn ]T.
A point formation represents a configuration of n nodes in d-space. Specifically,
the points xi represent a solution to bearing-only localization with uij known, and
the set E corresponds to node pairs for which the direction can be measured, which
define constraints between specific nodes.
Definition 3.2. Two point formations Fx and Fy on the same graph G = (V , E) are
called parallel point formations (or parallel drawings) if xi − xj is parallel to yi − yj
for all (i, j) ∈ E .
Note that xi − xj is parallel to yi − yj if and only if there exists a scale sij ∈ R
such that
yi − yj = sij(xi − xj) (i, j) ∈ E . (3.28)
similarly to Equation (3.1).
The parallelism constraint for the edge (i, j) ∈ E can be expressed in an equiva-
lent form which does not involve the unknown scale sij. Let us start with the d = 2
case. Using the operator (·)⊥ for turning a plane vector by π/2 counterclockwise,
such constraint can be written as
(xi − xj)⊥ · (yi − yj) = 0 (i, j) ∈ E . (3.29)
Thus, given a point formation Fx in 2-space, a parallel drawing Fy solves a homo-
geneous equation for each edge in E , resulting in a linear system of m equations in
2n unknowns. In the d ≥ 3 case, Equation (3.29) generalizes to
(xi − xj)TN1(yi − yj) = 0 (i, j) ∈ E
(xi − xj)TN2(yi − yj) = 0 (i, j) ∈ E
. . .
(xi − xj)TNd−1(yi − yj) = 0 (i, j) ∈ E
(3.30)
where (xi − xj)Nk for k = 1, . . . , d− 1 are (linearly independent) vectors that span
the subspace orthogonal to xi − xj. The equations in (3.30) are called the direction
constraints (or normal constraints). Thus, given a point formation Fx, all parallel
drawings solve d− 1 homogeneous equations for each edge in E . If we collect such
equations for all the edges we get a system of m(d− 1) equations in dn unknowns
RFx y = 0 (3.31)
where y = [yT1 y
T
2 . . . y
T
n ]
T ∈ Rdn and RFx ∈ Rm(d−1)×dn is called the parallel
rigidity matrix.
Given a point formation Fx, trivially parallel point formations are translations
and dilations of Fx (including the parallel point formation in which all the points are
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coincident). Note that also a negative scaling of Fx is considered trivially parallel to
the original point formation. All the others (if they exist) are non trivial. Figure 3.3
shows an example: Figure 3.3a represents a point formation in R2; Figures 3.3b and
3.3c are dilations of the point formation in Figure 3.3a (in particular, the former is an
expansion and the latter is a contraction); Figure 3.3d shows a translation of the point
formation in Figure 3.3a; Figure 3.3e reports a non-trivially parallel point formation,
since it can not be obtained from the point formation in Figure 3.3a by translation or
dilation, although all the corresponding edges are parallel to each other.
(A) (B) (C)
(D) (E)
FIGURE 3.3: Parallel point formations.
Definition 3.3. A point formation Fx is called parallel rigid (or tight) in d-space if
all parallel point formations are trivially parallel. Otherwise it is called flexible (or
loose).
FIGURE 3.4: Parallel rigid point formation.
According to Definition 3.3, the point formation in Figure 3.3a is flexible in R2
since it admits a non-trivial parallel drawing, whereas the point formation in Figure
3.4, which is obtained from the formation in Figure 3.3a by adding an extra link, is
parallel rigid. Note that parallel rigidity is a property of the point formation, i.e. it
depends both on the graph and on the coordinates of the points in Rd.
Note that trivially parallel point formations span a (d + 1)-dimensional subspace
of the null-space of RFx , corresponding to translations along each of d axes and one
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scaling, thus rank(RFx) ≤ dn − (d + 1). Since the set of parallel drawings of a
point formation Fx coincides with the solution set of Equation 3.31, we obtain the
following algebraic characterization of parallel rigidity.
Theorem 3.1 ([62]). Suppose that a point formationFx contains at least d+ 1 points
which are not contained in any proper hyperplane of Rd. Fx is parallel rigid in d-
space if and only if
dim(ker(RFx)) = d + 1, (3.32)
or, equivalently, if and only if
rank(RFx) = dn− (d + 1). (3.33)
Note that the assumption in Theorem 3.1 guarantees that there are always d in-
dependent solutions to (3.31). Otherwise, parallel rigidity can be checked in lower
dimensions, namely in (d − 1)-space if Fx contains d points, and so on. In the
remainder of this section we suppose that such assumption is satisfied.
Remark 3.1. We observe that a point formation Fx = (x, E) is parallel rigid if and
only if F ′x = (x, E ′) is parallel rigid, where E ′ is obtained from E by reversing the
orientation of some edges, i.e. the endpoints are the same but the tail is replaced
with the head and viceversa. Indeed, substituting (i, j) with (j, i) in Equation (3.30)
results into an equivalent system. Thus the rigidity of a point formation is indepen-
dent on the particular orientation of the edges, but it depends only on the underlying
undirected graph. This is in agreement with Laman’s condition (Theorem 3.3) which
depends only on the number of edges/vertices of certain subgraphs of G, but not on
the orientation of the edges. For this reason, the figures of this chapter represent
undirected graphs.
Remark 3.2. We observe that the directions constraints can be expressed in alterna-
tive forms which are equivalent to Equation (3.30). Following the same line as in
Section 3.2.1, the vectors xi − xj and yi − yj are parallel if and only if
rank([xi − xj, yi − yj]) = 1 (i, j) ∈ E (3.34)
or, equivalently,
[xi − xj]×(yi − yj) = 0 (i, j) ∈ E . (3.35)
This formulation is used (e.g.) in [103, 179]. Using the Kronecker product ⊗ and
the incidence matrix B, the equations in (3.35) can be collected for all the edges in
E , resulting in a system of md(d− 1)/2 homogeneous equations in dn unknowns
S(BT ⊗ Id)y = 0 (3.36)
where S = blkdiag({[xi − xj]×}(i,j)∈E ). The linear system in (3.36) is equivalent
to (3.31), thus we can check the rank of S(BT⊗ Id) instead of the rank of the parallel
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rigidity matrix to establish the rigidity of a point formation in d-space. Alternatively,
xi − xj is parallel to yi − yj if and only if the components of yi − yj orthogonal to
xi − xj are zero, namely
Ψxi−xj(yi − yj) = 0 (i, j) ∈ E . (3.37)
Such equations can be collected for all the edges in E , resulting in a system of dm
homogeneous equations in dn unknowns which is equivalent to (3.31), namely
G(BT ⊗ Id)y = 0 (3.38)
where G = blkdiag({Ψxi−xj}(i,j)∈E ). Thus the rank of G(BT ⊗ Id) can be com-
puted to check the rigidity of a point formation, or equivalently, the rank of the
bearing Laplacian matrix, as done in [201]. Recall that such a matrix is defined
as H =
(
G(BT ⊗ Id)
)T(
G(BT ⊗ Id)
)
, thus rank(H) = rank(G(BT ⊗ Id)).
We introduce now the concept of global parallel rigidity which turns out to be
equivalent to parallel rigidity. In simple words, a point formation is globally parallel
rigid if it is the unique solution to the associated localization problem. In the case
of distance-based localization, instead, the conditions for global rigidity are stronger
than those for rigidity [12].
Definition 3.4. A point formation Fx is called globally parallel rigid in d-space if
it is exactly determined (up to translation and scale) by its graph and measurement
function.
Proposition 3.1 ([63]). A point formation Fx is parallel rigid if and only if it is
globally parallel rigid.
Proof. We follow the reasoning reported in [139]. Let us consider the measurement
function which associates a point formation Fx with Ψxi−xj for all (i, j) ∈ E , where
the orthogonal projection matrix Ψ is defined in (3.15). Note that the knowledge of
Ψxi−xj is equivalent to the knowledge of ±uij where the sign is undetermined, with
uij defined in (3.27). Let us define a mapM that assigns each point formation to its
graph and measurement function, namely
M : Fx ↦→ (G,Ψ). (3.39)
More precisely, since being trivially parallel point formation is an equivalence rela-
tion, we can define the above map on the quotient space induced by such relation.
Note that Fx is globally parallel rigid if and only ifM is injective at Fx. It is clear
that M is injective at Fx if and only if Fx admits only trivially parallel point for-
mations, since parallel point formations have the same measurement function and
vice-versa.
Remark 3.3. Proposition 3.1 implies that, in order to check the rigidity of a point for-
mation, the equations coming from the localization problem – discussed in Section
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3.2.1 – could be used instead of those arising from the definition of parallel rigid-
ity, e.g. Equation (3.5) in place of Equation (3.35), or Equation (3.14) in place of
Equation (3.37).
According to the above results, given a point formation Fx, it can be established
(by checking the rank of the parallel rigidity matrix) if it is uniquely determined by its
graph and directions. If it is not so, the cause can be the structure of the graph or the
actual coordinates of the points, i.e., there can be algebraic dependencies among the
coordinates that make the rank drop. How can we predict the rigidity of the problem
based on the structure of the graph (and dimension d) only? This issue is addressed
in Section 3.3.1, where the concept of generic parallel rigidity is introduced.
3.3.1 Generic Rigidity
We introduce the property of generic rigidity, which does not depend on the specific
coordinates of a point formation, but it predicts the rigidity of almost all the point
formations from the nodes and their incidences, i.e., from the underlying graph.
Definition 3.5. A set A = {α1, . . . , αk} of distinct real numbers is called alge-
braically dependent if there exists a non-zero polynomial h with integer coefficients
such that h(α1, . . . , αk) = 0. Otherwise it is called generic.
A set X = {x1, . . . , xn} of points in Rd is called generic if its dn coordinates
are generic. Note that if the set contains less than d + 1 points, then there are always
algebraic dependencies among the coordinates, since the points are contained in an
hyperplane of Rd. In such a situation the generic property is checked in lower di-
mensions (namely d− 1 if there are d points, and so on). It can be shown that the set
of generic X s forms an open dense subset of Rdn [50]. Note that, with reference to
the structure-from-motion application, a camera that is moving along a straight line
is not considered generic by this theory (if the points in the scene are not considered).
Definition 3.6. A graph G = (V , E) is called generically parallel rigid in d-space
if Fx = (X , E) is parallel rigid for a generic X . Otherwise it is called generically
flexible.
Due to Theorem 3.1, we can equivalently say that a graph G = (V , E) is gener-
ically parallel rigid if and only if rank(RFx) = dn − (d + 1), where RFx is con-
structed using a generic point formation Fx. It can be shown that rank(RFx) is
independent on the coordinates of the chosen point formation (assuming that it is
generic) and it depends only on the underlying graph and dimension d [62], hence
Definition 3.6 is well-posed. Due to Proposition 3.1, we can equivalently say that a
graph G = (V , E) is generically parallel rigid if Fx = (X , E) is globally parallel
rigid for a generic X .
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Figure 3.5a shows a generically parallel rigid graph1. It is easy to see that,
given a point formation with generic coordinates, all the possible transformations
that keep the corresponding edges parallel are translations and dilations, thus the
underlying graph is parallel rigid in d-space. Note that the rigidity of G does not
imply that all the point formations defined on G are parallel rigid. If there are al-
gebraic dependencies among the coordinates (e.g. all the nodes lie on a common
line) then the rank of the parallel rigidity matrix drop, resulting in a flexible point
formation. The rigidity of G implies that all the generic point formations are par-
allel rigid, and hence, since generic formations are dense in Rdn, it implies that
almost all the formations defined on G are parallel rigid in d-space. Figure 3.5b
shows a generically flexible graph G = (V , E). It is easy to see that, given a point
formation with generic coordinates, independent scaling of the edges in the sub-
graphs G1 = (V1, E1) = ({1, 2, 3}, {(1, 2), (2, 3), (3, 1)}) and G2 = (V2, E2) =
({3, 4, 5}, {(3, 4), (4, 5), (5, 3)}) produces non-trivially parallel point formations,
thus the underlying graph is flexible in d-space.
1 2
34
(A)
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2
3
4
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(B)
FIGURE 3.5: Left: generically parallel rigid graph. Right: generically flexible graph.
Note that, if we choose a graph and vary the position of the nodes in d-space, the
dimension of the solution space of Equation (3.31) changes. However, a minimum
dimension occurs and it clearly depends only on the underlying graph. It can be
shown that such minimum is attained when the coordinates of the nodes are generic
[62], which is equivalent to say that generic point formations maximize the rank of
the parallel rigidity matrix. Recall that rank(RFx) is constant for any generic Fx.
Thus we get the following algebraic characterization of generic parallel rigidity.
Theorem 3.2 ([62]). A graph G = (V , E) is generically parallel rigid in d-space if
and only if
max
x∈Rnd
rank(RFx) = dn− (d + 1). (3.40)
Theorem 3.2 gives rise to a randomized test for checking generic parallel rigid-
ity [141], where a parallel rigidity matrix is built from a point formation randomly
sampled from i.i.d. Gaussian distribution. This test correctly establishes the generic
rigidity of G with probability 1 with a time complexity of O(m), with m = |E |.
1Note that Figures 3.3 and 3.4 represent 2-dimensional point formations, i.e. specific coordinates
of nodes in 2-space, whereas Figure 3.5 and all subsequent figures represent graphs, i.e. only the links
matter and the embedding in the plane is merely accidental.
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Note that, if G is generically parallel rigid, then adding edges between existing
nodes keeps the graph rigid, since it corresponds to include dependent equations in
(3.31). If removing an edge results into a flexible graph, then G = (V , E) is called
minimally parallel rigid in d-space, i.e. it is generically parallel rigid with minimum
number of constraints. See [64] for techniques to generate minimally rigid graphs in
2-space and in 3-space.
We now list some combinatorial characterizations of generic parallel rigidity.
Theorem 3.3 (Laman’s condition [192]). A graph G = (V , E) is generically parallel
rigid in d-space if and only if there exists a subset E ′ ⊆ (d− 1)E , where (d− 1)E
denotes the set consisting of d− 1 copies of the edges in E , such that the following
conditions are satisfied:
1. |E ′| = dn− (d + 1);
2. ∀ E ′′ ⊆ E ′, E ′′ ̸= ∅: |E ′′| ≤ d|V ′′| − (d + 1), where V ′′ denotes the set of
vertices that are endpoints of the edges in E ′′.
Corollary 3.1 ([191]). A graph G = (V , E) is generically parallel rigid in d-space
if and only if for any partition {E1, E2, . . . , E h} of E it holds
h
∑
i=1
(
d|V i| − (d + 1)) ≥ dn− (d + 1). (3.41)
The conditions in Theorem 3.3 translate into combinatorial algorithms for testing
generic parallel rigidity, e.g. methods based on the pebble game [93] with a time
complexity of O(n2). Note that if E satisfies (d− 1)|E | < dn− (d + 1) then, even
if we take E ′ = (d− 1)E , Condition 1 in Theorem 3.3 can not be fulfilled. Thus we
have the following necessary condition for a graph G to be generically parallel rigid
(d− 1)m ≥ dn− (d + 1) (3.42)
which essentially states that G needs to have a sufficient number of edges.
Let us consider the examples provided in Figure 3.5. The graph in Figure 3.5a is
generically parallel rigid in 2-space, since E ′ = E satisfies the conditions in Theorem
3.3, whereas the graph in Figure 3.5b is generically flexible in 2-space, since the
necessary condition (3.42) is not satisfied. Note that in the d = 2 case the set E ′
satisfying the conditions in Theorem 3.3 (if it exists) is simply a subset of the edge
set E . We now consider the d = 3 case. As for Figure 3.5a, it is easy to see that
E ′ = E ∪ {(1, 2), (2, 4), (4, 1)} ⊆ 2E satisfies the conditions in Theorem 3.3. As
for Figure 3.5b, since |2E| = 12, there exists a set E ′ satisfying Condition 1, i.e.
|E ′| = 11, only if E ′ = 2E \ {e} for some e ∈ E . However, in this case E ′ has
a subset E ′′ consisting of two copies of each of the three edges in a triangle graph,
which violates Condition 2.
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The following result derives from the equivalence between the count in Theorem
3.3 and a (d + 1)Td decomposition of E ′ [84], i.e. a decomposition of E ′ into d + 1
edge-disjoint trees where each vertex is contained in d trees.
Theorem 3.4 ([192]). A graph G = (V , E) is generically parallel rigid in d-space
if and only if there exists a subset E ′ ⊆ (d− 1)E such that E ′ can be decomposed
into d + 1 edge-disjoint trees, where each vertex is contained in exactly d trees, and
for any subgraph E ′′ ⊆ E ′, E ′′ ̸= ∅, the set of trees induced by E ′′ has cardinality
at least d + 1.
Note that Theorems 3.3 and 3.4 do not involve the whole graph G = (V , E),
but the existence of a subset E ′ ⊆ (d− 1)E with certain properties. As observed in
[191, 192], such subset corresponds to dn− (d+ 1) linearly independent rows of the
parallel rigidity matrix, whose existence is equivalent to rank(RFx) = dn− (d+ 1).
The following novel result, which exploits Laman’s condition, establishes the
relation between generic rigidity in d-space and in (d + 1)-space. In particular, we
get that all the graphs which are generically parallel rigid in R2 are also rigid in Rd
for any d ≥ 3.
Proposition 3.2. If a graph G = (V , E) is generically parallel rigid in d-space, then
it is generically parallel rigid in (d + 1)-space.
Proof. Since G = (V , E) is generically parallel rigid in d-space, by virtue of Theo-
rem 3.3, there exists a subset E ′ ⊆ (d− 1)E such that
|E ′| = dn− (d + 1) (3.43)
∀ E ′′ ⊆ E ′, E ′′ ̸= ∅ : |E ′′| ≤ d|V ′′| − (d + 1). (3.44)
Note that G is connected, otherwise a non-trivial parallel drawing can be found from
independent scaling and/or translation of each connected component, which contra-
dicts the assumption. In order to prove that G is generically parallel rigid in (d + 1)-
space, we have to find a set E˜ ′ ⊆ dE satisfying the following conditions
|E˜ ′| = (d + 1)n− (d + 2) (3.45)
∀ E˜ ′′ ⊆ E˜ ′, E˜ ′′ ̸= ∅ : |E˜ ′′| ≤ (d + 1)|V˜ ′′| − (d + 2). (3.46)
Let us define E˜ ′ := E ′ ∪ T , where T is any arbitrary spanning tree of G, which
is well defined since G is connected. Note that E ′ is contained in the set consisting
of d− 1 copies of the edges of E , whereas T is contained in E , thus their union is
contained in the set consisting of d copies of the edges of E . Using Equation (3.43)
and |T | = n − 1 we get |E˜ ′| = |E ′| + |T | = dn − (d + 1) + (n − 1) = (d +
1)n− (d + 2) and hence Equation (3.45) is satisfied. We now prove that Equation
(3.46) holds. Let E˜ ′′ ⊆ E˜ ′ with E˜ ′′ ̸= ∅. We can write E˜ ′′ = E ′′ ∪ T ′′ where
E ′′ ⊆ E ′ and T ′′ ⊆ T . Note that T ′′ is not necessarily a tree, but it will be a disjoint
union of trees (i.e. a forest) in general, thus |T ′′| = nT ′′ − cc ≤ nT ′′ − 1, where
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cc denotes the number of connected components in T ′′ and nT ′′ denotes the number
of vertices that are endpoints of the edges in T ′′. Combining this observation with
Equation (3.44) we get |E˜ ′′| = |E ′′|+ |T ′′| ≤ d|V ′′| − (d + 1) + nT ′′ − 1. Note
that the number of vertices that are endpoints of the edges in E ′′ and the number
of vertices that are endpoints of the edges in T ′′ are both dominated by the total
number of vertices in E˜ ′′, i.e. |V ′′| ≤ |V˜ ′′| and nT ′′ ≤ |V˜ ′′|, hence we get Equation
(3.46).
Note that the converse of Proposition 3.2 is not true. For instance, the graph
associated to the point formation in Figure 3.3 is flexible in R2 and it is parallel rigid
in Rd for any d ≥ 3, as it can be easily checked.
Maximal rigid components.
If a graph is not generically parallel rigid, then it can be decomposed into maximal
rigid components. A rigid component of G = (V , E) in d-space is a subgraph G ′ ⊆
G such that G ′ is generically parallel rigid in d-space. Clearly, the union of rigid
components sharing (at least) one edge is also rigid, since the edge in common fixes
the position of two nodes and hence it determines the global scale and translation. A
rigid component is called maximal if it is not a subset of any other rigid component.
Theorem 3.5 ([103]). The set of all maximal rigid components of a graph G =
(V , E) in d-space induces a partition of the edge set E .
For instance, the edge set of the (flexible) graph reported in Figure 3.5b can be
partitioned into two maximal rigid components, namely E1 = {(1, 2), (2, 3), (3, 1)}
and E2 = {(3, 4), (4, 5), (5, 3)}.
Polynomial-time algorithms for finding maximal rigid components of flexible
graphs are presented in [103, 99]. The authors of [103] analyze the null-space of
the parallel rigidity matrix and cast the problem to identifying sets of parallel lines.
A different approach is followed in [99] where rigid components are first identified
among known rigid graphs of small size, and then they are grouped using a reduction
to a maximum flow problem.
3.4 Edge-based Parallel Rigidity
In this section we describe an equivalent formulation of parallel rigidity, which is
called the edge-based formulation, since it reasons in terms of edge lengths rather
than node positions. It provides a more intuitive way to look at rigidity, since the
problem is expressed in terms of cycles in the graph. This formulation is based on
some recent works [99, 5, 179].
Let Fx be a point formation in d-space and let αij ∈ R+ denote the length of
xi − xj for (i, j) ∈ E , namely
αij = ||xi − xj||. (3.47)
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The inter-nodal distances αij are called the edge scales in [179], and they are also
known as epipolar scales, with reference to the structure-from-motion application.
Alternatively, given a point formation Fx and its measurement function, i.e. its set of
directions {uij}, we can define the length of edge (i, j) as the positive real number
αij such that Equation (3.1) holds, i.e. xi − xj = αijuij. This general definition can
also take into account the fact that a direction uij may be measured with the wrong
sign, in which case the corresponding αij is negative in order to fulfill Equation (3.1).
We now show how parallel rigidity can be restated in terms of edge lengths.
Proposition 3.3 ([179]). A point formation Fx is parallel rigid if and only if for any
parallel point formation Fy it holds
yi − yj = s(xi − xj) ∀ (i, j) ∈ E (3.48)
assuming that G = (V , E) is connected, where s does not depend on the individual
(i, j) pair.
Proof. In one direction: if Fx is parallel rigid then – by definition – any parallel
drawing Fy satisfies yj = sxj + t with s ∈ R and t ∈ Rd, and hence Equation
(3.48) clearly holds. In the opposite direction: let Fx be a point formation and let
Fy be a parallel drawing such that yi − yj = s(xi − xj) for all (i, j) ∈ E , or,
equivalently, yi − sxi = yj − sxj. If the graph is connected, each node can be
reached by any other node through a path, thus such relation is valid for all the nodes,
i.e. yi − sxi = yj − sxj = · · · = yk − sxk = t, thus yj = sxj + t for all i ∈ V ,
which means that Fx is parallel rigid.
A set of edges satisfying Equation (3.48) is called interdependent edge set in
[179]. Note that, according to Equation (3.28), the parallelism of Fx and Fy rewrites
yi − yj = sij(xi − xj) for some scales sij ∈ R, while parallel rigidity – as expressed
by Equation (3.48) – means that such scales are all equal, i.e. sij = s ∈ R for all
(i, j) ∈ E .
Proposition 3.4. A point formation Fx is parallel rigid if and only if its lengths are
exactly determined (up to a global scale) by its graph and measurement function,
assuming that the underlying graph G = (V , E) is connected.
Proof. In one direction: if Fx is parallel rigid then, due to (3.48), any parallel draw-
ing Fy satisfies ||yi − yj|| = |s| · ||xi − xj|| for all (i, j) ∈ E , i.e. the lengths of Fy
coincide (up to a global scale) with those of Fx. Recall that parallel point formations
have the same measurement function and vice-versa, hence we get the thesis. In the
opposite direction: by definition, the lengths of Fx satisfy (3.1), which is equiva-
lent to Equation (3.3). As explained in Section 3.2.2, if the graph is connected, then
Equation (3.3) admits a unique solution (up to translation) for fixed lengths, i.e. Fx
is uniquely determined (up to translation) by its graph and measurement function.
Combining this observation with the assumption, we get that Fx is uniquely deter-
mined (up to translation and scale) by its graph and directions, i.e. it is globally
parallel rigid (and hence parallel rigid).
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In simple words, Proposition 3.4 states that we cannot change the inter-nodal
distances of a parallel-rigid point formation independently since, by fixing the length
of an edge, we also constrain the length of the remaining edges.
We aim at deriving an algebraic characterization of parallel rigidity in terms of
edge lengths, thus a linear system having the sole lengths as unknowns is required.
Such system is reported in the following proposition and it involves suitable circuits
in G.
Proposition 3.5 ([99]). Let G = (V , E) be a connected graph and let T be a span-
ning tree of G. For any e ∈ E \ T let ce ∈ {−1, 0, 1}m denote the circuit obtained
by adding e to T , and let ce+ (ce−) denote the forward (backward) edges in ce. Let
{uij} be a set of directions defined on G. A length assignment {αij} is compatible
with edge directions {uij}, i.e. there exists a point formation Fx on G with directions
uij and lengths αij, if and only if
∑
(i,j)∈ce+
αijuij − ∑
(i,j)∈ce−
αijuij = 0 ∀ e ∈ E \ T . (3.49)
Proof. Note that Equation (3.49) can be written as
∑
(i,j)∈E
[ce]ijαijuij = 0 ∀ e ∈ E \ T (3.50)
where the circuit ce is traversed in a cyclic order (clockwise or anti-clockwise), and
the (non-zero) entries of ce have a sign that indicates whether the corresponding edge
is traversed along the direction specified by uij or not. Equation (3.50) clearly holds
if αij = ||xi − xj|| and uij = (xi − xj)/||xi − xj|| for a point formation Fx. To
prove the opposite direction, we can compute the position of the nodes using the
spanning tree T , i.e. the root is set equal to the zero vector and the coordinates of
the other nodes are computed via the relation xi = xj + αijuij ⇔ xi − xj = αijuij.
Such point formation has directions equal to uij and lengths equal to αij for all the
edges e ∈ T (by construction), and also for all the edges e ∈ E \ T (due to Equation
(3.50)).
Note that Proposition 3.5 is about the existence and not the uniqueness of a point
formation. For instance, if G is a tree (which does not contain circuits) and {uij}
is a given set of directions, then any length assignment is valid, whereas any edge
beyond the tree introduces additional constraints.
The equations in (3.50) state that the (signed) sum of directions (weighted with
the correct lengths) along circuits must be zero, which is exactly the null-cycle prop-
erty for translation synchronization, rewritten in terms of directions and lengths.
Such equations can be expressed in a compact matrix form if all the lengths αij are
collected in a vector α ∈ Rm and all the directions uij are collected in a matrix
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U ∈ Rd×m. Specifically, the equations for a single circuit ce become
Udiag(cTe )α = 0 (3.51)
or, equivalently, using the Khatri-Rao product
(cTe ⊙U)α = 0. (3.52)
If the equations coming from all the circuits induced by T are stacked, then a system
of d(m− n + 1) homogeneous equations is obtained, namely
(CT ⊙U)α = 0 (3.53)
where CT denotes the cycle matrix associated to the circuits ce for e ∈ E \ T , which
indeed form a fundamental cycle basis.
The following result states that we can use any cycle basis (fundamental or not)
in Equation (3.53).
Proposition 3.6. Equation (3.53) is equivalent to
(C⊙U)α = 0 (3.54)
where C denotes the cycle matrix associated to any cycle basis of G = (V , E).
Proof. Let CT be the cycle matrix associated to the circuits defined in Proposition
3.5 and let C be the cycle matrix associated to another cycle basis of G. Since the
cycle space of the directed graph G = (V , E) is a vector space over Q, there exists
an invertible matrix R ∈ Q(m−n+1)×(m−n+1) such that C = RCT . Using Equation
(A.9) we obtain
C⊙U = (RCT )⊙ (IdU) = (R⊗ Id)(CT ⊙U). (3.55)
Note that the matrix R⊗ Id is invertible (since both R and Id are invertible), hence
we get the thesis.
Remark 3.4. As explained in Appendix B, there are several types of cycle bases for
a directed graph G = (V , E) besides the fundamental cycle basis, namely zero-one,
integral, and undirected cycle bases. In the proof of Proposition 3.6 a directed cycle
basis is used since it generalizes all of them.
Equation (3.55) means that if a circuit is a linear combination of other circuits,
then the compatibility constraint associated to such circuit is a linear combination of
the equations associated to the addends. This implies that considering all the circuits
in a graph is redundant and what is actually required is a maximal set of independent
circuits (i.e. a cycle basis). In summary, we have the following result.
Corollary 3.2. Let G = (V , E) be a connected graph and let C denote the cycle
matrix associated to any cycle basis of G. There exists a point formation Fx on G
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with directions uij and lengths αij if and only if
(C⊙U)α = 0. (3.56)
Note that Equation (3.56) is the same as (3.26). Such formula captures at the same
time both the structure of the graph (via C) and the specific values of the directions
(via U). For example, in the case of Figure 3.5a, the matrix C⊙U has the following
structure
C⊙U =
[
u12 u24 u41 0 0
0 −u24 0 u23 u34
]
(3.57)
where the following cycle matrix is considered
C =
[
1 1 1 0 0
0 −1 0 1 1
]
(3.58)
and the edges are ordered as in
U =
[
u12 u24 u41 u23 u34
]
. (3.59)
A similar formulation is derived in [179]:
E(C⊗ Id) blkdiag({uij}(i,j)∈E )α = 0 (3.60)
where E =
(
(C ⊗ Id)(C ⊗ Id)T
)−1/2
. Since (C ⊗ Id) blkdiag({uij}(i,j)∈E ) =
C⊙U and E is invertible we get
ker
(
E(C⊗ Id) blkdiag({uij}(i,j)∈E )
)
= ker
(
C⊙U) (3.61)
which means that Equation (3.60) is equivalent to Equation (3.56). The latter enjoys
a more compact formulation, which permits to exploit algebraic properties of the
Khatri-Rao product, as done (e.g.) in the proof of Proposition 3.6.
Hereafter we use the notation U to denote the d × m matrix constructed from
any set of directions, and we use the notation Ux to denote the d × m matrix built
from the directions of a point formation Fx. Note that if Fx is a point formation then
Equation (3.56) holds, i.e. the null-space of C ⊙Ux is at least 1-dimensional. The
following theorem, which is a direct consequence of Proposition 3.4 and Corollary
3.2, states such null-space is exactly 1-dimensional if and only if Fx is parallel rigid.
Theorem 3.6. Let G = (V , E) be a connected graph and let C denote the cycle
matrix associated to any cycle basis of G. A point formation Fx on G is parallel
rigid if and only if
dim(ker(C⊙Ux)) = 1 (3.62)
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or, equivalently, if and only if
rank(C⊙Ux) = m− 1. (3.63)
3.4.1 Generic Rigidity
We now consider the property of generic rigidity. Due to Theorem 3.6 we can say
that a connected graph G = (V , E) is generically parallel rigid in d-space if and only
if rank(C⊙Ux) = m− 1 or, equivalently, if and only if dim
(
ker(C⊙Ux)
)
= 1,
where Ux is constructed using a generic point formation Fx defined on G. Reasoning
in the same way as in Section 3.3.1, we get the following algebraic characterization
of generic parallel rigidity in terms of cycles in the graph.
Theorem 3.7. A connected graph G = (V , E) is generically parallel rigid in d-space
if and only if
max
x∈Rnd
rank(C⊙Ux) = m− 1, (3.64)
or, equivalently, if and only if
min
x∈Rnd
dim
(
ker(C⊙Ux)
)
= 1. (3.65)
Similarly to the node-based case [141], Theorem 3.7 can be used to develop a
randomized test for checking generic parallel rigidity, where a matrix Ux is built
from a point formation randomly sampled from i.i.d. Gaussian distribution. Theorem
3.7 gives also rise to an algorithm to identify maximal rigid components of flexible
graphs [179], where the null-space of C⊙Ux is computed and sets of parallel lines
among the rows are identified.
Note that in order to guarantee that Equation (3.64) holds, the number of rows
in C ⊙ Ux must be greater than (or equal to) m − 1, i.e. the following necessary
condition must be satisfied
d(m− n + 1) ≥ m− 1 (3.66)
which is equivalent to Equation (3.42).
The formulation of Theorem 3.7, although equivalent to the node-based one, en-
ables us to prove results involving the topology of the graph, showing, for instance,
why triangulated graphs are rigid while graphs with long cycles may loose this prop-
erty. Let us start by presenting a necessary condition for generic parallel rigidity,
namely biconnectivity. This was also mentioned en-passant in [134].
Proposition 3.7. If a graph G = (V , E) is generically parallel rigid in d-space, then
it is biconnected.
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Proof. If G = (V , E) is not biconnected then it can be partitioned into maximal
biconnected components. Let b > 1 denotes the number of such components and let
E1, . . . , E b denote their edge sets. Since the set of maximal biconnected components
induces a partition of the edge set E and a circuit belongs to only one biconnected
component, the matrix C⊙Ux can be expressed as a block-diagonal matrix (up to a
re-ordering of the edges), where each block corresponds to a biconnected component,
namely C ⊙Ux = blkdiag(G1, . . . , Gb). Let us assume that all such components
are generically parallel rigid, otherwise the thesis is obvious, thus in each component
the lengths of a generic point formation are uniquely determined by its graph and
directions (up to a global scale), namely rank(Gi) = |E i| − 1. Thus rank(C ⊙
Ux) = ∑
b
i=1(|E i| − 1) = m− b < m− 1, meaning that all such scales can not be
reconciled into a single scale, hence G is generically flexible.
It is straightforward to see that the necessary condition of Proposition 3.7 alone
is not sufficient: for instance, the graph associated to the point formation in Figure
3.3a is biconnected and flexible in 2-space. However, Proposition 3.7 gives a simple
condition to detect non-rigid graphs: for instance, it can be established that the graphs
reported in Figure 3.6 are flexible in d-space.
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FIGURE 3.6: Non biconnected graphs.
Note that if G = (V , E) is biconnected (and contains at least 3 vertices), then
it is bridgeless, i.e. each edge in E belongs to (at least) one cycle (and hence one
circuit). This implies that if G is generically parallel rigid in d-space, then it is
bridgeless. This result is not surprising since an edge not belonging to any circuit
is not constrained by the other edges, and hence its length can be chosen arbitrarily.
Such edge corresponds to a column of zeros in C, which makes the rank of C⊙Ux
drop. Two examples of graphs with a bridge are reported in Figure 3.7.
We now consider the case where G consists of a single circuit of length ℓ ≥ 3,
and show that short circuits are rigid while long circuits are flexible. In this case
m = n = ℓ, hence Equation (3.66) rewrites ℓ ≤ d + 1, i.e. the following proposition
holds.
Proposition 3.8. A circuit of length ℓ ≥ d + 2 is not generically parallel rigid in
d-space.
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FIGURE 3.7: Non bridgeless graphs.
What happens for circuits of length ℓ ≤ d + 1? It can be shown that such circuits
are generically parallel rigid in Rd. Figure 3.8 reports some examples in R3.
Proposition 3.9. A circuit of length ℓ ≤ d + 1 is generically parallel rigid in d-
space.
Proof. If G consists of a single circuit then C ⊙ Ux is a d × ℓ matrix where each
column contains one direction (with the correct sign). Since a given point formation
Fx satisfies Equation (3.56) then
rank(C⊙Ux) ≤ ℓ− 1 (3.67)
which means that the points in Fx belong to an affine subspace of Rd of dimension at
most ℓ− 1. Note that specific configurations make rank(C⊙Ux) drop: rank(C⊙
Ux) = 1 if and only if the points in Fx lie on a common line; rank(C⊙Ux) = 2 if
and only if the points in Fx lie on a common plane; . . . rank(C ⊙Ux) = ℓ− 2 if
and only if the points in Fx lie on an affine subspace of Rd of dimension ℓ− 2. On
the contrary, if the points in Fx are generic, then rank(C ⊙Ux) = ℓ− 1, meaning
that Fx (and hence G) is parallel rigid in Rd.
Remark 3.5. Note that there is a key difference between a circuit of length ℓ = d + 1
and a circuit of length ℓ ≤ d, which is essential to understand the next section.
In the ℓ = d + 1 case, C ⊙ Ux is a d × (d + 1) matrix, thus its rank is at most
d = ℓ− 1 independently of the directions, i.e. Equation (3.67) is satisfied even if Ux
is substituted by a random set of d + 1 directions. On the contrary, in the ℓ ≤ d case,
if we take a random set of ℓ directions then Equation (3.67) will not be satisfied.
Propositions 3.8 and 3.9 completely characterize the localizability of a graph
made of a single circuit (in terms of its length). What happens to graphs made of
several circuits? The remainder of this section reports sufficient conditions for paral-
lel rigidity, which give some insights on how to answer such question.
Given a cycle basis for a (connected) graph G = (V , E), the cycle graph2 GC is
defined as follow: each vertex corresponds to a circuit in the basis, and an edge is
2This notion generalizes the “triplet graph” of [96].
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FIGURE 3.8: Rigidity of circuits in 3-space.
present between two vertices if and only if the corresponding circuits share (at least)
one edge in G. The notion of cycle graph is exploited by the following theorem.
Theorem 3.8. Let G = (V , E) be a connected bridgeless graph. Suppose that there
exists a cycle basis of G such that the following conditions are satisfied:
1. each circuit in the basis has length at most d + 1;
2. the associated cycle graph GC is connected.
Then G is generically parallel rigid in d-space.
Proof. Each circuit in the basis is generically parallel rigid in d-space due to Propo-
sition 3.9. Since the cycle graph is connected by assumption, we can start with any
circuit and reach all the others through a path, thus producing a growing rigid sub-
graph. Specifically, let us consider a node in GC (i.e. a circuit) and let us take an
edge incident to such node (i.e. a circuit sharing one edge with the first circuit). The
union of these circuits is rigid since both of them are rigid and they have one edge in
common. We can repeat this line of reasoning considering all the remaining circuits,
obtaining a parallel rigid subgraph. Such subgraph coincides with G itself since G is
bridgeless, and hence each edge in E belongs to (at least) one circuit in the basis.
By means of Theorem 3.8 it can be established that the graphs in Figure 3.9 are
parallel rigid in d-space, with d ≥ 2 (Figure 3.9a) and d ≥ 3 (Figures 3.9b and
3.9c). The graph in 3.9a admits a cycle basis composed of three 3-length circuits, the
graph in Figure 3.9b admits a cycle basis composed of three 4-length circuits, and
the graph in Figure 3.9c admits a cycle basis composed of two 3-length circuits, and
two 4-length circuits. In all these cases the associated cycle graph is connected. The
one associated to Figure 3.9a is reported in Figure 3.10.
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FIGURE 3.9: Examples of graphs which satisfy the assumptions in Theorem 3.8, and hence
they are generically parallel rigid in d-space, with d ≥ 2 (a) and d ≥ 3 (b,c).
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FIGURE 3.10: Left: cycle basis composed of 3-length circuits for the graph in Figure 3.9a.
Right: cycle graph GC associated to such cycle basis.
Remark 3.6. Note that the reverse of Theorem 3.8 is not true. For instance, the graph
reported in Figure 3.11 is parallel rigid in 3-space but Condition 1 can not be fulfilled.
Let us consider the following cycle basis
c1 =
[
1 1 1 0 0 0 0 0 0
]T
c2 =
[
0 1 0 1 1 1 0 0 0
]T
c3 =
[
1 0 0 0 0 −1 1 1 1]T
(3.68)
where the edges are ordered as in
U =
[
u12 u26 u61 u67 u73 u32 u34 u45 u51
]
. (3.69)
Note that the associated cycle graph GC is connected. It is easy to see that cycle bases
composed of shorter circuits do not exist, thus Condition 1 can not be satisfied. To
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prove that G is generically parallel rigid we consider a generic point formation Fx
and show that its lengths are uniquely determined by its graph and directions, i.e.
Equation (3.56) admits a unique solution (up to scale). Note that Equation (3.56)
rewrites ⎧⎪⎪⎨⎪⎪⎩
(c1 ⊙U)[α12 α26 α61]T = 0
(c2 ⊙U)[α26 α67 α73 α32]T = 0
(c3 ⊙U)[α12 α32 α34 α45 α51]T = 0.
(3.70)
Instead of solving Equation (3.70) globally, we follow a sequential approach. Let us
start with the 3-length circuit c1: its lengths are uniquely determined (up to a global
scale) since it is parallel rigid, meaning that, if we arbitrarily fix the value of (e.g.)
α12, we can (uniquely) compute the remaining lengths (i.e. α26 and α61) by solving
the first row in Equation (3.70). Then we use the obtained value of α26 to fix the
global scale of the 4-length circuit c2 (which is parallel rigid), and (uniquely) solve
for the remaining scales (i.e. α67, α73 and α32) by considering the second row in
Equation (3.70). Note that this is possible since c1 and c2 share an edge. Finally, we
consider the 5-length circuit c3, which is flexible (if considered in isolation). How-
ever, the key observation is that the values of α12 and α32 have been already com-
puted, thus only three unknowns remain. In other words, the fourth row in Equation
(3.70) becomes equivalent to the compatibility constraint of a 4-length circuit, and
hence the remaining lengths (i.e. α34, α45 and α51) are uniquely determined. In this
way we are able to compute all the unknowns up to a single scale, which corresponds
to the arbitrary choice of α12, meaning that G is parallel rigid.
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FIGURE 3.11: Example of a rigid graph in 3-space which does not satisfy the assumptions in
Theorem 3.8. It admits a cycle basis composed of one 3-length circuit, one 4-length circuit
and one 5-length circuit, and cycle bases with shorter circuits do not exist.
Note that the sequential approach outlined in Remark 3.6 heavily depends on
the chosen cycle basis and on the order in which circuits are processed. On the
contrary, if Equation (3.70) is solved globally, then any cycle basis can be used, due
to Proposition 3.6.
Remark 3.6 has pointed out that a long circuit (which is flexible alone) can be
part of a larger rigid graph. Indeed, if the compatibility constraint of a flexible circuit
is properly combined with those of rigid circuits, it may results in a system with a
unique solution (up to scale).
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We conclude this section by stating the following result, which is a generalization
of Theorem 3.8.
Theorem 3.9. Let G = (V , E) be a connected bridgeless graph. Suppose that the
circuits of a cycle basis can be ordered such that the first circuit has length at most
d + 1, and each of the remaining circuits satisfies one of the following conditions:
1. it has length at most d + 1 and it has at least one edge in common with the
subgraph induced by the previous ones;
2. it has length at least d + 2, and it has at least one edge in common and at most
d edges not in common with the subgraph induced by the previous ones.
Then G is generically parallel rigid in d-space.
Proof. Let c1, . . . , cr denote the circuits in the basis (ordered as in the assumptions)
with r = m − n + 1. Note that the cycle graph GC is connected. The first circuit
c1 is parallel rigid in d-space since it has length at most d + 1. Let us consider the
second circuit c2. If Condition 1 is satisfied, then the union of c1 and c2 is rigid, since
both circuits are rigid and they have (at least) one edge in common. If Condition 2
is satisfied, then we can use the same argument as in Remark 3.6 and prove that c2
is equivalent to a circuit of length (at most) d + 1 with one edge in common with c1,
hence their union is rigid. Indeed, given a generic point formation Fx, we can first
solve the compatibility constraint associated to c1, and arbitrarily fix the length of an
edge in c1 in order to fix the global scale, thus all the lengths of Fx in c1 are uniquely
determined. Then, thanks to the edges in common with c1, (at most) d unknowns
remain when considering the compatibility constraint associated to c2, which can be
computed as in a circuit of length (at most) d + 1 where one length is fixed. We can
repeat this line of reasoning considering the remaining circuits c3, . . . , cr one after
the other, obtaining a growing parallel rigid subgraph. Such subgraph coincides with
G itself since G is bridgeless.
It is easy to see that the graph reported in Figure 3.11 satisfies the conditions in
Theorem 3.9. Establishing whether such conditions are also necessary is subject of
future research.
3.5 The Parallel Rigidity Index
The results on generic rigidity reported in Sections 3.3 and 3.4 are derived consid-
ering a generic point formation Fx, which uniquely defines a set of directions (i.e.
a measurement function). What happens if the directions, not the coordinates of the
points in Fx, are generic? This issue is addressed in [146], where the authors, start-
ing from the edge-based formulation, introduce the concept of parallel rigidity index,
which is a property of the graph and dimension d.
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Definition 3.7. The parallel rigidity index Id(G) of a connected graph G = (V , E)
in d-space is defined as
Id(G) = min
U∈Rd×m
dim
(
ker(C⊙U)). (3.71)
Note that there is an essential difference between the right side in Equation (3.71)
and the left side in Equation (3.65): the former computes the minimum over all the
possible edge directions (contained in U) whereas the latter computes the minimum
over all possible point formations Fx (which define a matrix Ux).
Remark 3.7. An equivalent definition for the parallel rigidity index is the following
Id(G) = m− max
U∈Rd×m
rank(C⊙U). (3.72)
We observe that the above equation does not coincide, in general, with m− ger(C⊙
U), where ger(C⊙U) denotes the generic rank [114] of C⊙U, that is the maximal
rank that C⊙U (viewed as a structured matrix) achieves as a function of its arbitrary
(non-zero) elements. Indeed, when considering Equation (3.72), the nonzero entries
in (C⊙U) are not arbitrary at all: for instance, if an edge (i, j) belongs to more than
one circuit in C, then multiple copies of uij appear in C⊙U, one for each circuit. It
is easy to see that
Id(G) ≥ m− ger(C⊙U). (3.73)
The generic rank has also a combinatorial description [114], namely it is equal to
the maximum number of edges of any matching of a bipartite graph constructed as
follows: nodes correspond to rows/columns of the matrix, and edges correspond to
its nonzero entries. Establishing under which conditions (if any) equality holds in
(3.73) is left to future research.
It can be shown that the minimum in Equation (3.71) is attained for generic
directions [146], where a set of directions is called generic if its dn coordinates
are not algebraically dependent. Thus we can rewrite the parallel rigidity index as
Id(G) = dim
(
ker(C⊙U)), or, equivalently,
Id(G) = m− rank(C⊙U) (3.74)
where U is a d× m matrix containing generic directions in its columns. This sug-
gests a randomized procedure to compute the parallel rigidity index, where a matrix
U is built from a set of directions sampled at random on the sphere in d-space, simi-
larly to the randomized test for parallel rigidity proposed in [141].
As observed in Section 3.4, a point formation Fx satisfies Equation (3.56), i.e.
the null-space of C ⊙Ux is at least 1-dimensional. On the contrary, if we consider
generic directions we can not expect to find a non-trivial solution to (C⊙U)α = 0
for any graph G, i.e. it may happen that a point formation on G with such directions
does not exist. In other words, the parallel rigidity index Id(G) can be equal to zero,
which means that the only length assignment compatible with a generic set of m
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directions is α = 0, i.e. all the nodes collapse into one point in Rd. Id(G) = 1
means that there exists a unique (up to scale) length assignment α ̸= 0 compatible
with a generic set of directions, i.e. for any set of directions in Rd (with coordinates
not algebraically dependent) there exists a unique (up to translation and scale) point
formation Fx on G (such that not all the nodes are coincident) having such directions
as measurement function. Id(G) ≥ 2 means that there exists a point formation Fx
on G compatible with a generic set of directions, but it is not unique (up to translation
and scale), i.e. there are additional degrees of freedom.
Using the definition, we can easily compute the parallel rigidity index of a graph
G consisting of a single circuit of length ℓ ≥ 3. The difference between the ℓ ≤ d
case and the ℓ = d + 1 case has been already observed in Remark 3.5.
Proposition 3.10. Let G be a circuit of length ℓ.
• If ℓ ≤ d then Id(G) = 0;
• if ℓ = d + 1 then Id(G) = 1;
• if ℓ ≥ d + 2 then Id(G) = ℓ− d ≥ 2.
Proof. If G is a circuit of length ℓ, then m = ℓ and C⊙U is a d× ℓmatrix containing
any (generic) direction in each column. Thus C⊙U has full rank and, using (3.74),
we get Id(G) = ℓ−min{d, ℓ}.
Using Proposition 3.10, we get that I3(G) = 0 for the graph in Figure 3.8a,
I3(G) = 1 for the graph in Figure 3.8b, I3(G) = 2 for the graph in Figure 3.8c, and
I3(G) = 3 for the graph in Figure 3.8d.
The following result provides a combinatorial characterization of the parallel
rigidity index of a connected graph.
Theorem 3.10 ([146]). The parallel rigidity index Id(G) of a connected graph G =
(V , E) in d-space is equal to the minimal size of the intersection of d spanning trees
of G.
Corollary 3.3. Let G = (V , E) be a connected graph, let nb denotes the number of
bridges, and let G1, . . . ,Gnb denote the connected components obtained after remov-
ing all the bridges from G. Then
Id(G) = nb +
nb
∑
i=1
Id(G i). (3.75)
Proof. Note that, if G has a bridge, then this bridge belongs to any spanning tree
of G. Recall that the removal of a bridge disconnects the graph, and hence it can be
partitioned into connected components. Thus any minimal intersection of d spanning
trees of G is the union of all the bridges and a minimal intersection of d spanning trees
for each connected component.
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According to Theorem 3.10, the parallel rigidity index can be computed by first
counting the edges in common between d (distinct) spanning trees, and then taking
the minimum over all the possible choices of such spanning trees. In this way it can
be established, for instance, that Id(G) = 0 for the graphs in Figures 3.5a and 3.9a.
Using Corollary 3.3 we get that Id(G) = 1 for the graphs in Figure 3.7. In general,
Id(G) is greater than or equal to the number of bridges of G. Note that adding an
edge between existing nodes may modify the parallel rigidity index. For instance, as
it can be easily verified, the graph in Figure 3.9b satisfies I3(G) = 1 whereas the
graph in Figure 3.9c (which is obtained from the former by adding one edge) satisfies
I3(G) = 0.
The following result, which is a straightforward consequence of Theorem 3.10,
establishes the relation between the parallel rigidity index in d-space and in (d + 1)-
space.
Corollary 3.4 ([146]). The parallel rigidity index Id(G) of a connected graph G =
(V , E) in d-space decreases as d grows, namely Id(G) ≥ Id+1(G).
What is the relation between the parallel rigidity index and the generic rigidity of
a graph? Since the set of directions coming from point formations is contained in the
set of all possible directions, we get
min
U∈Rd×m
dim
(
ker(C⊙U)) ≤ min
x∈Rnd
dim
(
ker(C⊙Ux)
)
. (3.76)
Thus, if Id(G) ≥ 2 then G is generically flexible in d-space. In other words, if G
is generically parallel rigid in d-space, then either Id(G) = 0 or Id(G) = 1. The
converse is not true, i.e. the parallel rigidity index of a flexible graph can assume any
value. For example, the graphs reported in Figure 3.6 are both flexible in 3-space and
– as it can be easily verified – the parallel rigidity index is Id(G) = 1 for the left
sub-figure and Id(G) = 2 for the right sub-figure. The flexible graph in Figure 3.5b
satisfies Id(G) = 0. More examples are reported in Figure 3.12.
3.5.1 Which rigidity for Error Compensation?
Let us now come back to the network localization problem. As explained in Section
3.2.2, given a set of directions {uij} and a graph G = (V , E), the unknown node
locations xj ∈ Rd can be recovered via a two-step procedure: first, the unknown
lengths αij are computed by solving system (3.56); then, the unknown node locations
are derived as the solution of Equation (3.3). Other methods can also be found in the
literature, which refer to the node-based formulation (e.g. [78, 33]).
Let us consider the noiseless case where uij = (xi − xj)/||xi − xj||. In this
scenario the graph is required to be generically parallel rigid in d-space, in order
to guarantee that Equation (3.56) has a unique solution (up to scale), and hence the
network localization problem, i.e. Equation (3.3), admits a unique solution (up to
translation and scale).
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in bearing-based network localization. Section 4.4 will explain how this theory can
be profitably applied to structure from motion.
As concerns possible future work, several directions could be investigated. First,
we aim at establishing if the sufficient conditions in Theorem 3.9 are also necessary,
and, in case of a negative answer, we aim at finding a characterization of localizability
in terms of a cycle basis (based on the length of its circuits and how they overlap).
Secondly, we will explore under which assumptions (if any) the parallel rigidity index
can be rewritten in terms of the generic rank of C ⊙U. Finally, from the practical
perspective, we plan to compare the node-based and edge-based approaches in the
presence of noise. In this context, we also aim at studying whether the choice of a
particular cycle basis influences the performances of the edge-based localization.
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Applications
In this chapter we show how the framework of synchronization can be profitably used
in several Computer Vision problems. Among the applications that have been men-
tioned in Chapter 2 (image mosaicking, multi-view matching, clock synchroniza-
tion, etc.) we concentrate here on a few ones where the formulation of the problem
in terms of synchronization might require some clarification. Particular attention is
given to the structure from motion problem, which is tightly related also to bearing-
based localization.
4.1 Introduction
The synchronization problem, defined in Chapter 2, requires to find elements of a
group (or, more generally, of an inverse monoid) given a redundant set of measures
of their ratios (or differences), which are represented as a measurement graph G =
(V , E). In this chapter we are particularly interested in the Symmetric Group Sym(d)
(and Inverse Semigroup ISym(d)) and in the Special Euclidean Group SE(d).
Elements of Sym(d) represent matches between feature sets, that are typically
extracted from a set of images. Synchronization of these matches is tantamount
to joining them in multi-view correspondences while enforcing loop-closure con-
straints. This is called joint matching or multi-view matching by some authors. In
practical scenarios not all the features are visible (or matchable) in all the images, so
each matching is modelled as an element of ISym(d).
Elements of SE(d) represent the angular attitude and position of a d-dimensional
reference frame. These two properties are collectively referred to as motion in Com-
puter Vision, orientation in Photogrammetry, or pose in Robotics. Synchronization
over SE(d) is tantamount to recovering the location and attitude of a set of reference
frames organized in a network, where the links of this network are relative transfor-
mations of one frame with respect to (some of) the others, as shown in Figure 4.1.
This is also called network orientation [69], or sensor network localization [55], or
motion averaging [79], or pose-graph optimization [41]. If we restrict the attention to
the angular attitude (leaving out the position) then we get a rotation synchronization.
Similarly, if position only is considered, it results in translation synchronization.
Such local frames can be local coordinates where 3D points are represented,
in which case we are dealing with multiple point-set registration [147], or camera
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Specifically, in Section 4.4.2 we point out the connection between structure from
motion and bearing-based localization and in Section 4.4.4 we show how the ap-
proach detailed in Section 3.2.2 can be generalized to the case where a global coor-
dinate system is not available, thus allowing to recover the epipolar scales based on
the knowledge of relative rotations and translation directions.
We also present a scalable pipeline which estimates camera motion starting from
the relative motions of a subset of camera pairs, which is grounded on the concept
of synchronization (Section 4.4.3). The pipeline is composed of three stages. We
first compute absolute rotations by solving a synchronization problem over SO(3),
using the spectral solution described in Section 2.7. In the second stage, we estimate
the epipolar scales by partitioning the graph into smaller subgraphs: we compute the
translation magnitudes locally, as done in Section 3.2.2, and then we globally derive
all the scales by solving a synchronization problem over R. In the third stage, we
recover absolute translations by solving a synchronization problem over R3. All the
considered synchronization instances translate into direct solutions, namely eigen-
value decompositions (rotations and scales) or linear least squares (translations),
which are coupled with IRLS to gain robustness to outliers.
4.2 Multi-view Matching
Establishing correspondences between feature sets is a fundamental problem in com-
puter vision, that lies at the basis of any geometric computation (e.g., structure from
motion) and also object recognition and shape analysis. We are particularly inter-
ested in the case where features are extracted from a collection of images.
The majority of the works on this topic focus on finding correspondences between
two feature sets [120, 112, 117, 115, 121, 149]. However, in many tasks it is often
required to find matches across multiple views. Moreover, recent studies have sug-
gested that jointly optimizing the correspondences across the whole dataset can lead
to significant improvements when compared to computing matches between pairs of
views in isolation [143, 205], since pairwise matching algorithms can generate noisy
and unreliable results.
As a matter of fact, appearance and geometry alone cannot guarantee the correct-
ness of the matches, hence all one can do is to resort to higher level constraints that
arise from the closed-loop consistency of matching across multiple views. This is
called joint matching or multi-view matching by some authors.
A natural approach to joint matching consists in operating directly in the feature
space, namely optimizing a cost function which explicitly depends on the features
extracted in all the images. Early solutions of this type include the methods presented
in [155, 157, 123, 161]. More recently, the authors of [89] cast multi-view matching
to an image indexing problem, while in [51] a game-theoretical approach is adopted
and the matching problem is expressed as a non-cooperative game. Rank constraints
are introduced in [137] for point matching across video frames, and this approach is
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extended in [200, 95], where the joint matching problem is robustly formulated as a
low-rank and sparse matrix decomposition.
Image i
Image kImage j
(A) Input
Image i
Image kImage j
(B) Output
FIGURE 4.2: Multi-view matching.
A different approach is adopted in [92, 47, 205, 127, 143, 164, 197] where multi-
view matching is solved in two steps, as shown in Figure 4.2: first, matching between
pairs of images is performed in isolation; then, such correspondences are improved
by globally optimizing their internal coherence, without relying on the actual value
of the features. These methods are usually faster and less memory-demanding than
feature-based ones.
In [92] a solution based on semidefinite programming is proposed, which, how-
ever, assume total feature correspondences between all images. Such technique is
extended in [47] in order to handle partial correspondences, and theoretical guaran-
tees for exact matching in the presence of corrupted input are provided, assuming
a certain noise model. In [205] the joint matching problem is formulated as a low-
rank matrix recovery task and the nuclear-norm relaxation for rank minimization is
employed, whereas in [127] a practical and efficient method is proposed based on
spectral decomposition and an approximate strategy for projection onto ISym(d) .
The authors of [143, 164, 197] express multi-view matching as a synchronization
problem, which is solved via spectral decomposition [143, 164] or the Gauss-Seidel
method [197]. However, as [92], total correspondences between all the images are
assumed, thus limiting their applicability to real scenarios.
Problem Formulation
Consider a set of n nodes. A set of ki objects out of d is attached to node i (we say
that the node “sees” these ki objects) in a random order, i.e., each node has its own
local labeling of the objects with integers in the range {1, . . . , d}.
For example, with reference to Fig. 4.3, the same object is referred to as n. 5,
e.g., in node A and as n. 3 in node B. It is assumed that pairs of nodes can match
these objects, establishing which objects are the same in the two nodes, despite the
different naming. For example, a match means that the two nodes agree that “my
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Let Pij ∈ ISym(d) denote the partial permutation representing the matching
between node j and node i, and let Pi ∈ ISym(d) (resp. Pj ∈ ISym(d)) denote
the unknown partial permutation that reveals the true identity of the objects in node
i (resp. j). The matrix Pij is called the relative permutation of the pair (i, j), and the
matrix Pi (resp. Pj) is called the absolute permutation of node i (resp. j). It can be
easily verified that
Pij = PiP
T
j . (4.1)
Thus the problem of finding the global labeling can be modeled as finding n absolute
permutations assuming that a set of relative permutations is known, where the link
between relative and absolute permutations is given by Equation (4.1).
If permutations were total, Equation (4.1) would be recognized as the consistency
constraint of a synchronization problem over Sym(d) [143, 164, 197], which can be
solved in closed form either via spectral decomposition or singular value decomposi-
tion, as explained in Section 2.9. However, in all practical settings, permutations are
partial, thus the synchronization problem over the inverse monoid ISym(d) has to
be addressed. This can be done via the spectral solution that we conceived in Section
2.10 as an extension of [143, 164] to the case of partial permutations.
Note that the methods in [92, 47, 205, 127] do not solve a synchronization prob-
lem, since they compute relative permutations instead of absolute ones. While in
a group it is always possible to recover vertex labels from edge labels, by setting
one node equal to the identity and propagating Equation (2.6) along a spanning tree,
this procedure does not apply to an inverse monoid, since such relation is no longer
equivalent to the consistency constraint of synchronization, namely Equation (2.5).
For this reason, such techniques are not analyzed in this thesis.
4.3 Multiple Point-set Registration
The goal of multiple point-set registration is to find the rigid transformations that
bring multiple (n ≥ 2) 3D point sets into alignment, as shown in Figure 4.5, where
each rigid transformation is represented by a direct isometry, i.e. an element of
SE(3). Such point sets usually come from a 3D scanning device, which can frame
only a fraction of an object from a given viewpoint. Therefore, registration of multi-
ple scans is necessary to build a full 3D model of the object. This problem covers a
wide range of applications, including (but not limited to) cultural heritage, engineer-
ing modelling and virtual reality.
If n = 2 then we are dealing with a pairwise (two point-sets) registration prob-
lem. The gold standard in this context is the Iterative Closest Point (ICP) Algorithm
[22, 48], which computes correspondences between the point sets given an estimate
for the rigid transformation, then updates the transformation based on the current
correspondences, and iterates through these steps until convergence – to a local min-
imum – is reached. See [153] for several variants of the ICP Algorithm.
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formulation must include points in the cost function, in analogy to bundle adjustment
in the context of structure-from-motion. Nevertheless, frame-space approaches yield
a fairly accurate registration.
At the border between frame-space and point-space methods is the formulation
in [166], where 3D points are used to compute a second-order approximation of the
cost function, but they are not involved in subsequent computations.
Among the aforementioned methods, [109, 27, 128, 46, 163] first recover the ro-
tation component of the rigid transformations and then compute translations, whereas
[148, 65, 176, 175, 71, 177, 79, 20, 166] compute rotations and translations simulta-
neously, as elements of SE(3).
Problem formulation
Let P = {pk}vk=1 be a set of 3D points representing a given object expressed in
an absolute (world) coordinate system. Let {P i}ni=1 denote multiple views of the
object taken from different positions and viewing directions, where each 3D point
set P i = {pik}k∈Vi refers to a subset Vi ⊆ {1, . . . , v} of the original v points. Let
Mi ∈ SE(3) denote the 3D displacement between the local reference frame of view i
and the world coordinate system, which is referred to as the absolute motion of view
i, namely
Mi =
(
Ri ti
0T 1
)
∈ SE(3) (4.2)
where Ri ∈ SO(3) represents the rotation component of the transformation, and ti ∈
R3 represents the translation component. Using this notation, the (homogeneous)
coordinates of the k-th point can be expressed in the reference frame of view i as
pik = Mipk (4.3)
and the relation between the coordinates of pk in references i and j is given by
pik = Mi M
−1
j p
j
k (4.4)
assuming that k ∈ Vi ∩Vj, where the index set Vi ∩Vj defines corresponding points
between P i and P j.
The goal of multiple point-set registration is to estimate the absolute transforma-
tions Mi ∈ SE(3) starting from the knowledge of the point sets {P i}ni=1. Since P
can be recovered from Equation (4.3) by applying the inverse of absolute motions
to each point, the absolute motions can be viewed as the transformations that bring
multiple point sets into alignment. The index sets {Vi}ni=1 are in general unknown,
and therefore they have to be computed beforehand or during the registration process.
The registration problem can be profitably formulated in frame space without
involving 3D points [163, 71, 177, 82, 20], as shown in Figure 4.6. Let Mij ∈ SE(3)
denote the rigid transformation between the reference frame of view i and that of
view j, which is referred to as the relative motion of the pair (i, j). It follows from
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4.4.1 Problem Formulation
Consider n pinhole cameras that capture the same (stationary) 3D scene. Let Mi ∈
SE(3) denote the rigid transformation between the local reference frame of camera
i and the world coordinate system, which is referred to as the absolute motion of
camera i, namely
Mi =
(
Ri ti
0T 1
)
∈ SE(3) (4.6)
where Ri ∈ SO(3) represents the rotation component of the transformation, and
ti ∈ R3 represents the translation component. The goal of the motion stage of
structure frommotion is to estimate the absolute motions of the cameras starting from
a set of matching points across the input images. Note that, in contrast to the case
of multiple point-set registration, 3D points are not available, but only 2D (image)
points. Let Mij ∈ SE(3) denote the rigid transformation between the reference
frame of camera i and that of camera j, which is referred to as the relative motion of
the pair (i, j), namely
Mij =
(
Rij tij
0T 1
)
∈ SE(3) (4.7)
with Rij ∈ SO(3) and tij ∈ R3. As in the case of multiple point-set registration,
the link between relative and absolute motions is given by Equation (4.5), which
coincides with the consistency constraint of synchronization over SE(3).
This implies that, if relative motions were known, the motion recovery stage
of structure from motion would reduce to a rigid-motion synchronization, which in
turn can be tackled directly as a synchronization over SE(3), or by breaking the
problem into rotation and translation and solving the two synchronization problems
separately, according to the respective consistency definitions
Rij = RiR
T
j (4.8)
tij = −RiRTj tj + ti ⇐⇒ zij = xi − xj (4.9)
where xi = −RTi ti represents the optical centre of camera i and zij = −RTi tij
represents the baseline joining the centers of cameras i and j.
We now explain how relative motions can be computed in practice. The geometry
of two views i and j is captured by the essential matrix Eij, that is a 3× 3 matrix
satisfying the so-called epipolar constraint
pTi Eijpj = 0 (4.10)
where pi and pj denote a pair of corresponding points between images i and j, ex-
pressed in (homogeneous) normalized coordinates, which are available if the interior
parameters of the cameras are known. Note that (4.10) is a linear equation, thus the
essential matrix can be estimated in closed-form if a sufficient number of correspond-
ing points is known [87]. However, since the resulting system is homogeneous, such
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FIGURE 4.8: The epipolar graph.
a matrix is known up to scale. This fact is due to the depth-speed ambiguity which is
inherent to the problem. The importance of the essential matrix lies in the following
decomposition
Eij = [tij]×Rij (4.11)
which can be computed via singular value decomposition [88]. However, the scale in-
determinacy in essential matrices transfers into relative translations. In other words,
what can be computed from matching points are relative rotations Rij and the direc-
tions of relative translations
vij =
tij
∥tij∥ (4.12)
but the translation magnitudes (also known as epipolar scales) αij = ∥tij∥ = ∥zij∥
are unknown (see Figure 4.8). The unit vector vij is also called the relative bearing
of the pair (i, j). Thus, relative motions are not fully specified and hence structure
from motion can not be straightforwardly solved as a rigid-motion synchronization.
There are three paths that can be followed in order to recover camera motion:
1. solve a rotation synchronization to obtain the angular attitudes of the cameras,
then recover camera centers directly from the direction information (Section
4.4.2);
2. solve a rotation synchronization to obtain the angular attitudes of the cameras,
then compute the epipolar scales, followed by a translation synchronization to
recover camera centers (Section 4.4.3);
3. compute the epipolar scales and then solve a rigid-motion synchronization
(Section 4.4.4).
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Local versus global frames
We now explain how our method for computing the epipolar scales from relative
bearings relates to the edge-based formulation of bearing-based localization. Let us
assume that the absolute rotations of the cameras are known. Using the consistency
constraint over SO(3), that is Rij = RiR
T
j , all the factors in (4.18) simplify except
of the first and the last one, thus the product of relative rotations in (4.18) reduces to
R1R
T
k . By multiplying both sides by −RT1 , we obtain
−α12RT1 v12 −
ℓ−1
∑
k=2
αk,k+1R
T
k vk,k+1 = −α1ℓRT1 v1ℓ (4.23)
which coincides with
ℓ−1
∑
k=1
αk,k+1uk,k+1 = α1ℓu1ℓ (4.24)
since the baseline directions are related to the relative translations through the for-
mula uij = −RTi vij. Note that Equation (4.24) coincides with (3.52), which, if the
equations coming from a cycle basis are stacked, becomes (C⊙U)α = 0, where C
denotes the cycle matrix, thus yielding the edge-based formulation of bearing-based
localization. Accordingly, the unknown translation magnitudes can be uniquely re-
covered (up to scale) if and only if the epipolar graph is parallel rigid.
Please observe that the matrix C⊙U is not equal to the matrix F used in (4.19),
but it has the same size and the same null-space (in the noise-free case). Each row in
F is of the form
−Rk(cTk ⊙U) α = (cTk ⊙−RkU) α = 0 (4.25)
where Rk is a rotation that takes into account the fact that in each circuit ck an ar-
bitrary local reference system has been considered. Hence, there exists a choice of
rotations R1, . . . , Rm such that⎡⎢⎣−R1(c
T
1 ⊙U)
...
−Rm(cTm ⊙U)
⎤⎥⎦ =
⎡⎢⎣−R1 . . .
−Rm
⎤⎥⎦ (C⊙U) = F. (4.26)
In summary, the equations involving the bearings and those involving the relative
motions are equivalent in terms of constraints on the solution, however they config-
ure two different approaches: the bearings in (4.24) require to compute the absolute
rotations before the epipolar scales, whereas the equations in (4.18) are written with
respect to independent local frames, thereby avoiding the need to solve for the ab-
solute rotations beforehand. The former yield a more compact matrix formulation
which simplifies the discussion, as done in Chapter 3.
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4.5 Conclusion
In this chapter we showed how the framework of synchronization can be profitably
used in several Computer Vision applications, including multi-view matching, mul-
tiple point-set registration and structure from motion, and we pointed out the link
between structure from motion and bearing-based network localization. We also pro-
posed a divide and conquer technique for computing the epipolar scales in a structure
from motion pipeline that exploits a synchronization instance. Future work will ex-
plore techniques for solving partitioned linear systems (e.g. [35]) as an alternative
way to divide scale recovery into smaller subproblems.
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Chapter 5
Synthetic Experiments
In this chapter we report experiments on synthetic data in oder to evaluate the pro-
posed solutions against state-of-the art algorithms. In particular, we consider the
synchronization problem over ISym(d) (Section 5.1), over SO(3) (Section 5.2) and
over SE(3) (Section 5.3). All the experiments were performed in Matlab on a dual-
core MacBook Air with i5 1.3GHz processor and 4Gb RAM.
5.1 Synchronization over ISym(d)
We compared our solution to synchronization over ISym(d) – detailed in Section
2.10 and henceforth dubbed PARTIALSYNCH – to the method in [143] (which will be
referred to as TOTALSYNCH1). Performances were measured in terms of precision
(number of correct matches returned divided by the number of matches returned)
and recall (number of correct matches returned divided by the number of correct
matches that should have been returned). In order to provide a single figure of merit
we computed the F-score (twice the product of precision and recall divided by their
sum), which is a measure of accuracy and reaches its best value at 1.
In our simulations a fixed number of d = 20 objects was chosen, while the
number of nodes varied from n = 10 to n = 50. The observation ratio, i.e., the
probability that an object is seen in a node, decreased from 1 (that corresponds to total
permutations) to 0.2. After generating ground-truth absolute permutations, pairwise
matches were computed from Equation (4.1). Then random errors were added to
relative permutations by switching two matches, removing true matches or adding
false ones. The input error rate, i.e., the ratio of mismatches, varied from 0 to 0.8.
For each configuration the test was run 20 times and the mean F-score was computed.
In order to evaluate a solution, the total permutation that best aligns the estimated
absolute permutations onto ground-truth ones was computed with the Kuhn-Munkres
algorithm [110].
Results are reported in Figure 5.1, which shows the F-score for the two methods
as a function of number of nodes, observation ratio and input error rate. In the case of
total permutations (observation ratio = 1) both techniques perform well. Our method
(PARTIALSYNCH) correctly recovers the absolute permutations even when not all
1The code is available at http://pages.cs.wisc.edu/˜pachauri/perm-sync/
96 Chapter 5. Synthetic Experiments
(A) (B)
(C) (D)
FIGURE 5.1: F-score (the higher the better) of PARTIALSYNCH (a,c) and TOTALSYNCH
(b,d). In (a,b) the number of nodes n and the input error rate are varying, whereas the ob-
servation ratio is constant and equal to 0.6. In (c,d) the observation ratio and input error rate
vary with n = 30.
the objects are seen in every node, and in the presence of high contamination. On
the contrary, TOTALSYNCH cannot deal with partial permutations, indeed its perfor-
mances degrade quickly as the observation ratio decreases. In general, the accuracy
increases with the number of nodes.
5.2 Synchronization over SO(3)
We evaluated the low-rank solution to synchronization over SO(3), which is detailed
in Section 2.5.5, in terms of accuracy, execution cost and robustness to outliers. More
precisely, we plugged R-GODEC (Algorithm 3), GRASTA [90] and L1-ALM [202]
in our framework, obtaining three rotation synchronization methods based on LRS
matrix decomposition, which were compared to several techniques from the state of
the art.
We considered the spectral solution (EIG) [4], the semidefinite relaxation (SDP)
[4], the rank relaxation (OPTSPACE) [105], the Weiszfeld algorithm [85], the L1-
IRLS algorithm [44], and the LUD algorithm [187]. We also included in the com-
parison the spectral solution coupled with IRLS, dubbed EIG-IRLS. The null-space
method is not considered here since, as it will be shown in the Section 5.3, it is com-
parable in accuracy to EIG while being slower. The code of LUD was provided by
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the authors of [187], the codes of GRASTA, L1-ALM, OPTSPACE and L1-IRLS are
available on the web, while in the other cases we used our implementation2. The
SeDuMi toolbox [172] was used to solve the semidefinite program associated to the
SDP method. All the methods used the default tuning parameter(s) specified in the
original paper or code. In particular, for R-GODEC the value of λ was computed by
plugging σ = 0.02 in formula (C.7).
In order to compare estimated and ground-truth absolute rotations we employed
ℓ1 single averaging. Specifically, if Rˆ1, . . . , Rˆn are estimates of the theoretical ab-
solute rotations R1, . . . , Rn, then the optimal S ∈ SO(3) that aligns them into a
common reference system solves Ri = RˆiS, and hence it is the single mean of the
set {RiRˆTi , i = 1, . . . , n}, and it can be computed e.g. by using [85]. Then we
used the angular distance to evaluate the accuracy of rotation recovery. The angular
(or geodesic) distance between two rotations A and B is the angle of the rotation
BAT (in the angle-axis representation) so chosen to lie in the range [0, 180◦], namely
d∠(A, B) = d∠(BA
T, I) = 1/
√
2
log(BAT)
2
. Other distances in SO(3) can be
considered with comparable results.
In our simulations we considered n rotation matrices sampled from random Eu-
ler angles, representing ground truth absolute rotations. The measurement graph
G = (V , E) is a random graph drawn from the Erdo˝s-Re´nyi model with parame-
ters (n, p), i.e. given a vertex set V = {1, 2, . . . , n} each edge (i, j) is in the set E
with probability p ∈ [0, 1], independently of all other edges. Thus (1− p) controls
the degree of sparsity of the graph and p = 1 corresponds to the complete graph.
Only connected graphs are considered among all the instances generated in this way.
A fraction of the pairwise rotations was drawn uniformly from SO(3), simulating
outliers. The remaining pairwise rotations were corrupted by multiplicative noise
Rˆij = RijNij where Nij ∈ SO(3) has axis uniformly distributed over the unit sphere
and angle following a Gaussian distribution with zero mean and standard deviation
σR ∈ [1◦, 10◦], thus representing a small perturbation of the identity matrix. All the
results were averaged over 50 trials.
It is hard to evaluate the performances of a synchronization method as a whole,
since several factors are involved, thus in the following simulations we let one pa-
rameter vary at a time and keep the others fixed.
Noise
In this experiment we analyze the behavior of the aforementioned methods in the
presence of noise among the input rotations without introducing outliers, with n =
100. Results are reported in Figure 5.2 with p = 0.5 and p = 0.2, which corre-
spond to about 50% and 80% of missing pairs, respectively. As expected the lowest
errors are achieved by non-robust methods, namely EIG, SDP and OPTSPACE. On
the contrary, all the robust methods yield worse results, since they essentially trade
2The code of R-GODEC is available at http://www.diegm.uniud.it/fusiello/
demo/gmf/
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robustness for statistical efficiency. This compromise is particularly evident in L1-
IRLS at the point when it switches from quadratic to fixed loss, defined by a fixed
value (5◦), whereas EIG-IRLS, that uses a data dependent threshold, has a more
linear trend, for the trade-off takes place at all noise levels.
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FIGURE 5.2: Mean angular errors [degrees] as a function of the noise standard deviation,
with p = 0.5 (left) and p = 0.2 (right). Outliers are not introduced in this experiment.
Outliers
In this experiment we study the robustness to outliers of our approach. Each edge
(i, j) ∈ E was designated as an outlier with uniform probability q ∈ [0, 1], inde-
pendently of all other edges. Figure 5.3 shows the angular errors of all the analyzed
methods as a function of q, with n = 100. As before, we chose p = 0.2 and
p = 0.5 to define the density of the measurement graph. In this experiment all
the inlier rotations were corrupted by a fixed level of noise (σR = 5
◦). When the
percentage of unspecified relative rotations is about 50%, the errors of R-GODEC,
GRASTA and L1-ALM remain almost constant, showing no sensitivity to outliers.
The same happens for LUD, L1-IRLS and EIG-IRLS. On the contrary, EIG, SDP
and OPTSPACE are not robust to outliers.As for the Weiszfeld algorithm, its perfor-
mances places it at the middle between robust and non-robust solutions. Specifically,
it shows good resilience to outlier rotations when they are below 30%, then the er-
rors start to grow up, yielding a behaviour similar to non-robust approaches. When
the data matrix is highly incomplete (p = 0.2), the difference between robust and
non-robust solutions becomes smaller, however results are qualitatively similar to the
previous case.
Missing Data
In this experiment we study how missing data influence the performances of LRS
algorithms. Figure 5.4 reports the angular errors of the analysed methods as a func-
tion of (1− p), with n = 100. The sparsity parameter (1− p) ranges from 0.5 to
0.95, which correspond to about 50% and 95% of missing pairs. Results with lower
values of (1− p) yield the same behaviour as (1− p) = 0.5, and hence they are not
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FIGURE 5.3: Mean angular errors [degrees] as a function of q, with p = 0.5 (left) and
p = 0.2 (right). A fixed level of noise is applied to the inlier rotations in this experiment.
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FIGURE 5.4: Mean angular errors [degrees] as a function of (1− p), with q = 0 (left) and
q = 0.2 (right). A fixed level of noise is applied to the inlier rotations in this experiment.
The average angular error of GRASTA is approximately 80◦ for (1− p) = 0.95.
reported. We considered both the ideal case where outliers are not present (q = 0)
and a more realistic situation in which a given percentage of outliers is introduced
(q = 0.2). In the first case we also considered the minimal situation in which n− 1
relative rotations are available, which corresponds to 98% of missing pairs. In both
cases all the inlier rotations were corrupted by a fixed level of noise (σR = 5
◦). In
the absence of outliers, when the percentage of missing pairs do not exceed 90%,
the errors obtained by our approach and the remaining methods remain constant,
showing no sensitivity to missing data. GRASTA can tolerate up to 90% of missing
pairs, whereas R-GODEC and L1-ALM can also handle the minimal situation, but
the errors are higher then the previous cases. Indeed, there is no way to compensate
the initial errors since there is no redundancy. However, it should be noted that if
only n− 1 relative rotations are available, then there is no need to perform rotation
synchronization, and the absolute rotations can be computed by propagating the con-
sistency constraint (2.6) along a spanning tree, starting from any node assumed equal
to the identity matrix. In the presence of outliers, GRASTA can tolerate up to 90%
of missing data, while R-GODEC and L1-ALM give reasonable results until 95% of
missing data. However, the performances of R-GODEC degrade starting from 80%
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of missing pairs, reaching errors comparable to non-robust methods when the per-
centage of missing pairs is 90%. As for the remaining algorithms, their behaviour is
qualitatively similar to the case where outliers are not present.
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FIGURE 5.5: Execution times [seconds] as a function of the number of absolute rotations,
with p = 0.5 and q = 0.2. A fixed level of noise is applied to the inlier rotations in this
experiment. LUD, SDP and Weiszfeld are analysed only with a maximum of 300 nodes due
to computational limitations. The top-right and bottom figures are a magnification of the
top-left one.
Execution Time
In this experiment we analyse the computational efficiency of our approach in two
situations. First, we kept the density level of the measurement graph fixed (p = 0.5)
and let n vary between 30 and 600. Then, we kept the number of absolute rotations
fixed (n = 100) and let (1 − p) vary between 0.05 (about 5% of missing data)
and 0.95 (about 95% of missing data). In both cases we introduced a fixed level of
noise and outliers on relative rotations (σR = 5
◦, q = 0.2). Figure 5.5 shows that
LUD, SDP and Weiszfeld qualify as the slowest algorithms, while the other ones
are significantly faster. In particular, the EIG method is the fastest solution to the
rotation synchronization problem, but it is not robust. Among all the robust methods,
R-GODEC and EIG-IRLS achieve the lowest execution times, outperforming L1-
IRLS. The execution times of GRASTA and L1-ALM are slightly higher than R-
GODEC. Figure 5.6 shows that LUD andWeiszfeld require more time as the viewing
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graph gets denser, whereas the execution times of the other techniques do not change
significantly as p varies.
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A fixed level of noise is applied to the inlier rotations in this experiment. The right figure is
a magnification of the left one.
Outlier Detection
We conclude this analysis by discussing the performances of our approach in terms of
outlier detection, although this is not strictly part of rotation synchronization. While
R-GODEC and GRASTA separate outliers and noise, the L1-ALM algorithm does not
perform a classification of the data into inliers/outliers, thus it is not considered in
this experiment. Outliers correspond to non-zero entries in the sparse term, namely
S1 for R-GODEC and S for GRASTA, with reference to Equations (C.21) and (C.15),
respectively. We considered the receiver operating characteristic (ROC) curve, where
the x-axis is the fraction of inliers erroneously classified as outliers, and the y-axis
is the fraction of outliers correctly detected. The parameters that balance sparsity of
outliers and noise are λ for R-GODEC and ρ for GRASTA (see Equation (C.17)), thus
each point in the ROC space is associated to a specific value of λ or ρ, respectively.
Figures 5.7 and 5.8 show the ROC curves of R-GODEC and GRASTA for different
percentages of missing data and outliers, with n = 100. All the inlier rotations were
corrupted by a fixed level of noise (σR = 5
◦). With reference to Figure 5.7, it is
remarkable that R-GODEC gives a perfect classification with up to 50% of outliers.
The performances drop with 60% of outliers, which is however a fairly high degree
of contamination. Figure 5.8 evidences that R-GODEC is generally more accurate
than GRASTA in terms of classification, probably thanks to the mixed ℓ2,1-norm that
promotes a block structure in S1.
5.3 Synchronization over SE(3)
We evaluated the LRS formulation detailed in Section 2.5.5 and the spectral/null-
space solutions proposed in Section 2.8 for synchronization over SE(3), analyzing
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FIGURE 5.7: ROC curves of outlier detection for R-GODEC, with p = 0.5 (left) and p = 0.2
(right). A fixed level of noise is applied to the inlier rotations in this experiment.
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FIGURE 5.8: ROC curves of outlier detection for GRASTA, with p = 0.5 (left) and p = 0.2
(right). A fixed level of noise is applied to the inlier rotations in this experiment.
resilience to noise, robustness to outliers, sensitivity to missing data and computa-
tional cost. The null-space method is named Null-SE(3), the spectral solution is
dubbed EIG-SE(3) and its robust variation is called EIG-SE(3)-IRLS. As concerns
IRLS, we defined the residual in terms of the rotational component only, since it is
reasonable to assume that if a relative motion is an outlier, then both the rotation and
translation components are wrong. As done in Section 5.2, we considered three LRS
decomposition algorithms, namely R-GODEC, GRASTA and L1-ALM.
We compared such algorithms to several techniques from the state of the art,
namely the methods developed by Sharp et al. [163], Govindu [79], Torsello et al.
[177] (DIFFUSION), and Rosen et al. [150]. The codes of GRASTA, L1-ALM, DIF-
FUSION and Rosen et al. are available online, the one by Govindu was provided by
the author, while in the other cases we used our implementation3. All the methods
used the default tuning parameter(s) specified in the original paper or code. In partic-
ular, for R-GODEC the value of λ was computed by plugging σ = 0.02 in formula
(C.7).
3The codes of EIG-SE(3) and Null-SE(3) are available at http://www.diegm.uniud.it/
fusiello/demo/gmf/
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In order to compare estimated and ground-truth absolute motions, we found
the optimal isometry that aligns them by applying single averaging for the rotation
term and least-squares for the translation term. Specifically, if Mˆ1, . . . , Mˆn are esti-
mates of the theoretical absolute motions M1, . . . , Mn then the optimal N ∈ SE(3)
that aligns them into a common reference system solves Mi = MˆiN, which is
equivalent to Ri = RˆiR and ti = Rˆit + tˆi by considering separately the rotation
and translation term. Thus the optimal R ∈ SO(3) is the single mean of the set
{RiRˆTi , i = 1, . . . , n}, which can be estimated by applying ℓ1 single averaging [85],
while the optimal t ∈ R3 is computed in the least-squares sense. Then we used the
angular distance and Euclidean norm to measure the accuracy of estimated rotations
and translations respectively,
We considered n absolute motions in which rotations were sampled from ran-
dom Euler angles and translation coordinates followed a standard Gaussian distri-
bution. As done in Section 5.2, the measurement graph G = (V , E) was drawn
from the Erdo˝s-Re´nyi distribution with parameters (n, p), and it was discarded if
not connected. The inlier pairwise motions were corrupted by a multiplicative noise
Mˆij = MijEij, with Eij ∈ SE(3) representing a small perturbation of the identity
matrix. The rotation component of Eij was generated as in Section 5.2, and the trans-
lation component was sampled from a Gaussian distribution with zero mean and
standard deviation σT ∈ [0.01, 0.1]. All the results were averaged over 50 trials.
Spectral solution versus null-space solution
We first compare the spectral and null-space solutions through two experiments. In
the first simulation we evaluate the effect of noise on relative motions in the absence
of outliers, considering n = 100 absolute motions and p = 0.5, which corresponds
to about 50% of missing pairs. Figure 5.9 reports the mean errors on absolute motions
(rotation errors are measured in degrees while translation errors are commensurate
with the simulated data) as a function of the standard deviation of noise, showing that
there are no significant differences between EIG-SE(3) and Null-SE(3). In another
experiment we studied the computational efficiency of the two methods, considering
p = 0.5 and letting n vary between 60 and 600. We introduced a fixed level of noise
on relative motions (σT = 0.05, σR = 5
◦). Figure 5.10 shows that EIG-SE(3) is
faster then Null-SE(3), therefore we drop Null-SE(3) in subsequent comparisons.
Noise
In this experiment we evaluate the effect of noise on relative motions in the absence of
outliers, with n = 100 and p = 0.5. Figure 5.11 shows the mean errors on absolute
motions obtained by all the analysed techniques, as a function of the standard devi-
ation of noise. The worst resilience to noise is achieved by Sharp et al. whereas the
remaining algorithms return good estimates of absolute motions. A possible explana-
tion of such behaviour is that in [163] the error is distributed among the motions but it
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FIGURE 5.9: Mean errors on absolute motions as a function of the noise standard deviation,
with p = 0.5. Outliers are not introduced in this experiment.
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FIGURE 5.10: Execution times [seconds] as a function of n, with p = 0.5. Outliers are not
introduced and a fixed level of noise is applied to the inlier relative motions in this experi-
ment.
is not reduced. The best accuracy is achieved by non robust methods – namely EIG-
SE(3), DIFFUSION, Govindu and Rosen et al., whereas robust techniques – namely
EIG-SE(3)-IRLS, R-GODEC, GRASTA and L1-ALM, trade robustness for statistical
efficiency.
Outliers
In this experiment we study the robustness to outliers of the proposed solutions. Each
edge (i, j) ∈ E was designated as an outlier with uniform probability q ∈ [0, 1], inde-
pendently of all other edges. Outlier edges were assigned random elements of SE(3).
We considered n = 100 absolute motions sampled as before, we chose p = 0.5 to
define the density of the measurement graph, and we introduced a fixed level of noise
on relative motions (σT = 0.05, σR = 5
◦). The probability q that an edge is outlier
ranges from 0.05 to 0.5, which correspond to about 5% and 50% of effective outliers.
Results are reported in Figure 5.12, which shows the mean errors on absolute motions
as a function of q. The errors obtained by Sharp et al. are not reported so as to better
visualize differences between the remaining algorithms (the method in [163] yields
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an average rotation error of 20◦ for q = 0.05 and 100◦ for q = 0.5). Figure 5.12 con-
firms that EIG-SE(3), DIFFUSION, the methods by Govindu and Rosen et al. are not
robust, and it clearly shows the resilience to outliers gained by R-GODEC, GRASTA,
L1-ALM and EIG-SE(3)-IRLS. In particular, the errors obtained by LRS decompo-
sition techniques remain almost unchanged until q = 0.45 for rotations and q = 0.3
for translations, whereas the breakdown point of EIG-SE(3)-IRLS is q = 0.45 for
both rotations and translations.
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FIGURE 5.11: Mean errors on absolute motions as a function of the noise standard deviation,
with p = 0.5. Outliers are not introduced in this experiment.
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FIGURE 5.12: Mean errors on absolute motions as a function of q, with p = 0.5. A fixed
level of noise is applied to the inlier relative motions in this experiment.
Missing Data
In this experiment we study how missing data influence the performances of our
approaches. We considered n = 100 absolute motions sampled as before and we
introduced a fixed level of noise on relative motions (σT = 0.05, σR = 5
◦). The
sparsity parameter (1− p) ranges from 0.5 to 0.95, which correspond to about 50%
and 95% of missing pairs. We considered both the q = 0 case (no outliers) and the
q = 0.2 case. Results are reported in Figure 5.13, which shows the mean errors
on absolute motions as a function of the sparsity parameter (1 − p). The errors
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FIGURE 5.13: Mean errors on absolute motions as a function of (1− p), with q = 0 (top)
and q = 0.2 (bottom). A fixed level of noise is applied to the inlier relative motions in this ex-
periment. In the left sub-figures, the average rotation errors of R-GODEC are approximately
90◦ for (1− p) = 0.9 and 120◦ for (1− p) = 0.95.
obtained by Sharp et al. remain constant as (1− p) increases, showing no sensitivity
to missing data. The same holds for DIFFUSION, the spectral solutions, the methods
by Govindu and Rosen et al., if there are no outliers. In the presence of outliers, the
errors achieved by such techniques slightly increase as the fraction of missing data
becomes higher. As for LRS algorithms, GRASTA and L1-ALM can tolerate up to
90% of missing pairs in the q = 0.2 case, whereas R-GODEC breaks down with 80%
of missing pairs. If there are no outliers (q = 0), all the LRS methods can tolerate an
extra 5% of missing data.
Execution Time
In this experiment we assess the computational efficiency of all the methods in two
scenarios. First, we kept the density level of the measurement graph fixed (p =
0.5) and let n vary between 30 and 600. Then, we kept the number of absolute
motions fixed (n = 100) and let (1− p) vary between 0.05 (about 5% of missing
data) and 0.95 (about 95% of missing data). In both cases we introduced a fixed
level of noise and outliers on relative motions (σT = 0.05, σR = 5
◦, q = 0.2).
DIFFUSION is implemented in C++ (by the authors), while the remaining algorithms
are implemented in MATLAB. Figure 5.14 shows that the method by Sharp et al. is
5.3. Synchronization over SE(3) 107
50 100 150 200 250 300
n
0
500
1000
1500
Ex
ec
ut
io
n 
Ti
m
e
50% missing data
R-GoDec
Grasta
L1-Alm
Eig-se(3)-irls
Eig-se(3)
Diffusion
Govindu
Sharp et al.
Rosen et al.
100 200 300 400 500 600
n
0
100
200
300
400
500
600
700
Ex
ec
ut
io
n 
Ti
m
e
50% missing data
R-GoDec
Grasta
L1-Alm
Eig-se(3)-irls
Eig-se(3)
Diffusion
Govindu
Rosen et al.
100 200 300 400 500 600
n
0
10
20
30
40
50
60
70
Ex
ec
ut
io
n 
Ti
m
e
50% missing data
R-GoDec
Grasta
L1-Alm
Eig-se(3)-irls
Eig-se(3)
100 200 300 400 500 600
n
0
2
4
6
8
10
12
Ex
ec
ut
io
n 
Ti
m
e
50% missing data
R-GoDec
Eig-se(3)-irls
Eig-se(3)
FIGURE 5.14: Execution times [seconds] as a function of n, with p = 0.5 and q = 0.2. A
fixed level of noise is applied to the inlier relative motions in this experiment. The method by
Sharp et al. is analyzed only with a maximum of 300 nodes due to computational limitations.
The top-right and bottom figures are a magnification of the top-left one.
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FIGURE 5.15: Execution times [seconds] as a function of (1− p), with n = 100 and q =
0.2. A fixed level of noise is applied to the inlier relative motions in this experiment. The
right figure is a magnification of the left one.
remarkably slower than the other techniques. R-GODEC, GRASTA and L1-ALM are
faster than DIFFUSION and the methods by Govindu and Rosen et al. and slower
than the spectral solutions. The R-GODEC algorithm turns out to be the fastest
solution among the LRS methods, whereas EIG-SE(3)-IRLS is the fastest among all
the robust techniques, computing a solution in 6 seconds for n = 600. Figure 5.15
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shows that the execution time of matrix decomposition techniques and the spectral
solutions do not change significantly when p varies, whereas the other techniques
require more time as the measurement graph gets denser.
5.4 Conclusion
In this chapter we reported experiments on synthetic data in order to evaluate the
proposed solutions in the context of partial permutation synchronization, rotation
synchronization, and rigid-motion synchronization. Results showed that: PARTIAL-
SYNCH returns accurate results in the presence of erroneous and missing matches,
whereas a previous solution [143] gives accurate results only for total permutations;
LRS methods achieve promising results as for robustness to outliers and speed, but
they are more affected than the other methods by the sparsity of the graph; EIG-SO(3)
and EIG-SE(3) compare favorably with the state of the art in terms of accuracy, they
are the fastest solutions among all the analyzed techniques, and, coupled with IRLS,
they provide a high resiliency to outliers.
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Real Experiments
In this chapter we evaluate the proposed solutions against state-of-the art algorithms
via experiments on real data. In particular, we consider multi-viewmatching (Section
6.1), multiple point-set registration (Section 6.2) and structure from motion (Section
6.3) as particular applications of the synchronization problem. All the experiments
were performed in Matlab on a dual-core MacBook Air with i5 1.3GHz processor
and 4Gb RAM.
6.1 Multi-view Matching
In this section we consider the problem of feature matching across multiple images,
defined in Section 4.2. The proposed solution (PARTIALSYNCH) was compared to
the method in [143] (TOTALSYNCH), as done in Section 5.1. The Herz-Jesu-P8,
Entry-P10 and Fountain-P11 datasets [171] were chosen, which contain 8, 10
and 11 images respectively. A set of features was detected with SIFT [120] in each
image using the VLFeat library1. Among them a subset was manually selected by
looking at the tracks, with the aim of knowing the total number of objects (equal to
d = 30). Subsequently, correspondences between each image pair (i, j) were estab-
lished using nearest neighbor and ratio test as in [120] and refined using RANSAC.
The resulting relative permutations Pij were given as input to the considered methods.
When evaluating the output, matches were considered correct if they lie within
a given distance threshold (set equal to 0.01 times the image diagonal) from the
corresponding epipolar lines, computed from the available ground-truth camera ma-
trices. In contrast to the synthetic experiments reported in Section 5.1, the number
of matches that should have been returned is not known in real scenarios, hence only
the precision could be computed.
TABLE 6.1: Precision [%] achieved by the two methods.
Dataset PARTIALSYNCH TOTALSYNCH
Herz-Jesu-P8 93.6 50.7
Entry-P10 82.0 58.2
Fountain-P11 95.4 43.6
1http://www.vlfeat.org/
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Experimentally we observed that LRS methods perform better when translation
components have values comparable to rotations, namely in the range [−1, 1]. For
this reason, before performing rigid-motion synchronization, we divided all the rela-
tive translations by the maximum of the translations norm (and eventually multiplied
the absolute translations by such a scale). This normalization also improves the re-
sults of the other algorithms.
TABLE 6.2: Mean errors (rotations in degrees, translations in millimetres) on absolute mo-
tions for the Stanford and AIM@SHAPE-VISIONAIR repositories. The number of point sets
and the percentage of missing pairs are also reported.
R-GODEC GRASTA L1-ALM Govindu DIFFUSION Sharp et al. EIG-SE(3) EIG-SE(3)-IRLS Rosen et al.
Dataset n % miss. rot. tra. rot. tra. rot. tra. rot. tra. rot. tra. rot. tra. rot. tra. rot. tra. rot. tra.
Bunny 10 0 0.82 2.9 0.84 1.9 0.78 1.6 1.07 3.7 1.07 3.7 1.07 4.5 1.07 3.7 0.73 1.5 1.07 3.7
Buddha 15 0 0.85 0.3 0.79 0.4 0.94 0.4 1.28 0.4 1.28 0.4 2.22 0.6 1.27 0.4 0.78 0.3 1.27 0.4
Dragon 15 0 0.79 0.3 0.91 0.4 0.77 0.4 1.52 0.4 1.52 0.4 1.45 0.6 1.51 0.4 0.76 0.3 1.52 0.4
Sheep 20 22 0.75 0.8 0.59 1.1 0.34 0.8 5.58 4.2 5.36 4.1 3.31 4.6 4.87 3.8 0.33 0.6 5.04 3.2
Kitten 24 17 1.01 0.8 0.90 0.4 0.91 0.4 1.88 1.4 1.97 1.4 5.71 2.6 1.84 1.4 0.90 0.6 1.85 1.4
Frog 24 23 0.44 1.1 0.26 0.5 0.26 0.4 0.92 1.3 0.92 1.3 2.56 1.7 0.90 1.3 0.28 0.5 0.90 1.3
TABLE 6.3: Execution times (seconds) of rigid-motion synchronization. The number of
point sets and the percentage of missing pairs are also reported.
Dataset n % miss. R-GODEC GRASTA L1-ALM Govindu DIFFUSION Sharp et al. EIG-SE(3) EIG-SE(3)-IRLS Rosen et al.
Bunny 10 0 0.02 0.17 0.08 0.04 0.09 0.30 0.04 0.34 0.15
Buddha 15 0 0.03 0.24 0.08 0.09 0.20 1.02 0.02 0.12 0.16
Dragon 15 0 0.03 0.26 0.06 0.08 0.18 0.94 0.02 0.12 0.20
Sheep 20 22 0.04 0.32 0.08 0.18 0.29 1.21 0.03 0.11 0.29
Kitten 24 17 0.03 0.44 0.11 0.20 0.42 2.15 0.05 0.13 0.30
Frog 24 23 0.04 0.41 0.10 0.15 0.39 2.44 0.05 0.17 0.27
Gargoyle 27 40 0.05 0.47 0.15 0.13 0.35 1.94 0.03 0.15 0.24
Capital 100 71 0.67 1.62 1.66 0.98 2.53 25.27 0.09 0.38 0.93
Benchmark datasets
In this experiment we considered two benchmark repositories, which provide ground-
truth absolute motions in addition to the range images. From the Stanford 3D Scan-
ning Repository2 we used the Bunny, Happy Buddha (standing) and Dragon
(standing) datasets, which contain 10, 15 and 15 point sets, respectively. From
the AIM@SHAPE-VISIONAIR Shape Repository3 we used the Sheep, Kitten and
Frog datasets, which contain 20, 24 and 24 point sets, respectively. As for the ini-
tialization of the ICP algorithm, we perturbed the available ground-truth motions by
a rotation with random axis and angle uniformly distributed over [0, 2◦], similarly to
the experiments carried out in [82].
Since ground-truth motions are available for these datasets, we evaluated quanti-
tatively the results by reporting the mean errors in Table 6.2. The errors obtained by
R-GODEC, GRASTA, L1-ALM and EIG-SE(3)-IRLS are always lower than the other
techniques, highlighting the benefit of robustness, and the worst errors are those by
2http://graphics.stanford.edu/data/3Dscanrep/
3http://visionair.ge.imati.cnr.it/ontologies/shapes/
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while GRASTA and L1-ALM are faster than DIFFUSION, comparable to Rosen et
al. and slower than EIG-SE(3)-IRLS and Govindu. The different registration tech-
niques can be appraised qualitatively from the cross-sections of output 3D models
reported Table 6.4. The cross-sections obtained by our approach are crisper than
the remaining methods, proving the effectiveness of LRS decomposition and EIG-
SE(3)-IRLS in handling measurement errors in the context of multiple 3D point-set
registration. In particular, the best visual accuracy is achieved by L1-ALM, GRASTA
and EIG-SE(3)-IRLS, while R-GODEC get slightly worse results, yet better than the
remaining methods. There is no significant difference between the cross-sections ob-
tained by DIFFUSION, EIG-SE(3), Govindu and Rosen et al., while the misalignment
produced by Sharp et al. is evident, especially for the Gargoyle dataset. Figure 6.2
shows the 3D models produced by L1-ALM with different colours for each point
cloud. In summary, these experiments with real data confirms the conclusions drawn
from the simulations.
6.3 Structure from Motion
In this section we address the motion stage of the structure from motion problem,
defined in Section 4.4, and we report the outcome of tests on real collections of
images, evaluating separately rotations and translations. We considered both the
benchmark set up in [171] and the irregular large-scale image collection assembled
in [195].
The EPFL benchmark [171] contain from 8 to 30 images and it provides ground-
truth absolute motions, which were used to evaluate the performances of the analyzed
methods. We followed a common structure-from-motion pipeline to obtain estimates
of relative motions. First, reliable matching points across the input images were
computed by extracting and matching SIFT features [120]. Then, for each image
pair, the essential matrix was computed in a RANSAC scheme, and it was factorized
via SVD to obtain the relative rotation and translation direction of the pair. The
epipolar graph was built with an edge linking two cameras for which a sufficient
number of inlier correspondences was found, and relative motions were improved by
applying bundle adjustment to pairs of cameras.
The datasets from [195] contain from 300 to about 900 images and they provide
estimates of relative rotations and translation directions, which were given as input
to all the analyzed methods. These input motions are very noisy and the associated
graphs are highly incomplete in some cases, thus recovering camera motion is chal-
lenging. Since ground-truth absolute motions are not available, we used the output
of BUNDLER [169] as reference solution, as done in [195].
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6.3.1 Rotation Synchronization
As done in Section 5.2, the proposed solutions, namely R-GODEC, GRASTA and L1-
ALM, were compared to the spectral solution (EIG) [4] and its robust variation (EIG-
IRLS), the semidefinite relaxation (SDP) [4], the rank relaxation (OPTSPACE) [105],
the Weiszfeld algorithm [85], the L1-IRLS algorithm [44], and the LUD algorithm
[187]. All the methods used the same tuning as in the simulated experiments.
TABLE 6.5: Mean angular errors [degrees] and execution times [seconds] for several algo-
rithms on the datasets from [171]. The number of images and the percentage of missing pairs
are also reported.
GRASTA R-GODEC L1-ALM L1-IRLS EIG-IRLS EIG OPTSPACE SDP Weiszfeld LUD
Dataset n % miss err time err time err time err time err time err time err time err time err time err time
Castle-P30 30 55 0.55 0.35 1.33 0.04 0.38 0.08 0.65 0.04 0.33 0.32 2.03 0.01 2.06 0.06 2.22 0.40 0.89 0.87 0.56 10.13
Herz-Jesu-P25 25 43 0.68 0.35 0.10 0.02 0.09 0.06 0.06 0.03 0.06 0.11 0.13 0.01 0.14 0.05 0.14 0.30 0.06 0.93 0.07 0.97
Castle-P19 19 58 1.10 0.23 1.80 0.03 0.80 0.04 1.03 0.04 1.34 0.30 2.46 0.01 2.49 0.03 2.52 0.20 1.67 0.37 1.21 1.21
Fountain-P11 11 18 0.04 0.14 0.03 0.02 0.04 0.03 0.03 0.01 0.03 0.15 0.03 0.01 0.03 0.02 0.03 0.21 0.03 0.03 0.03 0.25
Entry-P10 10 2 0.07 0.13 0.43 0.01 0.04 0.03 0.30 0.04 0.05 0.11 0.52 0.01 0.52 0.01 0.52 0.16 0.25 0.10 0.07 1.14
Herz-Jesu-P8 8 18 0.05 0.09 0.05 0.02 0.03 0.06 0.04 0.02 0.04 0.18 0.05 0.01 0.05 0.02 0.05 0.16 0.05 0.02 0.06 0.15
TABLE 6.6: Median angular errors [degrees] and execution times [seconds] for several algo-
rithms on the datasets from [195]. The number of images and the percentage of missing pairs
are also reported.
GRASTA R-GODEC L1-ALM L1-IRLS EIG-IRLS EIG OPTSPACE SDP Weiszfeld LUD
Dataset n % miss err time err time err time err time err time err time err time err time err time err time
Vienna Cathedral 918 75 2.08 20 3.11 3.3 1.83 52 1.37 64 1.60 37 5.96 2.2 5.43 5 6.15 2963 3.91 304 - -
Alamo 627 50 1.25 14 1.47 4.4 1.19 24 1.09 40 1.18 28 3.16 1.2 2.92 1.8 3.21 717 2.11 265 - -
Notre Dame 553 32 0.84 14 1.04 1.4 0.75 19 0.65 34 0.73 22 3.44 1.1 3.03 1.6 3.65 424 1.87 270 - -
Tower of London 508 81 2.77 6.2 3.36 0.7 2.90 13.4 2.62 2.9 2.78 6.4 3.86 0.3 3.72 0.9 3.98 380 3.31 73 - -
Montreal N. Dame 474 53 0.78 8.9 0.86 0.9 0.62 14 0.57 12 0.59 9.9 2.24 0.6 1.87 1.1 2.29 302 1.15 156 0.69 1038
Yorkminster 458 74 2.04 5.9 2.31 3.0 1.85 11.4 1.69 3.3 1.82 6.5 5.84 0.3 4.97 0.9 5.67 280 3.75 80 1.87 937
Madrid Metropolis 394 69 2.92 5 4.11 0.7 2.43 8.4 1.01 7.3 4.43 4 7.48 0.2 6.73 0.5 7.40 187 5.53 66 4.55 695
NYC Library 376 71 2.26 4.7 3.40 0.3 1.76 7.8 1.33 3.2 1.99 3 5.51 0.2 5.28 0.6 5.58 149 3.68 59 1.95 681
Piazza del Popolo 354 60 1.17 4.9 1.63 0.3 1.05 7.1 0.98 5.7 1.03 9.3 3.34 0.2 3.11 0.5 3.48 118 2.27 76 1.22 598
EPFL Benchmark
Results for the EPFL benchmark [171] are shown in Table 6.5, which reports the
mean angular errors and execution times of the analyzed methods. R-GODEC,
GRASTA and L1-ALM are able to recover camera rotations accurately in low execu-
tion time, achieving better results than non-robust algorithms when contamination of
outliers is particularly evident, namely in the Castle sequences which contain repet-
itive structures. In the remaining datasets all the analyzed methods perform well,
obtaining an average angular error less than 1◦. Among the LRS methods, the high-
est accuracy is achieved by L1-ALM. Differences in execution times are meaningless
for such relatively small datasets, except in the Castle-P30 sequence where LUD
is remarkably slower than the other techniques.
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Large-scale Datasets
Results for the datasets from [195] are shown in Table 6.6, which reports the median
angular errors and the execution times of the analyzed algorithms. Note that such er-
rors are obtained without applying bundle adjustment, which is the final refinement
required in any structure from motion system. Neither EIG, SDP and OPTSPACE nor
Weiszfeld and LUD are applicable in practical scenarios, since they do not satisfy
the requirements of an efficient robust scheme. The first three achieve the highest
errors since they are not robust to outliers, whereas the last two show resilience to
outliers (to variable degrees) but they have the highest execution times. The remain-
ing algorithms solve the rotation synchronization problem while ensuring robustness
and efficiency at the same time, to different extents. In particular, L1-IRLS achieves
the highest accuracy, while R-GODEC and GRASTA achieve an accuracy lower than
L1-IRLS, albeit comparable in most datasets, in less time. L1-ALM is more accurate
than R-GODEC and GRASTA in most image sequences, at the expense of a higher
execution time. If the percentage of missing data is high, the performances of LRS
methods degrades, in agreement with the outcome of the simulations and the litera-
ture on matrix completion. As for EIG-IRLS, results are comparable to L1-IRLS in
most datasets both in terms of accuracy and execution time. R-GODEC and GRASTA
turn out to be the fastest solutions among all the robust ones.
6.3.2 Translation Recovery
We applied EIG-SE(3)-IRLS and the Group Synchronization Pipeline (GSP)4 – de-
scribed in Section 4.4.3 – to the problem of recovering translations in structure from
motion. Recall that, owing to the depth-speed ambiguity, the magnitude of relative
translations is undefined. In the GSP case, such scales are computed after rotation
synchronization, via a divide-et-impera approach that exploits a synchronization in-
stance.
As concerns EIG-SE(3)-IRLS, we exploited three different procedures to com-
pute the epipolar scales. A straightforward approach (suggested in [79]) consists in
iteratively updating these scales, i.e. during each iteration the scale of the translation
of Mij is set equal to that of Mi M
−1
j , where Mi and Mj are the current estimates of
camera motions. The starting scales are all equal to 1 and the procedure is iterated
until convergence. In our implementation this is combined with IRLS in the same
loop: in one step we update the IRLS weights and in the next step we update the
epipolar scales.
A different approach is described in Section 4.4.4, where we developed a two-
stage method for computing the epipolar scales based on the knowledge of relative
rotations and translation directions: first, a cycle basis for the epipolar graph is ex-
tracted; then all the scales are recovered simultaneously by solving a homogeneous
linear system. In our simulations we used a fundamental cycle basis (FCB) in the
4The code is available at http://www.diegm.uniud.it/fusiello/demo/gmf/
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first step. In this way all the unknown norms are computed before performing rigid-
motion synchronization.
We also provide results obtained by using ground-truth scales (if available), in
addition to the approaches mentioned above.
EPFL benchmark
In this experiment we compared EIG-SE(3)-IRLS and GSP to the SDRmethod [141],
whose code is available online, which has an original translation stage and uses EIG
to compute rotations. We considered three versions of EIG-SE(3)-IRLS, which differ
for the technique chosen to recover the epipolar scales, namely using ground-truth
scales (GT), updating the scales iteratively (Iter), and computing the scales through
the method in Section 4.4.4 (FCB). As concerns GSP, note that there is no need to
divide scale recovery into smaller subproblems, since the EPFL benchmark is made
of small-scale datasets. Thus the divide-et-impera technique described in Section
4.4.3 is not used here and GSP reduces to the pipeline sketched in Figure 4.10: first, a
rotation synchronization is solved to obtain the angular attitudes of the cameras; then,
the epipolar scales are computed as explained in Section 3.2.2; finally, a translation
synchronization is performed to recover camera positions. We also included in the
comparison the pipeline obtained by combining the R-GODEC algorithm with the
bearing-based localization technique by Brand et al. [33]. All the methods were
given the same relative motions as input.
TABLE 6.7: Mean errors [meters] on camera translations and execution times [seconds] of
rigid-motion synchronization for the datasets from [171]. The number of images and the
percentage of missing pairs are also reported.
EIG-SE(3)-GT EIG-SE(3)-Iter EIG-SE(3)-FCB GSP SDR R-GODEC+Brand
Dataset n % miss err time err time err time err time err time err time
CastleP30 30 55 0.150 0.69 2.308 0.65 1.045 0.75 0.581 0.09 1.393 0.70 1.123 0.05
HerzJesuP25 25 43 0.010 0.14 0.931 0.58 0.354 0.18 0.011 0.09 0.065 0.61 0.038 0.05
CastleP19 19 58 0.218 0.41 3.747 0.52 0.853 0.49 1.888 0.08 1.769 0.32 1.493 0.04
FountainP11 11 18 0.002 0.18 0.257 0.42 0.026 0.18 0.007 0.07 0.004 0.23 0.006 0.03
EntryP10 10 2 0.008 0.10 0.307 0.34 0.374 0.12 0.009 0.07 0.203 0.22 0.433 0.03
HerzJesuP8 8 18 0.004 0.24 0.512 0.32 0.014 0.26 0.005 0.07 0.007 0.27 0.009 0.04
Results for the EPFL Benchmark [171] are reported in Table 6.7, which shows
the execution times of rigid-motion synchronization and the mean errors on camera
translations. The lowest errors are achieved by EIG-SE(3)-GT, confirming the effec-
tiveness of our spectral method for averaging relative motions, when the latter are
fully specified. Without ground-truth scales, good estimates of camera translations
are still obtained, and precision increases by using FCB rather than the iterative ap-
proach. The precision achieved by GSP is comparable to EIG-SE(3)-GT in most
datasets. All the methods are able to recover camera motion efficiently, taking less
than 1 seconds for all the sequences.
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of squares (LMedS), using correspondences between camera centres. The results of
1DSfM are taken from [195], the results of LUD and CLS are taken from [140], the
results of ShapeKick are taken from [76] and the results by Cui et al. are taken from
[56]. In all these papers rotation errors are not analysed, therefore the comparison
concentrates on translation errors. We also reported the percentage of missing pairs,
which refers to the largest parallel rigid subgraph, extracted as explained in [103].
TABLE 6.8: Median translation errors (metres) on the datasets from [195] before bundle
adjustment. Times (in seconds) are net of bundle adjustment. The percentage of missing
pairs refers to the largest parallel-rigid component of the input graph.
GSP EIG-SE(3)-Iter 1DSfM CLS LUD Cui et al. ShapeKick
Dataset miss % n tra. time n tra. time n tra. time n tra. time n tra. time n tra. time n tra. time
Vienna Cathedral 74 684 2.8 69 836 3.2 87 836 6.6 302 836 8.8 578 836 5.4 787 578 3.5 242 836 1.9 156
Alamo 47 499 0.6 40 577 0.7 67 577 1.1 158 577 1.3 239 577 0.4 385 500 0.6 259 577 0.9 68
Notre Dame 32 530 1.5 27 533 0.5 47 553 10 154 553 0.8 512 553 0.3 707 539 0.3 366 553 0.2 68
Tower of London 80 408 1.6 10 572 5.7 17 572 11 78 572 16 55 572 4.7 88 393 4.4 100 472 2.3 24
Montreal Notre Dame 52 423 0.4 14 450 0.7 22 450 2.5 114 450 1.1 180 450 0.5 271 426 0.8 125 450 0.8 32
Yorkminster 72 386 1.4 10 437 6.4 17 437 3.4 122 437 6.2 62 437 2.7 103 341 3.7 45 – – –
Madrid Metropolis 65 268 7.5 7 341 8.1 14 341 9.9 43 341 6.4 46 341 1.6 67 – – – 341 6.0 19
NYC Library 68 295 1.1 8 332 2.3 12 332 2.5 76 332 5.0 52 332 2.0 102 288 1.4 42 332 1.4 18
Piazza del Popolo 58 297 1.0 14 328 1.1 17 328 3.1 58 328 3.5 62 328 1.5 88 294 2.6 51 338 3.6 17
The median errors reported in Table 6.8 indicate that our methods qualify among
the most accurate solutions. In particular, GSP outperforms 1DSfM and CLS, and it
places itself in the same range of LUD, ShapeKick and Cui et al. EIG-SE(3) with
iterative scale estimate performs equal or better than 1DSfM in most datasets, and it
always provides results in the same range of the best methods.
The number of cameras reconstructed by GSP is in general smaller than the other
methods. Indeed, some nodes/edges are discarded either because IRLS detects them
as outliers or during the clustering phase, which involves rigid components extrac-
tion. As a matter of fact, these dataset are taken “in the wild”, so one cannot expect
to reconstruct all the cameras. The high accuracy achieved by GSP without any re-
finement of the input epipolar geometries confirms that it correctly removes cameras
with outlier measures or low connectivity to the rest of the graph.
Computation times of 1DSfM, LUD, ShapeKick and CLS reported in Table 6.8
are obtained by summing the execution costs of rotation and translation recovery,
including intermediate steps which are still part of the rigid-motion synchronization
pipeline, namely outlier removal in 1DSfM and robust pairwise direction estimation
in LUD and CLS. Computation times of the method by Cui et al. are obtained by
subtracting the cost for bundle adjustment refinement from the total execution cost.
Please note that the execution times are taken from different papers [195, 140, 56]
and were obtained on disparate computers. Albeit not directly comparable to each
other, these machines are all more powerful than ours, however. Notwithstanding
this, results in Table 6.8 demonstrate that GSP and EIG-SE(3)-Iter are the fastest
solutions among all the analyzed techniques, and GSP is the fastest overall.
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6.4 Conclusion
In this chapter we reported experiments on real data in order to evaluate the proposed
solutions in the context of multi-view matching, multiple point-set registration and
structure from motion. Results showed that: PARTIALSYNCH handles both false and
missing matches which are ubiquitous in multi-view matching, outperforming TO-
TALSYNCH [143] which gives accurate results only when the same set of features is
present in all the images; LRS methods can be profitably applied to multiple point-set
registration and to the rotation stage of structure-from-motion, they are computation-
ally undemanding, and they provide a good trade-off between statistical efficiency
and resilience to outliers; EIG-SE(3)-IRLS returns accurate estimates of absolute ro-
tations and translations in low execution time, it provides a high resilience to outliers,
and it can be successfully applied to multiple point-set registration and – combined
with a method for estimating the unknown translation norms – to structure-from-
motion; GSP can be profitably used in a global structure-from-motion pipeline that,
with respect to its competitors, delivers results of comparable accuracy in substan-
tially less time, thus providing a fast/high-quality initialization for bundle adjustment
algorithms.
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Conclusion
In this thesis we studied in depth the synchronization problem, which lies at the ba-
sis of several Computer Vision applications. Among them, we considered multi-view
matching, multiple point-set registration and structure frommotion in the experimen-
tal evaluation. The formalism of synchronization, which requires to find elements of
a group given measures of their ratios, permits to address these applications with-
out relying on features or points, since the problem is formulated in frame space, or,
more abstractly, in a group.
The synchronization problem can be expressed in a compact matrix form, leading
to efficient closed form solutions via spectral decomposition, which can be easily
made resilient to outliers via Iteratively Reweighted Least Squares. The importance
of this result lies in its universality: it can be applied to any group admitting a matrix
representation, as opposed to other state-of-the-art techniques which are based on
ad-hoc minimizations of specific cost functions, heavily depending on the chosen
group. In this respect, we hope that this thesis will serve as a starting point for more
research in the field of synchronization.
We also showed that the synchronization problem, under certain circumstances,
can be expressed as a low-rank and sparse matrix decomposition, that naturally in-
cludes missing data ad outliers in its formulation, and it benefits from a wealth of
available algorithms that can be seamlessly used as alternatives. Accordingly, this
formulation will benefit from future developments in the field of low-rank and sparse
decomposition, which is an active research field. Failure cases appear when the per-
centage of missing data is extremely high, however, it must be said that the goal of
synchronization is to exploit redundancy: if the measures are barely sufficient, the
problem starts loosing significance.
Whereas for multi-view matching and multiple point-set registration the formu-
lation of the problem in terms of synchronization is definitive, in the structure from
motion case it is not so due to the scale indeterminacy in relative displacements be-
tween camera pairs. This brought us to the problem of bearing-based localization,
which aims at recovering the position of sensors in a network given measures of
pairwise directions. In contrast to the synchronization problem, where the solution
is unique (up to a group element) if and only if the underlying graph is connected,
in bearing-based localization the solution is unique (up to translation and scale) if
and only if the graph is parallel rigid. A comprehensive survey on parallel rigidity is
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contained in this thesis, which also includes some novel results and open questions
that will be subject of future research.
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Kronecker, Hadamard and
Khatri-Rao products
This appendix is devoted to illustrate the Kronecker, Hadamard and Khatri-Rao prod-
ucts [184, 130, 118], which are widely used in this thesis.
Let A and B be two real matrices of dimension m× r and n× s respectively. The
Kronecker product of A and B [184], denoted by A⊗ B, is defined as
A⊗ B =
⎡⎢⎢⎢⎣
[A]1,1B [A]1,2B . . . [A]1,rB
[A]2,1B [A]2,2B . . . [A]2,rB
. . . . . .
[A]m,1B [A]m,2B . . . [A]m,rB
⎤⎥⎥⎥⎦ (A.1)
where each [A]i,jB is a block of dimension n× s, thus A⊗ B has dimension mn×
rs. The Kronecker product is associative, distributive (with respect to the sum of
matrices), but not commutative, and it satisfies the following properties
(A⊗ B)T = AT ⊗ BT (A.2)
(A⊗ B)−1 = A−1 ⊗ B−1 (A.3)
(A⊗ B)(C⊗ D) = (AC)⊗ (BD) (A.4)
vec(AXB) = (BT ⊗ A)vec(X) (A.5)
where vec(·) denotes the vectorization operator which transforms a matrix into a
vector by stacking the columns of the matrix one underneath the other.
Let A = UAΣAV
T
A and B = UBΣBV
T
B be the singular value decompositions of
A and B, respectively, then
A⊗ B = (UA ⊗UB)(ΣA ⊗ ΣB)(VA ⊗VB)T (A.6)
which implies
rank(A⊗ B) = rank(A) rank(B). (A.7)
Thus the Kronecker product of twomatrices is invertible if and only if both the factors
are invertible.
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Consider now two real matrices A and B of dimension m× r and n× r respec-
tively, and denote the columns of A by a1, . . . , ar and those of B by b1, . . . , br. The
Khatri-Rao product of A and B [106, 118], denoted by A⊙ B, is defined as
A⊙ B = [a1 ⊗ b1 a2 ⊗ b2 · · · ar ⊗ br] (A.8)
where each ai ⊗ bi is a vector of dimension mn, thus A⊙ B has dimension mn×
r. The Khatri-Rao product is associative, distributive, but not commutative, and it
satisfies the following equalities
(A⊗ B)(C⊙ D) = (AC)⊙ (BD) (A.9)
vec(A diag(x)B) = (BT ⊙ A)x (A.10)
where diag(x) transforms the vector x = [x1 . . . xr]
T into a diagonal matrix with
elements x1, . . . , xr along the diagonal.
To the best of our knowledge, equalities expressing the rank of A⊙ B in terms
of the rank of the factors are not present in the literature, in contrast to the case of
the Kronecker product. Some inequalities are reported in [106], where it is shown,
for instance, that rank(A⊙ B) ≥ rank(A), if all the columns of B corresponding to
independent columns of A are non-null.
Let A and B be two real matrices of dimension m× r. The Hadamard product
(or entry-wise product) of A and B [130], denoted by A ◦ B, has dimension m× r as
well, and it is simply the product of the corresponding elements
A ◦ B =
⎡⎢⎢⎢⎣
[A]1,1[B]1,1 [A]1,2[B]1,2 . . . [A]1,r[B]1,r
[A]2,1[B]2,1 [A]2,2[B]2,2 . . . [A]2,r[B]2,r
. . . . . .
[A]m,1[B]m,1 [A]m,2[B]m,2 . . . [A]m,r[B]m,r
⎤⎥⎥⎥⎦ . (A.11)
The Hadamard product is associative, distributive, commutative, and it satisfies the
following properties
(A⊙ B) ◦ (C⊙ D) = (A ◦ C)⊙ (B ◦ D) (A.12)
(A⊙ B)T(A⊙ B) = (AAT) ◦ (BBT) (A.13)
vec(A ◦ B) = diag(vec(A)) vec(B) (A.14)
diag(x) A diag(y) = A ◦ (xyT) (A.15)
rank(A ◦ B) ≤ rank(A) rank(B). (A.16)
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Appendix B
Elements of Graph Theory
In this appendix we review some useful concepts from graph theory. A complete
treatment of this subject can be found in [43, 26, 100].
A graph is a pair G = (V , E) where V is a finite set and E is a family of pairs of
elements of V . If the pairs are ordered, then G is called a directed graph, otherwise
it is called an undirected graph. The elements of V are called vertices or nodes,
and the elements of E are called edges. We use n and m to denote the number of
vertices and edges respectively, namely n = |V| and m = |E |. Note that every
directed graph can be turned into an undirected graph by ignoring the orientation of
the edges, and every undirected graph can be turned into a directed graph by orienting
the edges arbitrarily. A weighted graph is a graph together with a weight function
ω : E → R+. If the graph is unweighted, we set ω : E → 1 and call ω the uniform
weight function.
An edge e = (v, w) is said to be incident to both v and w. If G is undirected,
then v and w are called the endpoints of e. If G is directed, then v and w are called
the tail and the head of e, respectively, and e is said to leave v and enter w. The same
edge may occur several times in E . An edge occurring more than once is referred to
as a multiple edge, and a graph without multiple edges is called simple. An edge of
the form (v, v) is called a loop. In an undirected graph, the degree of a vertex v is
the number of times that v occurs as an endpoint of an edge. In a directed graph, the
outdegree and indegree of a vertex v are the number of times that v occurs as the tail
and head of an edge, respectively.
A subgraph G ′ = (V ′, E ′) of G is a graph with V ′ ⊆ V and E ′ ⊆ E . If E ′
is a subset of E , then G \ E ′ denotes the graph obtained by removing all the edges
in E ′ from G. If V ′ is a subset of V , then G \ V ′ denotes the graph obtained by
removing all the vertices in V ′ and their incident edges from G. A path from v to
w is a subgraph G ′ = (V ′, E ′) with V ′ = {v0 = v, v1, . . . , vk = w} and E ′ =
{(v0, v1), (v1, v2), . . . , (vk−1, vk)}. An undirected graph is called connected if there
exists a path from each vertex to any other, and a directed graph is called connected if
the underlying undirected graph is connected. Any maximal connected subgraph H
is called a connected component. A graph is a tree if it is connected and it has n− 1
edges. The disjoint union of trees is called a forest. The number of edges in a forest
is n− cc, where cc denotes the number of connected components in G. A subgraph
G ′ of a connected graph G is called a spanning tree if it has the same vertices of G
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and it is a tree. If G is not connected, any union of spanning trees for each connected
component is called a spanning forest.
A connected graph G is called biconnected if it has no articulation points, where a
vertex v ∈ V is an articulation point (or cut vertex) if G \ {v} is not connected. Any
maximal biconnected subgraph is called a biconnected component. Equivalently, a
biconnected component is a maximal set of edges such that any two edges in the set
lie on a common circuit. It can be shown that biconnected components partition the
edges of the graph [174], where a single edge is considered biconnected by definition.
However, they may share vertices with each other.
A connected graph G is called bridgeless if it has no bridges, where an edge
e ∈ E is a bridge (or cut edge) if G \ {e} is not connected. It can be shown (e.g.
[43]) that if G is a connected graph on at least 3 vertices and e is a bridge, then e is
incident to (at least) one articulation point. In other words, if G is biconnected and
contains at least 3 vertices, then it is bridgeless.
B.1 Cycle Bases
Let K be a field. A cycle in a graph G is a vector c ∈ Km such that for any vertex
v ∈ V it holds
∑
e∈δ+(v)
[c]e = ∑
e∈δ−(v)
[c]e (B.1)
where δ+(v) and δ−(v) denote the edges leaving and entering v, respectively, and
[c]e denotes the component of c indexed by edge e. It is shown in [43] that an edge of
a connected graph is a bridge if and only if it does not belong to any cycle. A cycle is
simple if [c]e ∈ {−1, 0, 1} for all e ∈ E , and a simple cycle is a circuit if its support
(i.e. the set of edges with [c]e ̸= 0) is connected and for any vertex v ∈ V there are
at most two edges in the support incident to v. Alternatively, a circuit can be seen a
path which starts and ends at the same vertex, in which every vertex appears exactly
once (except for the starting vertex which appears exactly twice).
 5 4
3
21
 (A)
 5 4
3
21
 4
3
21
4
3
2
(B)
FIGURE B.1: Left: undirected graph with n = 5 nodes and m = 7 edges. Right: fundamen-
tal cycle basis associated to the spanning tree T = {(1, 2), (2, 3), (3, 4), (4, 5)}.
The set of cycles forms a vector space over K, which is called the cycle space of
G, and a cycle basis is a set of circuits forming a basis of such a space. In general, a
cycle basis is not unique. It can be shown [26, 100] that the dimension of the cycle
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space is given by the cyclomatic number
ν = m− n + cc (B.2)
where cc denotes the number of connected components of G. If G is connected
and T is a spanning tree of G, then adding any edge from E \ T to T generates a
circuit [100]. The set of such circuits forms a cycle basis, which is referred to as the
fundamental cycle basis. Figure B.1 reports one example.
Particularly interesting are the cases K = Q and K = Z2, which correspond to
a directed and undirected graph, respectively. If K = Q, the field of rationals, then
the cycle basis is referred to as the directed cycle basis. Directed cycles may use
arcs in forward ([c]e > 0) or backward ([c]e < 0) direction. A directed cycle basis
{c1, c2, . . . , cν} is called a/an
• integral cycle basis if each cycle c of G can be written as an integer linear
combination of the circuits in the basis, namely
∃λi ∈ Z : c = λ1c1 + λ2c2 + . . . λνcν; (B.3)
• zero-one cycle basis (or totally unimodular cycle basis) if each cycle c of G
can be written as a linear combination with coefficients in {−1, 0,+1} of the
circuits in the basis, namely
∃λi ∈ {−1, 0,+1} : c = λ1c1 + λ2c2 + . . . λνcν. (B.4)
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FIGURE B.2: Sum of two cycles.
If K = Z2 = GF(2), the field of two elements, then the cycle basis is referred
to as the undirected cycle basis. In Z2 the only non-zero element in the field is
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−1 = +1, thus a cycle is a vector c ∈ Zm2 such that for any vertex v ∈ V it holds
∑
e∈δ(v)
[c]e = 0 (B.5)
where δ(v) denotes the set of edges incident to v. Alternatively, an undirected cycle
can be viewed as a set of edges, namely it is a subgraph in which every vertex has
even degree. The sum of two cycles, denoted by ⊕, is a cycle where the common
edges vanish, and, more generally, the sum of cycles is the cycle consisting of all the
edges that are contained in an odd number in the addends. This concept is illustrated
in Figure B.2. It can be shown that an undirected cycle basis can be turned into a
directed cycle basis, but the converse is not true [100].
The relationships between the aforementioned classes of cycle bases are illus-
trated in Figure B.3. The proofs of such inclusions are provided in [100], which
also reports counterexamples showing that the inclusions are strict. Note that any
directed graph has a basis of each type, since any directed graph has a fundamental
cycle basis, and all the other classes generalize fundamental cycle bases.
directedundirectedintegralzero-onefundamental
FIGURE B.3: Classification of cycle bases.
B.2 Matrices Associated with Graphs
The adjacency matrix A of a graph G is the n× n matrix whose elements indicate
whether pairs of vertices are adjacent or not, namely
[A]i,j =
{
1 if (i, j) ∈ E
0 otherwise.
(B.6)
If G does not contain loops, then A has zero diagonal. Note that the adjacency matrix
is symmetric if the graph is undirected.
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The incidence matrix B of a directed graph G is the n×m matrix defined by
[B]k,e =
⎧⎪⎪⎨⎪⎪⎩
1 if k is the tail of edge e,
−1 if k is the head of edge e,
0 otherwise.
(B.7)
The rows of B correspond to vertices and the columns correspond to edges. Note that
each column has exactly two non zero entries, which correspond to the endpoints of
the edge associated to that column. The incidence matrix B of an undirected graph G
is defined considering a particular orientation of the edges. It is shown in [26] that,
if G is connected, then
rank(B) = n− 1. (B.8)
The degree matrix D of an undirected graph G is the n× n diagonal matrix such
that [D]i,i contains the degree of node i. Equivalently, it can be defined as
D = diag(A1n×1) (B.9)
where 1n×1 denotes a n× 1 matrix filled by ones, thus A1n×1 is the sum of the rows
of A. In the case of a directed graph, either the indegree or the outdegree can be
used. The transition matrix P is defined as
P = D−1A. (B.10)
The Laplacian matrix L of a graph G is defined as
L = D− A. (B.11)
It can be checked that, independently of the orientation of the edges, the following
equation holds for an undirected graph
L = BBT (B.12)
which implies that L is symmetric and positive semidefinite, and, if the graph is
connected, rank(L) = rank(B) = n− 1, hence L is singular. Note that the vector
1n×1 is in the null-space of L.
The notion of adjacency matrix can be extended to the case of a weighted graph,
which translates in letting the entries of A to assume values in [0, 1]. Specifically,
[A]i,j contains the weight of edge (i, j), and [A]i,j = 0 still indicates that (i, j) ̸∈ E .
In this case Equations (B.9), (B.10) and (B.11) still make sense, which define the
degree matrix, the transition matrix and the Laplacian matrix of a weighted graph,
respectively.
The cycle matrix C corresponding to a cycle basis of a connected graph G is the
(m− n+ 1)×m matrix having the incidence vectors of the circuits in the basis in its
rows. Note that the cycle matrix has columns of zeros in correspondence of bridges
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(if they exist). The following equation [26] expresses the relation between the cycle
matrix and the incidence matrix
CBT = 0. (B.13)
Note that, if the graph is undirected, the matrices A and L are symmetric, thus
their eigenvalues are real. The matrix P is not symmetric, but it is similar to the
symmetric matrix N defined as
N = D−1/2AD−1/2 (B.14)
since P = D−1/2ND1/2. The matrices N and P have the same eigenvalues, so P
has real eigenvalues.
Theorem B.1 (Perron-Frobenius [129]). If a n× n matrix has non-negative entries
then it has a non-negative real eigenvalue λ which has maximum absolute value
among all the eigenvalues. This eigenvalue has a non-negative real eigenvector. If, in
addition, the matrix has no block-triangular decomposition, then λ has multiplicity
1 and the corresponding eigenvector is positive.
As explained in [119], the Perron-Frobenius theorem implies that, if G is con-
nected, the largest eigenvalue of A has multiplicity 1. Likewise, the largest eigen-
value of the transition matrix is 1 and it ha multiplicity 1. It is easy to check that the
eigenvector associated to such eigenvalue is 1n×1.
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Appendix C
Low-rank and Sparse Matrix
Decomposition
This appendix provides a comprehensive introduction to “low-rank and sparse” (LRS)
matrix decomposition [204]. The idea is that decomposing a data matrix into the sum
of terms with specific properties makes the understanding easier as it separates in-
formation into simpler pieces. In recent years, decompositions imposing constraints
on the rank and sparsity of the addends have become very popular thanks to their
profitable application in several fields, such as pattern recognition, machine learning,
and signal processing.
Low-rank and sparse decompositions address problems of the general form
F (Z) = F (L) + S + N (C.1)
where Z is a data matrix, F is a linear operator, L is an unknown low-rank matrix,
S is an unknown sparse matrix and N is a diffuse noise. Generally, the sparse term
S represents gross errors affecting the measurements (outliers), while the low-rank
part represents a meaningful low-dimensional structure contained into the data. The
goal is to recover L (and possibly S) under different conditions for S, N and F .
C.1 Robust Principal Component Analysis
An example of LRS decomposition is Robust Principal Component Analysis (RPCA)
[37]. The goal is to find the lowest-rank matrix L and the sparsest matrix S such that
a given data matrix Z can be decomposed as
Z = L + S + N (C.2)
with N a diffuse noise. This is illustrated in Figure C.1. Observe that such a de-
composition is an instance of the general problem (C.1) with F being the identity
operator.
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GODEC adopts a block-coordinate minimization scheme (also known as block re-
laxation or alternating optimization), i.e., it alternatively forces L to the rank-r ap-
proximation of Z − S, and forces S to the sparse approximation with cardinality k
of Z − L. The rank-r projection is computed using Bilateral Random Projections
(BRP) instead of SVD thus obtaining a speed up in the computation. The updating
of S is obtained via entry-wise hard thresholding, keeping the k largest elements of
|Z− L| only.
Estimating the cardinality k of the sparse term might be unreliable in practical
applications. In order to avoid this parameter, one can consider instead the following
minimization problem ⎧⎨⎩minL,S
1
2
∥Z− L− S∥2F + λ ∥S∥1
s.t. rank(L) ≤ r
(C.5)
where λ is a regularization parameter which balances the tradeoff between the spar-
sity of S and the residual error ∥Z− L− S∥2F. In this case, the updating of the sparse
part is obtained by minimizing the cost function in (C.5) with respect to S, keeping
L constant. Such a problem is known to have an analytical solution, given by the
soft thresholding or shrinkage operatorΘλ(·) [15] applied to the matrix Z− L. This
operator is defined as follows
Θλ(S) = sign(S) ·max(0, |S| − λ) (C.6)
where scalar operations are applied element-wise. This method is described in detail
in Algorithm 1.
Algorithm 1 GODEC FOR RPCA
Input: Z, r, ϵ, λ
Output: L, S
Initialize: L = Z, S = 0
while ∥Z− L− S∥2F / ∥Z∥2F > ϵ do
1. L ← rank-r approximation of Z− S via BRP
2. S ← Θλ(Z− L)
end while
A principled choice of λ, which plays a role similar to an inlier threshold, is
derived in [58] in the case of uncorrelated residuals
λ = σ
√
2 log(m) (C.7)
where m is the number of observations and σ is an estimate of the noise standard
deviation.
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number of observed entries is of the order O(n¯r log6(n¯)), where n¯ = max{n1, n2}
[39]. Similarly to RPCA, such theoretical conditions depend on some incoherence
properties of the data matrix and on the randomness of Ω. With reference to Prob-
lem (C.10), the authors of [105] improved the bound on the cardinality of Ω to
O(n¯r log(n¯)), with the extra condition that the data matrix has bounded condition
number.
Conventional solvers for MC include convex solvers such as ALM [116], SVT
[36] and FPCA [122], and subspace identification solvers such as OPTSPACE [105]
and ADMiRA [111].
Specifically, in the subspace identification problem the goal is to identify the
column space of the unknown low-rank term L. Clearly, any matrix L of rank up to
r admits a factorization of the form L = XYT where X and YT are of r columns and
r rows respectively. Thus an alternative minimization for the MC problem is⎧⎨⎩minL,X,Y
XYT − L2
F
s.t. PΩ(Z) = PΩ(L).
(C.11)
In particular, OPTSPACE solves a normalized version of the previous problem, with
X, Y belonging to the Grassmannian manifold, namely the set of all r-dimensional
subspaces of a Euclidean space, via gradient descent.
The MC problem can also be solved by modifying the GODEC Algorithm, as ex-
plained in [203]. The minimization problem (C.10) is reformulated by introducing a
sparse term S which approximates −P℧(L), where ℧ represents the complementary
of Ω, resulting in the following problem⎧⎨⎩minL,S ∥PΩ(Z)− L− S∥
2
F
s.t. rank(L) ≤ r, supp(S) = ℧
(C.12)
where supp(S) denotes the support of S, i.e., the (0, 1)-matrix with ij-th entry equal
to 1 if Sij ̸= 0, and equal to 0 otherwise. The associated decomposition problem is
PΩ(Z) = L + S + N (C.13)
which is equivalent to (C.8) but it does not involve the projection operator PΩ in the
right side, thanks to the introduction of the auxiliary variable S. Note that here S
does not represent the outliers, but the recovery of missing entries. In the GODEC
algorithm for MC, the updating of the sparse term is obtained by assigning P℧(Z−
L) = −P℧(L) to S. The method is summarized in Algorithm 2.
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In particular, the GRASTA algorithm presented in [90] minimizes the following
cost function ⎧⎨⎩minS,X,Y ∥S∥1s.t. PΩ(Z) = PΩ(XYT) + S, (C.15)
with X belonging to the Grasmannian manifold. GRASTA works on one column of
Z at a time, i.e., it considers the following minimization problem⎧⎨⎩mins,X,y ∥s∥1
s.t. PΩ(z) = PΩ(XyT) + s,
(C.16)
where z, s and y are column vectors of Z, S and Y respectively. The Augmented
Lagrangian of this constrained minimization problem is
L(X, s, y, w) = ∥s∥1 + wT(PΩ(XyT) + s−PΩ(z))
+
ρ
2
PΩ(XyT) + s−PΩ(z)2 (C.17)
where w is the dual vector. GRASTA alternates between estimating X and the triple
of vectors (s, y, w). For computing X, GRASTA uses gradient descent on the Gras-
mannian with (s, y, w) fixed. With X fixed, the triple (s, y, w) is computed using the
Alternating Direction Method of Multipliers (ADMM) [32].
The L1-ALM algorithm presented in [202] exploits a similar approach and solves
instead
min
X,Y
PΩ(Z− XYT)
1
+ λ
YT∗
s.t. XTX = Ir.
(C.18)
Enforcing X to be column orthogonal shrinks the solution space, while the (convex)
nuclear norm regularization term is introduced to improve convergence. The opti-
mization problem is solved via the augmented Lagrange multiplier (ALM) method
[21]. At each iteration, the augmented Lagrange function with orthogonal X is min-
imized using a Gauss-Seidel strategy, then the Lagrange multiplier and the dual pa-
rameter are updated.
We introduce here a novel variant of GODEC, dubbed R-GODEC, which man-
ages at the same time both the presence of outliers and unspecified entries in the data
matrix Z. More in detail, the sparse term is expressed as the sum of two terms S1
and S2 having complementary supports:
• S1 is a sparse matrix with support on Ω representing outlier measurements;
• S2 has support on ℧ and it is an approximation of−P℧(L), representing com-
pletion of missing entries.
This results in the following model
PΩ(Z) = L + S1 + S2 + N (C.19)
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which is the natural combination of the RPCA formulation (C.2) with the MC formu-
lation (C.13) associated to the GODEC algorithm. Equation (C.19) reduces to (C.2)
over Ω, since S2 is zero in Ω. On ℧ instead, Equation (C.19) turns to L + S2 + N =
0, since both S1 and Z are zero in℧, and thus S2 must coincide with−L (up to noise)
as in the case of Problem (C.13).
The decomposition Problem (C.19) is translated into the following minimization⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
min
L,S1,S2
1
2
∥PΩ(Z)− L− S1 − S2∥2F + λ ∥S1∥1
s.t. rank(L) ≤ r,
supp(S1) ⊆ Ω,
supp(S2) = ℧
(C.20)
which is solved using a block-coordinate scheme that alternates the steps of Algo-
rithm 1 and Algorithm 2. First, the rank-r projection of PΩ(Z)− S1− S2 (computed
through BRP) is assigned to L. Then, the sparse terms S1 and S2 are updated sep-
arately. The outlier term S1 is computed by applying the soft-thresholding operator
Θλ to the matrix PΩ(Z − L). As for the completion term, −P℧(L) is assigned to
S2, according to the GODEC algorithm for MC. These steps are iterated until conver-
gence or a maximum number of iterations is reached. Our method, called R-GODEC
where “R” stands for “robust”, is summarized in Algorithm 3.
Algorithm 3 R-GODEC
Input: Z,Ω, r, ϵ, λ
Output: L, S1, S2
Initialize: L = Z, S1 = 0, S2 = 0
while ∥PΩ(Z)− L− S1 − S2∥2F / ∥PΩ(Z)∥2F > ϵ do
1. L ← rank-r approximation of PΩ(Z)− S1 − S2 via BRP
2. S1 ← Θλ(PΩ(Z− L))
3. S2 ← −P℧(L)
end while
In some applications the data matrix has a block structure, and this should be
reflected by the sparse term which represents the outliers. This is taken into account
by modifying Algorithm 3 in order to enforce a block-structure in S1. Specifically,
the ℓ1-norm in (C.20) is substituted with the mixed ℓ2,1-norm which promotes group
sparsity, resulting in the following problem⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
min
L,S1,S2
1
2
∥PΩ(Z)− L− S1 − S2∥2F + λ ∥S1∥2,1
s.t. rank(L) ≤ r,
supp(S1) ⊆ Ω,
supp(S2) = ℧
(C.21)
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where the mixed ℓ2,1-norm of a matrix S is the sum of the Frobenius norm of each
block Sij
∥S∥2,1 = ∑
i,j
SijF . (C.22)
The minimum of the cost function in (C.21) with respect to S1 keeping the
other variables constant has a closed-form expression, given by the generalized soft-
thresholding (or shrinkage) operator Θ2,1λ applied to the matrix PΩ(Z − L) [108].
Such an operator takes a matrix S as input and on each block Sij it computes
Θ2,1λ (Sij) = S ·max(1−
λSijF , 0) (C.23)
where scalar operations are applied element-wise. In this way the selected blocks
are the ones with the biggest Frobenius norm. Accordingly, Step 2 of Algorithm 3 is
modified as follows
S1 ← Θ2,1λ (PΩ(Z− L)). (C.24)
Please note that, as in Algorithm 3, the cost function in (C.21) has a unique minimum
with respect to S1. The flexible structure of R-GODEC also allows an extension to
the case where the data matrix contains Euclidean distances [152].
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