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Abstract—This paper presents an adaptive online distributed
optimal control approach that is applicable to optimal planning
for very-large-scale robotics systems in highly uncertain environ-
ments. This approach is developed based on the optimal mass
transport theory. It is also viewed as an online reinforcement
learning and approximate dynamic programming approach in
the Wasserstein-GMM space, where a novel value functional
is defined based on the probability density functions of robots
and the time-varying obstacle map functions describing the
changing environmental information. The proposed approach
is demonstrated on the path planning problem of very-large-
scale robotic systems where the approximated layout of obstacles
in the workspace is incrementally updated by the observations
of robots, and compared with some existing state-of-the-art
approaches. The numerical simulation results show that the
proposed approach outperforms these approaches in aspects of
the average traveling distance and the energy cost.
Index Terms—Very-Large-Scale Robotic (VLSR), Adaptive
Distributed Optimal Control (ADOC), Multi-Agent Reinforce-
ment Learning (MARL), Path Planning.
I. INTRODUCTION
W ITH the development of low-cost sensor, wirelesscommunication, and embedded computational systems,
very-large-scale robotic (VLSR) systems comprised of hun-
dreds of autonomous robots are becoming a promising re-
search area, where a large number of mobile robots can coop-
erate to complete a given task more efficiently and effectively
than a single or a few mobile robots. In the past two decades,
significant progress of VLSR systems has been made in
different research methodologies, including the optimal control
(OC) [1]–[7] and multi-agent reinforcement learning (MARL)
[8]–[15]. Some similar or identical tasks and applications of
VLSR systems are considered and solved from different points
of view, including the multi-agent path planning [16], [17] and
the control of swarm robotics (SR) [18]–[23].
One significant challenge of VLSR systems is the scalability
issue, which is also referred to as the combinatorial nature of
MARL in [11]. Even in a given and known environment, the
optimization of the plans of N cooperative robots is PSPACE-
hard [2], which is not acceptable for a VLSR system with
a very large N . Thus, several approaches are proposed to
represent the macroscopic state of the VLSR system instead of
the microscopic state of every individual robot, including the
Nash Certainty Equivalence (NCE) or mean field, [24], [25],
and the distributed optimal control (DOC) [3]–[7] approaches.
In the NCE approach, the macroscopic state is the mass of
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all robots, and the key idea is to specify a certain consistency
relationship between the individual robot kinodynamics and
the mass effect, where the mean field coupling is produced
by the averaging of the microscopic robot kinodynamics and
costs. While, in the DOC approach, the macroscopic state is
the time-varying probability density function (PDF) of robots
and the cost does not depend on the microscopic state of every
individual robot, and, thus, the coupling is not needed. Several
variants of the DOC approach have been developed to solve
the path planning problem of VLSR systems [3]–[7], where
the optimal trajectory of the robot PDFs from a given initial
distribution to a given target distribution is generated as a
reference via nonlinear programming (NLP) to guide these
robots to travel in the region of interest (ROI) with fixed and
known obstacles.
Another significant challenge of the VLSR systems is the
adaptability issue. In many emerging systems, the goal is
to control multiple assets and resources in the presence of
significant uncertainties that cannot be modeled a priori. The
VLSR systems are required to respond to significant changes
in the environment and target information that occur over
long time scales and re-plan and adapt to local uncertain-
ties while preventing network-level instabilities. Although the
DOC approach has been shown to overcome the computa-
tional complexity associated with classical optimal control
by representing the state of the VLSR systems by the robot
PDFs, its computational complexity is relatively high because
of the NLP on the continuous spaces of robot microscopic
state and control. It is not feasible for the DOC approaches
to re-plan the optimal trajectory of robot PDFs in real time.
Thus, existing DOC approaches do not satisfy the requirements
in the applications involved in the uncertain and changing
environments. Recently, a model-free MARL approach was
proposed based on mean field control (MFC) [13], where
the macroscopic state of the VLSR system is also the robot
PDF and the rewards or Lagrangian terms depend on both
microscopic and macroscopic states. This MARL approach
can be recast as a Markov decision process (MDP) on the
Wasserstein space of measures and implemented by learning
a deterministic control law offline. The control law is a func-
tional with the arguments of the macroscopic and microscopic
states. However, the value functional and the corresponding
control law cannot be approximated efficiently, especially for
the VLSR systems with continuous states and controls. Thus,
this MARL approach cannot be applied in the uncertain and
changing environments neither.
In this paper, an adaptive DOC (ADOC) theory and ap-
proach for VLSR systems are proposed to carry out online
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2cooperative sensing and navigation tasks in highly uncertain
environments. Since the similarities between the optimal con-
trol and reinforcement learning, the proposed ADOC approach
can be treated as a reinforcement learning-approximate dy-
namic programming (RL-ADP) approach [26] for which the
environment has to be explored online.
Compared to existing works, this paper makes the following
contributions: 1) The time-varying environmental information
is expressed by a map function and reflected in the Lagrangian
term (or reward). 2) A new value functional is defined based
on the time-varying environmental information. 3) The ADOC
approach is formulated in a Wasserstein-GMM space based on
the optimal mass transport (OMT) theorem where the robot
PDFs are all assumed to be Gaussian mixture distributions. 4)
The ADOC approach is implemented online via solving linear
programming (LP) problems in a subspace of the Wasserstein-
GMM space. 5) The effectiveness of the proposed ADOC
approach is demonstrated on the problem of VLSR systems
path planning with uncertain environmental information, and
the results show that the ADOC approach outperforms the
other three existing state-of-the-art approaches.
II. PROBLEM FORMULATION
Consider the problem of adaptively planning the trajecto-
ries of a VLSR system comprised of N cooperative robots
deployed according to a known distribution and tasked with
forming a given target distribution through a large and
obstacle-deployed region of interest (ROI), denoted by W ⊂
R2. In the ROI, there are NB obstacles, B1, . . . ,BNB ⊂ W .
The location, the geometry, and the number of obstacles are
unknown a priori. The actual layout of obstacles is the union
of all obstacles denoted by B = ∪NBnb=1Bnb , and is unknown a
priori as well. However, an approximate map is available for
the VLSR system to indicate the layout of obstacles in the
ROI denoted by Bˆ0 = Bˆ(t0) ⊂ W at the initial time t0. The
approximate layout of obstacles Bˆ(t) ⊂ W can be updated
by observations from all robots. The approximate layout of
obstacles is represented by a time-varying function, m(x, t)
defined onW×R, referred to as obstacle map function. LetM
be a collection of all functions m(·, t) representing all possible
layouts of obstacles in the ROI, such that m(·, t) ∈M .
The dynamics of each robot are governed by a stochastic
differential equation (SDE),
x˙n(t) = f [xn(t),un(t), t] +w(t), (1)
xn(t0) = xn0 , n = 1, ..., N, (2)
where xn(t) ∈ W denotes the nth robot’s configuration at
time t, un(t) ∈ U denotes the nth robot action or control, and
xn0 denotes the initial configuration of the nth robot at the
initial time t0. The robot dynamics in (1) are characterized
by an additive Gaussian white noise, denoted by w(t) ∈ R2.
In this paper, for simplicity, assume that the position of the
nth robot, xn(t), can be measured accurately by an equipped
GPS.
To update the layout of obstacles, all robots are equipped
with identical omnidirectional range sensors. The field of
view (FOV) of the nth sensor denoted by Fn(t) ⊂ W
can be represented by a circle of radius r around xn(t).
Then, the whole FOV of all robots at time t is denoted
by F(t) = ∪Nn=1Fn(t). Assume that all robots can share
information at any time, the obstacle at the position x ∈ W
is observed and updated at time t if and only if x ∈ F(t).
Since the robot positions, xn(t) ∈ W , n = 1, . . . , N , at time
t, are time-varying continuous vectors, assume that there exists
a time-varying continuous probability distribution associated
with a probability density function (PDF), ℘(x, t) ∈ P(W),
such that these robot positions at time t can be treated as
random samples generated according to ℘(x, t), whereP(W)
is the space of PDFs defined on the ROI W . Denote the
initial and target PDFs of robot positions by ℘0 and ℘targ,
respectively. Then, the macroscopic objective of the VLSR
system in this paper is to generate and adaptively update a
trajectory of PDFs of robot positions from ℘0 to ℘targ while
preserving the robots from collisions with each other and
obstacles which are incrementally observed and updated. Let
tf denote the final time of the task. This macroscopic objective
can be achieved by minimizing the following cost function,
J = φ[℘(tf ), ℘targ] +
∫ tf
t0
L [℘(x, t),m(x, t)]dt (3)
where the functional terms, φ[℘(tf ), ℘targ] and
L [℘(x, t),m(x, t)], indicate the final term and the Lagrangian
term, respectively. Because the layout of obstacles is updated
according to the observations of sensors incrementally, it is
not guaranteed that the task can be completed within a given
time period [t0, tf ]. In other words, the final time step, tf ,
cannot be given in advance. The task stops if and only if the
robots achieve the target distribution.
III. BACKGROUND ON OCCUPANCY MAPPING
As mentioned in Section II, the approximate layout of ob-
stacles is represented by a time-varying obstacle map function,
m(·, t) ∈M . There are several options for defining this map
function, including traditional occupancy, the Gaussian process
occupancy map, and the Hilbert occupancy map. For simplic-
ity, the map function m(x, t) at a certain time t is defined
as a binary occupancy map defined on the ROI W , which is
generated from the Hilbert occupancy map h(x, t) ∈ [0, 1]
[27].
A Hilbert occupancy map is a continuous probability map
developed by formulating the mapping problem as a binary
classification task. Let x ∈ W be any point in ROI and Y =
{0, 1} be defined as a categorical random variable reflecting
if the position x is occupied by obstacles, such that
Y =
{
1, if x ∈ B
0, otherwise
(4)
The Hilbert map h(x, t) describes the probabilities P (Y =
1|x ∈ W) at the position x at the certain time t, as follows,
h(x, t) = P (Y = 1|x ∈ W) = e
f(x,t)
1 + ef(x,t)
(5)
where P (Y = 1|x ∈ W) indicates the probability that the
location x ∈ W is occupied by obstacles, and f(x, t) is a
3function defined on W at the certain time t. The function
f(x, t) is learned and updated from all obtained observations
up to time t by minimizing a loss function of negative log-
likelihood (NLL). Since the Hilbert occupancy map learning is
not the key contribution, its implementation details are omitted
in this paper. The interested readers are referred to [28], [29]
for more details. Based on the updated Hilbert occupancy
map h(x, t), the obstacle map function is defined as a binary
function, such that
m(x, t) =
{
1, if h(x, t) > 0.5
0, otherwise
(6)
The example of the Hilbert function occupancy map h(x, t)
and the corresponding obstacle map functions m(x, t) at three
different times are presented in Fig. 1.
IV. ADAPTIVE DOC APPROACH
In this section, the problem described in (3) is discretized in
the temporal scale, and an adaptive DOC approach is proposed
in the discrete time framework. Given a fixed time interval 0 <
4t (tf−t0), the task time interval [t0, tf ] can be discretized
into Tf = (tf − t0)/4t equal time steps. Let tk = t0 + k4t
denote the discrete-time index with k = 1, . . . , Tf . Then, like
the DOC approach [3]–[7], the macroscopic cost function in
(3) can be rewritten by
J = φ(℘Tf , ℘targ) +
Tf−1∑
k=0
L (℘k,mk) (7)
where ℘k = ℘(x, tk) and mk = m(x, tk) are both functions
defined on W , and ℘0 indicates the initial robot PDF.
Because the obstacle map function is time-varying and
cannot be predicted, the macroscopic objective described in
(7) cannot be solved by directly optimizing the trajectories
of robot PDFs to minimize the objective function like the
DOC approaches [3]–[7]. In this paper, the optimization of the
trajectory of robot PDFs is modeled as an RL-ADP problem
[26], and the objective function is reformulated by
J , φ(℘Tf , ℘targ) +
Tf−1∑
k=0
L [℘k,mk, C(℘k,mk)] (8)
where C : P ×M 7→ P is the functional control law, such
that
℘k+1 , C(℘k,mk) (9)
In addition, the final time step Tf is not specified in advance.
The final time step Tf tends to infinity if the task cannot be
completed.
It is worthy to note that because the output of the functional
control law in (9) is the robot PDF at the (k + 1)th time
step, ℘k+1 is the functional control and is also the next
functional macroscopic state in the VLSR system. In the rest
of this paper, the term L [℘k,mk, C(℘k,mk)] is abbreviated
as L (℘k,mk, C).
The goal of the RL-ADP problem is to adaptively determine
an optimal functional control law of robot PDFs to minimize
the objective function defined in (8). Specifically, the func-
tional control law, C(·,mk) : P 7→ P , is updated online
according to the obstacle map function mk at the kth time step.
Then, an optimal robot PDF ℘k+1 is generated by the updated
functional control law, according to (9). Finally, the robots
can navigate from the initial distribution to target distribution
according to the corresponding robot PDF ℘k+1 by utilizing
the microscopic control, which will be described in Section
VII-D.
A. Value Functional
Unlike the traditional RL-ADP problem [26], the functional
control law in (8) is also dependent on the obstacle map
function mk at the kth time step, which is updated by the
incremental observations from all sensors. Assume that the
obstacle map functions are static if the update of obstacles is
not available. Thus, let Mk = [m0, . . . ,mk−1,mk, . . . ,mk]
denote a 1× Tf vector of obstacle map functions obtained at
the kth time step. Here, Mk(τ) = mτ , 0 ≤ τ ≤ k, represent
the observed and updated obstacle map functions up to the kth
time step, and Mk(τ) ≡ mk, k < τ ≤ Tf − 1, represent the
predicted obstacle map functions after the kth time step. Let
Cτ , τ ≤ k, indicate the updated control law at the τ th time
step. Thus, at the kth time step, the value functional associated
to the control law Ck can be defined by
Vk(℘l,M, Ck, l|C0, . . . , Ck−1)
,

φ(℘Tf , ℘targ) +
∑k−1
τ=l L (℘τ ,M(τ), Cτ )
+
∑Tf−1
τ=k L (℘τ ,M(τ), Ck), 0 ≤ l < k
φ(℘Tf , ℘targ) +
∑Tf−1
τ=l L (℘τ ,M(τ), Ck), k ≤ l < Tf
φ(℘Tf , ℘targ), l = Tf
(10)
where M indicate the vector of obstacle map functions at any
time step. For simplicity, the value functional is abbreviated as
Vk(℘l,M) or Vk(℘l,M, Ck). Besides, because Mk(τ) ≡ mk
for k ≤ τ , the term Vk(℘l,Mk) is replaced by Vk(℘l,mk) or
Vk(℘l,mk, Ck) for k ≤ l < Tf .
Furthermore, a state-action functional, referred to as the Q-
functional, is defined for k ≤ l < Tf , such that
Qk(℘l,mk, ℘l+1) , L (℘l,mk, ℘l+1) + Vk(℘l+1,mk),
k ≤ l < Tf (11)
The Q-functional is a prediction of the cost-to-go from the
robot PDF ℘l to ℘Tf at the kth time step, where the obstacle
map function is fixed as mk and the functional control law
Ck(·,mk) is applied.
B. Derivation of Optimal Functional Control Law
Although the functional control law Ck is an operator as
described before and the functional operator learning has been
studied in [30], [31], it is still challenging to approximate this
operator online and approximate ℘k+1 according to (9). Thus,
in this paper, the critic-only Q-learning (CoQL) method is
applied to obtain the optimal control where the approximation
of control law Ck is not required [32]. Let the superscript “*”
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Fig. 1. The examples of the Hilbert occupancy map h(x, t) and the corresponding obstacle map functions m(x, t) at three different times. The sub-figures
on the first row (a)-(c) represent the Hilbert occupancy map, and the sub-figures on the second row (d)-(f) represent the binary obstacle map function. The
white polygons on the first row indicate the initial knowledge of the obstacles.
indicate the optimal terms. According to the Bellman equation,
the optimal Q-function can be expressed by
Q∗k(℘l,mk, ℘∗l+1) = min
℘l+1
[L (℘l,mk, ℘l+1) + V∗k (℘l+1,mk)] ,
k ≤ l < Tf (12)
Thus, the output of the optimal functional control law, ℘∗k+1,
can be obtained by
℘∗k+1 = C∗k(℘k,mk)
= arg min
℘k+1
[Q∗k(℘k,mk, ℘k+1)]
= arg min
℘k+1
[L (℘k,mk, ℘k+1) + V∗k (℘k+1,mk)] (13)
where C∗k indicate the optimal control law obtained the kth
time step.
C. Analysis of Convergence
Given the vector of obstacle map functions at the kth time
step Mk, the lower bound of the optimal value functions
V∗k′(℘l,Mk), 0 ≤ k′ ≤ k, is provided by the following
theorem.
Theorem 1 (Lower bound of optimal control law): At the
kth time step, 0 < k < Tf , given the vector of obstacle map
functions Mk, the optimal value functional V∗k (℘l,Mk) is the
lower bound of all of the previous optimal value functionals
V∗k′(℘l,Mk) obtained at the k′th time step, 0 ≤ k′ ≤ k, for
all robot PDFs ℘l, such that
V∗k (℘l,Mk) ≤ V∗k′(℘l,Mk), 0 ≤ k′ ≤ k and 0 ≤ l ≤ Tf
(14)
The proof of Theorem 1 is provided in Appendix A.
Let J˜(k), 0 ≤ k < Tf , denote the cost function with respect
to the functional control law Ck, such that
J˜(k) , Vk(℘0,MTf−1) (15)
According to the definition of the cost function in (8), it can
be found that
J = J˜(Tf − 1) = VTf−1(℘0,MTf−1) (16)
If the optimal value function V∗k is available at the kth time
step, the optimal control ℘∗k+1 can be obtained using (13).
Then, the optimal functional control law C∗k is updated for
k = 1, . . . , (Tf − 1). The following corollary shows that the
optimal cost function J˜∗(k) converges to the minimum cost
function J∗ for 0 ≤ k < Tf .
Corollary 1.1 (Convergence of cost function prediction):
The optimal cost function J˜∗(k), 0 ≤ k < Tf monotonically
converges to J˜∗(Tf−1). For any two optimal control laws, C∗k
and C∗k′ , obtained at the kth and k′th time steps, respectively,
0 ≤ k′ ≤ k ≤ (Tf − 1), such that
J∗ = J˜∗(Tf − 1) ≤ J˜∗(k) ≤ J˜∗(k′) (17)
According to (15) and Theorem 1, Corollary 1.1 can be
proved straightforwardly. Therefore, by applying the optimal
functional control law in (13), the cost function is minimized
at each time step until the time step (Tf − 1).
V. BACKGROUND ON OPTIMAL MASS TRANSPORT
Because Optimal mass transport (OMT) can deal with
problems of transporting masses from an initial distribution
5to a terminal one in a mass preserving manner with minimum
cost, it can be applied to our proposed problem to measure the
energy cost of the VLSR system from the current distribution
to the next distribution. In this section, some critical concepts
and properties in OMT are introduced briefly. The interested
readers are referred to [33], [34] for more details.
A. Wasserstein Metric
Let ℘p, ℘q ∈ P(W) denote two PDFs defined onW , and let
Π(℘p, ℘q) ⊂ P(W ×W) denote the set of all joint PDF pi ∈
P(W×W) such that their marginals measures along the two
coordinate directions coincide with ℘p and ℘q , respectively,
such that
Π(℘p, ℘q) ,
{
pi ∈ P(W ×W),∫
x′∈W
pi(·,x′)dx′ = ℘p, and
∫
x∈X
pi(x, ·)dx = ℘q
}
(18)
The Wasserstein metric W2(℘p, ℘q) is defined by [33]
W2(℘p, ℘q) ,
[
inf
pi∈Π(℘p,℘q)
∫
X×X
‖x− x′‖2dpi(x,x′)
]1/2
(19)
where ‖ · ‖ indicate the Euclidean distance.
It has been shown in [34] that if both of the marginals
℘p ∼ N (µp,Σp) and ℘q ∼ N (µq,Σq) are Gaussian distribu-
tions, the Wasserstein metric W2(℘p, ℘q) can be expressed in
a closed form, such that
W2(℘p, ℘q) =
{
‖µp − µq‖2
+ tr
[
Σp + Σq − 2
(
Σ1/2p ΣqΣ
1/2
p
)1/2]}1/2
(20)
where tr[·] indicates the trace operator.
There exists a consequent displacement interpolation
℘s() ∈ P(W),  ∈ [0, 1], between ℘p and ℘q , where ℘s(0) =
℘p and ℘s(1) = ℘q , and W2(℘s(), ℘p) =  ·W2(℘p, ℘q) and
W2(℘s(), ℘q) = (1− ) ·W2(℘p, ℘q) [34]. If ℘p and ℘q are
both Gaussian distributions, then ℘s() ∼ N (µs(),Σs()) is
also Gaussian distributed, such that
µs() = (1− )µp + µq (21)
Σs() = Σ
−1/2
p
[
(1− )Σp + 
(
Σ1/2p ΣqΣ
1/2
p
)1/2]2
Σ−1/2p
(22)
B. Metric on Space of Gaussian Mixture Model
Although the Wasserstein metric W2 can be calculated
efficiently in closed form when ℘p and ℘q are both Gaus-
sian distributions, there is no such closed form for general
distributions, even if ℘p and ℘q are both GMMs [34], [35].
Assume that ℘p and ℘q are both GMM, which can be
expressed by
℘p =
Np∑
i=1
ωipg
i
p, i = 1, . . . , Np (23)
℘q =
Nq∑
j=1
ωjqg
j
q , j = 1, . . . , Nq (24)
where gip ∼ N (µip,Σip) and gjq ∼ N (µjq,Σjq) denote Gaussian
distributions, Np and Nq are the numbers of Gaussian com-
ponents, and ωp = [ω1p, . . . , ω
Np
p ] and ωq = [ω1q , . . . , ω
Nq
q ]
are corresponding positive probability vectors, such that∑Np
i=1 ω
i
p = 1 and
∑Nq
j=1 ω
j
q = 1 [36]. Let the space of all
Gaussian mixture distributions defined on W be denoted by
G(W).
Recently, a new metric on G(W) was proposed in [34] to
approximate W2(℘p, ℘q) for ℘p, ℘q ∈ G(W), such that
d(℘p, ℘q) ,
 minpi∈Π(ωp,ωq)
Np∑
i=1
Nq∑
j=1
[W2(g
i
p, g
j
q)]
2pi(i, j)

1/2
(25)
where Π(ωp,ωq) denotes the space of joint probability dis-
tributions between ωp and ωq . It has been proved that d(·, ·)
defines a metric on G(W) in [34]. In this paper, this metric is
referred to as Wasserstein-GMM (WG) metric and the GMM
space associated with this metric is referred to as Wasserstein-
GMM space.
Furthermore, the geodesic connecting ℘p and ℘q is given
by
℘s() =
∑
i,j
pi∗(i, j)gijpq(), 0 ≤  ≤ 1 (26)
where pi∗(i, j) is the optimal joint distribution defined in
(25), and gijpq() ∼ N
(
µjq,Σ
j
q
)
is a consequent displacement
interpolation between gip and g
j
q , which can be specified
according to (21) and (22).
VI. ADAPTIVE DISTRIBUTED OPTIMAL CONTROL BASED
IN WASSERSTEIN-GMM SPACE
Considering two sequential robot PDFs, ℘k and ℘k+1,
the Wasserstein metric W2(℘k, ℘k+1) indicates the distance
between these two distributions. Since the time interval 4t
between two distribution is fixed, W2(℘k, ℘k+1) is propor-
tional to the distribution velocity at time step k defined by
ν℘k =
W2(℘k, ℘k+1)
4t (27)
Moreover, the squared of W2 is proportional to the energy-cost
from ℘k to ℘k+1, which is denoted by Ek, such that
Ek ∝ (ν℘k )2 ∝ [W2(℘k, ℘k+1)]2 (28)
Furthermore, because the WG metric d(℘k, ℘k+1) can be
obtained via a linear optimization in (25), it is reasonable
to apply [d(℘k, ℘k+1)]2 as an energy-cost term in the La-
grangian term (8). Compared with the divergences, such as
KullbackLeibler (KL) divergence and Cauchy-Schwarz (CS)
divergence, WG metric is more suitable for this problem
because of its clear physical meaning of energy-cost and
metric properties [34].
A. Value functional in Wasserstein-GMM Space
First, consider Assumption 1 presented below.
6Assumption 1: Assume that all of the robot PDFs belong to
the GMM space, such that G(W),
℘k =
Nk∑
i=1
ωikg
i
k, k = 0, . . . , Tf (29)
℘targ =
Ntarg∑
j=1
ωjtargg
j
targ (30)
where Nk and Ntarg are the numbers of Gaussian compo-
nents, ωk = [ω1k, . . . , ω
Nk
k ] and ωtarg = [ω
1
targ, . . . , ω
Ntarg
targ ]
are all probability vectors, and gik and g
j
targ are all Gaus-
sian components specified by the means, µik and µ
j
targ,
and the covariance matrices, Σik and Σ
j
targ, respectively.
Thus, the PDFs, ℘k and ℘targ, can be specified by the
tuples of parameters, Θ℘k = (Nk, gk,ωk) and Θ℘targ =
(Ntarg, gtarg,ωtarg), respectively, where gk = [g
1
k, . . . , g
Nk
k ]
and gtarg = [g
1
targ, . . . , g
Ntarg
targ ] are vectors of Gaussian
components.
Then, given the robot PDF, ℘k =
∑Nk
i=1 ω
i
kg
i
k, the functional
control law can be expressed by
℘k+1 = Ck(℘k,mk)
=
Nk+1∑
ı=1
ωık+1g
ı
k+1
=
Nk∑
i=1
Nk+1∑
ı=1
pik(i, ı)g
ı
k+1 (31)
where pik ∈ Π(ωk,ωk+1) is the joint probability distribution,
such that
ωık+1 =
Nk∑
i=1
pik(i, ı), ı = 1, . . . , Nk+1 (32)
Thus, given ℘k and mk, the functional control law Ck in (31) is
specified by the tuple of parameters, ΘCk = (Nk+1, gk+1, pik).
The energy-cost associated with the obstacle map function,
mk, and the functional control law, Ck, can be defined by
e˜(℘k,mk, Ck) ,
Nk∑
i=1
Nk+1∑
ı=1
[W2(g
i
k, g
ı
k+1)]
2pik(i, ı) (33)
Like the WG metric, given Ck and mk, a distance can be
defined by
d˜(℘k,mk, Ck) , [e˜(℘k,mk, Ck)]1/2 (34)
According to (25), then, given ℘k+1, the WG metric is the
minimum of d˜(℘, Ck), such that
d(℘k, ℘k+1) = min
pik
{ Nk∑
i=1
Nk+1∑
ı=1
[W2(g
i
k, g
ı
k+1)]
2pik(i, ı)
}1/2
= min
pik
[d˜(℘k,mk, Ck)] (35)
Furthermore, considering the constraint of the obstacles to
the robot PDF, the Lagrangian term is defined by
L (℘k,mk, Ck) = [d˜(℘k,mk, Ck)]2 + 〈Ck(℘k,mk),mk〉W
(36)
where 〈·, ·〉W indicates the inner product on the ROIW . Here,
the second term reflects the probability that the sensors at
the (k + 1)th time step are deployed inside the approximate
obstacles Bˆ(tk).
Finally, the final term in (8) is defined by the WG metric,
such that
φ(℘Tf , ℘targ) , [d(℘Tf , ℘targ)]2 (37)
Therefore, the cost function in (8) can be rewritten by
J , [d(℘Tf , ℘targ)]2
+
Tf−1∑
k=0
{
[d˜(℘k,mk, Ck)]2 + 〈℘k+1,mk〉W
}
(38)
According to (10), thus, the corresponding value functional
Vk(℘k,mk, Ck) can be expressed by
Vk(℘k,mk, Ck) = [d(℘Tf , ℘targ)]2 +
Tf−1∑
τ=k
{
[d˜(℘τ ,mk, Ck)]2
+ 〈Ck(℘τ ,mk),mk〉W
}
= L (℘k,mk, Ck) + Vk(℘k+1,mk, Ck) (39)
B. Approximation of Optimal Value functional in Wasserstein-
GMM Space
According to (10), the value functional Vk(℘k+1,mk, Ck)
depends on the trajectory of robot PDFs, {℘τ}Tfτ=k+1, which
are not available at the kth time step. Therefore, the optimal
value functional V∗k (℘k+1,mk) in (13) is not available. An
approximation of the optimal value functional is required.
Similar to many other RL-ADP approaches [26], an upper
bound of the optimal value functional is applied as the
approximation.
Consider a special control law, C˜k(·,mk) : P 7→ P . For
any time step τ , k+ 1 ≤ τ ≤ Tf − 1, the next step robot PDF
is obtained by ℘τ+1 = C˜k(℘τ ,mk), such that
Nτ+1 = Nτ , k + 1 ≤ τ ≤ Tf − 1 (40)
piτ (i, ı) =
{
ωiτ , if i = ı
0, otherwise
, i, ı = 1, . . . , Nτ (41)
It means that from the (k+1)th time step to the final time step,
the number and the corresponding weights of the Gaussian
components of ℘τ are fixed.
By recursively applying C˜k(·,mk), a trajectory of robot
PDFs can be generated from ℘k+1, such that
℘τ =
Nk+1∑
ı=1
ωık+1g
ı
τ , τ = k + 1, . . . , Tf (42)
Thus, there are Nk+1 trajectories of Gaussian compo-
nents from gık+1 to g
ı
Tf
, ı = 1, . . . , Nk+1. Next, con-
sider the Ntarg Gaussian components of the target PDF,
{gjtarg}Ntargj=1 . There are Nk+1 × Ntarg trajectories of Gaus-
sian components denoted by the trajectory set T˜ k ={
(gık+1, . . . , g
ı
Tf
, gjtarg)
}Nk+1,Ntarg
ı,j
, where each element of
the set T˜ k represents a trajectory of Gaussian components
7denoted by T˜
ı,j
k = (g
ı
k+1, . . . , g
ı
Tf
, gjtarg). Let L˜ı,jk denote
the minimum cost function of the trajectory of Gaussian
components, T˜
ı,j
k , at the kth time step, defined by
L˜ı,jk =

min
T˜
ı,j
k
{
[W2(g
ı
Tf
, gjtarg)]
2
+
∑Tf−1
τ=k+1[W2(g
ı
τ , g
ı
τ+1)]
2 if k + 1 < Tf
+
∑Tf−1
τ=k+1〈gıτ+1,mk〉
}
,
[W2(g
ı
Tf
, gjtarg)]
2, if k + 1 = Tf
(43)
By applying C˜k(·,mk), an upper bound of the optimal value
functional V∗k (℘k+1,mk) is provided in the following theorem.
Theorem 2 (Upper bound of optimal value functional):
Given the robot PDF ℘k+1 and the target robot PDF ℘targ
defined in (29) and (30), respectively, there exists an upper
bound of the optimal value functional V∗k (℘k+1,mk), which
is denoted by V˜k(℘k+1,mk), such that
V∗k (℘k+1,mk) ≤ V˜k(℘k+1,mk) (44)
where
V˜k(℘k+1,mk) ,
Nk+1∑
ı=1
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j) (45)
and p˜ik(ı, j) ∈ Π(ωk+1,ωtarg) is the joint probability distri-
bution.
The proof of Theorem 2 is provided in Appendix B.
In this paper, the upper bound of the optimal value func-
tional in (45) is applied to approximate the optimal value
functional V∗k (℘k+1,mk), such that
Vˆ∗k (℘k+1,mk) ,
Nk+1∑
ı=1
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j) (46)
C. Optimal Functional Control Law in Wasserstein-GMM
Space
According to (39) and (46), the optimal control law can be
approximated by solving the following optimization problem,
C∗k ≈ arg minCk
[
L (℘k,mk, Ck) + Vˆ∗k (℘k+1,mk)
]
= arg min
Ck
{
[d˜(℘k,mk, Ck)]2 + 〈Ck(℘k,mk),mk〉W
+
Nk+1∑
ı=1
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j)
}
(47)
Because the control law is specified by the tuple of parameter,
ΘCk = (Nk+1, gk+1, pik) in (31), and the optimal value
functional is approximated by {L˜ı,jk }Nk+1,Ntargı,j and p˜ik in (46),
the optimization problem in (47) can be expressed as,
Θˆ∗Ck = arg min
ΘCk
{ Nk∑
i=1
Nk+1∑
ı=1
[W2(g
i
k, g
ı
k+1)]
2pik(i, ı)
+
Nk∑
i=1
Nk+1∑
ı=1
〈gık+1,mk〉Wpik(i, ı)
+
Nk+1∑
ı=1
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j)
}
(48)
where Θˆ∗Ck is the approximation of Θ
∗
Ck .
There are Nk ×Nk+1 trajectories of Gaussian components
denoted by the trajectory set Tk = {(gik, gık+1)}Nk,Nk+1i,ı .
Similarly, let Li,ık denote the cost function of the trajectory
of Gaussian components, T i,ık = (g
i
k, g
ı
k+1), with respect to
the map function mk, which is defined by
Li,ık = [W2(gik, gık+1)]2 + 〈gık+1,mk〉W (49)
Finally, considering the following constraints of the joint
probabilities,
ωik =
Nk+1∑
ı=1
pik(i, ı) (50)
ωjtarg =
Nk+1∑
ı=1
p˜ik(ı, j) (51)
ωık+1 =
Nk∑
i=1
pik(i, ı) =
Ntarg∑
j=1
p˜ik(ı, j) (52)
the optimal control law can be approximated by solving the
following optimization problem,
Θˆ∗Ck = arg min
ΘCk
Nk+1∑
ı=1
[ Nk∑
i=1
Li,ık pik(i, ı) +
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j)
]
s.t. (50)− (52) (53)
After obtaining Θˆ∗Ck = (Nˆ
∗
k+1, gˆ
∗
k+1, pˆi
∗
k), the optimal robot
PDF ℘∗k+1 can be approximated by
℘ˆ∗k+1 =
Nk∑
i=1
Nˆ∗k+1∑
ı=1
pˆi∗k(i, ı)(gˆ
ı
k+1)
∗ =
Nˆ∗k+1∑
ı=1
(ωˆık+1)
∗(gˆık+1)
∗
(54)
where (ωˆık+1)
∗ =
∑Nk
i=1 pˆi
∗
k(i, ı) and gˆ
∗
k+1 =
[(gˆ1k+1)
∗, . . . , (gˆ
Nˆ∗k+1
k+1 )
∗].
Given ℘ˆ∗k+1 and the approximated optimal control law, Cˆ∗k ,
which is specified by Θˆ∗Ck , the corresponding Lagrangian term
defined in (36) can be expressed by
L (℘k,mk, Cˆ∗k) = [d˜(℘k,mk, Cˆ∗k)]2 + 〈Cˆ∗k(℘k,mk),mk〉W
=
Nk∑
i=1
Nˆ∗k+1∑
ı=1
[W2
(
gik, (gˆ
ı
k+1)
∗)]2pˆi∗k(i, ı)
+ 〈℘ˆ∗k+1,mk〉W
= [d(℘k, ℘ˆ
∗
k+1)]
2 + 〈℘ˆ∗k+1,mk〉W (55)
8Thus, the Lagrangian term under Cˆ∗k is a function of the WG
metric between ℘k and ℘ˆ∗k+1. Let ℘k+1 = ℘ˆ
∗
k+1 and v
℘
k denote
the velocity of robot PDFs at the kth time step, defined by
v℘k ,
d(℘k, ℘k+1)
∆t
(56)
which is an approximation of distribution velocity defined in
(27). Then, the Lagrangian term, L (℘k,mk, Cˆ∗k), reflects the
energy-cost Ek in (28).
VII. IMPLEMENTATION OF ADAPTIVE DISTRIBUTED
OPTIMAL CONTROL
To obtain the approximated optimal functional control law
online, an numerical approximation approach is presented in
this section.
A. Approximation of Optimal Control Law in Sub-space of
GMM
According to (53), there are three problems result in the
very high computational complexity, including
1) unknown number of Gaussian components Nk+1
2) nonlinear calculations of W2(·, ·) in (43) and (49)
3) nonlinear programming (NLP) in (43)
To simplify these problems, the following assumption is made.
Assumption 2: Assume that at the kth time step, 0 ≤ k <
Tf , the robot PDFs, ℘τ ∈ G(W), τ = k + 1, . . . , Tf , can be
expressed by
℘τ =
Nc∑
ı=1
ωıτg
ı
c (57)
where these parameters Nc and gıc, ı = 1, . . . , Nc, are all fixed
and known a priori, which specify a set of collocation Gaus-
sian components denoted by G = {g1c , . . . , gNcc }. Here, the
subscript “c” indicates the collocation Gaussain components.
Specifically, these collocation Gaussian components, gıc
ı = 1, . . . , Nc, are all specified by the corresponding means
µıc and covariance matrices Σ
ı
c. There are several methods to
set these parameters, including random sampling and uniform
deploying. In this paper, a common covariance matrix is set
for all collocation Gaussian components, such that Σıc = Σc,
and the means of the collocation Gaussian components are
uniformly deployed on the ROI with the same spatial interval.
Assumption 2 is an extension of Assumption 1 by assuming
that the Gaussian components, gıτ , k + 1 ≤ τ ≤ Tf , in (29)
all belong to the set of collocation Gaussian components, such
that gıτ ∈ G. According to (57), thus, ℘τ belongs to a sub-
space of the GMM, G˜(W,G) ⊂ G(W), which is defined by
G˜(W,G) ,
{
℘
∣∣∣∣℘ = Nc∑
ı=1
ωıg
ı
c,
Nc∑
ı
ωı = 1,
0 ≤ ωı ≤ 1, ı = 1, . . . , Nc
}
(58)
With Assumption 2, first, the number of Gaussian compo-
nent of ℘k+1 is known, such that Nk+1 = Nc. Second, the
metric W2(·, ·) in (43) and (49) can be calculated in advance.
Finally, due to gıτ ∈ G, τ = k + 1, . . . , Tf , the NLP in (43)
can be solved by using the shortest-path-planing algorithms
[37].
Let V = G ∪ {gjtarg}Ntargj=1 denote a set of Gaussian
components, which are treated as nodes in a graph. Let Ek
denote a set of edges between nodes with respect to the
obstacle map function mk, such that
Ek =
{
ei,j
∣∣ei,j = [W2(gi, gj)]2+〈gj ,mk〉W , and gi, gj ∈ V }
(59)
Then, a directed graph DGk = (V , Ek) is defined. The cost of
Gaussian component trajectory, L˜ı,jk in (43) can be explained
as the shortest path from the node gık+1 ∈ V to the node
gtargj ∈ V in the directed graph DGk.
Therefore, given the set of collocation Gaussian components
G, under Assumption 2 the functional control law is only
specified by pik. The optimal functional control law, thus,
can be approximated by solving the following optimization
problem,
pˆi∗k = arg min
pik
Nc∑
ı=1
[ Nk∑
i=1
Li,ık pik(i, ı) +
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j)
]
s.t. (50)− (52) (60)
and the optimal robot PDF ℘∗k+1 can be approximated by
℘ˆ∗k+1 =
Nk∑
i=1
Nc∑
ı=1
pˆi∗k(i, ı)g
ı
c =
Nc∑
ı=1
(ωˆk+1ı )
∗gıc (61)
In addition, given the costs of trajectories of Gaussian
components, {Li,ık }Nk,Nci=1,ı=1 and {L˜ı,jk }Nc,Ntargı=1,j=1 , the approxi-
mated optimal value functional only depends on pik and p˜ik
with the constraints in (50), (51) and (52). Therefore, the
optimal control law C∗k can be approximated by using linear
programming (LP) algorithms.
According to (61), the approximated optimal robot PDF,
℘ˆk+1 ∈ G˜(W,G), is specified by Nc weight coefficients,
(ωˆık+1)
∗, ı = 1, . . . , Nc, where many weight coefficients are
zeros or very small numbers. To reduce the computational
complexity, these Gaussian components with the weight co-
efficients that are smaller than a given threshold, ωth, are
removed, and the remaining weight coefficients are normal-
ized to generate the robot PDF at the (k + 1)th time step,
℘k+1 =
∑Nk+1
i=1 ω
i
k+1g
i
k+1, where Nk+1  Nc.
B. Simplified Approximation of Optimal Control Law
Although the optimal ℘k+1 can be approximated in (61)
by using LP algorithms, this optimization problem cannot
be implemented online with acceptable performance. Be-
cause the computational complexities of {Li,ık }Nk,Nci=1,ı=1 and
{L˜ı,jk }Nc,Ntargı=1,j=1 increase dramatically with the increase of the
number of collocation Gaussian components. The following
assumption is considered to reduce the computational com-
plexity of the approximation of the optimal control law.
Assumption 3: Given the robot PDF, ℘l =
∑Nl
i=1 ω
i
lg
i
l ,
and ℘l+1 =
∑Nc
ı=1 ω
ı
l+1g
ı
c ∈ G˜(W,G), the control law,
℘l+1 = Ck(℘l), l = k, . . . , Tf − 1, can be specified by the
joint probability pil, which is an Nl×Nc matrix. Assume that
the transportation distance of Gaussian compoenents under the
9control law at any time step is less than a given distance
threshold, dth, such that
pil(i, ı) = 0 if W2(gil , g
ı
l+1) > dth,
i = 1, . . . , Nl, and ı = 1, . . . , Nc (62)
Let I = {1, . . . , Nc} denote the index set of the collocation
Gaussian components. For each Gaussian component of ℘l =∑Nl
i=1 ω
i
lg
i
l , l = k, . . . , Tf − 1, these exists a subset of the
index set I, denoted by Iil ⊂ I, such that
Iil = {ı|ı ∈ I, gıc ∈ G, and W2(gil , gıc) ≤ dth} (63)
The union of these subsets are denoted by Il = ∪Nli=1Iil . Also,
there exists a subset ICl ∈ I, such that
ICl = {ı|ı ∈ I and ı /∈ Il} (64)
which is the complement of Il.
Then, with Assumption 3 the approximation of the optimal
control law in (60) can be rewitten as
pˆi∗k = arg min
pik
Nk∑
i=1
Ntarg∑
j=1
{∑
ı∈Iik
[
Li,ık pik(i, ı) + L˜ı,jk p˜ik(ı, j)
]}
s.t. (50)− (52),
pik(i, ı) = 0, i = 1, . . . , Nk and ı /∈ Iik,
p˜ik(ı, j) = 0, j = 1, . . . , Ntarg and ı ∈ ICk (65)
To solve the LP problem in (65), only |Ik| ×Ntarg shortest-
paths in the directed graph DGk are required to calculate L˜ı,jk
at each time step, where “| · |” indicates the cardinality of a
set.
C. Interpolation of Robot PDFs in Sub-space of GMM
By using (65), the optimal control law and the correspond-
ing control can be approximated based on the collocation
Gaussian components. However, the distribution velocity de-
fined in (56) is affected by the setting of the collocation
Gaussian components. To remove the affect from the colloca-
tion Gaussian components, the distribution distance between
two sequentially obtained robot PDFs is divided evenly by a
user-defined distribution interval, d¯, and more robot PDFs are
interpolated between them.
Let the approximate optimal control, ℘goalk = Cˆ∗k(℘k,mk),
denote the goal PDF at the kth time step, instead of the PDF
at (k+ 1)th time step. The distribution distance, d(℘k, ℘
goal
k ),
is divided into Tk = dd(℘k, ℘goalk )/d¯e segments, where “d·e”
indicates the ceiling operator. Then, (Tk − 1) robot PDFs are
interpolated between ℘k and ℘
goal
k according to (26), and the
PDF ℘goalk is treated as ℘(k+Tk). Therefore, the distribution
velocity can be expressed by
v℘τ =
d(℘k, ℘
goal
k )
Tk ·∆t ≈
d¯
∆t
, v¯℘, k ≤ τ ≤ k + Tk (66)
It means that the robot PDFs travel at a relatively smooth
velocity. If d¯ d(℘k, ℘goalk ), the distribution velocity can be
treated as a constant.
D. Optimal Microscopic Control Law
Given the matrix of the robot microscopic states Xk =
[x1(tk), . . . ,xN (tk)] at the kth time step and the approximated
optimal control ℘ˆ∗k+1, the optimal microscopic control law
can be determined by the artificial potential field method. The
attractive potential is
Uattrk =
∫
W
[
℘ˆ∗k+1 − γ℘˜k+1(Xk,Uk))
]2
(x)dx (67)
where Uk = [u1(tk), . . . ,uN (tk)] is the matrix of the mi-
croscopic controls at the kth time step, and ℘˜k+1(Xk,Uk)
is the estimated robot PDF at the (k + 1)th time step given
the microscopic states Xk and the microscopic controls Uk.
In this paper, the kernel density estimation (KDE) method is
applied to estimate the PDF from microscopic robot states.
Here, 0 < γ ≤ 1 is a scalar parameter to control the scattering
strength of the robots. A larger γ results in a more scattered
distribution of robots. Meanwhile, for every individual robot,
the repulsive forces from the observed obstacles and the other
robots are also considered. Let ρ (xn(tk),un(tk)) denote the
shortest distance between the robot xn(tk+1) and the obstacles
or the other robots, given the control input un(tk). The
repulsive potential for the nth robot is defined by
Urepk,n (ρ) =
 12
(
1
ρ − 1ρrep
)2
, if ρ ≤ ρrep
0, otherwise
(68)
where ρrep is the repulsive distance threshold to create a
repulsion effect on the robot. The microscopic control inputs
can be determined according to the sum of the attractive and
repulsive gradients. More details can be found in [28].
VIII. SIMULATIONS AND RESULTS
In this section, a synthetic simulation is presented to eval-
uate the proposed ADOC approach, and the performance of
the ADOC approach is compared with three state-of-the-art
approaches in this section.
A. Simulation Objectives and Settings
The effectiveness of the ADOC approach presented in the
previous sections is demonstrated on a network of N = 500
mobile robots with single-integrator dynamics
x˙n(t) = un(t),xn(t0) = xn0 , n = 1, . . . , N (69)
where xn = [xn, yn]T is the robot state, xn and yn are the
robot xy-coordinates in the inertial frame, un = [uxn, u
y
n]
T
is the microscopic control input, and uxn and u
y
n indicate the
linear velocities in the x- and y-direction, respectively. Here,
the noisy w(t) in (1) is ignored for simplicity.
As mentioned in Section II, the objectives of the VLSR
system is to travel from a given initial distribution ℘0 =∑N0
i=1 ω
i
0g
i
0 to a target distribution ℘targ =
∑Ntarg
j=1 ω
j
targg
j
targ
while avoiding collisions with the obstacles deployed in an
ROI, W = [0, Lx] × [0, Ly], where N0 = 4, Ntarg = 3,
Lx = 20 km and Ly = 16 km. The initial and target robot
distributions are presented in Fig. 2. At the initial time, the a
priori layout of obstacles is inaccurate (Fig. 3a). The actual
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layout of obstacles (Fig. 3b) is not available and needs to be
observed and updated by the identical omnidirectional range
sensors equipped on the mobile robots at every time step. In
this simulation, the radius of the sensor FOV is r = 1 km. 
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Fig. 2. Goal of VLSR system is to travel from an initial robot distribution
shown in (a) to a goal robot distribution shown in (b).
B. Simulation of ADOC Approach
For the ADOC approach, the observed and updated layout
of obstacles at the kth time step is represented by the map
function defined in (6), which is evaluated at the collocation
points. These collocation points are deployed on the ROI W
with the even spatial intervals, ∆x = ∆y = 0.1 km. Thus,
there are 160× 200 = 32000 collocation points in total.
As described in Assumption 2, the collocation Gaussian
components, G = {g1c , . . . , gNcc }, are set in the ROI W ,
where µıc = [ıx − 0.5, ıy − 0.5] km, ıx = 1, . . . , Lx and
ıy = 1, . . . , Ly , and Σc =
[
0.5 0
0 0.5
]
km2. Thus, there
are Nc = 16 × 20 = 320 collocation Gaussian components
deployed in the ROI and Nc +Ntarg = 320 + 3 = 323 nodes
in the directed graph, DGk = (V , Ek), described in Section
VII-A. The distance threshold for the directed graph defined
in Assumption 3 is set to dth = 4 km.
The fixed time interval is set to ∆t = 0.01 hr. The user-
defined distribution interval in (66) is set to d¯ = 0.05 km
to obtain a relatively constant distribution velocity, such that
v¯℘ = d¯∆t =
0.05
0.01 = 5 km/hr.
For the microscopic control, the scalar parameter in (67)
is set to γ = 0.85. Furthermore, considering that the uncer-
tainty of the observed obstacles, different repulsive distance
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Fig. 3. Layout of obstacles. (a) A-priori layout of obstacles (b) Actual in situ
obstacles
thresholds are set to create the repulsion effects from the
obstacles and the other robots, respectively, including the
repulsive distance threshold for obstacles, ρobsrep = 0.3 km,
and the repulsive distance threshold for the other robots,
ρrobrep = 0.1 km. The proposed ADOC approach is applied
to generate the approximated optimal macroscopic control
law and the corresponding microscopic control inputs, which
control the VLSR system to travel online in the ROI. The
generated trajectory of robot PDFs are presented in Fig. 4,
where the gray areas indicate the obstacles updated at each
time step. From Fig. 4b, it can be observed that at around 3th
hr, the new obstacle is observed and an original open path is
blocked and the VLSR system can find new path adaptively
to the target distribution. Positions and FOVs of robots at
t1 = 2.5 hr and t2 = 2.8 hr are presented in Fig. 5, where the
FOVs of three robots are plotted in three different colors. The
microscopic state and control histories of these three robots are
plotted in Fig. 6. These results show that the VLSR system
takes Tf = 701 steps and Tf∆t = 701 × 0.01 = 7.01
hrs to successfully travel from the initial distribution to the
target distribution under the control of the proposed ADOC
approach.
C. Comparison of Performance
To the best of our knowledge, there is no existing hoc ad
approach for the problem described in Section II, because
of the number of robots is too large. Thus, three different
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Fig. 4. Evolution of sensor PDFs generated by the ADOC approach at four
moments, where the gray areas indicate the obstacles updated at each time
step.
benchmark approaches are developed based on the existing
state-of-the-art techniques and compared with the proposed
ADOC approach, including probability-density-function-based
artificial potential field (PDF-APF) approaches, Sampling-
based artificial potential field (SAPF), and the sampling-based
path-planning (SPP).
• PDF-APF: Because the target PDF ℘targ is given, the
attractive potential function in (67) can be modified by
Uattrk =
∫
W
[
℘targ − γ℘˜k+1(Xk,Uk))
]2
(x)dx (70)
Meanwhile, consider the repulsive potential function with
respect to the updated obstacles and robots in (68). Then,
the microscopic control inputs can be obtained according
to the sum of the gradients of potential functions similar
to Section VII-D.
• SAPF: Since the robot target PDF and the number of
robots are both known, the set of the target robot positions
X targ = {xtargn }Nn=1 can be obtained by sampling
according to ℘targ. Then, these target positions can
be treated as attractive points generating the individual
potentials to every robot, such that
Uattrn,n′,k = −‖xn(tk)−xtargn′ ‖−2, n, n′ = 1, . . . , N (71)
which is the attractive potential from the n′th attractive
point to the nth robot. The attractive point exist if and
only if the attractive position has not been occupied by
any robot yet. Similarly, the repulsive potentials in (68)
are also considered to calculate the microscopic control
inputs.
• SPP: Like the SAPF approach, the target robot positions
are obtained by sampling according to ℘targ. Then, the
initial robot positions, X0 = {xn(t0)}Nn=1 and X targ
are paired according to their relative distances. Finally,
the shortest-path-planing algorithm is applied with the
time-varying map function mk to obtain the N paths
from the initial robot positions to the corresponding
target positions while avoiding the collisions by using
the repulsive potentials in (68).
Since there is no macroscopic state ℘k and the corre-
sponding velocity v℘k for these compared approaches, the
microscopic velocities for robots are all set to vrob = 5 km/hr.
For the SPP approach, the shortest-path-planning algorithms
are implemented based on a graph where the set of nodes is
defined by VSPP = {µıc}Ncı=1 ∪ X targ. For fairness reasons,
the same parameters, e.g., ρobsrep, ρ
rob
rep, and dth, are applied in
these approaches. Furthermore, although the time during tf
is not required by these approaches, a maximum of the time
steps is set to Tmaxf = 2000, which means that the algorithms
will stop at the Tmaxf = 2000th time step even if the task is
not completed.
Among these approaches, ADOC and SPP approaches in-
volve the path-planning algorithms, while all of the approaches
use artificial potentiates to obtain the microscopic controls,
including the attractive and repulsive potentials. Given the
number nodes Nnode and number of edges Nedge in a di-
rected graph, the computational complexity of planning a
shortest path from a one single source to a single target is
12
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Fig. 5. Positions and FOVs of robots at two different moments are presented in two rows, including t1 = 2.5 hrs and t2 = 2.8 hrs. The figures in the first
column, (a) and (d), present the robot positions in the whole ROI. The figures in the second column, (b) and (e),are generated by zooming in the red bounding
boxes in (a) and (d), respectively, where the FOVs of three robots are plotted in three different colors. The cyan areas indicate the obstacles which are observed
during the past 0.1 hrs. The figures in the last column, (c) and (f), are generated by zooming in the red bounding boxes in (b) and (e), respectively, where
the robots and obstacles are plotted from a 3D viewpoint. 
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Fig. 6. Microscopic state and control histories for three mobile robots chosen
from the VLSR system.
O
(
Nedge + Nnode log log(Nnode)
)
according to [37]. More-
over, the calculations of artificial potentials between attractive
or repulsive points and every robots are all considered. Let
Nobsk denote the number of collocation points occupied by
obstacles up to the kth time step. Thus, the computational
complexities at the kth time step of these four approaches are
tabulated in TABLE I. It is noteworthy that for the microscopic
control, since Nk  N and Ntarg  N , the computational
complexities for all approaches are the same. Furthermore,
for the case where Nk · |Ik| · Ntarg < N , the proposed
ADOC approach outperforms the SPP approach in the aspect
of computational complexity.
The trajectories of robots are plotted in Fig. 7, which are
generated by the different approaches, including ADOC, PDF-
APF, SAPF, and SPP. It can be observed that the ADOC and
the SPP approaches complete the task successfully, while the
PDF-APF and the SAPF approaches fail within Tmaxf = 2000
time steps. More numerical performances of these approaches
are tabulated in TABLE II, including the total time steps, Tf ,
the running time, the average distance-to-go D¯rob(k), and the
average energy-cost per kg, E¯rob(k), which are defined by
D¯rob(k) =
1
N
N∑
n=1
Tf−1∑
τ=k
‖xn
(
(τ + 1)∆t
)− xn(τ∆t)‖ (72)
E¯rob(k) =
η
2N
N∑
n=1
k∑
τ=1
[
‖xn(τ∆t)− xn
(
(τ − 1)∆t)‖
∆t
]2
(73)
where η = (1000/3600)2 is applied for unit conversion. Here,
these approaches run on the same PC with 18 cores. The
curves of the distance-to-go and the energy-cost-per-kg are
plotted in Fig. 8. These results show that the proposed ADOC
approach complete the task more efficiently and effectively
than the other approaches.
IX. CONCLUSION AND FUTURE RESEARCH
In this paper, an ADOC approach is proposed to carry
out online cooperative sensing and navigation tasks for the
VLSR systems in highly uncertain environments, which is an
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TABLE I
COMPARISON OF COMPUTATIONAL COMPLEXITY
Approach Path Planning Microscopic Control
ADOC O
((|Ek|+ |V | log log |V |)Nk|Ik|Ntarg) O(NNk + NNobsk + N2)
PDF-APF N/A O(NNtarg + NNobsk + N
2)
SAPF N/A O(NNobsk + N
2)
SPP O
((|ESPPk |+ |VSPP | log log |VSPP |)N) O(NNobsk + N2)
TABLE II
COMPARISON OF NUMERICAL PERFORMANCES
Approach Tf Running Time D¯rob(0) E¯rob(Tf )
(min) (km) (J/kg)
ADOC 701 37.0544 28.5623 545.1525
PDF-APF 2000 60.2447 99.95 1928.0478
SAPF 2000 19.6193 100.8671 3747.0543
SPP 1414 141.2573 41.9044 808.1635
extension of the DOC approach, where the VLSR system is
described by the robot PDFs referred to as the macroscopic
state. Because This approach is formulated as an RL-ADP
problem in the Wasserstein-GMM space based on the optimal
mass transport (OMT) theorem, it can also be considered as an
online MARL approach. To the best of our knowledge, this
is the first implementation of online MARL for continuous
states and controls, which provide a novel research direction
of online MARL approaches.
The proposed ADOC is a centralized approach where the
optimal control law and the corresponding microscopic con-
trols are all generated based on observations from all robots.
Considering that the GMM is a linear combination of Gaussian
components, it is feasible to divide the generation process
of optimal control law into several groups according to the
Gaussian components. Then, a decentralized version of the
ADOC approach can be proposed in future research and can
be applied to more general applications, e.g., the problems in
swarm robotics.
APPENDIX A
LOWER BOUND OF OPTIMAL CONTROL LAW
Proof: First, consider the case of k′ = k−1, 0 < k < Tf
and k ≤ l < Tf . From any robot PDF ℘l, by using the optimal
functional control law obtained at the k′th time step, C∗k′ ,
recursively, a trajectory of robot PDFs {℘τ}Tfτ=l are generated
associated with the obstacle map function mk.
In addition, consider the optimal value functional
V∗k (℘l,mk), k ≤ l < Tf . According to (10) and the Bellman
equation, V∗k (℘l,mk) can be expressed by
V∗k (℘l,mk) = min
℘l+1
[L (℘l,mk, ℘l+1) + V∗k (℘l+1,mk)]
= L (℘l,mk, ℘
∗
l+1) + V∗k (℘∗l+1,mk)
≤ L (℘l,mk, ℘l+1) + V∗k (℘l+1,mk) (74)
where ℘l+1 = C∗k′(℘l,mk) and ℘∗l+1 = C∗k(℘l,mk).
By recursively utilizing (74), the following inequality is
obtained
V∗k (℘l,mk) ≤ L (℘l,mk, ℘l+1) + V∗k (℘l+1,mk)
≤ L (℘l,mk, ℘l+1)
+L (℘l+1,mk, ℘l+2) + V∗k (℘l+2,mk)
. . .
≤
Tf−1∑
τ=l
L (℘τ ,mk, ℘τ+1) + V∗k (℘Tf ,mk)
=
Tf−1∑
τ=l
L (℘τ ,mk, ℘τ+1) + V∗k′(℘Tf ,mk)
= V∗k′(℘l,mk), k ≤ l < Tf (75)
where V∗k (℘Tf ,mk) = V∗k′(℘Tf ,mk) = [d(℘Tf , ℘targ)]2
according to (10). Because this holds for l = Tf as well,
according to (10), (75) can be rewritten by
V∗k (℘l,mk) ≤ Vk′(℘l,mk), k ≤ l ≤ Tf (76)
Next, consider the case of k′ = k − 1 and 0 ≤ l ≤ k′.
Assume that there exists a sequence of optimal functional
control laws C∗τ , τ = l, . . . , k′. By using these optimal
functional control laws sequentially, a trajectory of robot PDFs
{℘τ}k′τ=l is generated associated with {mτ}k
′
τ=l. Moreover,
similarly, by using the optimal functional control law C∗k′
recursively, a trajectory of robot PDFs {℘τ}Tfτ=k′ is generated
from ℘k′ to ℘Tf associate with mk. Thus, a trajectory of robot
PDFs, {℘τ}Tfτ=l is generated from ℘l to ℘Tf .
Again, according to (10) and the Bellman equation,
V∗k (℘l,Mk) can be expressed by
V∗k (℘l,Mk) =
k′∑
τ=l
L (℘τ ,mτ , C∗τ ) + V∗k (℘k,mk)
≤
k′∑
τ=l
L (℘τ ,mτ , C∗τ ) + V∗k′(℘k,mk)
= V∗k′(℘l,Mk), 0 ≤ l ≤ k′ (77)
where the inequality is obtained by applying (76).
Merging (76) and (77), it is shown that for k′ = k − 1,
V∗k (℘l,Mk) ≤ V∗k′(℘l,Mk), 0 ≤ l ≤ Tf (78)
Finally, by recursively applying (78), the theorem is proved,
such that
V∗k (℘l,Mk) ≤ V∗k′(℘l,Mk), 0 ≤ k′ ≤ k and 0 ≤ l ≤ Tf
(79)
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Fig. 7. Trajectories of robots generated by the different four approaches,
including (a) ADOC, (b) PDF-APF, (c) SAPF, and (d) SPP, where the
initial and final positions of robots are indicated by circles and diamonds,
respectively, and the gray areas indicate the true obstacles in the workspace.
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Fig. 8. Performances of the VLSR systems generated by four approaches.
(a) the average distance-to-go and (b) the engery-cost-per-kg.
APPENDIX B
UPPER BOUND OF OPTIMAL VALUE FUNCTIONAL
Proof: First, consider the case of k+ 1 < Tf . According
to (39), the value functional Vk(℘k+1,mk, C˜k) associated to
C˜k, which is described in (40) and (41), can be expressed by
Vk(℘k+1,mk, C˜k) = φ(℘Tf , ℘targ) +
Tf−1∑
τ=k+1
L (℘τ ,mk, C˜)
=
[
d(℘Tf , ℘targ)
]2
+
Tf−1∑
τ=k+1
[
d˜(℘τ ,mk, C˜k)
]2
+
Tf−1∑
τ=k+1
〈℘τ+1,mk〉W (80)
According to (35), the following inequality is obtained,
[
d(℘Tf , ℘targ)
]2 ≤ Nk+1∑
ı=1
Ntarg∑
j=1
[
W2(g
ı
Tf
, gjtarg)
]2
p˜ik(ı, j)
(81)
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By recursively applying (40) and (41), the term,[
d˜(℘τ ,mk, C˜k)
]2
, k + 1 ≤ τ ≤ Tf − 1, can be expressed as
[
d˜(℘τ ,mk, C˜k)
]2
=
Nk+1∑
ı=1
Nk+1∑
ı′=1
[W2(g
ı
τ , g
ı′
τ+1)]
2pik(ı, ı
′)
=
Nk+1∑
ı=1
[
W2(g
ı
τ , g
ı
τ+1)
]2
ωk+1ı
=
Nk+1∑
ı=1
Ntarg∑
j=1
[
W2(g
ı
τ , g
ı
τ+1)
]2
p˜ik(ı, j)
(82)
Substituting (81) and (82) into (80), one can have
Vk(℘k+1,mk, C˜k) ≤
Nk+1∑
ı=1
Ntarg∑
j=1
{[
W2(g
ı
Tf
, gjtarg)
]2
+
Tf−1∑
τ=k+1
[
W2(g
ı
τ , g
ı
τ+1)
]2
+
Tf−1∑
τ=k+1
〈gıτ ,mk〉W
}
p˜ik(ı, j) (83)
Because (83) holds for any trajectories of Gaussian com-
ponents from gık+1 to g
j
targ, ı = 1, . . . , Nk+1 and j =
1, . . . , Ntarg, the following inequality can be obtained,
Vk(℘k+1,mk, C˜k) ≤
Nk+1∑
ı=1
Ntarg∑
j=1
min
T ı,jk
{[
W2(g
ı
Tf
, gjtarg)
]2
+
Tf−1∑
τ=k+1
[
W2(g
ı
τ , g
ı
τ+1)
]2
+
Tf−1∑
τ=k+1
〈gıτ ,mk〉W
}
p˜ik(ı, j)
=
Nk+1∑
ı=1
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j) (84)
Next, consider the case of k + 1 = Tf . According to (81),
the upper bound of Vk(℘Tf ,mk, C˜k) is expressed by,
Vk(℘Tf ,mk, C˜k) ≤
Nk+1∑
ı=1
Ntarg∑
j=1
[
W2(g
ı
Tf
, gjtarg)
]2
p˜ik(ı, j)
=
Nk+1∑
ı=1
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j) (85)
Finally, considering the definition of the optimal value
functional, the theorem is proved, such that
V∗k (℘k+1,mk) ≤ Vk(℘k+1,mk, C˜k)
≤
Nk+1∑
ı=1
Ntarg∑
j=1
L˜ı,jk p˜ik(ı, j)
= V˜k(℘k+1,mk) (86)
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