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Abstract 
Hypervideo is a new viewing way for films just as hypertext on the WWW. In the literature, many 
standards and technologies have been developed for the hypertext. However, the present video 
processing methods cannot provide a proper solution for hyperlinks in video. In this paper, we propose 
an object-based hypervideo authoring system. Video objects can be described by semantic annotation 
and multistory movies can be produced. The system offers a manual object-based interface for the film 
producer to select meaningful video objects and annotate them. It also has a video construction 
function to facilitate the audience to view the annotation of interesting objects in a scene or to select a 
particular viewing path. It is very useful to show the annotation of a particular object that the film 
producer wants to highlight in educational videos or commercials. A hypervideo player is also 
developed to play the video file made by the authoring system. 
1. Introduction 
The advancement in the video processing has 
simplified the process for creating high semantic 
video data. One of the most active research 
problems is the video-content analysis and retrieval. 
The digital form allows processing of the video 
data to generate appropriate data abstractions that 
permit flcxible videodatabase organization and 
enable content-based retrieval of video [I]. It is 
mentioned in many existing researches that to 
identify syntactic and semantic components in the 
video material is desirable [Z, 31. But how can this 
be achieved? When a commercial is shown, how 
can the audience get the price or specification of a 
product right away? How can we extract the 
information related to a certain video content? In 
distance learning, it is of great desire that extra 
information or a link to another short video can be 
added to the video so that the teacher can explam 
certain learning materials further. 
Hypervideo is a new video processing technique 
similar to hypertext. In a Web page, useful 
information can he obtained right on a click 
without time and space restriction through 
hyperlinks. The available video producing tools 
cannot perform such hyperlinks on video. 
In [5], the hypervideo methodology is implemented 
with a framework and hypervideo engine called 
HyperCafe. Also, some outstanding systems have 
good performance on object detection and video 
segmentation issues [4]. However, given a video 
tile, a user might not he interested in the whole film, 
but rather portions of the film. And the audience 
might be interested in some video objects of certain 
frames. In this paper, a novel semantic video 
authoring system that focuses on assisting the 
video author in annotation based on video semantic 
level is presented. 
2. Hypervideo and Multistory Video 
There are two major components in our system: 
video object annotation and video structure 
construction. Video object annotation is an 
advanced tool to present an object with extra 
information. In video structure construction, the 
user can make a hypervideo movie easily. 
In the MPEG specification, a data stream called 
the userdata stream can be defined [7]. 
According to codec rules, given a video file, we 
can put additional information as a data stream. 
Those additional data can he a text, a video clip, 
a URL link, or a still image. Furthermore, 
commands are added to control video playing. In 
Figure 1, the extension data mmposes of many 
data units that enable the functions of 
hypervideo. These user data units are related to 
the objects or clips in the original video. 
The developed video authoring system can 
efficiently present semantic entries to the viewer. 
The film director can easily edit the underlying 
semantic structure of a video following what the 
film director wish to depict to the audience. The 
system has the following features. 
0 High Compatibility File Format 
The format of the annotated video by the 
system is not restricted to common video 
players. The exported video file can he 
played in a customdesigned player as well 
0-7803-8603-5/04/$20.00 2004 IEEE 
as other players (Figure 2). The original 
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video is not modified by the system. 
In a DVD format disk, there might be 
some selection buttons in a still image for 
the audience to choose when the DVD 
movie starts playing [ 6 ] .  In our system, the 
audience can interact with the movie story 
if the film director has made some branch 
points in the video. Still images are not 
used to achieve such interaction because 
the presentation will he paused. Like a 
normal DVD movie, the system produces 
seamless presentation. 
0 Interactive Story 
0 ser defined video ob ect annotation 
A vidco object can be annotated if the file 
producer wants to highlight the object. It is 
possible that the defined object has a 
multimedia description. 
Showing the structure of the video is a 
fundamental way to facilitate the viewing. 
With the previous feature, the producer 
can construct a tree-liked structure for a 
multistory video. The developed system 
follows the structure to play the video. 
0 Multistory video viewing 
MPEG Video File 
Raw Dan sequence 
4 t 
User-Definded dum sequence 
Commands 
Figure 1: User defined data are attached to the raw video data 
lnteracllon 




Figure2: Difference between a normal video player and the hypervideo player 
3. System Architecture 
Given a raw video tile, the producer usually cuts 
necessary clips as story units in a movie. And the 
commercial video editing tools are then used to 
merge these clips. But those tools are not suited 
for an amateur user. In our system, these 
complicated steps have been simplified. The user 
can just drag and drop without redundant steps 
and unnecessary functions. Figure 3 shows the 
process of making annotated film by the 
proposed system. 
In the system, the author uses a drawing tool to 
select an object to be annotated. Personal 
annotation attributes then cnme from the 
author’s description for the selected object. 
The story tree-making function lets the producer 
organize the video story immediately. The 
sequence of video presentation is shown as a tree 
structure in the system. If the producer wants to 
make a tree, be/she must initialize a root node 
and then insert the child nodes of the root. Of 
course, a node can be deleted if not needed. 
The additional annotation information will be 
formatted as data unit. Attached information can 
be used for many things. It i s  discussed further 
in the following subsection. 
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Figure 3: Process in the annotation multistory 
system 
3.1 ile ormat and xample 
As shown in Figure 4, the raw video data consist 
of four general clips and one redundant clip and 
one comment. In distance learning, the instructor 
S & h  
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might notice that the original playing sequence is 
not suited to certain learners. The instructor can 
modify the sequence and even dclete some 
learning materials. The editing procedule can be 
described as follows. 
Stepl. Scene 3 and Scene 4 are original, but 
the presentation order is put in the head. 
Step2. The instructor puts two course 
illustrations after Scene 3 and Scene 4. 
The illustrations are cut short to fit time 
restriction. 
Step3. Because Scene 3 is a key point in this 
class, the instructor repeats it. 
Step4. The instructor thinks that it is better to 
make an introduction for the next 
course. So the original comments of 
Scene 1 and Scene 2 are edited. 
Step5. Scene 1 and Scene 2 are put in the tail 
of the video sequence. 
There are two advantages in previous description. 
The instructor can produce many scenarios 
without cutting the real video file directly. And 
those scenarios can be attached to the video file 
instantly. 
I_ 
Figure 4 Comparison of the raw video file and the edited video file 
3.2 Decoding the video 3.3.1 Authoring tool 
In our system, the default output video is a Figure 5 shows the user interface of the video 
MEPG compatible file. Annotation data are editor. Detail description is given in the 
regarded as user defined data, and the common following. 
video player would not show the extra 
information unless the player added our control 
filter (Figure 2). The presentation data and user 
data are put into one video file. 
3.3 Implementation 
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0 Object annotation 
Area A is a viewing and drawing area in our 
system. The user can just load a video tile and 
plays it in the area like using a video player. 
First the user can use buttons to mark the 
duration within which the annotated object 
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will present. Then the user draws a notable 
region and produccs a description for it. This 
segmcnt is used as a story unit in constructing 
the multistory and is shown in Area B. 
0 Story construction 
A video storyboard is provided for the user to 
construct and view the hierarchy of the 
multistory video in Area D. When a user 
wants to make a new story tree, he/she can 
pick pieces of video from Area B or cut new 
segments from the original file. 
How can the user connect these pieces? First, 
the user needs to choose an annotated region 
in a segment to he a “branch point.” Then 
he/she simply drags a line to a destination 
segment. Notice that the storyboard is not 
simply a collection of frames. Each image 
represents a segment of the film. It is 
impossihlc for the audience to catch a frame 
and click it while playing a video. So the 
annotated region plays on the screen for a 
period of time. Also, the video producer must 
define a default playing sequence. Otherwise, 
the player will play the whole video file. 
Figure 5: Snapshot of the authoring tool 
3.3.2 Player 
As mentioned in the previous section, additional 
video information can he played only in our 
system. The developed video player is shown in 
Figure 6 .  There are a yellow region and a red 
region that include the additional information. 
The regions might have been marked as a branch 
point by the authoring tool. If so, the audience 
can also click them to jump to other clips. In 
Area C of Figure 5 ,  an image hyperlink is 
inserted into the video. So the player presents the 
inserted image (on the right hand side of Figure 
6). 
Figure 6: Snapshot of the Player 
4. Conclusion 
A Hypervideo system that provides a semantic 
level annotation and constructs the video 
presentation structure is introduced. The system 
is different from other video presentation 
systems. The major focus is on the objects that 
are interesting and useful to the video producer 
and the audience. A video player is also 
developed for the video viewer to view the 
annotated film efficiently. The prototype of the 
Hypervideo authoring system can he found at 
httu://www.mine.tku.edu.tw/video/ivat. htm 
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