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Abstract
Asinowski, Bacher, Banderier and Gittenberger [1] recently developed the vectorial kernel
method – a powerful extension of the classical kernel method that can be used for paths that
obey constraints that can be described by finite automata, e.g. avoid a fixed pattern, avoid several
patterns at once, stay in a horizontal strip and many others more. However, they only considered
walks with steps of length one. In this paper we will generalize their results to walks with longer
steps. We will also give some applications of this extension and prove a conjecture about the
asymptotic behavior of the expected number of ascents in Schro¨der paths.
2010 Mathematics subject classification: 05A15, 05A16, 05C81
Key words and phrases: lattice path, Schro¨der path, generating functions, kernel method, asymp-
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1 Introduction
Lattice path structures appear often in mathematical models in natural sciences or computer science,
for example in analysis of algorithms (see e.g. [15, 3]) or physics when modeling wetting and melting
processes [11] or Brownian motion [16]. Another field is bioinformatics ([17, 19, 13]), where the lattice
paths are usually constrained to avoid certain patterns.
The generating function of these objects can often be described by a functional equation that can
be solved by the kernel method.
In its easiest form, i.e., for solving equations of the type
K(z, u)F (z, u) = A(z, u) +B(z, u)G(z),
where K,A and B are known functions and F and G are unknown functions, where K(z, u) = 0 has
only one small root (i.e. a root ui(z) with ui(z) ∼ 0 as z ∼ 0), the kernel method has been folklore
in combinatorics and related fields like probability theory. One identifiable source is Knuth’s book
[14] from 1968, where he used this idea as a new method for solving the ballot problem. Ever since
there have been several extensions and applications of this method, see for example [6, 8, 9], one of the
most recent being the vectorial kernel method by Asinowski, Bacher, Banderier and Gittenberger [1].
It allows to solve enumeration problems for lattice paths obeying constraints that can be described
by a finite automaton. Furthermore, it also allows enumeration of the occurrence of any phenomenon
that can be described by a finite automaton, e.g. the number of occurrences of a given pattern.
In their paper they only considered directed walks with steps where the first coordinate is 1.
However, this method can be generalized to directed walks with longer steps which will be done in
this paper. The proofs used here follow the same methods as in the case with steps of length one, but
some adaptions have to be made.
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In the final two chapters we will have a look at some applications of this method. Firstly, we will
re-derive the number of Schro¨der paths (excursions with steps U = (1, 1), D = (1,−1) and F = (2, 0))
avoiding the pattern UF , which has been studied in [20]. Furthermore, we will derive the trivariate
generating function for the number of ascents (i.e. number of sequences of nonempty consecutive up-
steps) in Schro¨der paths and prove that the expected number of ascents in Schro¨der paths of length 2n
indeed behaves asymptotically like (
√
2− 1)n as Callan conjectured on the OEIS [18], entry A090981.
2 Definitions and notations
A lattice path in Z2 is a finite sequence or finite word w = [ν1, . . . , νm] such that all vectors νi lie in
the step set S, which is a finite subset of Z2. A lattice path can be visualized as a polygonal line in the
plane, which is created by starting at the origin and successively appending the vectors νi = (ui, vi)
at the end. The vectors νi are called steps. In this paper we will only consider directed lattice paths
where all steps (ui, vi) have a positive first entry.
Figure 1: A lattice path
The first entry ui of a step is called its length and the length of a walk w, denoted by |w| is the sum
of the length of all its steps, i.e. |w| = u1 + · · ·+ um. This does not always coincide with the number
of steps, only if ui = 1 for all steps in S this is the case. The final altitude of a walk w, denoted by
alt(w) is the sum of the altitudes of all steps, i.e. alt(w) = v1 + · · · + vm. Thus, a walk starting in
(0, 0) terminates in (|w|, alt(w)).
The step polynomial P (t, u) of the step set S is given by
P (t, u) =
∑
s∈S
t|s|ualt(s). (1)
The variable t encodes length, the variable u encodes altitude. When all steps have length one, we can
omit the dependency on t and write
P (u) =
∑
s∈S
ualt(s).
Denote −c the smallest (negative) power of u in P (t, u) and d the largest (positive) power of u. If
S only contains negative or only positive altitudes of steps, the following results still hold, but the
corresponding models are easy to solve and lead to rational generating functions.
Often, there are constraints imposed on the lattice paths one wants to consider, e.g., the path is
not allowed to leave a certain region or has to end at a certain altitude, usually at altitude zero. This
leads to the following
Definition 1. For lattice paths obeying constraints we define:
• A walk is an unconstrained lattice path.
• A bridge is a lattice path whose endpoint lies on the x-axis.
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• A meander is a lattice path that lies in the quarter-plane Z≥0 × Z≥0. Since we only consider
lattice paths with steps with positive x-coordinates, this is equivalent to lattice paths that never
attain negative altitude.
• An excursion is a lattice path that is both a bridge and a meander, i.e., a lattice path that ends
on the x-axis, but never crosses the x-axis.
Banderier and Flajolet [5] computed generating functions for all these classes of lattice paths. Their
results can be summarized by the table in figure 2:
ending anywhere ending at 0
W (t, 1) = 11−tP (1)
unconstrained
constrained
walks bridges
meanders excursions
B(t) =W0(t) = t
∑c
i=1
u′i(t)
ui(t)
M(t, 1) = 11−tP (1)
∏c
i=1(1− ui(t)) E(t) =M0(t) = (−1)
c−1
p−ct
∏c
i=1 ui(t)
on Z
on Z≥0
Figure 2: The generating functions for walks, bridges, meanders and excursions (in the case of steps
of length one). Here, P (u) is the step polynomial, c is the number of small roots, which are given by
u1, . . . , uc. Here, W0(t) stands for [u
0]W (t, u) = W (t, 0) (and analogously for M0).
.
This study was generalized in [1] to paths with steps of length one that avoid one single pattern. In
this paper we will show similar results for walks with longer steps.
A pattern is a fixed path
p = [a1, . . . , a`]
where ai ∈ S. The length of a pattern is the sum of the lengths of its steps. An occurrence of
a pattern p in a lattice path w is a contiguous sub-string of w, which coincides with p. We say
a lattice path w avoids the pattern p if there is no occurrence of p in w. For example, the path
w = [(1, 1), (3, 0), (3, 0), (1, 1), (1,−2), (3, 0), (1, 1)] has two occurrences of the pattern [(3, 0), (1, 1)] but
avoids the pattern [(1,−2), (1,−2)].
A prefix of length k of a string is a contiguous non-empty sub-string that matches the first k
letters (or steps, to phrase it with words more familiar for a lattice path setting). Similarly, a suffix
of length k of a string is a contiguous non-empty sub-string that matches the last k letters. For
example, [(1, 1), (3, 0), (3, 0)] is a prefix (of length 3) of the path from the previous example and
[(1,−2), (3, 0), (1, 1)] is a suffix. A presuffix of a pattern is a non-empty string that is both prefix and
suffix. In our above example, [(1, 1)] is the only presuffix of this given path.
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Some authors use a different definition of a pattern, namely when the pattern is contained in the
path as non-contiguous substring, see for example [4]. The path w as defined in the previous example
contains [(1, 1), (3, 0), (1, 1), (3, 0)] in the non-contiguous-sense, but not in the contiguous sense. Lattice
paths avoiding patterns in the non-contiguous sense also can be dealt with the vectorial kernel method.
In this paper we will only consider consecutive patterns.
In order to describe pattern avoidance we will need the concept of finite automata.
Definition 2. A finite automaton is a quadruple (Σ,M, s0, δ) where
• Σ is the input alphabet (in our case, Σ will usually be the step set)
• M is a finite, nonempty set of states
• s0 ∈M is the initial state
• δ : M× Σ → M is the state transition function. In many cases, it is useful to allow δ to be
a partial function as well, i.e., not every input δ(Si, x) has to be defined. Especially for pattern
avoidance the usage of partial functions is very helpful.
Sometimes there is also a set F ⊆M of final states given in the definition of a finite automaton. Here,
however, we will not have any final states (i.e. F = ∅).
A finite automaton can be described as a weighted directed graph (the states being the vertices,
the edges and their weights given by the transition function) or by an adjacency matrix A, where the
entry Aij consists of the sum of all letters x that, when being in state Si and reading the letter x,
transition to state Sj . Phrased differently,
Aij =
∑
x:δ(Si,x)=Sj
x.
Example: Let S = {U,F,D} where U = (1, 1), F = (2, 0) and D = (1,−1) be the step set and
p = [U,F, U,D] the forbidden pattern. We will build an automaton with s = 4 states, where s is
the number of steps in the pattern. Each state corresponds to a proper prefix of p collected so far
by walking along the lattice path. Let us label these states X0, . . . , Xs−1 (in our case X0, . . . , X3).
The first state X0 is labeled by the empty word. The next states are labeled by proper prefixes of
p, more precisely Xi is labeled by Xi = [a1, . . . , ai] where aj are the letters of the forbidden pattern.
For i, j ∈ {1, . . . , s} we have δ(Xi, λ) = Xj (or, in the graph setting, an arrow labeled λ) if j is the
maximal number such that Xj is a suffix of Xiλ.
When the automaton reads a path w, it ends in the state labeled with the longest prefix of p that
coincides with a suffix of w. The automaton is completely determined by the step set and the pattern.
When looking at the adjacency matrix of this automaton we also have to keep track of the length
of the steps. We obtain
A =

t2 + tu−1 tu 0 0
tu−1 tu t2 0
t2 + tu−1 0 0 tu
0 tu t2 0
 .
In each row except the last one, all entries sum up to P (t, u), because at each state except the last
one, all possible steps are allowed. The entries in the last row of the matrix sum up to P (u) − ws,
where ws is the weight of the last step in the forbidden pattern p. This is because in the last state
Xs−1 all steps except the one that would make p complete.
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X0
ε
X1 X2 X3
U UF UFU
F,D
U F U
U U
D
F,D
F
Figure 3: The automaton for S = {U,F,D} and p = [U,F, U,D]
Automata can not only be used to describe the avoidance of one pattern, but also for other constraints,
e.g. the avoidance of several patterns at once (see [2]) or height constraints. Or to describe the
avoidance of patterns in the non-contiguous sense.
Definition 3. The kernel of an automaton is defined to be the determinant of I −A(t, u), where A is
the adjacency matrix of the automaton, i.e.,
K(t, u) := det(I −A(t, u)).
For certain kinds of automata, for example the automata that arise when considering walks that
avoid a pattern, there are easier expressions for the kernel that avoid the computation of the adjacency
matrix and its determinant. For more details on this, see [1].
3 The vectorial kernel method for walks with longer steps
The vectorial kernel method indeed works for walks with longer steps if the right adaptions are made.
Instead of the adjacency matrix A = A(u) we now have to consider the adjacency matrix A(t, u) that
takes into account the different lengths of the steps by weighting them with the corresponding powers
of t, i.e. a step of length i is weighted with ti. With these adapted adjacency matrix we obtain the
following theorems:
Theorem 4. The bivariate generating function for walks obeying constraints that can be described by
a finite automaton (e.g. pattern avoidance, height restrictions, etc.) is given by
W (t, u) =
(1, 0, . . . , 0)adj(I −A(t, u))~1
det(I −A(t, u)) (2)
where t encodes length and u encodes final altitude.
Theorem 5. The bivariate generating function for meanders obeying constraints that can be described
by a finite automaton is given by
M(t, u) =
G(t, u)
ueK(t, u)
e∏
i=1
(u− ui(t)) (3)
where t encodes length and u encodes final altitude, ui (i = 1, . . . , e) are the small roots of K(t, u) and
G(t, u) is a polynomial in u which will be characterized in (7).
Proof of Theorem 4: The proof follows the same idea as in the case with steps of length one, which
was considered in [1]. Writing Wi := Wi(t, u) for the generating function of walks ending in state Xi
and using a step-by-step-construction we obtain the following functional equation
(W1, . . . ,W`) = (1, 0, . . . , 0) + (W1, . . . ,W`) ·A(t, u),
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or equivalently
(W1, . . . ,W`)(I −A(t, u)) = (1, 0, . . . , 0).
Multiplying this from the right with (I −A(t, u))−1 = adj(I−A(t,u))det(I−A(t,u)) we obtain
(W1, . . . ,W`) =
(1, 0, . . . , 0)adj(I −A(t, u))
det(I −A(t, u)) .
The generating function W (t, u) is the sum of the generating functions Wi(t, u) thus we have that
W (t, u) = (W1, . . . ,W`)~1 =
(1, 0, . . . , 0)adj(I −A(t, u))~1
det(I −A(t, u))
which finishes the proof. 
Corollary 6. The generating function for bridges is given by
B(t) = [u0]W (t, u) =
1
2pii
∫
|u|=ε
W (t, u)
u
=
e∑
i=1
Resu=ui
W (t, u)
u
.
Proof of Theorem 5: This proof works similarly as the one for walks, only that now we also have
to take care of the fact that the walk is not allowed to attain negative altitude. Writing Mi = Mi(t, u)
for the generating function of meanders ending in state Xi of the automaton and using a step-by step
construction we obtain the following vectorial functional equation
(M1, . . . ,M`) = (1, 0, . . . , 0) + (M1, . . . ,M`) ·A(t, u)− {u<0}((M1, . . . ,M`) ·A(t, u)).
This is equivalent to
(M1, . . . ,M`)(I −A(t, u)) = (1, 0, . . . , 0)− {u<0}((M1, . . . ,M`) ·A(t, u)).
Writing F := (F1, . . . , F`) for the right hand side of the above equation we obtain
(M1, . . . ,M`)(I −A(t, u)) = (F1, . . . , F`). (4)
Multiplying (4) from the right by (I −A(t, u))−1 = adj(I−A(t,u))det(I−A(t,u)) we obtain
(M1, . . . ,M`) = (F1, . . . , F`) · adj(I −A(t, u))
det(I −A(t, u)) .
The generating function M(t, u) is the sum of all the generating functions Mi. Using this, defining
~v := adj(I −A(t, u))~1
and using
det(I −A(t, u)) = K(t, u)
we obtain
M(t, u) =
(F1, . . . , F`)~v
K(t, u)
. (5)
Let ui = ui(t) be a small root of the kernel K(t, u). We plug u = ui into (4). The matrix (I −
A(t, u))|u=ui is then singular. Furthermore, we observe that ~vu=ui is an eigenvector of (I−A(t, u))|u=ui
for the eigenvalue λ = 0.
Thus, multiplying (4) from right with ~vu=ui the left hand side of the equation vanishes. Said
differently, the equation
(F1(t, u), . . . , F`(t, u))~v(t, u) = 0
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is satisfied by all small roots ui(t) of K(t, u).
Let
Φ(t, u) := ue(F1(t, u), . . . , F`(t, u))~v(t, u). (6)
Note that Φ is a Laurent polynomial in u, because Fi and ~v are Laurent polynomials in u by construc-
tion. Because of (5) we have that
Φ(t, u) = ueM(t, u)K(t, u)
and since M is a power series in u and K has exactly e small roots the Laurent-polynomial Φ contains
no negative powers in u and is a polynomial in u. Each small root ui is a root of the polynomial
equation Φ(t, u) = 0, thus we have that
Φ(t, u) = G(t, u)
e∏
i=1
(u− ui(t)) (7)
where G(t, u) is a polynomial in u and formal power series in t. It can be computed by comparing
coefficients. Plugging G in (5) we obtain
M(t, u) =
G(t, u)
ueK(t, u)
e∏
i=1
(u− ui(t))
which finishes the proof. 
Corollary 7. The generating function E(t) for excursions with restrictions described by a finite au-
tomaton A(t, u) satisfies
E(t) = M(t, 0) =
G(t, u)
ueK(t, u)
e∏
i=1
(u− ui(t))
∣∣∣∣∣
u=0
.
4 Examples
In this section we will consider some examples illustrating applications of the previous theorems. The
first example is more of the simple and introductory kind and deals with Schro¨der paths avoiding the
pattern UF , the second one counts Schro¨der paths having k ascents and proves a conjecture about the
asymptotic behavior of the expected number of ascents.
4.1 Number of Schro¨der paths of semilength n avoiding UF
Schro¨der paths are lattice paths consisting of the steps U = (1, 1), D = (1,−1) and F = (2, 0) which
start at (0, 0), end at (2n, 0) and never go below the x-axis. In this section we are dealing with Schro¨der
paths of length 2n avoiding p = UF . These objects are enumerated by OEIS A007317 and have been
studied by Yan in [20], where a bijection with Schro¨der paths without peaks at even level as well as
two pattern avoiding partitions were constructed.
The generating function for Schro¨der paths avoiding UF can be obtained by a first passage decom-
position – if S∗ denotes all Schro¨der paths avoiding UF , then
S∗ = ε ∪ F × S∗ ∪ UD × S∗ ∪ U × (S∗ \ {ε ∪ F × S∗)×D × S∗,
i.e. a Schro¨der path avoiding UF is either empty, or starts with either F followed by another Schro¨der
path avoiding UF , UD and another Schro¨der path avoiding UF or starts with an up step, followed by
an nonempty Schro¨der path avoiding UF which does not start with F, a down step to altitude zero
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(the first passage) and another Schro¨der path avoiding UF . For generating functions, this translates
to
F (x) = 1 + 2xF (x) + x(F (x)− 1− xF (x))F (x),
where x encodes semilength. From here, the generating function can easily be obtained by solving a
quadratic equation. However, in many cases a first passage decomposition does not work while the
enumeration problem can still be solved by the vectorial kernel method.
The automaton describing Schro¨der paths avoiding UF is given by
X0
ε
X1
U
U
U
D,F
D
Its adjacency matrix is
A(t, u) =
(
t2 + tu−1 tu
tu−1 tu
)
.
Thus the kernel is given by
K(t, u) = det(I −A) = t
3u2 − t2u− tu2 − t+ u
u
.
Its roots are
u1/2 =
1− t2 ±√1− 6t2 + 5t4
2t(1− t2) ,
the root with minus being the small root.
Denote M0 the generating function of the walks ending in state X0, i.e., with a D or F -step, and
M1 the generating function of the walks ending in state X1, i.e., in an U -step. Via a step-by-step-
construction we obtain the following system of equations for the generating functions:
(M0,M1) = 1 + (M0,M1)A− {u<0}(M0,M1)A.
This can be rephrased as
(M0,M1)(I −A) = 1− {u<0}(M0,M1)A.
We have that
{u<0}(M0,M1)A = (tu−1m0, 0),
where m0 = [u
0]M0 +M1. Thus the forbidden vector F is
F = 1− {u<0}(M0,M1)A = (1− tu−1m0, 0).
Using
adj(I −A) =
(
1− tu tu
tu−1 1− tu−1 − t2
)
we obtain
~v = adj(I −A) ·
(
1
1
)
=
(
1
1− t2
)
.
Thus we have that
Φ(t, u) = ueF~v = u− tm0.
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Using
Φ(t, u) = G(t, u)(u− u1)
and comparing coefficients we obtain
G(t, u) = 1.
Using
M(t, u) =
G(t, u)
ueK(t, u)
(u− u1(t)) = 1
t3u− t2u− tu2 − t+ u
(
u− 1− t
2 −√1− 6t2 + 5t4
2t(1− t2)
)
we obtain for the generating function M(t) of meanders
M(t) = M(t, 1) =
2 t3 − t2 − 2 t−√5 t4 − 6 t2 + 1 + 1
2t (t2 − 1) (t3 − t2 − 2 t+ 1)
and the generating function E(t) of excursions
E(t) = M(t, 0) =
1− t2 −√1− 6t2 + 5t4
2t2(1− t2) .
Making a transition to semilength (i.e., the substitution x := t2) we obtain exactly the same result for
the generating function as in [20].
4.2 Schro¨der paths of semilength n having k ascents
Definition 8. An ascent in a Schro¨der path is a maximal string of up-steps.
Figure 4: A Schro¨der path with k = 4 ascents (marked in red).
Theorem 9. Let Xn be the random variable counting ascents in a Schro¨der path of length 2n which
is chosen uniformly at random among all Schro¨der paths of length 2n. Then E(Xn) ∼ (
√
2 − 1)n for
n→ infty.
Remark: This theorem was formulated as conjecture by D. Callan in the OEIS, entry A090981.
Before we give the proof, let us first recall some central definitions and theorems of analytic com-
binatorics. Proofs and more details can be found in [12].
Definition 10. Let R be a real number greater than one, and φ be an angle such that 0 < φ < pi2 . An
open ∆-domain (at 1), denoted ∆(φ,R) is then defined as
∆(φ,R) := {z : |z| < r, z 6= 1, | arg(z − 1)| < φ}.
For any complex number ζ 6= 0 a ∆-domain at ζ is the image of a ∆-domain at 1 under the mapping
z 7→ ζz. A function is called ∆-analytic if it is analytic in some ∆-domain.
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Theorem 11. Let f(z) = (1− z)−α for α ∈ C \ Z≤0. Then
[zn]f(z) =
nα−1
Γ(α)
(
1 +O
(
1
n
))
,
where Γ denotes the Gamma-function.
Theorem 12 (Transfer theorem). Suppose that f satisfies in an intersection of a neighborhood of 1
with a ∆-domain the condition
f(z) = O
(
(1− z)−α
(
log
1
1− z
)β)
.
Then
[zn]f(z) = O(nα−1(log n)β).
The same statement also holds for o-notation.
Corollary 13. Let f(z) be ∆-analytic and f(z) ∼ (1− z)−α for z → 1, z ∈ ∆ and α 6∈ Z≤0. Then
[zn]f(z) ∼ n
α−1
Γ(α)
.
Proof of Theorem 9. The (contiguous) patterns UD and UF mark the end of an ascent. Thus, when
counting ascents we want to count how many times these two patterns occur. Problems like this can
also be dealt with the vectorial kernel method: Instead of not allowing a transition from one state to
another which would complete the pattern, we mark such transitions with a new variable and then
read off the corresponding coefficients in the generating function in order to obtain the number of
walks where this pattern occurs k times, since it is encoded by the k-th power of this new variable.
Our problem can be encoded by the following automaton:
X0
ε
X1
U
U
U
D,F
D,F
The red arrow marks the ascents we want to count and will be marked by a new variable v in the
adjacency matrix. Its adjacency matrix is given by
A =
(
tu−1 + t2 tu
(tu−1 + t2)v tu
)
where u encodes altitude, t encodes length of the path, and v counts the number of ascents. Thus we
have that
I −A =
(
1− tu−1 − t2 −tu
−tu−1v − t2v 1− tu
)
.
The kernel is then given by
K(t, u) = det(I −A) = u−1((t3 − t3v − t)u2 + (1− t2v)u− t). (8)
Its zeroes are
u1,2 =
1− t2v ±√t4(v − 2)2 − 2t2(v + 2) + 1
2t(1 + t2(v − 1)) ,
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the one with minus being the small root. Hence, the number of small roots is e = 1.
Writing M0 = M0(t, u, v) for the walks ending in state X0 (i.e. in an F - or D-step) and M1 =
M1(t, u) for the walks ending in state X1 (i.e. in an U -step), we obtain the following vectorial functional
equation
(M0,M1)(I −A) = (1, 0)− {u<0}((M0,M1)A). (9)
We are interested in M(t, 0, v) = M0(t, 0, v), i.e. walks ending at altitude zero (since walks ending in
state X1 end in an up-step, they have final altitude at least 1, they will not contribute). In order to
compute the forbidden vector F = (1, 0)− {u<0}((M0,M1)A we compute
{u<0}((M0,M1)A = (tu−1M0 + t2M0 + tu−1vM1 + t2vM1, tu(M0 +M1)).
Writing m0 := [u
0]M0(t, u) and using [u
0]M1(t, u) = 0 we obtain
{u<0}((M0,M1)A) = (tu−1m0, 0)
and
F = (1− tu−1m0, 0).
The adjoint of the adjacency matrix is given by
adj(I −A) =
(
1− tu tu
t2v + tu−1v −t2 − tu−1 + 1
)
and thus the autocorrelation vector ~v is
~v = adj(I −A) ·
(
1
1
)
=
(
1
t2v + tu−1v − t2 − tu−1 + 1
)
.
We obtain that
Φ(t, u) = ueF · ~v = u− tm0.
Using
Φ(t, u) = G(t, u)(u− u1)
where u1 is the small root of the kernel we obtain that deguG = 0 and by comparing coefficients we
obtain that
G = 1 and Gu1 = tm0.
Thus we have
M(t, 0, v) = E(t, v) = m0 =
Gu1
t
=
1− t2v −√t4(v − 2)2 − 2t2(v + 2) + 1
2t2(1 + t2(v − 1)) .
Transitioning to semilength x := t2 (and omitting the dependency on u) we obtain
E(x, v) =
1− xv −√1− 2x(v + 2) + x2(v − 2)2
2x(1 + x(v − 1)) .
We are interested in the asymptotic behavior of
EXn =
[xn]∂vE(x, v)|v=1
[xn]E(x, 1)
.
We have
E(x, 1) =
1− x−√1− 6x+ x2
2x
, (10)
11
which is the generating function of Schro¨der paths, and
∂vE(x, v)|v=1 = x
2 − 5x+ 2 + (x+ 2)√1− 6x+ x2
2
√
1− 6x+ x2 =
x+ 2
2
+
x2 − 5x+ 2
2
√
1− 6x+ x2 . (11)
By the rules for computing limits we have
lim
n→∞EXn = limn→∞
[xn]∂vE(x, v)|v=1
[xn]E(x, 1)
=
limn→∞[xn]∂vE(x, v)|v=1
limn→∞[xn]E(x, 1)
thus it remains to compute the coefficient asymptotics for (10) and (11).
First we are going to determine
[xn]E(x, 1) = [xn+1]
−√1− 6x+ x2
2
for n large. The discriminant 1 − 6x + x2 has the roots x1,2 = 3 ±
√
8, where ρ = 3 − √8 is the
dominant singularity and 3 +
√
8 lies outside every ∆-domain around ρ. First, we want to move the
dominant singularity to one in order to use the above theorems. This can be done via the substitution
z = x
3−√8 . We have that√
1− 6x+ x2 =
√
3−
√
8− x ·
√
3 +
√
8− x =
√
3−
√
8
√
1− z ·
√
3 +
√
8− (3−
√
8)z
∼ (3−
√
8)1/2(2
√
8)1/2
√
1− z
locally for z → 1. Thus, by Corollary 13 with α = − 12 we have that
[xn]E(x, 1) ∼ [xn+1] 1
2
(2
√
8(3−
√
8))1/2
(
−
√
1− x
3−√8
)
= −1
2
(2
√
8(3−
√
8))1/2(3−
√
8)−n−1[zn+1]
√
1− z
= −1
2
(2
√
8)1/2(3−
√
8)−n−1/2
(n+ 1)−3/2
Γ( 12 )
∼ 1
2
(3−
√
8)−n−1/2
(2
√
8)1/2
2
√
pi
n−3/2 (12)
for n→∞. In order to compute [xn]∂vE(x, v)|v=1 we first compute [xn](1− 6x+x2)−1/2 because this
expression will appear in the computation of [xn]∂vE(x, v)|v=1. By the substitution z = x3−√8 and
Corollary 13 with α = 12 we obtain
[xn](1− 6x+ x2)−1/2 = [xn]((3−
√
8)− x)−1/2((3 +
√
8)− x)−1/2
= [zn](3−
√
8)−n−1/2(1− z)−1/2((3 +
√
8)− (3−
√
8)z)−1/2
∼ (3−
√
8)−n−1/2(2
√
8)−1/2
n−1/2√
pi
(13)
for n→∞. For n large we have that
[xn]∂vE(x, v)|v=1 = 1
2
[xn](x2 − 5x+ 2)(1− 6x+ x2)−1/2
=
1
2
[xn−2](1− 6x+ x2)−1/2 − 5
2
[xn−1](1− 6x+ x2)−1/2 + [xn](1− 6x+ x2)−1/2.
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Using (13) and the fact that (n − k)−1/2 ∼ n−1/2 for k constant and n → ∞ we obtain after some
simplifications that
[xn]∂vE(x, v)|v=1 ∼ (2
√
8)1/2√
pi
n−1/2(3−
√
8)−n−1/2(2−
√
2) (14)
Using the expressions for (12) and (14) we obtain that for n→∞ the expected value of ascents behaves
like
EXn ∼ (3−
√
8)−n−1/2(2−√2)√
pin1/2(2
√
8)1/2
· 2 · 2
√
pin3/2
(3−√8)−n−1/2(2√8)1/2
which, after some simplifications becomes
EXn ∼ (
√
2− 1)n. (15)
This proves Callans conjecture. 
Theorem 14. Let Xn be the random variable counting ascents in a Schro¨der path of length n which
is chosen uniformly at random among all Schro¨der paths of length n. Then
VXn ∼ 188− 133
√
2
8
√
2− 12 n ≈ 0.1317n (16)
for n→∞.
Proof. The variance can be computed using similar means as the expected value. We have that
V(Xn) =
[xn]∂2vE(x, v)|v=1
[xn]E(x, 1)
+
[xn]∂vE(x, v)|v=1
[xn]A(x, 1)
−
(
[xn]∂vE(x, v)|v=1
[xn]A(x, 1)
)2
. (17)
The second derivative of E with respect to v is given by
∂2vE(x, v)|v=1 = (−x5 + 11x4 − 33x2 + 21x2 + 2x)(x2 − 6x+ 1)−3/2 −
x4 − 8x3 + 13x2 − 2x
x2 − 6x+ 1 .
Using the substitution z = x
3−√8 and the tables for the asymptotics of standard functions from
[12], p. 388 we see that
[zn](1− z)1/2 ∼ − 1√
pin3
(
1
2
+
3
16n
+
25
256n2
+O
(
1
n3
))
,
[zn](1− z)−1/2 ∼ 1√
pin
(
1− 1
8n
+
1
128n2
+O
(
1
n3
))
,
[zn](1− n)−1 ∼ 1
[zn](1− z) ∼
√
n
pi
(
2 +
3
4n
− 7
64n2
O
(
1
n3
))
(we need the additional terms because there will be a cancellation of the leading terms of order n2,
just the previously computed terms will not do the trick).
Plugging these as well as the correct asymptotic growth rates in the formula for the variance (17)
we obtain the claim of the theorem after some cancellations and computing limits.
With the help of the Drmota-Lalley-Woods theorem we can obtain even more information about
the limiting distribution of the number of ascents.
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Theorem 15 (Drmota-Lalley-Woods theorem, limiting distribution version from [7]). Suppose that
y = P(z,y, u) is a strongly connected and analytically well defined entire or polynomial system of
equations that depends on u and has a solution f that exists in a neighborhood of u = 1. Furthermore,
let h(z, u) be given by
h(z, u) =
∑
n≥0
hn(u)z
n = H(z, f(z, u), u),
where H(z, y, u) is entire or a polynomial function with non-negative coefficients that depends on y
and suppose that hn(u) 6= 0 for all n ≥ n0 (for some n0 ≥ 0).
Let Xn be a random variable whose distribution is defined by
E[
[
uXn
]
=
hn(u)
hn(1)
.
Then Xn has a Gaussian limiting distribution. More precisely, we have E[Xn] = µn + O(1) and
V[Xn] = σ2n+O(1) for constants µ > 0 and σ2 ≥ 0 and
1√
n
(Xn − E[Xn])→ N(0, σ2).
Proof. See [7] or [10].
Corollary 16. The number of ascents in Schro¨der paths has a Gaussian limiting distribution with
parameters µ =
√
2− 1 and σ2 = 188−133
√
2
8
√
2−12 .
Proof. Let
P (z, y, u) = z(1 + z(u− 1))y2 + zuy + 1.
Solving the system y = P (z, y, u) gives us
f(z, u) =
1− zu−√1− 2z(u+ 2) + z2(u− 2)2
2z(1− z(u− 1))
which is a formal power series in a neighborhood of u = 1 (the other solution with plus is not and can
be disregarded). The function f coincides with E(x, v) (after a substitution z = x and u = v). The
system is strongly connected since it consists of only one equation in one unknown. Let H(z, y, u) = y
such that H(z, f, u) = f(z, u). From the combinatorial interpretation we see that hn(u) 6= 0 for n ≥ n0
(remember, hn(u) counts ascents in Schro¨der paths of length n, thus being a power series of the form
1 + c1u+O(u
2) for any n > 0, the 1 comes from the Schro¨der path consisting only of flat steps, thus
having no ascent). The random variable Xn counting ascents has distribution defined by
E
[
uXn
]
=
hn(u)
hn(1)
.
Thus, we can apply the Drmota-Lalley-Woods theorem and obtain that Xn has Gaussian limiting
distribution. We already computed the constants µ =
√
2− 1 and σ2 = 188−133
√
2
8
√
2−12 earlier in Equations
15 and 16. 
5 Conclusion
The vectorial kernel method is a powerful tool, unifying various results on the enumeration of lattice
paths which avoid a given pattern. In this paper the vectorial kernel method was generalized to lattice
paths with longer steps and used to prove a conjecture on the asymptotic behavior of the expected
number of ascents in Schro¨der paths. The results from this paper also allow to tackle other parameters
(e.g. humps, peaks or plateaus) of paths with longer steps obeying some constraints that can be
described by a finite automaton which might become a subject of further studies.
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