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1. Introduction.
There are three types of “building blocks” in the Bogomolov decomposition [B,
Th.2] of compact Ka¨hlerian manifolds with torsion c1, namely complex tori, Calabi-
Yau varieties, and irreducible symplectic manifolds. We are interested in the last
type, i.e. simply-connected compact Ka¨hlerian manifolds carrying a holomorphic
symplectic form which spans H2,0. (The holonomy of a Ricci-flat Ka¨hler metric is
equal to Sp(r), hence these manifolds are hyperka¨hler [B].) The stock of available
irreducible symplectic manifolds appears to be quite scarce, expecially if we think
of the many examples of CalabiYau’s. Every known irreducible symplectic manifold
is a deformation of one of the following varieties: the Hilbert scheme parametrizing
zero-dimensional subschemes of a K3 of fixed length [B], the generalized Kum-
mer variety parametrizing zero-dimensional subschemes of a complex torus of fixed
length and whose associated 0-cycle sums up to 0 [B], the (10-dimensional) desin-
gularization of the moduli space of rank-two semistable torsion-free sheaves on a
K3 with c1 = 0, c2 = 4 constructed by the author [O1]. Briefly: all known exam-
ples are deformations of an irreducible factor in the Bogomolov decomposition of
a moduli space of semistable sheaves on a surface with trivial canonical bundle or,
as in the last case, of a symplectic desingularization of such a moduli space. This
paper provides a new example in dimension 6. To put our result in perspective we
recall some results on moduli spaces of sheaves on a surface with trivial canonical
bundle. Let X be such a surface and D an ample divisor on it: given a vector
w ∈ H∗(X ;Z), we let Mw(X,D) be the moduli space of D-semistable torsion-free
sheaves F on X with Mukai vector
(1.1) v(F ) := ch(F )
√
Td(X) = w.
Mukai [Muk2] proved that the open subsetMs
w
(X,D) parametrizing stable sheaves,
if non empty, is smooth symplectic (i.e. it has a regular symplectic from) of pure
dimension equal to
(1.2) dimMs
w
(X,D) = 2 + (w,w),
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where (·, ·) is the quadratic form on H∗(X ;Z) defined by
(w,w) :=
∫
X
(w1 ∧w1 − 2w0 ∧w2).
(Herewi is the component ofw belonging toH
2i(X ;Z).) Yoshioka [Y1,Y2], extend-
ing previous partial results [HG,O2], showed that under a technical condition on
(D,w) ensuring that all semistable sheaves are stable, the moduli spaceMw(X,D)
is either a deformation of a Hilbert scheme of points on a K3, or else its Bogomolov
factors are abelian surfaces and a deformation of a generalized Kummer variety. In
view of this result we search for a moduli space containing points parametrizing
strictly semistable sheaves (i.e. non stable), and singular at these points, admitting
a symplectic desingularization, in the hope that one of the Bogomolov factors of the
desingularization is a new irreducible symplectic variety. This is what was done to
produce the new 10-dimensional example mentioned above, the moduli space being
that of certain sheaves on K3. In this paper we will carry out successfully this
program with a moduli space of sheaves on an abelian surface, describe as follows.
Let C be a smooth irreducible projective curve of genus two and J := Pic0(C). We
set v := 2− 2ηJ , where ηJ ∈ H4(J ;Z) is the orientation class of J . LetMv be the
moduli space Mv(J,Θ), where Θ is a Theta divisor. Many of the results proved
in [O1] for the moduli space M4 of torsion-free semistable rank-two sheaves on a
K3 with c1 = 0, c2 = 4, remain valid for Mv, provided one makes the following
technical assumption (similar to [O1,(0.2)]):
(1.3) There is no divisor A on J such that A ·Θ = 0 and A ·A = (−2).
One such result says that the singular locus of Mv coincides with the set of S-
equivalence classes of strictly semistable sheaves, i.e. equivalent to Ip1⊗ξ1⊕Ip2⊗ξ2,
where pi ∈ J and ξi ∈ Ĵ (Ĵ := Pic0(J)). Most importantly, the procedure of [O1]
carries over to give a symplectic desingularization π˜v:M˜v →Mv; we let ω˜v be the
symplectic form on M˜v. The variety M˜v is of pure dimension 10 (see (2.1.4)). It
is not symplectically irreducible: consider the map
Mv
av−→ J × Ĵ
[F ] 7→ (
∑
c2(F ), [detF ]),
where
∑
c2(F ) (the Albanese map) is the sum of the points (with multiplicities) of
any representative of c2(F ) ∈ CH0(J). Set a˜v := av ◦ π˜v. As is easily checked a˜v
is surjective, hence M˜v is not symplectically irreducible. To “factor out J × Ĵ” we
set
M˜ := a˜−1
v
(0, 0̂), ω˜ := ω˜v|M˜.
The main result of this paper is the following.
(1.4)Theorem. Keep assumptions as above: M˜ is a 6-dimensional irreducible
symplectic variety, i.e. one-connected and with H2,0(M˜) spanned by the symplectic
form ω˜. Furthermore b2(M˜) = 8.
Since the known 6-dimensional irreducible symplectic varieties have b2 = 7 or
b2 = 23 [B], it follows that M˜ cannot be deformed into one of the known symplectic
varieties, not even up to birational equivalence.
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The paper is organized as follows. In §2 we construct M˜v: this is straightforward,
all the work was done in [O1]. An important feature of this desingularization is that
there is a moduli-theoretic interpretation of the complement of π˜−1
v
{[Ip(ξ)⊕Ip(ξ)]}
as the set of S˜-equivalence classes of simple semistable sheaves with the given
Chern character, where S˜-equivalence is a relation finer than S-equivalence and
(slightly) coarser than isomorphism. Finally we check that M˜ is 6-dimensional
and symplectic. In §3 we notice that the generalized Lefschetz Hyperplane Section
Theorem, together with methods of [L1,O1], gives the following topological result.
Let M := a−1
v
(0, 0̂), and π˜:M˜ → M be the restriction of π˜v. Let α ∈ J , and Θα
be the translate by α of a symmetric theta-divisor Θ. The inclusion
(1.5) π˜−1{[F ] ∈ M| F |Θα is not locally-free semistable} →֒ M˜
induces isomorphisms on π0, π1, and a surjection on H2. This is useful because
while M˜ is mysterious, the left-hand side can be described in terms of other well-
known moduli spaces. In fact if α is generic, the left-hand side of (1.5) decomposes
into three irreducible components Σ˜α ∪ B˜α ∪ V˜α, which have the following descrip-
tion. The component Σ˜α, which is mapped by π˜ to the locus parametrizing strictly
semistable sheaves singular at some point of Θα, is a P
1-bundle over the quotient of
C × Ĵ by the equivalence relation (4.2.4). The component B˜α, which is mapped by
π˜ to the closure of the locus parametrizing stable sheaves which are singular at some
point of Θα, is a P
1-bundle over C ×K [2]Ĵ , where C is obtained from C by identi-
fying the points q1, q2 given by (4.2.2), and K
[2]Ĵ is the (smooth) Kummer surface
of Ĵ . Finally V˜α, which is mapped by π˜ to the closure of the locus parametrizing
sheaves whose restriction to Θα is a non-semistable locally-free sheaf, is obtained
from a P1-bundle over Ĵ by flopping sixteen (−1,−1)-curves. These results are con-
tained in Sections (4) through (6). These sections also contain descriptions of the
double and triple intersections of the sets Σ˜α, B˜α, V˜α, and most of the topological
results which are needed in the proof of Theorem (1.4). In §7 we give the proof of
Theorem (1.4). We show that the left-hand side of Inclusion (1.5) is simply con-
nected and that its second Betti number is at most equal to 8: this implies that M˜
is simply connected and that b2(M˜) = 8. Then we produce a Hodge substructure
of H2(M˜) of dimension 8, with h2,0 = 1; this finishes the proof of (1.4). This shows
that Inclusion (1.5) induces an isomorphism on H2, while a priori the Lefschetz
Hyperplane Theorem only gives that it is a surjection; we comment on this in (3.8).
The reader may understand the logical structure of the proof by going through
the statements whose numbering is decorated by a superscript ∗. These are the
results which are invoked in Section (7) to prove Theorem (1.4); most of them are
contained in the last subsection of Sections (2) through (6) (we list the exceptions
in the introduction to each section).
Notation. We choose once and for all a Weierstrass point p0 ∈ C. Let u be the
Abel-Jacobi embedding
(1.6) C
u
→֒ J
p 7→ [p− p0].
Then Θ := u(C) is a symmetric theta-divisor. For α ∈ J let Θα := Θ+α. We have
the isomorphism
(1.7) J
δ
−→ Ĵ
x 7→ [Θx −Θ].
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We set x̂ = δ(x); in general points of Ĵ are denoted by x̂, ŷ, p̂, etc. Let Θ̂ := δ(Θ);
for β̂ ∈ Ĵ let Θ̂β̂ := Θ̂ + β̂. We will identify both Θα and Θ̂β̂ with C via the maps
(1.8) C ∋ p 7→
{
iα(p) := α+ u(p− p0) ∈ Θα
iβ̂(p) := β̂ + δ ◦ u(p− p0) ∈ Θ̂β̂ .
Set jα := i
−1
α , jβ̂ := i
−1
β̂
.
We let
(1.9) φ: J × Ĵ → J, φ̂: J × Ĵ → Ĵ
be the projections. Let L be the normalized Poincare´ line-bundle on J × Ĵ , i.e. the
tautological line-bundle such that L|0×Ĵ
∼= OĴ . If Z ⊂ J , Ẑ ∈ Ĵ are zero-
dimensional subschemes we set
LZ := φ̂∗(L ⊗ φ
∗OZ) LẐ := φ∗(L ⊗ φ̂
∗OẐ).
In particular if Z = x is a single point, Lx = L|x×Ĵ , and similarly for Ẑ = x̂. We
will often use the following formulae:
(1.10) Lx̂|Θα ∼= j
∗
αOC(x) Lx|Θ̂
β̂
∼= j∗
β̂
OC(x).
Here we denote by x both a divisor on C and its linear equivalence class (an element
of J); this will be a habit throughout the paper. We reserve the notation [x] for
the line-bundle on C corresponding to the invertible sheaf OC(x).
For α ∈ J let
(1.11) Ĵ [2]−αˆ be the translation of Ĵ [2] by (−αˆ),
where Ĵ [2] is the kernel of multiplication by two, and
(1.12) να: Îα → Ĵ be the blow up of Ĵ [2]−αˆ.
We let E be the exceptional divisor of να, and E1, . . . , E16 be its irreducible com-
ponents.
Let X be a projective variety and D an ample divisor on X . A torsion-free sheaf
F on X is D-semistable if it is Gieseker-Maruyama semistable with respect to D,
i.e. if for all proper subsheaves E ⊂ F
(1.13) rkF · χ(E(nD)) ≤ rkE · χ(F (nD)), for all n≫ 0.
If there exists E ⊂ F such that the inequality is an equality then F is strictly
semistable, otherwise it is stable. There is also the notion of slope-(semi)stability:
if for all E ⊂ F with 0 < rkE < rkF
µ(E) :=
1
rkE
c1(E) ·D
k−1 ≤
1
rkF
c1(F ) ·D
k−1 =: µ(F ), k := dimX,
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F is D-slope semistable. It is D-slope stable if the inequality is always strict.
Writing out the polynomials appearing in (1.13) one shows that D-semistability
impliesD-slope semistability, andD-slope stability impliesD-stability. Throughout
the paper we fix the ample divisor Θ on J : (semi)stability of a sheaf will be Θ-
(semi)stability, and similarly for slope-(semi)stability.
We recall that moduli spaces of semistable torsion-free sheaves parametrize S-
equivalence classes of such sheaves [G]. To define S-equivalence one associates to a
semistable sheaf F a direct sum of stable sheaves Gr(F ), and then declares that
F1 is S-equivalent to F2 if Gr(F1) ∼= Gr(F2). If rkF = 2 (the only case to be
considered in this paper)
Gr(F ) =
{
F if F is stable
L⊕ (F/L) if F is strictly semistable, L ⊂ F destabilizes.
If F is a semistable sheaf we let [F ] be its S-equivalence class.
A family of sheaves on X parametrized by B is a sheaf F on X × B, flat over
OB. For b ∈ B we set Fb := F|X×{b}.
2. Construction of M˜
This subsection must be read with the aid of [O1].
2.1. Symplectic desingularization ofMv. We will show that the construction
of a symplectic desingularization of M4, the moduli space of rank-two torsion-
free sheaves on a K3 surface X with c1 = 0 and c2 = 4 (the ample divisor defining
(semi)stability must satisfy (0.2) of [O1], an assumption analogous to (1.3)), carries
over to give a symplectic desingularization ofMv. As in [O1] we start by classifying
strictly semistable sheaves. Let [F ] ∈ Mv, and assume
(2.1.1) 0→ L1 → F → L2 → 0
is a destabilizing sequence.
(2.1.2)Lemma. Keep notation as above. Then Li ∼= Ixi⊗ξi, where Ixi is the ideal
sheaf of a point xi ∈ J , and ξi ∈ Ĵ . Conversely, if F fits into Exact Sequence (2.1.1)
with Li of this form, then [F ] ∈Mv and F is strictly semistable.
Proof. Since rkF = 2, both L1 and L2 are rank-one sheaves. They are both torsion-
free. This is clear for L1, because it is a subsheaf of the torsion-free sheaf F . If
L2 had non-zero torsion T , the surjection of F to L2/T would desemistabilize F .
Thus Li ∼= IZi ⊗ ξi, where Zi is a zero-dimensional subscheme of J , and ξi is a
line-bundle on J . Since (2.1.1) is destabilizing (but F is semistable),
2n2 + 2(ξi ·Θ)n+ ξi · ξi − 2ℓ(Zi) = 2χ(Li(nΘ)) = χ(F (nΘ)) = 2n
2 − 2, all n,
From ξi ·Θ = 0 and the Hodge index Theorem we get that ξi · ξi ≤ 0. Equating the
constant coefficients of the above polynomials we get that
(2.1.3) 0 ≤ 2ℓ(Zi) = ξi · ξi + 2.
Hence −2 ≤ ξi · ξi; by Assumption (1.3) equality cannot hold, and since the in-
tersection form is even we get that ξi · ξi = 0. By the Hodge index Theorem ξi is
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algebraically equivalent to zero, i.e. ξi ∈ Ĵ . From (2.1.3) we also get that ℓ(Zi) = 1.
This proves the first assertion of the lemma. The converse is immediate. 
If in the above lemma we replace Ixi(ξi) by IZi , where Zi is a length-two sub-
scheme of the K3 surface X , we get Lemma (1.1.5) of [O1], in the case n = 2.
Moreover, all the results in Subsections (1.4)-(1.8) of [O1] remain valid if one makes
the substitution
(IZ on X with ℓ(Z) = 2) 7−→ (Ix(ξ) on J where x ∈ J and ξ ∈ Ĵ).
Thus we get, as in (1.8) of [O1], a desingularization π̂v:M̂v →Mv, by blowing up
the locus parametrizing the “worst” strictly semistable sheaves
Ωv := {[Ix(ξ) ⊕ Ix(ξ)]| x ∈ J, ξ ∈ Ĵ},
and then blowing up the strict transform of
Σv := {[Ix1(ξ1)⊕ Ix2(ξ2)]| xi ∈ J, ξi ∈ Ĵ}.
Associated to a non-zero two-form ω on J there is a regular Mukai two-form ω̂v
on M̂v, which degenerates on Ω̂v := π̂−1(Ωv) (copy the proof of [O1, (2.2.3)]).
Thus M̂v is not symplectic. One verifies that the proofs of Propositions (2.0.1)-
(2.0.3) of [O1] remain valid if we replace everywhere M̂4, Ω̂4, X [2], IZ , by M̂v,
Ω̂v, (J × Ĵ), Ix(ξ) respectively. Thus Proposition (2.0.3) tells us that we can blow
down Ω̂v and get a projective desingularization M˜v of Mv; let π˜v:M˜v →Mv be
the desingularization map. The two-form ω˜v on M˜v induced by ω̂v is symplectic.
We set Σ˜v := π˜
−1
v
(Σv), Ω˜v := π˜
−1
v
(Ωv). Since Σ˜v is a Cartier divisor in M˜v, and
M˜v \ Σ˜v = π˜−1v (M
s
v
), Equation (1.2) gives that
(2.1.4) M˜v is of pure dimension 10.
2.2. Moduli-theoretic interpretation of M˜v \ Ω˜v. We will show that points
of M˜v \ Ω˜v are in one-to-one correspondence with simple semistable sheaves on J ,
modulo S˜-equivalence, a relation finer than S-equivalence. Let F be a torsion-free
simple semistable sheaf F on J with v(F ) = v, where v(F ) is as in (1.1). If F
is stable, then E is S˜-equivalent to F if and only if it is isomorphic to it. If F is
strictly semistable then by Lemma (2.1.2) there is an exact sequence
0→ L1 → F → L2 → 0,
where Li ∼= Ixi(ξi). We associate to F the extension class of the above exact
sequence
eF ∈ Ext
1(L2, L1).
This is non-zero because F is simple, and is well-defined modulo C∗, because the
destabilizing surjection F → L2 is determined up to C∗. Yoneda multiplication
(2.2.1) Υ: Ext1(L1, L2)× Ext
1(L2, L1)→ Ext
2(L1, L1)
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can be identified with Serre duality, because the trace Tr: Ext2(L1, L1)→ H2(OJ ) is
an isomorphism. Thus Υ is a perfect pairing. Since F is simple, L1 6∼= L2 and hence
Riemann-Roch gives dimExt1(L1, L2) = 2. Thus the annihilator (with respect to
Υ) of eF is one-dimensional; let e
⊥
F ∈ Ext
1(L1, L2) be a generator. A sheaf E is
S˜-equivalent to F if it is isomorphic to F or to the extension
(2.2.2) 0→ L2 → E → L1 → 0
determined by e⊥F . Let Ev be the set of S˜-equivalence classes of torsion-free simple
semistable sheaves F on J with v(F ) = v. We will show that there is a natural
bijection
(2.2.3) ψ˜v: (M˜v \ Ω˜v)
∼
−→ Ev.
The desingularization map π˜v:M˜v → Mv identifies (M˜v \ Σ˜v) with Mstv . The
latter is the set of isomorphism classes of torsion-free stable sheaves F with v(F ) =
v, which injects into Ev. This injection defines ψ˜v outside Σ˜v. Now we define ψ˜v
on (Σ˜v \ Ω˜v). Since the map M̂v → M˜v is the contraction of Ω̂v, it defines an
isomorphism
(2.2.4) (Σ̂v \ Ω̂v)
∼
−→ (Σ˜v \ Ω˜v)
commuting with π̂v, π˜v. We will give an injection of (Σ̂v \ Ω̂v) into Ev. We use
the notation of [O1,§1], adapted to our moduli space. Thus Q is the Quot-scheme
of which Mv is the G.I.T. PGL(N)-quotient. For x ∈ Q we let
OJ(−k)
N → Fx
be the quotient parametrized by x (see [O1,(1.1)]). Let
(2.2.5) Σ0Q := {x ∈ Q
ss| Fx ∼= L1 ⊕ L2, L1 6∼= L2},
and ΣQ be its closure in Q. For x ∈ Σ0Q with Fx
∼= L1⊕L2 we have by [O1,(1.4.1)]
a canonical isomorphism
(2.2.6) (CΣQQ)x
∼= {(ǫ, η) ∈ Ext1(L1, L2)⊕ Ext
1(L2, L1)| ǫ ∪ η = 0},
where CΣQQ is the normal cone to ΣQ in Q. Since M̂v is the PGL(N)-quotient of
the variety S obtained from Q by first blowing up
ΩQ := closure of {x ∈ Q
ss| Fx ∼= L⊕ L},
and then the strict transform of ΣQ, we have
(2.2.7) π̂−1([L1 ⊕ L2]) ∼= PN(L1, L2)//C
∗, L1 6∼= L2
where N(L1, L2) is the right-hand side of (2.2.6), and the action of λ ∈ C∗ is given
by λ(ǫ, η) = (λǫ, λ−1η) (see [O1,(1.4.1)]). Let
C(L1, L2) := {ϕ ∈ Ext
1(L2, L1)
∗ ⊗ Ext1(L2, L1)| 0 = Trϕ = Detϕ}.
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As is easily verified
(2.2.8) PN(L1, L2)//C
∗ ∼= PC(L1, L2),
with quotient map given by
(2.2.9)
PN(L1, L2)
s −→ PC(L1, L2),
[(ǫ, η)] 7→ [ǫ ⊗ η].
(Here ǫ ∈ Ext1(L1, L2) ∼= Ext
1(L2, L1)
∗, the isomorphism being given by (2.2.1).)
We have an injection
PC(L1, L2) →֒ Ev
[ϕ] 7→ ([Ann(Kerϕ)], [Imϕ]),
and this defines ψ˜v on π˜
−1
v
([L1 ⊕ L2]) ∼= π̂−1v ([L1 ⊕ L2]). We have defined ψ˜v on
all of (M˜v \ Ω˜v); one checks immediately that it is a bijection. Our next task is to
show that ψ˜v is regular on parameter spaces for simple sheaves. Let E be a family
of torsion-free simple semistable sheaves on J parametrized by a scheme T , with
v(Et) = v for all t ∈ T , and let
T
ψE
−→ Mv
t 7→ [Et]
be the modular map. Since E is a family of simple semistable sheaves, the image of
ψE is contained in (Mv \ Ωv).
(2.2.10)Proposition. Keep notation as above. There exists a lift
ψ˜E :T → (M˜v \ Ω˜v)
of ψE with the following properties.
(1) The induced map of sets is (given Identification (2.2.3)):
ψ˜E(t) = S˜-equivalence class of Et.
(2) Let 0 ∈ T . If the map from the germ of T at 0 to the deformation space of
E0 is an isomorphism, then ψ˜E is an isomorphism in a neighborhood of 0
(for the classical topology).
Proof. Clearly it suffices to prove the proposition for E satisfying the hypothesis of
Item (2); in this case the germ (T, t) is the deformation space of Et (after shrinking
T if necessary), hence it suffices to prove that ψE lifts in a neighborhood of 0. Let
E := E0. Assume E is stable: it is well-known that ψE is an isomorphism near 0,
and furthermore since π˜:M˜v →Mv is an isomorphism overM
st
v
, the map ψ˜E lifts
trivially and it has the required properties. Now assume E is strictly semistable,
and let
(2.2.11) 0→ L1 → E → L2 → 0
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be the destabilizing sequence of E. By Serre duality and simpleness of E,
Ext2(E,E) ∼= Ext0(E,E)∗ ∼= C,
hence the deformation space of E is smooth by Mukai [Muk2,(0.1)]; thus T is also
smooth (after shrinking T around 0 if necessary). Let
Σ0S := (πR ◦ πS)
−1(Σ0Q),
where πR:R → Q is the blow up of ΩQ, πS :S → R is the blow up of the strict
transform of ΣQ (see [O1,(1.1)]), and Σ
0
Q is as in (2.2.5). Let x0 ∈ Q
ss be such that
Fx0
∼= L1 ⊕ L2, where L1, L2 are the sheaves fitting into (2.2.11). Let
(2.2.12) y0 := [e
⊥
E , eE ] ∈ P(N(L1, L2)) = (πR ◦ πS)
−1(x0),
where eE is the extension class of (2.2.11) (the second equality follows from (2.2.6)).
The point y0 is stable for theC
∗-action on P(N(L1, L2)), i.e. it is stable with respect
to the PGL(N)-action on S. Let U ⊂ Ss be “Luna’s e´tale slice” normal to the orbit
PGL(N)y0. Then (see [O1,(1.8.8)])
Stab(y0) ∼= Z/(2)
acts on U . Let F̂ be the sheaf on J × U obtained pulling back the tautological
family of quotients parametrized by Q via the map U → Q. Shrinking U around y0
(in the classical topology), we may assume that it satisfies the following properties.
Let ΣS be the closure of Σ
0
S , and ΣU := ΣS ∩ U ; there exist families of rank-one
torsion-free sheaves L1, L2 on J parametrized by ΣU and an exact sequence
(2.2.13) 0→ L2 → F̂|J×ΣU → L1 → 0,
such that:
(I) the restriction of (2.2.13) to J × {y}
0→ L2(y)
f2(y)
−→ F̂
f1(y)
−→ L1(y)→ 0
is a destabilizing sequence of F̂y for all y ∈ ΣU ,
(II) for y = y0 we have L2(y0) = L2, L1(y0) = L1.
Since ΣU is a Cartier divisor we can construct the elementary modification of F̂
associated to (2.2.13), i.e. the sheaf G on J × U fitting into the exact sequence
(2.2.14) 0→ G → F̂ → i∗(L1)→ 0,
where i: J × ΣU →֒ J × U is the inclusion. Then G is flat over U . If y ∈ (U \ ΣU )
we have Gy ∼= F̂y. Now assume y ∈ ΣU , and let x := πR ◦ πS(y). By (2.2.6) the
point y is an element of P(N(L1, L2)), which we write explicitely as
y = [ǫ(y), η(y)] ∈ P(Ext1(L1(y), L2(y))⊕ Ext
1(L2(y), L1(y))).
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Tensorizing (2.2.14) by OU/my (my is the maximal ideal of y ∈ U) one gets an
exact sequence
(2.2.15) 0→ L1(y)→ Gy → L2(y)→ 0,
We claim that
(2.2.16) η(y) is the extension class of (2.2.15).
To prove this, let
κ:TyS → Ext
1(F̂y, F̂y)
be the Kodaira-Spencer map, and v(y) ∈ TyS be a vector normal to ΣU ; according
to [O4,(1.11)] the extension class of (2.2.15) is equal to
f1(y) ◦ κ(v(y)) ◦ f2(y).
Clearly this equals η(y). Since y ∈ U ⊂ Ss, we have η(y) 6= 0, and hence G is a
family of simple sheaves. Furthermore by (2.2.16) and (2.2.12) Gy0 ∼= E. Hence,
shrinking U if necessary, the family G is the pull back of E by a map g:U → T with
g(y0) = 0. Since E is simple g(y1) = g(y2) if and only if Gy1 ∼= Gy2 . As is easily
verified this is the case if and only if y1 and y2 are equivalent for the Z/(2)-action
on U . Thus we get an injective map
g:U/Z(2)→ T, g(y0) = 0.
Both U and T have the same dimension as M̂v, so dimU = dim T . Since T is
smooth we get that g is an isomorphism near y0. On the other hand, restricting
the quotient map Ss → M̂v to U we get
ρ:U/Z(2) →֒ (M̂v \ Ω̂v) ∼= (M˜v \ Ω˜v),
which is an isomorphism onto an open neighborhood of ρ(y0) (by Luna’s e´tale slice
Theorem). Furthermore ρ(y0) ∈ (Σ˜v \ Ω˜v) corresponds to Gy0
∼= E via (2.2.3).
Inverting g near 0 and composing with ρ we get a lift of ψE with the required
properties. 
2.3. The symplectic variety M˜. Recall that
M := a−1
v
(0, 0̂), a˜v := av ◦ π˜v, M˜ := a˜
−1
v
(0, 0̂), ω˜ := ω˜v|M˜.
Let us prove that M˜ is smooth of pure dimension 6. A straightforward computation
shows that the map
M× J × Ĵ
q
−→ Mv
([F ], x, ξ) 7→ [ξ ⊗ t∗xF ],
where tx: J → J is translation by x, is the quotient map for the action of J [2]× Ĵ[2]
given by
([F ], x, ξ)(x0,ξ0) := ([ξ0 ⊗ t
∗
x0F ], x− x0, ξ ⊗ ξ
−1
0 ).
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We claim that there is a J [2]× Ĵ [2]-quotient map
(2.3.1) M˜ × J × Ĵ
q˜
−→ M˜v
covering q. To prove it let M̂ := π̂−1
v
(0, 0̂). There exists
M̂ × J × Ĵ
q̂
−→ M̂v
covering q, because π̂ is obtained by first blowing up Ωv and then the strict trans-
form of Σv, and
q∗Ωv = Ω× J × Ĵ q
∗Σv = Σ× J × Ĵ ,
where Ω := Ωv ∩ M, Σ := Σv ∩ M. Furthermore, since the loci we blow up
are J [2] × Ĵ [2]-stable, the action of J [2] × Ĵ [2] on M× J × Ĵ lifts to an action
on M̂ × J × Ĵ , and q̂ is the quotient for this action. Since M̂v → M˜v is the
contraction of Ω̂v, and q̂
∗Ω̂v = Ω̂× J × Ĵ (here Ω̂ := Ω̂v ∩M̂), the map q̂ descends
to a map q˜ as in (2.3.1); one verifies that q˜ is the quotient map for a lift of the
J [2] × Ĵ [2]-action. Now since q˜ is e´tale and by (2.1.4) the moduli space M˜v is
smooth of pure dimension 10,
(2.3.2)∗ M˜ is smooth of pure dimension 6.
(2.3.3)Proposition. Keep notation as above. Then M˜ and J × Ĵ are orthogonal
for q˜∗ω˜v.
Proof. It suffices to prove orthogonality on the dense subset q˜−1Mst
v
. The compo-
sition
q˜−1(Ms
v
)
q˜
−→ M˜v
π˜
−→Ms
v
is e´tale hence the differential at z ∈ q˜−1Mst
v
gives an isomorphism
(2.3.4) d(π˜ ◦ q˜(z)):Tz(M˜
0
v
× J × Ĵ)
∼
−→ Ext1(E,E),
where [E] = π˜ ◦ q˜(z). On the other hand we have isomorphisms
q˜−1(Ms
v
) = π˜−1Mst × J × Ĵ
π˜×id
−→ Mst × J × Ĵ .
Let (π˜× id)(z) = ([F ], x, ξ) (thus E ∼= ξ⊗ t∗xF ); by the above isomorphism we have
a decomposition
Tz(M˜ × J × Ĵ) ∼= T[F ]M⊕ TxJ ⊕ TξĴ .
Restricting (2.3.4) to the direct summands we get
T[F ]M⊕ TxJ
∼
−→ Ext1(E,E)0,
TξĴ
δ
−→ Ext1(E,E),
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where δ is the “diagonal embedding” H1(OJ ) →֒ Ext1(E,E). By definition of
Mukai’s form (see (1.9) of [O1]),
q˜∗ω˜(z)(α, β) =
∫
J
ω ∧ Tr(dq˜(z)(α) ∧ dq˜(z)(β)),
where the second wedge denotes Yoneda product. If dq˜(z)(α) ∈ Ext1(E,E)0 and
dq˜(z)(β) ∈ δ(H1(OJ )), then
Tr(dq˜(z)(α) ∧ dq˜(z)(β)) = 0.
Thus T[F ]M is orthogonal to T[ξ]Ĵ . Now let’s prove orthogonality to TxJ . Let
ψ:U → Mst
v
be a neighborhood of [E] in the e´tale topology such that there is a
tautological sheaf E on J × U , and let 0 ∈ U be a point mapping to [E]. We can
represent ψ∗ω˜ as the Mumford two-form induced by a representative of c2(E) ∈
CH2(J × U). More precisely, let Z be a cycle representing c2(E) and intersecting
J × {0} transversely. Thus
Z|J×{0} =
∑
i
ǫipi,
where the pi are pairwise distinct, and ǫi = ±1. Furthermore, by transversality Z
defines for each i a map fi:T0U → TpiJ . By [O3,(2.9)] we have, for α, β ∈ T0U ,
(2.3.5) ψ∗ω˜(α, β) = −
1
4π2
∑
i
ǫiω(fi(α), fi(β)).
Let
α ∈ dψ(0)−1(dq˜(z)(T[F ]M)),
β ∈ dψ(0)−1(dq˜(z)(TxJ)).
Then
∑
ǫifi(α) = 0 (in a trivialization of the tangent bundle of J), and fi(β) is
independent of i. Hence the right-hand side of (2.3.5) vanishes. 
(2.3.6)∗Corollary. Keeping notation as above, ω˜ is a symplectic form on M˜.
Proof. Since ω˜v is non-degenerate and q˜ is e´tale, the two-form q˜
∗ω˜v is non degen-
erate. By (2.3.3) we get that ω˜ is non-degenerate. 
There is an analogue of Proposition (2.2.10) valid for M˜, which follows immedi-
ately from (2.2.10). Let E be a family of torsion-free simple semistable sheaves on
J parametrized by a scheme T , with v(Et) = v, det(Et) ∼= OJ ,
∑
c2(Et) = 0 for all
t ∈ T . Let ψE :T →M be the modular map.
(2.3.7)Proposition. Keep notation as above. There exists a lift
ψ˜E :T → (M˜ \ Ω˜)
of ψE with the following properties.
(1) The induced map of sets is (given Identification (2.2.3)):
ψ˜E(t) = S˜-equivalence class of Et.
(2) Let 0 ∈ T . Assume the map from the germ (T, 0) to the locus in Def(E0)
parametrizing sheaves with trivial determinant and 0 Albanese map is an
isomorphism. Then the map ψ˜E is an isomorphism in a neighborhood of 0
(in the classical topology).
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(2.3.8)Notation. Let Σ˜ := π˜−1Σ, i.e.
Σ˜ := {x ∈ M˜| π˜(x) is represented by a strictly semistable sheaf}.
Let
B := closure of {[F ] ∈ M˜| F is singular and stable},
and B˜ ⊂ M˜ be the strict transform of B.
(2.3.9)Remark. Let y0 ∈ (Σ˜ \ Ω˜). The correspondence (2.2.3) associates to y0
two isomorphism classes of simple sheaves on J , a sheaf E fitting into
0→ L1 → E → L2 → 0,
with extension class e, and a sheaf G fitting into
0→ L2 → G→ L1 → 0,
with extension class e⊥. Let T and E be as in (2.3.7), and assume E0 ∼= E. Then
by (2.3.7) a neighborhood of y0 can be identified with a neighborhood of 0 ∈ T .
On the other hand, by the same proposition, a neighborhood of 0 ∈ T must also
parametrize a family G of deformations of G. What is the realtion between G and
E ?One passes from one to the other by means of an elemntary modification. In
order to explain this, let
Σ˜(T ) := {t ∈ T | Et is strictly semistable}.
Then (shrinking T in the classical topology, if necessary) there is an exact sequence
0→ L1 → E|J×Σ˜(T ) → L2 → 0,
which for every t ∈ Σ˜(T ) restricts to the destabilizing sequence for Et. One verifies
that G is the sheaf on J × T fitting into the exact sequence
0→ G → E → i∗L2 → 0,
where i: J × Σ˜(T ) →֒ J × T is the inclusion.
3. An application of the generalized
Lefschetz Hyperplane Theorem.
For α ∈ J let
Zα :={[F ] ∈ M| F |Θα is not locally-free semistable},
Z˜α :=π˜
−1(Zα).(3.1)
Applying the generalized Lefschetz hyperplane Theorem [GM] to the determinant
map of M˜, and arguing as in [O1,(3.0.1)] one gets the following result.
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(3.2)∗Proposition. Keep notation as above, and let i: Z˜α →֒ M˜ be the inclusion.
The map
i#:πq(Z˜α)→ πq(M˜)
is an isomorphism for q ≤ 1 and a surjection for q = 2. In particular
H2(Z˜α;Z)
i∗−→ H2(M˜;Z) H
2(M˜;Z)
i∗
−→ H2(Z˜α;Z)
are surjective and injective, respectively.
Let
Σα :=Σ ∩ Zα,(3.3)
B0α :={[F ] ∈ M| F is stable and i
∗
αF is singular},(3.4)
V 0α :={[F ] ∈ M| i
∗
αF is locally-free, not semistable},(3.5)
and let Bα, Vα be the closures of B
0
α and V
0
α respectively. Let Σ˜α := π˜
−1(Σα), and
let B˜α, V˜α ⊂ M˜ be the strict transforms of Bα and Vα, respectively. Clearly we
have a decomposition into closed subsets
Z˜α = Σ˜α ∪ B˜α ∪ V˜α.
(3.6)Claim. Keep notation as above. If
(3.7) α /∈
⋃
x∈J[2]
Θx,
then Z˜α ⊂ (M˜ \ Ω˜).
Proof. Assume Z˜α ∩ Ω˜ 6= ∅. Let z ∈ Z˜α ∩ Ω˜, and let [F ] = π˜(z). By (2.1.2) we have
an exact sequence
0→ Ix ⊗ ξ → F → Ix ⊗ ξ → 0,
for some x ∈ J , ξ ∈ Ĵ . Since [F ] ∈ Zα, we must have x ∈ Θα, i.e. α ∈ Θx. We have
x ∈ J [2] because
∑
c2(F ) = 0; this proves the claim. 
Thus in analyzing Z˜α we will be able to use the moduli-theoretic interpretation
of (M˜ \ Ω˜) given by Proposition (2.3.7).
(3.8)Remark. Let a˜v:M˜v → J × Ĵ be as in §1 and
M˜J := a˜−1
v
(J × {0ˆ})
Z˜Jα := π˜
−1
v
{[F ] ∈ a−1
v
(J × {0ˆ})| F |Θα is not locally-free semistable}.
Applying the generalized Lefschetz Hyperplane Theorem to the determinant map
on M˜J we get that the inclusion Z˜Jα →֒ M˜
J induces isomorphisms on πq for q ≤ 3,
and a surjection on H4. The restriction of a˜v to M˜J is a fibration over J with
fiber M˜, and one verifies easily that M˜J is cohomologically the product of J and
M˜. Hence if Z˜Jα were a cohomological product of Z˜α and J we would know that
Z˜α →֒ M˜ induces isomorphims on Hq ⊗ Q for q ≤ 3. Now Z˜Jα is not a fibration:
the generic fiber is homeomorphic to Z˜α but special fibers are not, however the
equality b2(M˜) = b2(Z˜α) that we will prove, shows that up to H
2 the cohomology
of Z˜Jα is the product of that of Z˜α and of J .
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4. Analysis of Σ˜α.
The ∗-red tags not contained in Subsection (4.4) are (4.1.1), (4.3.2) and (4.3.10).
We choose α so that (3.7) holds. (Co)Homology is with rational coefficients.
4.1. Low-dimensional topology of Σ˜α. Let f := π˜|Σ˜α . By Claim (3.6) we have
Σ˜α ⊂ (M˜ \ Ω˜), hence f is a P
1-fibration over Σα:
(4.1.1)∗
P1 −−−−→ Σ˜αyf
Σα.
Thus
Hq(Σ˜α) ∼= H
q(Σα), q = 0, 1(4.1.2)
H2(Σ˜α) ∼= H
2(Σα)⊕Qc1(ωf ),(4.1.3)
where ωf is the relative cotangent bundle of f .
4.2. Low-dimensional topology of Σα. The map κ:C × Ĵ → Σα defined by
κ(p, x̂) := [Iiα(p) ⊗ Lx̂ ⊕ I−iα(p) ⊗ L−x̂]
is surjective. It is not injective, because of points which are both in Θα and −Θα.
We claim that
(4.2.1) Θα ∩ (−Θα) = Θα ∩Θ−α = {iα(q1), iα(q2)} q1 6= q2.
In fact Θα 6= Θ−α because by (3.7) 2α 6= 0. Thus i∗α(Θ−α) = q1 + q2, where
(4.2.2) q1 + q2 ∼ KC − 2α.
It follows from (3.7) that q1 6= q2. Clearly κ(q1, x̂) = κ(q2,−x̂). One easily shows
that
(4.2.3) Σα ∼= (C × Ĵ)/ ≡
where ≡ is the equivalence relation generated by setting
(4.2.4) (q1, x̂) ≡ (q2,−x̂).
In order to discuss the topology of Σα we introduce some notation. Denote by C
the quotient of C obtained identifying q1 with q2, and let
C
µ
−→ Σα
q 7→ [Iiα(q) ⊕ I−iα(q)].
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(4.2.5)Proposition. Keep notation as above.
(1) H0(Σα;Q) ∼= Q
(2) The map µ∗:H1(Σα;Q)
∼
−→ H1(C;Q) is an isomorphism.
(3) The map κ∗:H2(Σα;Q)→ H2(C × Ĵ ;Q) is an isomorphism.
Proof. Item (1) follows at once from (4.2.3). Let C0 := (C \ {q1, q2}), and
(4.2.6) Σ0α := κ(C
0 × Ĵ) ∼= C0 × Ĵ .
(Thus Σ0α is the smooth locus of Σα.) Let
(4.2.7) −→ Hq−1(Σ0α)
dq−1
−→ Hq(Σα,Σ
0
α) −→ H
q(Σα) −→ H
q(Σ0α)
dq
−→ · · ·
be the long exact sequence of the couple (Σα,Σ
0
α) (with rational coefficients). Let
∆1,∆2 ⊂ C be disjoint discs centered at q1, q2 respectively, and let B be obtained
from ∆1 ∪∆2 by gluing q1 and q2. Let B0 ⊂ B be the complement of the “center”,
i.e. B0 := (∆1 \ {q1}) ∪ (∆2 \ {q2}). By excision and Ku¨nneth
Hq(Σα,Σ
0
α)
∼= Hq(B × Ĵ , B0 × Ĵ) ∼= Qǫ⊗Hq−1(Ĵ)⊕ (Qη1 ⊕Qη2)⊗H
q−2(Ĵ),
where ǫ is a generator of H1(B,B0) and {η1, η2} is the basis of H
2(B,B0) dual to
the basis of H2(B,B
0) given by the push-forward of the local orientation classes of
(∆i,∆i \ {qi}). By (4.2.6) and Ku¨nneth
Hq−1(Σ0α)
∼= Hq−1(Ĵ)⊕H1(C0)⊗Hq−2(Ĵ).
Given the above identifications, the boundary map in (4.2.7) is given by
Hq−1(Σ0α)
dq−1
−→ Hq(Σα,Σ0α)
(α, ϕ⊗ ψ) 7→ (α+ (−1)qα, (
∫
γ
ϕ)(η1 ⊗ ψ − η2 ⊗ ψ)),
where γ ∈ H1(C
0) is the class of a loop around qi (with orientation induced by that
of ∆i). Thus for q = 1 Exact Sequence (4.2.7) gives
0→ H1(B,B0)⊗H0(Ĵ)→ H1(Σα)→ H
1(C)→ 0,
and this gives Item (2). For q = 2 we get
0→ Q(η1 + η2)⊗H
0(Ĵ)→ H2(Σα)→ H
2(Ĵ)⊕H1(C) ⊗H1(Ĵ)→ 0.
This gives Item (3). 
4.3. The intersection with B˜α. Let ν0: Î0 → Ĵ be the blow-up of Ĵ [2], i.e. the
case α = 0 of (1.12). Let ι: Î0 → Î0 be the involution covering (−1). Let ≈ be the
equivalence relation on C × Î0 generated by
(4.3.1) (q1, x̂) ≈ (q2, ι(x̂)),
where q1, q2 are as in (4.2.1). We will prove the following result.
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(4.3.2)∗Proposition. Keep notation as above. Then:
(1) Given Bijection (2.2.3), Σ˜α ∩ B˜α is the subset of Σ˜α parametrizing S˜-
equivalence classes of sheaves F which are singular at two distinct points.
(2) There is a map κ˜: (C × Î0) → Σ˜α ∩ B˜α which identifies Σ˜α ∩ B˜α with the
quotient of (C × Î0) modulo ≈.
(3) Given (4.2.3) and Item (2) above, the restriction of π˜ to Σ˜α∩B˜α is identified
with the map
(C × Î0/ ≈) −→ (C × Ĵ/ ≡)
induced by idC × ν0.
The proof of Proposition (4.3.2) will be given after some preliminary results.
(4.3.3)Lemma. Let F be a simple torsion-free sheaf on J with v(F ) = v, whose
S˜-equivalence class belongs to B˜v via (2.2.3).
(1) The double dual F ∗∗ fits into an exact sequence
(4.3.4) 0→ ξ1 → F
∗∗ → ξ2 → 0,
where ξi ∈ Ĵ . In particular ℓ(F ∗∗/F ) = 2.
(2) Exact sequence (4.3.4) is split if and only if ξ−11 ⊗ ξ2 6
∼= OJ .
(3) If [F ] ∈ B˜α then Sing(F ) = {x,−x} where x 6= −x.
Proof. Let E := F ∗∗. First we prove that
(4.3.5) chom2 (E) = 0,
where chomq is the Chern class in cohomology. Since E is slope-semistable, Bogo-
molov’s inequality tells us that chom2 (E) ≥ 0. Thus it suffices to prove that (4.3.5)
holds for sheaves F parametrized by an open dense subset of B˜. We will prove it
for [F ] ∈ B˜ \ Σ˜, i.e. we assume F is stable. Since chom2 (E) < c
hom
2 (F ), because F
is singular, chom2 (E) equals 0 or 1. Let us show that
(4.3.6) if chom2 (E) = 1 then E is not slope-stable.
Assume E is slope-stable. Then
(4.3.7) H0(E ⊗ Lx̂) = 0 = H
0(E∗ ⊗ L−1x̂ )
∗ = H2(E ⊗ Lx̂).
Hence by Riemann-Roch
(4.3.8) dimH1(E ⊗ Lx̂) = 1 for all x̂ ∈ Ĵ .
From (4.3.7) it follows [Mum,pp.46-55] that φ̂∗(L ⊗ φ∗E) = R2φ̂∗(L ⊗ φ∗E) = 0.
Applying Grothendieck-Riemann-Roch we get
ch(R1φ̂∗(L ⊗ φ
∗E)) = −φ̂∗[ch(L)φ
∗ch(E)] = 1− 2ηĴ ,
where ηĴ is the fundamental class of Ĵ . This is absurd because by (4.3.8) the sheaf
R1φ̂∗(L ⊗ φ∗E) is a line-bundle on Ĵ . We have proved (4.3.6). Let
0→ ξ1 → E → IZ ⊗ ξ2 → 0
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be a slope-destabilizing sequence, where the ξi’s are line bundles, and Z is a zero
dimensional subscheme of J . Since E is slope-semistable (because F is) we have
L ·Θ = 0, so by Hodge index L · L ≤ 0. From
1 = chom2 (E) = ℓ(Z) +
∫
J
c1(ξ1) · c1(ξ2)
one easily gets that ξi · ξi = 0. Hence by Hodge index ξi ∈ Ĵ . If x is the singular
point of F the sheaf Ix⊗ ξ1 injects into F . This contradicts our assumption that F
is stable, and proves (4.3.5). Let us prove Item (1). Since chom1 (E) = 0 = c
hom
2 (E)
and E is slope-semistable, it follows that E = F ∗∗ fits into Exact Sequence (4.3.4).
This is well-known (E is a flat vector-bundle), a quick proof is as follows: by
Grothendieck-Riemann-Roch we get
2∑
i=0
(−1)ich(Riφ̂∗(L ⊗ φ
∗E)) = φ̂∗[ch(L)φ
∗ch(E)] = 2ηĴ .
On the other hand if Hom(Lx̂, E) = 0 for all x, then each R
i appearing in the right-
hand side of the above formula is zero. Thus Hom(Lx̂0 , E) 6= 0 for some x0 ∈ J ,
and this proves Item (1). To prove Item (2), first notice that if ξ−11 ⊗ ξ2 6
∼= OJ then
every extension (4.3.4) is trivial. Thus we may assume that ξ1 ∼= ξ2 ∼= ξ, and we
must prove that (4.3.4) is non-split. Assume the contrary, i.e. that F ∗∗ ∼= ξ ⊕ ξ. If
x is a singular point of F , one easily checks that Ix ⊗ ξ injects into F . Thus, since
[F ] /∈ Ω˜ (because F is simple), we must have −x 6= x. Since also I−x ⊗ ξ injects
into F , we get that F ∼= Ix ⊗ ξ ⊕ I−x ⊗ ξ, contradicting the hypothesis that F is
simple. Finally Item (3) follows immediately from Assumption (3.7). 
Let [F ] ∈ Σ˜ \ Ω˜, where F fits into the exact sequence
(4.3.9) 0→ Ix ⊗ ξ
α
−→ F → I−x ⊗ ξ
−1 β−→ 0,
and is simple. Let E be a family of torsion-free simple semistable sheaves on J
parametrized by T , satisfying the hypotheses of Proposition (2.3.7), with E0 ∼= F .
Thus the map ψ˜E :T → M˜ identifies a neighborhood of 0 ∈ T with a neighborhood
of [F ] ∈ M˜. Let
∆(T ) :={t ∈ T | Et is singular},
Σ˜(T ) :={t ∈ T | Et is strictly semistable},
B˜(T ) :=closure of {t ∈ T | Et is singular and stable}.
Thus ∆(T ) = Σ˜(T ) ∪ B˜(T ) (recall Lemma (2.1.2)).
(4.3.10)∗Lemma. Keep notation as above. Assume that x 6= −x. Then (after
shrinking T around 0 if necessary)
(4.3.11) Σ˜(T ) ∩ B˜(T ) = {t ∈ Σ˜(T )| Et is singular at two points}.
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Furthermore Σ˜(T ) and B˜(T ) intersect transversely.
Proof. Let us prove (4.3.11). Clearly it suffices to show that
(4.3.12) 0 ∈ B˜(T ) if and only if F is singular at −x.
The “only if” follows immediately from Lemma (4.3.3). Now assume F is singular
at (−x). From (4.3.9) we get an exact sequence
(4.3.13) 0→ ξ → F ∗∗ → ξ−1 → 0.
We also have an exact sequence
0→ F −→ F ∗∗
(p,q)
−→ Cx ⊕C−x → 0,
where
p(ξ±1(x)) 6= 0, q(ξ(−x)) = 0.
(Here ξ±1(±x) is the fiber of ξ±1 at ±x.) Choose a surjection
F ∗∗(−x)
τ
−→ ξ(−x),
and let S := Hom(ξ(−x),C−x). For s ∈ S let
q(s) := q + s ◦ τ,
and let Fs be the sheaf on J fitting into the exact sequence
0→ Fs −→ F
∗∗ (p,q(s))−→ Cx ⊕C−x → 0.
The sheaves Fs form a family of torsion free simple semistable sheaves on J , with
v(Fs) = v for all s. Furthermore Fs is singular for all s, isomorphic to F for s = 0,
and stable for s 6= 0. This shows that 0 ∈ B˜(T ), and finishes the proof of (4.3.11).
Now let’s prove that Σ˜(T )∩ B˜(T ) intersect transversely. Clearly it suffices to prove
that they are transverse at 0. Let T be the universal deformation space of F , and
E the family of sheaves on J parametrized by T . Thus T ⊂ T , and E = E|J×T . Set
Σ˜v(T ) :={t ∈ T | Et is strictly semistable},
B˜v(T ) :=closure of {t ∈ T | Et is singular and stable}.
The map
T −→ J × Ĵ
t 7→ (
∑
c2(E t), det(Et))
is submersive at 0 and gives fibrations Σ˜v(T ) → U and B˜v(T ) → U , where U ⊂
J× Ĵ is an open subset, with fibers Σ˜(T ), B˜(T ) respectively. Thus in order to prove
that Σ˜(T ) and B˜(T ) iintersect transversely at 0 it suffices to show that Σ˜v(T ) and
B˜v(T ) are transverse at 0. By [O4,(1.17)] we have
T0Σ˜v(T ) = {ǫ ∈ Ext
1(F, F )| β ◦ ǫ ◦ α = 0},
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where α, β are as in (4.3.9), and we identify T0(T ) with Ext
1(F, F ) via the Kodaira-
Spencer map. Let S be as above, and κ:T0S → Ext1(F, F ) be the Kodaira-Spencer
map. It is easy to check that
β ◦ κ(
∂
∂s
(0)) ◦ α 6= 0.
Since S ⊂ B˜(T ) ⊂ B˜v(T ), we see that T0Σ˜v(T ) 6⊂ T0B˜v(T ). In particular Σ˜v(T ) is
smooth in 0 (this also follows from the fact that Σ˜v(T ) is the pull-back of Σ˜v for
the map T → M˜v, which is e´tale in 0.) Hence all that remains to be proved is that
B˜v(T ) is smooth at 0. This we do by analyzing the map ρ fitting into the exact
sequence
Ext1(F, F )
ρ
−→ H0(Ext1(F, F ))→ H2(Hom(F, F ))
λ
−→ Ext2(F, F ),
a piece of the local-to-global Exact Sequence for Ext•(F, F ). Since
H0(Ext1(F, F )) ∼= Ext1(F ⊗OJ,x, F ⊗OJ,x)⊕ Ext
1(F ⊗OJ,−x, F ⊗OJ,−x),
we can define ρ±x as the composition of ρ with projection to the first and second
summand respectively. In order to prove that T0B˜v(T ) 6= T0(T ) it suffices to show
that ρ−x is surjective. In fact assume this has been proved: by Lemma (4.3.3)
first-order deformations belonging to T0B˜v(T ) do not smooth the singularity of F
at (−x), and hence T0B˜v(T ) is a proper subspace of Ext1(F, F ). Now let’s show
that ρ−x is surjective. The transpose of λ is given by
Hom(F, F )
λ∗
−→ Hom(Hom(F, F ),OJ ),
From
0→ Hom(F, F )→ Hom(F ∗∗, F ∗∗)→ Cx ⊕C−x → 0
one gets that Hom(Hom(F, F ),OJ ) ∼= Hom(F ∗∗, F ∗∗). With this identification the
map λ∗ is the canonical one. We claim that
(4.3.14) dimHom(F, F ) = 1, dimHom(F ∗∗, F ∗∗) = 2.
The first equation holds because F is simple. To prove the second equation, look
at Exact Sequence (4.3.13). If ξ 6∼= ξ−1 the exact sequence is split, and the equation
follows. If ξ ∼= ξ−1, the exact sequence is not split, otherwise we would have
F ∼= (Ix ⊕ I−x)⊗ ξ, which is not simple: it follows easily that the second equation
holds. From (4.3.14) we get that dimkerλ = 1, and hence
(4.3.15) cod(imρ) = 1.
We claim ρx is not surjective. Since Ext
1(F, F ) is spanned by T0Σ˜v(T ) and T0B˜v(T )
(because T0Σ˜v(T ) is of codimension 1 in Ext
1(F, F ) and not equal to T0B˜v(T )) it
suffices to check that every first-order deformation in T0Σ˜v(T ) or in T0B˜v(T ) does
not smooth the singularity in x: this follows from (2.1.2) and (4.3.3). Thus we get
from (4.3.15) that ρ−x is surjective. This finishes the proof of the proposition. 
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Proof of Proposition (4.3.2). Item (1) follows at once from Item (3) of (4.3.3) and
Lemma (4.3.10). Now we prove Items (2)-(3). Let U ⊂ Σ be the open subset given
by
U := {[Ix ⊗ ξ ⊕ I−x ⊗ ξ
−1]| x 6= −x},
and let U˜ := π˜−1U . By Proposition (2.3.7) and Lemma (4.3.10) Σ˜ ∩ B˜ ∩ U˜ is
smooth. Let J0 := (J \ J [2]), where J [2] is the kernel of multiplication by 2, and
set
(4.3.16) X˜ := (J0 × Ĵ)×U (Σ˜ ∩ B˜ ∩ U˜),
where (J0 × Ĵ)→ U is the e´tale degree-two map
J0 × Ĵ −→ U
(x, ξ) 7→ [Ix ⊗ ξ ⊕ I−x ⊗ ξ
−1].
Since Σ˜ ∩ B˜ ∩ U˜ is smooth and the above map is e´tale, X˜ is smooth.
(4.3.17)Claim. Keep notation as above. The projection h: X˜ → (J0 × Ĵ) is the
blow-up of (J0 × Ĵ [2]).
Proof of the claim. Since X˜ is mooth it suffices to show that
(4.3.18) h−1(x, ξ) ∼=
{
one point if ξ /∈ Ĵ [2],
P1 if ξ ∈ Ĵ [2].
The exact sequence
0→ I−x ⊗ ξ
−1 → ξ−1 → ξ−1|−x → 0
gives an exact sequence
0→ Ext1(ξ−1, Ix ⊗ ξ) −→ Ext
1(I−x ⊗ ξ
−1, Ix ⊗ ξ),
and
(4.3.19) h−1(x, ξ) = P(Ext1(ξ−1, Ix ⊗ ξ)) = P(H
1(Ix ⊗ ξ
⊗2)).
An easy computation gives (4.3.18), and this proves (4.3.17). 
Let g: X˜ → J0 be the projection, and let
X˜α := g
−1(Θα) ∼= C × Î0,
where the second isomorphism holds because of (4.3.17). By (4.3.16) we have a
natural map
X˜α → Σ˜α ∩ B˜α ∩ U˜ = Σ˜α ∩ B˜α,
where the equality follows from Item (3) of (4.3.3). One verifies easily that the map
above is the quotient map for ≈; proving Item (2). Item (3) is immediate 
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4.4. Topological results. First notice that by (4.1.1) and (4.2.3)
(4.4.1)∗ Σ˜α is irreducible.
Furthermore (4.1.2) and Item (2) of (4.2.5) give
(4.4.2)∗ b1(Σ˜α) = 5.
Now we pass to Σ˜α ∩ B˜α. Given Item (2) of (4.3.2), the low-dimensional coho-
mology of Σ˜α ∩ B˜α has a description similar to that of Σα given in (4.2.5). More
precisely, choose z ∈ Î0 belonging to the exceptional divisor of κ. The map
C −→ C × Î0
q 7→ (q, z)
induces a map µ˜:C → Σ˜α∩ B˜α. “Copying” the proof of Item (2) of (4.2.5) one gets
that µ˜∗:H1(Σ˜α ∩ B˜α;Q)→ H1(C;Q) is an isomorphism, hence
(4.4.3)∗ b1(Σ˜α ∩ B˜α) = 5.
Furthermore, letting κ˜ be as in Item (2) of (4.3.2), one gets that
(4.4.4) κ˜∗:H2(Σ˜α ∩ B˜α;Q)→ H
2(C × Î0;Q) is an isomorphism
by “copying” the proof of Item (3) of (4.2.5). Thus κ˜∗ gives an identification
(4.4.5) H2(Σ˜α ∩ B˜α;Q) ∼=
16⊕
i=1
Q[C × Ei]
⊕
(idC × ν0)
∗H2(C × Ĵ),
where Ei ⊂ Î0 are the irreducible components of the exceptional divisor of ν0.
Next we examine the maps on fundamental groups and cohomology induced by
the inclusion ρ: Σ˜α ∩ B˜α →֒ Σ˜α.
(4.4.6)∗Proposition. Keeping notation as above ρ#:π1(Σ˜α ∩ B˜α) → π1(Σ˜α) is
an isomorphism.
Proof. The maps
π˜#:π1(Σ˜α)→ π1(Σα) π˜# ◦ ρ#:π1(Σ˜α ∩ B˜α)→ π1(Σα)
are isomorphisms, and this implies that ρ# is an isomorphism. 
(4.4.7)Proposition. The map
H2(Σ˜α;Q)
ρ∗2−→ H2(Σ˜α ∩ B˜α;Q)
induced by Inclusion ρ is injective. Furthermore, referring to (4.4.5), we have
(4.4.6)∗ Im(κ˜∗ρ∗2) = Q[C × E]
⊕
(idC × ν0)
∗H2(C × Ĵ).
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Proof. Given that
(idC × κ) = f |Σ˜α∩B˜α ,
where f is the map of (4.1.1), and given (4.1.3) together with Item (3) of (4.2.5),
it suffices to notice that
〈κ˜∗ρ∗c1(ωf ), p× Ei〉 = −2
for every i = 1, . . . , 16 (here p ∈ C). 
We will need to know exactly the class of κ˜∗ρ∗(c1(ωf )). Let L be the Poincare´
line-bundle on J × Ĵ , and iα as in (1.8). We will prove that
(4.4.9)∗ κ˜∗ρ∗(ωf ) ∼= (iα × ν0)
∗(L⊗4)⊗ [2C × E],
where E ⊂ Î0 is the exceptional divisor of ν0.
Proof of (4.4.9). Let Ĵ0 := (Ĵ \ Ĵ [2]), and ιˆ: Ĵ0 →֒ Ĵ be the inclusion. Notice that
we also have a natural inclusion Ĵ0 →֒ Î0. It suffices to prove that
(4.4.10) κ˜∗ρ∗(ωf )|C×Ĵ0
∼= (iα × ιˆ)
∗L⊗4.
In fact, since
κ˜∗ρ∗(ωf )|p×Ei ∼= OEi(−2)
for p ∈ C and i = 1, . . . , 16, Equality (4.4.10) immediately implies (4.4.9). To
prove (4.4.10) we must describe explicitely the inclusion
(4.4.11) C × Ĵ0 →֒ (C × Ĵ0)×Σα Σ˜α
whose image is dense in Σ˜α ∩ B˜α. Let ∆α,−∆α ⊂ J × (C × Ĵ0) be given by
∆α := {(iα(p), p, ξ)| p ∈ C, ξ ∈ Ĵ
0},
−∆α := {(−iα(p), p, ξ)| p ∈ C, ξ ∈ Ĵ
0},
and let ϕ: J × (C × Ĵ0) → (C × Ĵ0) be the projection. By (4.3.19) we can iden-
tify (4.4.11) with
(4.4.12) PR1ϕ∗(I∆α ⊗ (L
0)⊗2) →֒ PExt1ϕ(I−∆α ⊗ L
0, I∆α ⊗ (L
0)−1)),
where L0 := (idJ × ιˆ)∗L. (To simplify notation we omit pull-back signs whenever
possible.) Thus
(4.4.13) κ˜∗ρ∗(ωf )|C×Ĵ0
∼= R1ϕ∗(I∆α ⊗ (L
0)⊗2)⊗Q−1,
where Q is the line-bundle fitting into the exact sequence
0→ R1ϕ∗(•)→ Ext
1
ϕ(•, •)→ Q→ 0.
(Here R1 and Ext1 are the sheaves appearing in (4.4.12).) We have an isomorphism
Q ∼= Ext2ϕ((L
0)−1|−∆α , I∆α ⊗ L
0),
and applying Serre duality we get
Q ∼= Homϕ(L
0, (L0)−1|−∆α)
−1 ∼= (iα × ιˆ)
∗L−2.
Another easy computation gives
R1π∗(I∆α ⊗ (L
0)⊗2) ∼= (iα × ιˆ)
∗L2.
Using (4.4.13) we get Equation (4.4.10). 
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5. Analysis of B˜α.
There is a single ∗-red tag not contained in Subsection (5.2), i.e. (5.1.1).
5.1. Realization of B˜α as a P
1-fibration. We will prove that there is a fibration
(5.1.1)∗
P1 −−−−→ B˜αyg
C ×K [2]Ĵ ,
where K [2]Ĵ is the Kummer surface of Ĵ , i.e. the subset of Ĵ [2] parametrizing
subschemes whose associated cycle sums up to 0̂. We define g by giving its two
components. First we define g1: B˜α → C. Let z ∈ B˜α. By Item (3) of (4.3.3) the
sheaf Fz has two distinct singularities, say x and −x. One at least of x, −x belongs
to Θα. The set of unordered couples (x,−x) intersecting Θα is identified with C
via the map
C −→ J × J
p 7→ (iα(p),−iα(p)).
Given the above identification we set
(5.1.2)
B˜α
g1
−→ C
z 7→ sing(Fz).
In order to define g2: B˜α → K [2]Ĵ we must analyze the moduli space of isomorphism
classes of semistable rank-two vector-bundles E on J with chom1 = 0 = c
hom
2 (i.e. flat
vector-bundles), such that dimHom(E,E) = 2 (the minimal dimension for such
bundles). We claim that this moduli space can be identified with Ĵ [2]. This follows
from a more general statement proved in [BDL]. We sketch a proof for the reader’s
convenience. Let Mfl(2) be the set of isomorphism classes of such vector-bundles.
First we give a one-to-one correspondence
Mfl(2)
ϕ
←→ Ĵ [2].
Let [E] ∈Mfl(2); then either E ∼= ξ1⊕ ξ2, where ξ1 6∼= ξ2, or E fits into a non-split
exact sequence
(5.1.3) 0→ ξ → E → ξ → 0.
(We are excluding the flat bundles isomorphic to ξ ⊕ ξ.) In the former case we
set ϕ([E]) := {ξ1, ξ2}, in the latter we associate to [E] the couple ([ξ],Ce), where
e ∈ H1(OJ ) ∼= T[ξ]Ĵ is the extension class of (5.1.3). (Thus in the latter case ϕ([E])
is a non-reduced subscheme of Ĵ .) Clearly ϕ is a bijection.
(5.1.4)Proposition. Keep notation as above. Let E be a family of vector-bundles
on J parametrized by (a reduced scheme) T , with [Et] ∈ Mfl(2) for all t ∈ T . The
map ϕE :T →Mfl(2) is regular.
Proof. It is sufficient to prove the following. Assume that 0 ∈ T , and that T
is the deformation space of E := E0: then ϕE is regular in a neighborhood of
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0. If E ∼= ξ1 ⊕ ξ2 the statement is obvious, so let’s assume E fits into Exact
Sequence (5.1.3), with extension class e. Let
Λ := {t ∈ T | Et is not a direct sum}.
Then Λ is of pure codimension 1. Let f : T˜ → T be the relative Quot-scheme
parametrizing quotients Et → η, where η ∈ Ĵ . Then T˜ is smooth, and f is a double
covering, ramified over Λ. Let Λ˜ := f−1(Λ). For t˜ ∈ T˜ with f(t˜) = t, we have a
well-defined exact sequence
0→ λ→ Et → η → 0,
where λ, η ∈ Ĵ . Thus we can define a (regular) map
T˜
g
−→ Ĵ × Ĵ
t˜ 7→ (λ, η).
Clearly g(Λ˜) = ∆̂, where ∆̂ is the diagonal. Thus dg(0˜) (here 0˜ is the point such
that f(0˜) = 0) induces a map
dg(0˜):NT˜ ,Λ˜(0˜)→ T(ξ,ξ)(Ĵ × Ĵ)
∼= H1(OJ).
We claim that
(5.1.5) Imdg(0˜) = Ce.
Given the above formula one concludes that ϕE(0) is regular in a neighborhood of
0 as follows. By (5.1.5) the pull-back g∗(I∆̂) is a locally principal ideal sheaf with
zero-locus Λ˜, hence g lifts to a regular map
G: T˜ → Bl∆̂(Ĵ × Ĵ).
Since Ĵ [2] is the quotient of Bl∆̂(Ĵ × Ĵ) by the natural involution, we get a map
H : T˜ → Ĵ [2]. This map is invariant by the involution interchanging the sheets of f ,
hence it descends to a regular map h:T → Ĵ [2]. Obviously h coincides with ϕE on
T \ Λ. Furthermore by (5.1.5) we have h(0) = ϕE(0); since the germ (T, t) is the
deformation space of Et for all t in a neighborhood of 0, we get that h(t) = ϕE(t) for
all t near 0, and proves the proposition. We are left with the task of proving (5.1.5).
Let Γ ⊂ Ĵ be a curve containing ξ, smooth in ξ, and such that TξΓ = Ce. Let
i: J × {0} →֒ J × Γ be the inclusion. Let F be the sheaf on J × Γ fitting into the
exact sequence
0→ F → ξ ⊗OΓ ⊕ L|J×Γ
α
→ i∗ξ → 0,
where L is the normalized Poincare´ line-bundle, and we choose α so that neither
ξ ⊗OΓ nor L|J×Γ belongs to F . Then F is a family of sheaves on J parametrized
by Γ, and [Fx̂] ∈M
fl(2) for all x̂ ∈ Γ. Furthermore we have an exact sequence
0→ ξ → F0 → ξ → 0
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and one verifies that the extension class is equal to e. Thus F0 ∼= E, hence F
induces a regular map m: Γ → T , with m(0) = 0. Actually m lifts to a map
m˜: Γ → T˜ , because the inclusion ξ ⊗ OΓ(−J × {0}) →֒ F determines a quotient
Fx̂ → η, with η ∈ Ĵ , for all x̂ ∈ Γ. As is easily verified
dg(0˜) ◦ dm˜(0) = Ce.
This proves (5.1.5), because Imdg(0˜) can not be equal to all of H1(OJ ). 
Now we are ready to define g2: B˜α → K [2]Ĵ . We work locally. Let z ∈ B˜α; by
Proposition (2.3.7) there exists a neighborhood U ⊂ B˜α (in the classical topology)
of z parametrizing a family F of torsion-free simple semistable sheaves on J , with
v(Ft) = v for all t ∈ U , such that the S˜-equivalence class of Ft corresponds to t
via (2.2.3). By Proposition (4.3.3) we have [F∗∗t ] ∈ M
fl(2) for all t ∈ U . Thus
by Proposition (5.1.4) the family F∗∗ induces a regular map h:U → Ĵ [2]. Since
det(Ft) ∼= OJ for all t ∈ U , the image of h is contained in K [2]Ĵ . These maps are
independent of the choice of family F (see Remark (2.3.9)) and they glue together,
defining g2: B˜α → K
[2]Ĵ .
Claim. The map g := (g1, g2): B˜α → C ×K [2]Ĵ is a P1-fibration.
Proof. Let ((x,−x), [E]) ∈ C ×K [2]Ĵ . The fiber g−1((x,−x), [E]) is isomorphic to
the set of S˜-equivalence classes of simple semistable sheaves F fitting into an exact
sequence
0→ F → E → Cx ⊕C−x → 0.
One verifies easily that this set is isomorphic to P1. We leave it to the reader to
check that g is locally trivial. 
5.2. Topological results. From Fibration (5.1.1) we get that
(5.2.1)∗ B˜α is irreducible,
and that
H1(B˜α) ∼= H
1(C) ∼= Q5,(5.2.2)∗
H2(B˜α) ∼= H
2(C)⊕H2(K [2]Ĵ)⊕Qc1(ωg),(5.2.3)
where ωg is the relative cotangent bundle of g.
In proving that M˜ is simply connected it will be useful to represent π1(B˜α) as
follows. Let E1 ⊂ Î0 be the component of the exceptional divisor of ν0 mapping to
0ˆ and let
(5.2.4) R := (C × E1/ ≈) ∼= C × E1,
where ≈ is as in (4.3.1), and j:R →֒ B˜α be the inclusion given by (4.3.2). Then
(5.2.5)∗ j#:π1(R)→ π1(B˜α) is an isomorphism
because, letting g1 be as in (5.1.2), the composition (g1◦j):R→ C is the projection
to the first factor of (5.2.4), hence g1,# ◦ j# is an isomorphism, and g1,#:π1(B˜α)→
π1(C) is also an isomorphism.
For the proof of the main Theorem we will need to know the map on 2-cohomology
induced by the inclusion λ: (Σ˜α ∩ B˜α) →֒ B˜α.
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(5.2.6)∗Proposition. Keep notation as above. Then
λ∗:H2(B˜α)→ H
2(B˜α ∩ Σ˜α)
is injective. Furthermore, given Isomorphism (4.4.5),
(5.2.7)∗
Im(κ˜∗λ∗2) =
16⊕
i=1
Q[C × Ei]
⊕
(idC × ν0)
∗(H2(C) ⊕H2(Ĵ)⊕Qc1((iα × idĴ)
∗L)),
where κ˜ is as in Item (2) of (4.3.2).
Proof. Given (5.2.3) and (4.4.5), in order to prove that λ∗ is injective and that
(5.2.7) holds, it suffices to show that
(5.2.8) κ˜∗λ∗ωg = (idC × ν0)
∗L⊗(−4) ⊗ [−2C × E].
(Recall (4.3.2).) We will show that
(5.2.9) κ˜∗λ∗(c1(ωg)) = −κ˜
∗ρ∗(c1(ωf ))
in the Chow group, and then (5.2.8) will follow from (4.4.9). Let Σ˜∗ ⊂ Σ˜ and
B˜∗ ⊂ B˜ be the open subsets given by
Σ˜∗ :=π˜−1{[Ix ⊗ ξ ⊕ I−x ⊗ ξ
−1]| x 6= (−x), ξ 6∼= ξ−1},
B˜∗ :={[F ]| sing(F ) = {x,−x}, x 6= (−x), F ∗∗ ∼= ξ ⊕ ξ1 , ξ 6∼= ξ−1}.
By Lemma (4.3.10) they intersect transversely, and hence by adjunction
KΣ˜∗∩B˜∗ ∼ [Σ˜ + B˜]|Σ˜∗∩B˜∗ .
(Because K
M˜
∼ 0.) Restricting π˜ to Σ˜∗ ∩ B˜∗ we get an isomorphism (Σ˜∗ ∩ B˜∗) ∼=
(J0 × Ĵ0), hence KΣ˜∗∩B˜∗ ∼ 0. Thus
(5.2.10) [Σ˜]|Σ˜∗∩B˜∗ ∼ −[B˜]|Σ˜∗∩B˜∗ .
Restricting π˜ to Σ˜∗ we get a P1-fibration F : Σ˜∗ → (J0 × Ĵ0), and thus
[Σ˜]|Σ˜∗ ∼ KΣ˜∗ ∼ ωF .
In fact the first equivalence follows from adjunction, and the second one (where
ωF is the relative cotangent bundle of F ) from triviality of the canonical bundle of
(J0 × Ĵ0). We also have a P1-fibration
B˜∗
G
−→ (J0/(−1))× (Ĵ0/(−1))
[F ] 7→ (sing(F ), {ξ, ξ−1}),
where F ∗∗ ∼= ξ ⊕ ξ−1. Thus by a similar argument we get
[B˜]|B˜∗ ∼ KB˜∗ ∼ ωG.
The last two equivalences together with (5.2.10) prove (5.2.9). 
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6. Analysis of V˜α.
6.1. Introduction. By definition V 0α is the locus parametrizing sheaves F such
that there is an exact sequence
(6.1.1) 0→ λ −→ i∗αF
f
−→ ξ → 0
with i∗αF locally-free and ξ a line-bundle of negative degree. Let G be the torsion-
free sheaf on J fitting into the exact sequence
(6.1.2) 0→ G −→ F (Θα)
f˜
−→ iα,∗(ξ ⊗KC)→ 0,
where f˜ is obtained tensorizing f with the identity map of KC (notice that by
adjunction i∗α(Θα) ∼ KC). In other words G is the elementary modification of
F (Θα) associated to f˜ . We will show (see Lemma (6.3.22)) that degξ = −1, and
thus by a straightforward computation
v(G) = 2 + θ =: w,
where θ := chom1 (Θ). We will also prove that G is slope-stable (see Lemma (6.3.19)),
hence [G] ∈Mw. Since (6.1.1) is uniquely determined by F , the above construction
defines a regular map from V 0α to Mw. Notice that G comes with extra structure,
namely an exact sequence
(6.1.3) 0→ ξ −→ i∗αG
ψ
−→ λ⊗KC → 0
which is part of the long exact sequence of Tor’s obtained by applying the functor
⊗OΘα to (6.1.2). As is easily verified, the sheaf F is the elementary modification
of G associated to Exact Sequence (6.1.3). Hence by associating to [F ] the couple
consisting of [G] and Exact Sequence (6.1.3) we get an isomorphism between V 0α
and a locally-closed subset of a quot-scheme overMw. Since V 0α is dense in Vα, this
will give a way of relating Vα to Mw. The section is organized as follows. In (6.2)
following Mukai, Yoshioka [Muk1,Y2] we apply the Mukai transform to prove that
Mw is the product J × Ĵ . In (6.3) we show that V 0α is isomorphic to P
0
α, a locally
closed subset of a Quot-scheme over Mw. We denote by Pα the closure of P 0α in
the Quot-scheme overMw; in Subsections(6.4)-(6.5) we give results on Pα and the
boundary Pα \P
0
α. We will not construct directly Pα (the difficulty lies in analyzing
it singular points), instead we construct a P1-bundle over the blow-up of Ĵ at 16
points (we denote it by P−α ) and then prove that it is a desingularization of Pα:
this is done in (6.6). The 3-fold P−α has 16 (−1,−1) curves: we let P
+
α be the
manifold obtained by flopping all of these curves. In (6.7) we we show that V˜α is
isomorphic to P+α . In the last subsection we give the results on the topology of V˜α
and its intersections with Σ˜α, B˜α which are needed in the proof of Theorem (1.4).
6.2. The moduli space Mw. For (x, ŷ) ∈ J × Ĵ , let E(x, ŷ) be the sheaf on J
defined by
E(x, ŷ) := φ∗(L ⊗ φ̂
∗(iŷ,∗[3p0 + x])).
(Here φ, φ̂ are as in (1.9).) We will prove the following result.
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(6.2.1)Proposition. Keep notation as above.
(1) E(x, ŷ)∗ is a vector-bundle on J , and v(E(x, ŷ)∗) = 2 + θ. Furthermore
det(E(x, ŷ)∗) ∼= [Θ]⊗ L−x̂−2ŷ(6.2.2) ∑
c2(E(x, ŷ)
∗) = −x− y.(6.2.3)
(2) E(x, ŷ)∗ is slope-stable for every (x, ŷ), and the map
J × Ĵ
ρ
−→ Mw
(x, ŷ) 7→ [E(x, ŷ)∗]
is an isomorphism.
(6.2.4)Remark. Item (2) of Proposition (6.2.1) is part of a more general result of
Yoshioka [Y2] on moduli spaces of sheaves on an abelian surface in the case when
semistability implies stability. However, since we will need various results about
the moduli space which are not found elsewhere, e.g. (6.2.5), (6.2.11), and which
may be used to prove (6.2.1), we have added a proof of (6.2.1).
Proof of Item (1) of (6.2.1). Since h0(C, [3p0 + x + t]) = 2 for all t ∈ J , we
see [Mum,pp.46-55] that E(x, ŷ) is locally-free of rank two. Since the higher direct
images vanish, the Chern classes of E(x, ŷ) are computed by the Grothendieck-
Riemann-Roch formula: one gets v(E(x, ŷ)) = 2 − θ. Thus E(x, ŷ)∗ is a rank-two
vector-bundle, and its Mukai vector is as stated. Before going on with the proof
of (6.2.1) we determine the restriction of E(x, ŷ)∗ to Θα.
(6.2.5)Proposition. Keep notation as above. There is an exact sequence
(6.2.6) 0→ [p0 − α− x− y]→ i
∗
αE(x, ŷ)
∗ → [p0 − y]→ 0.
The extension class is the (unique up to scalars) non-trivial one if α+ x 6= 0, and
is trivial if α+ x = 0.
Proof. Let ∆ ⊂ C ×C be the diagonal, and πi:C ×C → C be the first and second
projection respectively, for i = 1, 2. Then
(6.2.7) (iα × iyˆ)
∗L ∼= [∆]⊗ π∗1 [−p0 + y]⊗ π
∗
2 [−p0 + α].
Thus
(6.2.8) i∗αE(x, ŷ) = [−p0 + y]⊗ π1,∗([∆]⊗ π
∗
2 [2p0 + α+ x]).
If α+ x = 0 one gets immediately that
i∗αE(x, ŷ)
∗ ∼= OC(p0 − y)
(2).
If α+ x 6= 0, we apply the π1,∗-functor to the exact sequence
0→ π∗2 [2p0 + α+ x]→ [∆]⊗ π
∗
2 [2p0 + α+ x]→ ([∆]⊗ π
∗
2 [2p0 + α+ x])|∆ → 0,
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and we get an exact sequence
(6.2.9) 0→ OC → π1,∗([∆]⊗ π
∗
2 [2p0 + α+ x])→ [α+ x]→ 0.
The extension class is non-trivial, because otherwise we would have a non-zero
section of
[∆]⊗ π∗2 [2p0 + α+ x]⊗ π
∗
1 [−α− x],
which is absurd since OC(α+x) is non-trivial. Tensorizing (6.2.9) by [−p0+y] and
taking the dual exact sequence we get the proposition. 
Let us prove (6.2.2)-(6.2.3). The first formula follows immediately from (6.2.6).
In order to prove (6.2.3), choose a canonical divisor D ∈ |KC |, and consider the
exact sequence of sheaves on J × Ĵ :
0→ L⊗ φ̂∗(iŷ,∗[p0 + x])→ L⊗ φ̂
∗(iŷ,∗[p0 + x+D])→ L⊗ φ̂
∗(iŷ,∗(OD))→ 0.
Applying the φ∗-functor and recalling that D ∼ 2p0, we get an exact sequence of
sheaves on J :
(6.2.10) 0→ E(x, ŷ)→ LD̂ → R
1φ∗(L ⊗ φ̂
∗(iŷ,∗[p0 + x]))→ 0,
where D̂ := iŷ,∗(D).
Lemma. Keep notation as above. The sheaf R1φ∗(L⊗φ̂∗(iŷ,∗[p0+x])) is supported
on Θ−x. More precisely we have
(6.2.11) R1φ∗(L ⊗ φ̂
∗(iŷ,∗[p0 + x])) = i−x,∗[p0 + y].
Proof. By Formula (6.2.2) and Exact Sequence (6.2.10) we have (in the Chow ring)
−c1(Θ) + c1(Lx̂+2ŷ) = c1(E(x, ŷ)) = c1(LD̂)− c1(R
1φ∗(L ⊗ φ̂
∗(iŷ,∗[p0 + x]))).
This gives
c1(R
1φ∗(L ⊗ φ̂
∗(iŷ,∗[p0 + x]))) = c1(Θ−x).
One concludes easily that R1φ∗(L⊗ φ̂
∗(iŷ,∗[p0 + x])) is the push-forward by i−x of
a line-bundle on C. To compute this line-bundle, pull-back by (i−x× iŷ) and apply
Formula (6.2.7) to get
(6.2.12) R1φ∗(L ⊗ φ̂
∗(iŷ,∗[p0 + x])) = i−x,∗([−p0 + y]⊗R
1π1,∗([∆])).
Applying the functor π1,∗ to the exact sequence
0→ OC×C → [∆]→ [∆]|∆ → 0,
we get
0→ K−1C → H
1(OC)⊗OC → R
1π1,∗([∆])→ 0.
Thus R1π1,∗([∆]) ∼= KC . Plugging this into (6.2.12) we get (6.2.11). 
Let us prove (6.2.3). It follows from (6.2.10) and (6.2.11) that
c2(E(x, ŷ)) = c2(LD̂)− i−x,∗c1([−p0 + y]).
Since
∑
c2(LD̂) = 0, Formula (6.2.3) follows immediately.
Proof of Item (2) of (6.2.1). By (6.2.5) the restriction of E(x, ŷ)∗ to Θα is
semistable; since Θα is numerically equivalent to Θ (the ample divisor defining
stability) this implies that E(x, ŷ)∗ is slope-semistable. That E(x, ŷ)∗ is slope-
stable is an immediate consequence of the following result.
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(6.2.13)Lemma. Let F be a torsion-free slope-semistable sheaf on J with v(F ) =
w. Then F is slope-stable. In particular every sheaf parametrized by Mw is slope-
stable.
Proof. Assume that F is strictly slope-semistable. Then there is an exact sequence
(6.2.14) 0→ IW (ξ)→ F → IZ(Θτ − ξ)→ 0,
for some τ ∈ J , where W , Z are zero-dimensional subschemes of J , and ξ is a
divisor such that
(6.2.15) (2ξ −Θτ ) ·Θ = 0, (2ξ −Θτ )
2 ≤ 0.
(The inequality follows from the equality and Hodge index.) A simple manipula-
tion then gives that ξ · ξ ≤ 0. On the other hand, computing c2(F ) using Exact
Sequence (6.2.14) one gets that
ξ · ξ = ℓ(W ) + ℓ(Z) ≥ 0.
Thus ξ · ξ = 0, hence (6.2.15) gives
(2ξ −Θτ )
2 = −2.
This together with the equality of (6.2.15) contradicts Assumption (1.3). Hence F
must be slope-stable. 
Now we prove that ρ is an isomorphism. By (6.2.13) all sheaves parametrized
by Mw are stable, hence by Mukai [Muk2,(0.1)] Mw is smooth of pure dimension
4. The map ρ is injective because of (6.2.2)-(6.2.3), and thus ρ is an isomorphism
between J × Ĵ and an irreducible component of Mw by Zariski’s Main Theorem.
We finish by showing that ρ is surjective.
(6.2.16)Lemma. Assume [F ] ∈ Mw. Then the W.I.T. holds for F , with index
i(F ) = 1, i.e. Rjφ̂∗(L ⊗ φ
∗F ) = 0 for j 6= 1 (see [Muk1]). Furthermore the Mukai
transform of F is given by
F̂ := R1φ̂∗(L ⊗ φ
∗F ) = ivˆ,∗(δ),
for a certain vˆ ∈ Ĵ , where δ is a line-bundle of degree (−1) on C.
Proof. By Serre duality and slope-stability of F ,
H2(Ltˆ ⊗ F ) = Hom(Ltˆ ⊗ F,OJ )
∗ = 0.
Applying Grothendieck-Riemann-Roch one gets that
1∑
i=0
(−1)jchom1 (R
j φ̂∗(L ⊗ φ
∗F )) = −θ.
Since χ(Ltˆ ⊗ F ) = 0 for all t ∈ J , this implies that there exist ξ1, ξ2 ∈ Ĵ , with
ξ1 6∼= ξ2, such that
H0(ξ−11 ⊗ F ) 6= 0 6= H
0(ξ−12 ⊗ F ).
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By slope-stability of F , the map (ξ1 ⊕ ξ2) → F is an isomorphism at the generic
point, hence we have an exact sequence
0→ ξ1 ⊕ ξ2 → F → iu,∗(η)→ 0,
where η is a line-bundle on C, of degree 1. This shows that φ̂∗(L⊗φ∗F ) = 0, hence
the W.I.T. holds for F , with index 1. In order to compute F̂ pull-back the above
sequence to J × Ĵ , tensorize with L, and apply the functor φ̂∗: one gets an exact
sequence
0→ R1φ̂∗(L ⊗ φ
∗F )→ ivˆ,∗(λ)→ C[ξ1] ⊕C[ξ2] → 0,
where λ is a degree-one line-bundle on C. It follows that F̂ is as claimed. 
Now let’s prove that F is isomorphic to E(x, ŷ)∗ for some (x, ŷ). By a Theorem
of Mukai [Muk1, Cor.(2.4)] and (6.2.16) we have
F ∼= (−1J)
∗ ˆˆF := (−1J)
∗R1φ∗(φ̂
∗(L ⊗ ivˆ,∗(δ))).
Applying Serre duality one gets
(−1J)
∗R1φ∗(φ̂
∗(L ⊗ ivˆ,∗(δ))) ∼= R
1φ∗(φ̂
∗(L−1 ⊗ ivˆ,∗(δ)))
∼= (φ∗(L ⊗ φ̂
∗(ivˆ,∗(2p0 − δ)))
∗ = E(−p0 − δ, vˆ)
∗.
This finishes the proof of Proposition (6.2.1).
6.3. Description of V 0α . Let P
0
α be the variety parametrizing isomorphism classes
of couples (G,ψ), where [G] ∈ Mw, and ψ is a quotient appearing in an exact
sequence
(6.3.1) 0→ ξ −→ i∗αG
ψ
−→ ζ → 0,
such that the following holds:
ζ is an invertible sheaf of degree 3,(6.3.2)
detG ∼= OJ (Θα),(6.3.3) ∑
c2(G)−
∑
iα,∗c1(ξ) = 0.(6.3.4)
Clearly P 0α is a locally closed subset of a Quot-scheme Q over the subvariety of
Mw parametrizing sheaves G such that (6.3.3) holds (by [Muk3,(A.6)] there exists
a tautological sheaf on J ×Mw); let Pα be the closure of P 0α in Q. Thus every
point of Pα is represented by a couple (G,ψ) satisfying the conditions above, except
for Condition (6.3.2), which is replaced by “ζ is a rank-one sheaf of degree 3”. As
explained in the introduction to this section, Pα parametrizes sheaves whose moduli
belong to Vα, and which are obtained by elementary modification from a sheaf G
as above. In order to prove this we introduce some notation.
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(6.3.5)Definition. Let Eα be a rank-two vector-bundle on J × Ĵ such that
(6.3.6) Eαyˆ ∼= E(−α− 2y, yˆ).
(The existence of Eα is guaranteed by the existence of a tautological sheaf on
J ×Mw.) Let Gα := (Eα)∗.
By (6.2.2) the map
Ĵ −→ Mw
yˆ 7→ [Gαyˆ ]
is an isomorphism between Ĵ and the subvariety ofMw parametrizing sheaves with
trivial determinant. Thus Pα is a Quot-scheme over Ĵ : let
(6.3.7) f :Pα → Ĵ
be the natural map.
Thus if t = (G,ψ) ∈ Pα, and yˆ = f(t), we have
(6.3.8) G ∼= Gαf(t)
∼= E(−α− 2y, yˆ)∗, where yˆ = f(t).
Let F = Fαt be the elementary modification of G associated to (6.3.1), i.e. the sheaf
fitting into the exact sequence
(6.3.9) 0→ F
j
→ G→ iα,∗(ζ)→ 0.
Clearly Fαt is the restriction to J × {t} of an elementary modification
(6.3.10) 0→ Fα −→ (idJ × f)
∗Gα
Ψα
−→ (iα × idPα)∗(ζ
α)→ 0.
(6.3.11)Lemma. Keep notation as above. Then Fα is a family of torsion-free
semistable sheaves on J parametrized by Pα, with
(6.3.12) v(Fαt ) = v, detF
α
t
∼= OJ ,
∑
c2(F
α
t ) = 0
for all t ∈ Pα.
Proof. That Fα is a family of sheaves (i.e. it is flat over OPα) follows from flatness
over OPα of the other two sheaves appearing in (6.3.10). Let F and G be as above.
Since F is a subsheaf of G it is torsion-free. The formulae of (6.3.12) hold by (6.3.2),
(6.3.3) and (6.3.4) respectively. We finish by showing that F is semistable. Suppose
F is not semistable, and let
(6.3.13) 0→ IZ ⊗ L
f
−→ F −→ IW ⊗ L
−1 → 0
be desemistabilizing, where L is a line bundle and Z,W are zero-dimensional sub-
schemes. Thus L ·Θ ≥ 0. Since j ◦ φ is non-zero (here j is as in (6.3.9)), and G is
slope-stable by (6.2.13), we get L ·Θ = 0. Thus by Hodge index L2 ≤ 0; we claim
L2 = 0. In fact from (6.3.13) we get
(6.3.14) 2 = chom2 (F ) = ℓ(Z) + ℓ(W )− L
2.
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Hence if L2 < 0 then L2 = (−2), contradicting (1.3). Since L2 = 0 and L · Θ = 0,
we get by Hodge index that [L] ∈ Ĵ . Thus by (6.3.14) we have ℓ(Z) ≥ ℓ(W )
unless ℓ(Z) = 0. This shows that Z is empty, because otherwise IZ(L) does not
desemistabilize. The restriction of j ◦f to Θα maps L|Θα to ξ: since deg(L|Θα) = 0
and degξ = −1, we get that j ◦ f vanishes along Θα. Thus j ◦ f extends to a map
L(Θα)→ G. This is absurd because G is slope-stable by (6.2.13). 
By the above lemma the family Fα induces a modular map
(6.3.15) µα:Pα →M.
Let µ0α be the restriction of µα to P
0
α. The main result of this subsection is the
following.
(6.3.16)Proposition. Keep notation as above. Then µ0α is an isomorphism be-
tween P 0α and V
0
α . In particular µα(Pα) = Vα, and µα is a birational morphism
from Pα to Vα.
Proof. Let t ∈ Pα, and set F = Fαt , G = G
α
f(t). The long exact sequence of Tor’s
obtained by applying the functor ⊗Θα to (6.3.9) gives an exact sequence
(6.3.17) 0→ ζ ⊗K−1C → i
∗
αF → ξ → 0.
By (6.2.1) G is locally-free, hence ξ is locally-free. Thus the above exact sequence
shows that i∗αF is singular if and only if ζ is not locally-free. Since F is isomorphic
to G outside Θα, we get that
(6.3.18) i∗αF
α
t is locally-free iff F
α
t is locally-free iff t ∈ P
0
α.
Now assume t ∈ P 0α. Since degξ = −1, Exact Sequence (6.3.17) shows that i
∗
αF
is not semistable, hence [F ] ∈ V 0α . Thus µ
0
α(P
0
α) ⊂ V
0
α . To finish the proof of the
proposition we must define a regular map V 0α → P
0
α inverse to µ
0
α. One proceeds
as explained in the introduction to this section, i.e. to [F ] ∈ V 0α we associate the
couple (G,ψ) where G is the sheaf fitting into the exact sequence (6.1.2), and ψ is
the map of (6.1.3). Of course we need to prove the following two results.
(6.3.19)Lemma. Let [F ] ∈ V 0α , and assume (6.1.1) is the desemistabilizing se-
quence of i∗αF . The sheaf G fitting into Exact Sequence (6.1.2) is locally-free and
slope-semistable. If degξ = −1 (where ξ is the destabilizing quotient of i∗αF ) then
G is slope-stable.
Proof. Since (6.1.1) is the desemistabilizing sequence, both λ and ξ are locally-free:
from Exact Sequence (6.1.3) we get that G is locally-free along Θα. On the other
hand it follows from (2.1.2) and (4.3.3) that F is locally-free: since G is isomorphic
to F outside Θα, we get that G is locally-free. Now assume that G is not slope-
semistable. Then there exists an injection L →֒ G, where L is locally-free of rank
one with
(6.3.20) L ·Θ > slope(G) :=
1
rk(G)
chom1 (G) ·Θ = 1.
From (6.1.2) we have an injection L(−Θα) →֒ F , hence we get an exact sequence
(6.3.21) 0→M → F → IZ ⊗M
−1 → 0,
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where M := L(−Θα + D), for D an effective divisor, and Z a zero-dimensional
subscheme of J . From (6.3.20) and slope-semistability of F we get M · Θ = 0.
Hence by Hodge index M ·M ≤ 0. From (6.3.21) we get
2 = chom2 (F ) = −M ·M + ℓ(Z).
Since M ·M ≤ 0, and the intersection from is even, either M ·M = 0 or M ·M =
−2. In the former case Exact Sequence (6.3.21) shows that F is not (Gieseker-
Maruyama) semistable, which is absurd. Thus M ·M = −2; since M ·Θ = 0, this
contradicts (1.3). Thus G is slope-semistable. To finish the proof of the lemma we
notice that if degξ = −1 then v(G) = w, hence G is slope-stable by (6.2.13). 
(6.3.22)Lemma. Let [F ] ∈ V 0α , and assume (6.1.1) is the desemistabilizing se-
quence. Then degξ = −1.
Proof. Let d := degλ: we know d ≥ 1. To prove the lemma it suffices to show that
d ≤ 1. From (6.1.2) one gets that
chom1 (G) = θ, c
hom
2 (G) = 2− d.
By Lemma (6.3.19) G is slope-semistable, hence by Bogomolov’s theorem
0 ≤ 4chom2 (G)− c
hom
1 (G) · c
hom
1 (G) = 6− 4d.
This gives d ≤ 1. 
Given the above lemmas, the argument described in the introduction to this
section shows that the map
V 0α −→ P
0
α
[F ] 7→ [(G,ψ)],
where ψ: i∗αG→ λ⊗KC is the map appearing in (6.1.3), is the inverse of µ
0
α. This
finishes the proof of the proposition. 
6.4. First analysis of Pα. Let Ĵ [2]−αˆ be as in (1.11).
(6.4.1)Proposition. The map f :Pα → Ĵ (see (6.3.7)) is a P
1-fibration away from
Ĵ [2]−αˆ, and the remaining fibers are isomorphic to P
2.
Proof. Let ŷ ∈ Ĵ , and suppose (G,ψ) ∈ f−1(ŷ). By (6.3.8) the isomorphism
class of G is determined by ŷ. Similarly, the isomorphism class of the line-bundle
ξ appearing in (6.3.1) is completely determined by Equation (6.3.4): eplicitely,
Condition (6.3.4) together with (6.2.3) gives
(6.4.2) ξ ∼= [−p0 + 2α+ y].
Thus
f−1(ŷ) ∩ P 0α = {[σ] ∈ PH
0([p0 − 2α− y]⊗ i
∗
αG
α
yˆ )| σ has no zeroes}.
Exact Sequence (6.2.6) gives
(6.4.3) 0→ H0([2p0 − 2α])→ H
0([p0 − 2α− y]⊗ i
∗
αG
α
yˆ )
κ
−→ H0([2p0 − 2α− 2y])→ 0.
(Recall that (2p0 − 2α) 6∼ KC by (3.7).) One verifies easily that for y generic the
generic section in the middle H0 has no zeroes, hence
(6.4.4) f−1(ŷ) = PH0([p0 − 2α− y]⊗ i
∗
αG
α
yˆ ).
Using (6.4.3) we get that the fibers of f are as stated in the proposition, and that
f is a P1-fibration over Ĵ \ (Ĵ [2]−αˆ). 
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(6.4.5)Remark. Let πĴ :C × Ĵ → Ĵ be the projection. Let H be a line-bundle on
C × Ĵ such that for yˆ ∈ Ĵ we have
Hyˆ ∼= [−p0 + 2α+ y].
Let Sα be the sheaf on Ĵ defined by
(6.4.6) Sα := πĴ ,∗(H
−1 ⊗ (iα × idĴ )
∗Gα).
In the proof above we have shown that over (Ĵ \ Ĵ [2]−αˆ) the sheaf S
α is locally-free
of rank two (in fact this is true over all of Ĵ , see (6.6.1)), and that f−1(Ĵ \ Ĵ [2]−αˆ)
is naturally isomorphic to P(Sα|(Ĵ\Ĵ[2]−αˆ)).
6.5. The boundary of Pα. We analyze (Pα \ P 0α). First notice that by (6.3.18)
(6.5.1) Pα \ P
0
α = µ
−1
α (Bα ∪ Σα) = µ
−1
α (B ∪ Σ).
For t = (G,ψ) ∈ Pα let ζt be the rank-one sheaf ζ appearing in Exact Se-
quence (6.3.1) and Tors(ζt) be its torsion subsheaf. Then
(6.5.2) ℓ(Tors(ζt)) ≤ 2.
In fact since i∗αG is semistable and we have a surjection
i∗αG→ ζt/Tors(ζt),
the line bundle on the right has degree at least 1. This implies immediately (6.5.2).
Let
Wα := {t ∈ Pα| ℓ(Tors(ζt)) = 2}, Y
0
α := {t ∈ Pα| ℓ(Tors(ζt)) = 1}.
By (6.5.2) Wα is closed. Clearly Y
0
α is locally closed; we let Yα be its closure.
By (6.3.18) and (6.5.2) we have
(6.5.3) Pα \ P
0
α = Yα ∪Wα.
(6.5.4)Proposition. Keep notation as above.
(1) The restriction of f to Wα is identified with the blow-up of Ĵ at Ĵ [2].
(2) Let t ∈ Wα. Then Fαt is singular, with
(6.5.5) Sing(Fαt ) = {iα(q1), iα(q2)},
where q1, q2 are given by (4.2.2).
(3) If t is generic, Fαt is stable. Furthermore Wα = µ
−1
α (Bα) = µ
−1
α (B).
Proof. Item (1). Let t = (G,ψ) ∈ Wα, and let ζ be the rank-one sheaf appearing
in (6.3.1). Then
i∗αG
ψ
−→ ζ/Tors(ζ)
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is a destabilizing quotient, because deg(ζ/Tors(ζ)) = 1. Conversely, assume
(6.5.6) 0→ ξ → i∗αG→ ζ → 0
is destabilizing. Thus ξ, ζ are line-bundles of degree 1, because i∗αG is semistable
by (6.2.5). Let ξ be a line-bundle fitting into an exact sequence
(6.5.7) 0→ ξ → ξ → OZ → 0,
where Z is a zero-dimensional subscheme of C of length 2 such that
(6.5.8) α+ y −
∑
iα,∗c1(ξ) +
∑
iα,∗(Z) = 0,
where yˆ = f(t). Composing ξ → ξ with ξ → i∗αG we get an injection ξ →֒ i
∗
αG. Let
ζ := i∗αG/ξ. The exact sequence
0→ ξ −→ i∗αG
ψ
−→ ζ → 0,
satisfies (6.3.2)-(6.3.3)-(6.3.4), i.e. (G,ψ) ∈ Pα. Furthermore, since ζ ∼= OZ ⊕ ζ
we have (G,ψ) ∈ Wα. Thus we have defined a one-to-one correspondence between
Wα and the set of triples consisting of [G] ∈ Mw (satisfying (6.3.3)), Exact Se-
quence (6.5.6) and Exact Sequence (6.5.7) (with Z satisfiyng (6.5.8)). We claim
that given (6.5.6) there is one and only one Z such that (6.5.8) holds. In fact
from (6.3.8) and (6.2.6) we see that ξ ∼= [p0 + y], hence (6.5.8) reads
(6.5.9)
∑
iα,∗(Z) = 0.
The map
C(2) −→ J
Z 7→
∑
iα,∗(Z)
is, up to translation, the Abel-Jacobi map, hence it is surjective. Furthermore the
fiber over
∑
iα,∗(Z) is the single cycle Z unless Z ∈ |KC |. Since iα,∗(KC) = 2α,
and 2α 6= 0 by (3.7), we get that Z is uniquely determined by ξ, as claimed. Thus
we have defined a one-to-one correspondence between Wα and the relative Quot-
schemeDα over Ĵ parametrizing couples consisting of [G] ∈Mw (satisfying (6.3.3))
and a destabilizing sequence of i∗αG. In fact this correspondence is functorial, hence
it gives an isomorphism
(6.5.10)
Wα
∼
−→ Dα
(G,ψ) 7→ (i∗αG→ ζ/Tors(ζ)).
By (6.2.5) we get that
f−1(yˆ) ∩Wα ∼=
{
a single point if 2y 6= 0,
P1 if 2y = 0.
Let ν0: Î0 → Ĵ be the blow up of Ĵ [2]. To finish the proof of Item (1) it suffices to
define a map ρ: Î0 →Wα such that
f ◦ ρ = ν0(6.5.11)
ρ|ν−10 (yˆi)
: ν−10 (yˆi)→ f
−1(yˆi) is an isomorphism, for yˆi ∈ Ĵ [2].(6.5.12)
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In fact it follows immediately from (6.5.11)-(6.5.12) that ρ is bijective, and that its
differential is an isomorphism everywhere, hence ρ is an isomorphism. Let Gα be
the tautological vector-bundle on J×Ĵ defined in (6.3.5). By Isomorphism (6.5.10),
in order to define ρ it suffices to exhibit a line-bundle H on Î0×C and an injection
H →֒ (ν × iα)
∗Gα
which restricts to a destabilizing subline-bundle of i∗αG
α
ν(u) for every u ∈ Î0. Since
Gα = (Eα)∗ (see (6.3.5)) it is equivalent to give an injection D →֒ (ν× iα)∗Eα which
restricts to a destabilizing subline-bundle of i∗αE
α
ν(u) for every u ∈ Î0. Let
τ, π: Î0 × C × C → Î0 × C
be the projections which “forget” the third and second factor respectively. By
(6.2.8) we have an isomorphism (up to tensoring by a line-bundle on Î0)
(6.5.13) (ν0 × iα)
∗Eα ∼= H1 ⊗ τ∗([Î0 ×∆]⊗ π
∗H2),
where ∆ ⊂ C ×C is the diagonal, and H1, H2 are line-bundles on Î0×C such that
for u ∈ Î0 (with ν0(u) = yˆ)
H1u
∼= [−p0 + y], H
2
u
∼= [2p0 − 2y].
Arguing as in the proof of (6.2.9) we get an exact sequence
0→ τ∗(π
∗H2)
g
→ τ∗([Î0 ×∆]⊗ π
∗H2)→ H3 → OE×C → 0,
where H3 is a line-bundle on Î0 × C such that H3u
∼= [2y] for u ∈ Î0, and E ⊂ Î0
is the exceptional divisor of ν0. Since τ∗(π
∗H2) is a line-bundle, and the map g
vanishes to first order along E × C, we get a map
τ∗(π
∗H2)⊗ [E × C]→ τ∗([Î0 ×∆]⊗ π
∗H2)
which is non-zero at every point. Thus by (6.5.13) we get a map
D := H1 ⊗ τ∗(π
∗H2)⊗ [E × C]
γ
−→ (ν0 × iα)
∗Eα,
injective at every point. The restriction of γ to {u} × C is a destabilizing sub
line-bundle of i∗αE
α
ν0(u)
for every u ∈ Î0. As explained above this defines a map
ρ: Î0 →Wα. One verifies easily that (6.5.11)-(6.5.12) hold.
Item (2). Let G = Gαf(t) and F = F
α
t . Exact Sequence (6.3.17) shows that
Sing(F ) = iα(Z), and by (6.5.9) we get (6.5.5). Assume F is not stable, and
thus by (6.3.11) it is strictly semistable. Let Iq ⊗ L →֒ F be a destabilizing sub-
sheaf. Thus by (2.1.2) [L] ∈ Ĵ , and q ∈ Sing(F ). By (6.5.5) we have q = iα(qi) for
i = 1 or i = 2.
Item (3). The key result is the following.
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(6.5.14)Claim. Keep notation as above. Let t ∈ Wα, and set yˆ := f(t). There is
an injection
(6.5.15) Iiα(qi) ⊗ L →֒ F
α
t
if and only if
(6.5.16) 2y ∼ q3−i − r for some r ∈ C.
Furthermore, if y satisfying (6.5.16) is given, there exists a unique t ∈ f−1(yˆ) such
that an injection (6.5.15) exists, and this injection is unique up to scalars.
Proof of the claim. Assume (6.5.15) exists: composing with the map j of (6.3.9)
we get an injection h: Iqi ⊗L →֒ G, which comes from a (non-zero) map h˜:L→ G,
because G is locally-free. Notice that by slope-stability of G and a Chern class
computation the map h˜ has a single zero, which is simple, hence we get an exact
sequence
(6.5.17) 0→ L
h˜
−→ G −→ Ip ⊗Θα ⊗ L
−1 → 0.
Since t ∈Wα, the inclusion ξ →֒ i∗αG is the composition
OC(p0 + y)(−q1 − q2) →֒ OC(p0 + y) →֒ i
∗
αG,
where the second inclusion is a destabilizing sub-line-bundle i∗αG. The restriction
to Θα of h has image contained in ξ, and hence the restriction to Θα of h˜ has
image contained in the destabilizing sub-line-bundle of i∗αG, and h˜ must vanish at
iα(q3−i). Hence the point p of (6.5.17) is equal to iα(q3−i), and by (6.2.3) we get
the equation
α+ y =
∑
c2(G) = iα,∗(q3−i + i
∗
αL),
which gives
(6.5.18) i∗αL
∼= [p0 + y − q3−i].
There is a further constraint coming from the fact that h0(L−1⊗G) > 0. Applying
the Hom(•,OJ)-functor to (6.2.10) we get the exact sequence
0→ L∗
D̂
→ E(x, yˆ)∗ → i−x,∗[p0 − y]→ 0.
(We have used (6.2.11).) Thus we have an exact sequence
0→ H0(L−1 ⊗ L∗
D̂
)→ H0(L−1 ⊗ E(x, yˆ)∗)
→ H0(i∗−xL
−1 ⊗ [p0 − y])→ H
1(L−1 ⊗ L∗
D̂
).
From this we get that h0(L−1 ⊗ E(x, yˆ)∗) > 0 if and only if
(6.5.19) [p0 − y − r] ∼= i
∗
−xL for some r ∈ C.
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Since i∗−xL
∼= i∗αL, the above isomorphism together with (6.5.18) gives an equation
for y which turns out to be (6.5.16). Now let’s prove the viceversa. If (6.5.16)
is satisfied then the argument just given shows that there exists a map h˜:L → G,
which has a single zero at iα(q3−i). Since h˜ vanishes at iα(q3−i), the restriction of h˜
to Θα must be contained in a destabilizing sub-line-bundle of i
∗
αG. This destabiliz-
ing sub-line-bundle determines a point t ∈ f−1(y) ∩Wα such that h˜ “comes” from
an injection Iiα(qi) ⊗ L →֒ F
α
t . This argument also shows that t is unique. Injec-
tion (6.5.15) is unique because otherwise we would have Fαt
∼= Iiα(qi)⊗L⊕Iiα(qi)⊗L,
which is impossible by (3.6). 
Let us prove the first statement of Item (3). By the above claim
(ywsub) f(Wα ∩ µ
−1
α (Σ)) =
⋃
i=1,2
{yˆ ∈ Ĵ | 2y ∼ q3−i − r, some r ∈ C}.
Since f(Wα) = Ĵ we get that Fαt is stable for t generic. Let us prove the second
statement of Item (3). For t ∈ Pα the sheaf F := Fαt is locally-free outside Θα,
hence µ−1α (B) = µ
−1
α (Bα). Let t ∈ µ
−1
α (B); by (4.3.3) we have ℓ(F
∗∗/F ) = 2,
hence (6.3.17) gives that ℓ(Tors(ζt)) = 2, i.e. t ∈ Wα. This proves that µ−1α (B) ⊂
Wα. By Item(2) an open dense subset ofWα is contained in µ
−1
α (B). Since µ
−1
α (B)
is closed we get that Wα ⊂ µ−1α (B). This finishes the proof of Item (3). 
We finish this subsection by observing that Item (3) of the above proposition
together with (6.5.1)-(6.5.3) gives that
(6.5.20) Yα = µ
−1
α (Σα) = µ
−1
α (Σ).
6.6. A P1-bundle mapping to Pα. We recall that f :Pα → Ĵ is the natural
projection (see (6.3.7)). Remark (6.4.5) identifies f−1(Ĵ \ Ĵ [2]−αˆ) with an explicit
P1-bundle. Of course by (6.4.1) it is not true that Pα is a P
1-bundle over Ĵ ; notice
also that by (6.4.1) there is at least one singular point of Pα lying over each point
of Ĵ [2]−αˆ. In this subsection we will construct a P
1-bundle over the blow-up of Ĵ
at Ĵ [2]−αˆ which has a birational regular map to Pα, contracting sixteen (−1,−1)
curves. Then we will prove that Pα is isomorphic to the contraction of these curves.
(6.6.1)Claim. The sheaf Sα given by (6.4.6) is locally-free of rank two.
Proof. It has been shown in the proof of (6.4.1) that Sα is locally-free outside
Ĵ [2]−αˆ. Let U := (Ĵ \ Ĵ [2]); by Assumption (3.7) Ĵ [2]−αˆ ⊂ U , hence it suffices to
prove that Sα is locally-free of rank two on U . By (6.2.5) there is an exact sequence
0→ L+ → (iα × idĴ )
∗Gα|C×U → L
− → 0,
where L+, L− are line-bundles on C × U such that
L+yˆ
∼= [p0 + y], L
−
yˆ
∼= [p0 − y].
Letting πU :C × U → U be the projection, and H be the line-bundle of (6.4.5), we
get an exact sequence
(6.6.2) 0→ πU,∗(H
−1 ⊗ L+)→ Sα|U → πU,∗(H
−1 ⊗ L−)→ 0.
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The sheaves on the left and the right of Sα|U are locally-free of rank one, hence
Sα|U is locally-free of rank two. 
Let Rα := P(Sα), and g:Rα → Ĵ be the natural P1-fibration. Let η →֒ g∗Sα be
the tautological sub-line-bundle. The corresponding section of η−1⊗g∗(Sα) defines
Φ ∈ H0(C ×Rα, π
∗
Rα(η
−1)⊗ (idC × g)
∗H−1 ⊗ (iα × g)
∗(Gα)),
where πRα :C ×Rα → Rα is the projection. We view Φ as an injective map fitting
into an exact sequence
(6.6.3) 0→ π∗Rα(η)⊗ (idC × g)
∗H
Φ
−→ (iα × g)
∗(Gα) −→ Q → 0.
If yˆ /∈ Ĵ [2]−αˆ then for all t ∈ g−1yˆ the restriction of (6.6.3) to C × {t} is an exact
sequence of the kind (6.3.1), and hence (6.6.3) induces a map (Rα \g
−1(Ĵ [2]−αˆ))→
(Pα\f
−1(Ĵ [2]−αˆ)): this is the isomorphism of (6.4.5). Let να and Ek be as in (1.12)
and the subsequent definition: we set
(6.6.4) yˆk := να(Ek), k = 1, . . . , 16.
Thus Ĵ [2]−αˆ = {yˆ1, . . . , yˆ16}.
(6.6.5)Claim. Keep notation as above. There exist r1, . . . , r16 ∈ Rα, with g(rk) =
yˆk, such that the following holds. The restriction of (6.6.3) to C × {t} is an exact
sequence of the kind (6.3.1) for all t 6= r1, . . . , r16.
Proof. Let σ+, σ− be local generators near yˆk of the invertible sheaves πU,∗(H−1⊗
L+) and πU,∗(H
−1 ⊗ L−), respectively. Then σ+ gives a section of H−1 ⊗ L+
(in a neighborhood of C × yˆk) which restricted to C × {yˆk} generates H0(H−1 ⊗
L+|C×{yˆk}), while σ
− gives a (local) section of H−1⊗L− which vanishes identically
on C × {yˆk}. Hence by Exact Sequence (6.6.2) there exists one and only one rk ∈
g−1(yˆk) with the property that for a local section τ of S
α near yˆk the corresponding
section of H−1 ⊗ (iα × idĴ)
∗Gα (defined in a neighborhood of C × yˆk) vanishes on
C × yˆk if and only if
τ(yˆk) ∈ rk.
This immediately implies the claim. 
Thus (6.6.3) defines a rational mapRα · · · > Pα which is regular outside {r1, . . . , r16}.
Let us construct a birational modification of Rα which has a regular map to Pα.
The inclusion
rk × Ek →֒ P(S
α
yˆk)× Ek = P(g
∗Sα|Ek)
gives rise to an exact sequence
(6.6.6) 0→ OEk −→ ν
∗
αS
α|Ek
ρk−→ OEk → 0,
where P(kerρk) = rk × Ek. Let T α be the rank-two locally-free sheaf on Îα fitting
into the exact sequence
(6.6.7) 0→ T α −→ ν∗αS
α ρ−→
16⊕
k=1
iEk,∗OEk → 0,
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where ρ is defined by the ρk’s, and iEk :Ek →֒ Îα is the inclusion. We set
(6.6.8) P−α := P(T
α).
Let us show that P−α naturally parametrizes a family of quotients of the kind (6.3.1).
Let f−:P
−
α → Îα be the natural P
1-fibration and η →֒ f∗−T
α be the tautological
sub-line-bundle. By (6.6.7) we have a map η → f∗−ν
∗
α(S
α). The corresponding
section of η−1 ⊗ f∗−ν
∗
α(S
α) defines a section
Φ− ∈ H0(C × P−α , π
∗
P−α
(η−1)⊗ (idC × (να ◦ f−))
∗H−1 ⊗ (iα × (να ◦ f−))
∗(Gα)),
where πP−α :C × P
−
α → P
−
α is the projection. Let E
−
k := f
−1
− (Ek), and E
− :=
f−1− (E). The map Φ
− vanishes to order one along C ×E−, hence it gives an exact
sequence
(6.6.9)
0→ π∗
P−α
(η ⊗ [E−])⊗ (idC × (να ◦ f−))
∗H
Φ0
−→ (iα × (να ◦ f−))
∗(Gα)
Ψ
−→ R→ 0.
As is easily checked the restriction of (6.6.9) to C × {u} is an exact sequence of
type (6.3.1) for all u ∈ P−α . Thus (6.6.9) induces a regular map δ:P
−
α → Pα such
that f ◦ δ = να ◦ f−. An explicit description of δ is as follows. First, (P−α \ E
−)
is canonically isomorphic to P(Sα|(Ĵ\Ĵ[2]−αˆ)), and the latter space is isomorphic to
f−1(Ĵ \ Ĵ [2]−α) by (6.4.5); the restriction of δ to (P
−
α \ E
−) is the composition of
these two isomorphisms. It remains to describe δ on E−k , for k = 1, . . . , 16. Let
x ∈ Ek = P(H
1(OC)) = P(H
0(KC))
∗ = P(H0(KC)),
and let Cσ ∈ P(H0(KC)) correspond to x under the composition of the above
isomorphisms. One easily checks that the restriction of δ to f−1− (x) is an isomor-
phism to P(κ−1(Cσ)), where κ is the map in (6.4.3), and P(κ−1(Cσ)) ⊂ f−1(yˆk)
by (6.4.4). In particular letting sk ∈ f−1(yˆk) be the point corresponding toCker(κ),
we get a section Γ−k := δ
−1(sk) of f−|E−
k
which is contracted by δ. The curve Γ−k
corresponds to the natural exact sequence
0→ OEk(−Ek)→ T
α|Ek → OEk → 0,
one gets from (6.6.6) and (6.6.7), i.e. Γ−k := P(OEk(−Ek)). From the above exact
sequence we see that E−k is isomorphic to F1 and that the normal bundle of Γ
−
k in
E−k is isomorphic to OΓ−
k
(−1). Since we also have isomorphisms
OΓ−
k
(E−k )
df−
∼= OΓ−
k
(f∗−Ek)
∼= OΓ−
k
(−1),
we get that
(6.6.10) NΓ−
k
/P−α
∼= OΓ−
k
(−1)⊕OΓ−
k
(−1), k = 1, . . . , 16
i.e. Γ−k is a (−1,−1)-curve. Let Contr(P
−
α ) be the contraction of the sixteen
curves Γ−k , where k = 1, . . . , 16. The map δ induces a regular bijective map
δ′:Contr(P−α )→ Pα.
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(6.6.11)Proposition. Keep notation as above. The map δ′ is an isomorphism.
Proof. It suffices to prove that Pα is normal. One checks easily that outside
16⋃
k=1
Γ−k the map δ is injective with injective differential, hence Pα is smooth outside
{s1, . . . , s16}. On the other hand
dimTskPα = 4, k = 1, . . . , 16,
because of the exact sequence (see (6.4.1))
0→ TskP
2 −→ TskPα
df(sk)
−→ Tyˆk Ĵ → 0.
Thus a neighborhood of sk is a 3-dimensional hypersurface with an isolated singu-
larity at sk, hence it is normal. 
6.7. A modification of P−α isomorphic to V˜α. By (6.6.10) each Γ
−
k is a
(−1,−1)-curve, hence the variety obtained by flopping P−α at each of the Γ
−
k is
a smooth complex manifold, which we denote by P+α . Explicitely, let β−:Pα → P
−
α
be the blow-up of Γ−, let Γ be the exceptional divisor, and Γk ⊂ Γ be the com-
ponent mapping to Γ−k . By (6.6.10) each Γk is a copy of P
1 × P1, and OPα(Γk)
has degree (−1) on the curves of any of its two rulings. Let β+:Pα → P
+
α be the
contraction of the P1’s of Γk (for k = 1, . . . , 16) belonging to the ruling opposite to
that which is contracted by β−. The regular map µ
−
α := µα ◦ δ defines a rational
map ǫ−α :P
−
α · · · > V˜α. Since P
+
α is bimeromorphic to P
−
α , we get a meromorphic
map ǫ+α :P
+
α · · · > V˜α. The main result of this subsection is the following.
(6.7.1)Proposition. The map ǫ+α is regular and it defines an isomorphism
ǫ+α :P
+
α
∼
−→ V˜α.
The proof goes as follows. Let U
α
:= (idJ × β−)∗Uα. We will show (6.7.2) that
the sheaf U
α
is simple if and only if t /∈ Γ. Starting from U
α
we will perform two
elementary modifications in order to get simple sheaves. More precisely, the first
elementary modification will be a family Vα of sheaves on J parametrized by Pα,
which coincides with U
α
outside Γ, and such that Vαt is semistable and simple for all
t not belonging to certain fibers of β−, one for each Γk and denoted by Zk(1). The
second elementary modification is a familyWα(N ) of sheaves on J parametrized by
an open neighborhood N of
16⋃
k=1
Zk(1). The sheafW
α(N )t is semistable and simple
for all t ∈ N , and S˜-equivalent (see (2.2.2)) to Vαt if t /∈
16⋃
k=1
Zk(1). By (2.3.7)
the sheaf Vα defines a regular map (Pα \
16⋃
k=1
Zk(1)) → M˜, and Wα(N ) defines
a regular map N → M˜. By the S˜-equivalence property stated above these two
maps glue together and define a regular map ǫ¯α:Pα → V˜α. We will verify that ǫ¯α
descends to a regular map ǫ+α :P
+
α → V˜α, and finally we will prove that ǫ
+
α is an
isomorphism.
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An equivalent description of P+α is the following. By (6.6.11) the space Pα
is smooth except at the points s1, . . . , s16, where it has quadratic singularities.
Furthermore, by (6.7.25) the divisor Yα is not Cartier at each of the si, in fact its
tangent cone consists of two planes intersecting only at si. Hence the blow up of
Pα along Yα is a smooth resolution of Pα: it is isomorphic to P
+
α .
I. The map µ−α lifts to V˜α outside Γ
−. This will be an immediate consequence
of the following result.
(6.7.2)Proposition. Keep notation as above. Let t ∈ P−α , and set u := δ(t),
F := Fαu . Then F is simple if and only if t /∈ Γ
−. If t ∈ Γ−k then
(6.7.3) F ∼= Iiα(q1) ⊗ Lk(1)⊕ Iiα(q2) ⊗ Lk(2),
where [Lk(i)] = (yˆk − i0ˆ(q3−i)).
Proof. Since δ−1(sk) = Γ
−
k , we must show that F is simple if and only if u /∈
{s1, . . . , s16}, and that if u = sk then (6.7.3) holds. Assume F is not simple.
Then F is properly semistable, hence (6.7.3) holds for some Lk(1), Lk(2) ∈ Ĵ , and
by (6.5.20) we have u ∈ Yα. Furthermore since F is singular at two points, u ∈Wα.
Thus u ∈ Yα ∩Wα. Let yˆ := f(u); by Claim (6.5.14) we get that
2y ∈ {q2 − r| r ∈ C} ∩ {q1 − s| s ∈ C}.
The intersection above equals Ĵ [2] ∪ Ĵ [2]αˆ. According to (6.5.14) there is unique
point ui ∈ f
−1(yˆ) such that there exists an injection Iiα(qi) ⊗ Lk(i) →֒ F (for
i = 1, 2); we must show that u1 = u2, if and only if yˆ ∈ Ĵ [2]−αˆ. If u1 = u2 = u
then we have Isomorphism (6.7.3), and in particular Lk(1) ∼= Lk(2)−1; thus (6.5.18)
forces yˆ ∈ Ĵ [2]−αˆ. Now assume yˆ ∈ Ĵ [2]−αˆ; by (6.5.10) the points u1, u2 correspond
to destabilizing sub-line-bundles of i∗αG
α
yˆ , and by (6.2.5) there is only one such sub-
line-bundle, hence u1 = u2. That the isomorphism class of Lk(i) is as claimed
follows from (6.5.18). 
Let us show that µ−α lifts to V˜α outside Γ
−. Let Uα := (idJ × δ)∗Fα: this is a
family of sheaves on J parametrized by P−α . By the above proposition U
α
t is simple
for all t ∈ P−α \Γ
−. Furthermore Uαt is semistable by (6.3.11) and Equalities (6.3.12)
hold. By (2.3.7) Uα induces a regular map ǫ−α : (P
−
α \ Γ
−) → M˜ which lifts the
restriction of µ−α to (P
−
α \ Γ
−). Since µ−α (P
−
α \ Γ
−) is dense in Vα by (6.3.16), the
image of ǫ−α is contained in V˜α (and is dense in it).
II. The elementary modification Vα. As is easily checked from the definition, the
restriction of Uα to J × Γ−k is trivial in the Γ
−
k -direction, i.e. by (6.7.2) we have an
exact sequence
0→ π∗J (Iiα(q1) ⊗ Lk(1)) −→ U
α|J×Γ−
k
ψk−→ π∗J (Iiα(q2) ⊗ Lk(2))→ 0,
where πJ is projection to J . Pulling back to J ×Γk we get a similar exact sequence
for U
α
|J×Γk ; let ψ¯k be the analogue of ψk. We define V
α to be the sheaf on J ×Pα
fitting into the exact sequence
(6.7.4) 0→ Vα −→ U
α ψ¯
−→
16⊕
k=1
ik,∗(π
∗
J (Iiα(q2) ⊗ Lk(2)))→ 0,
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where ik: J × Γk →֒ J × Pα is the inclusion, and ψ¯ is defined by the ψ¯k’s. Before
stating the main properties of Vα we introduce some notation. If p ∈ C we let
p′ ∈ C be the point such that
(6.7.5) p+ p′ ∈ |KC |.
Given the identification
(6.7.6) Γ−k
∼= Ek ∼= P(H
0(KC))
let zk(1), zk(2) ∈ Γ
−
k be given by
(6.7.7) zk(i)↔ qi + q
′
i
(where q1, q2 are defined by (4.2.2)), and let Zk(i) := β
−1
− (zk(i)).
(6.7.8)Proposition. Keeping notation as above, Vα is a family of torsion-free
semistable sheaves on J parametrized by Pα, with
(6.7.9) v(Vαt ) = v, det(V
α
t )
∼= OJ ,
∑
c2(V
α
t ) = 0
for all t ∈ Pα. Furthermore V
α
t is simple for all t /∈
16⋃
k=1
Zk(1). If t ∈ Zk(1) then
Vαt
∼= Iiα(q1) ⊗ Lk(1)⊕ Iiα(q2) ⊗ Lk(2),
where Lk(i) is as in (6.7.2).
Proof. That Vα is a family of torsion-free sheaves on J follows from an easy local
computation. (This computation, away from h−1(h(zk(1)), is essentially written
out below in the proof of (6.7.19).) If t /∈ Γ we have
(6.7.10) Vαt ∼= U
α
β−(t)
,
thus (6.7.9) holds for all t /∈ Γ, hence by continuity it holds for all t ∈ Pα. Further-
more by (6.7.10) and (6.7.2) the sheaf Vαt is semistable and simple for all t /∈ Γ.
Thus we are left with the task of describing Vαt for t ∈ Γ. To simplify notation set
λk(i) := Iiα(qi) ⊗ Lk(i).
Applying the ⊗OJ×Γk -functor to (6.7.4) we get an exact sequence
(6.7.11) 0→ π∗Jλk(2)⊗ π
∗
Γk
OΓk(−Γk)→ V
α|J×Γk → π
∗
Jλk(1)→ 0,
where πJ , πΓk are the projections to J and Γk respectively. Thus V
α
t is semistable
also for t ∈ Γ; it is simple if and only if the restriction of (6.7.11) to J × {t} is
non-split (where k ∈ {1, . . . , 16} is the unique index such that t ∈ Γk). Let ek
be the extension class of (6.7.11): since Hom(λk(1), λk(2)) = 0, a simple spectral
sequence argument shows that
(6.7.12) ek ∈ Ext
1(λk(1), λk(2))⊗H
0(OΓk(−Γk)).
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The class ek is equal to a Kodaira-Spencer map. In fact let t ∈ Γ
−
k : for i = 1, 2
there is an exact sequence
(6.7.13) 0→ λk(i)→ U
α
t → λk(3− i)→ 0.
Composing the associated projection
Ext1(Uαt ,U
α
t )→ Ext
1(λk(i), λk(3 − i))
with the Kodaira-Spencer map of Uαt , we get a map of rank-two vector-bundles
over Γ−k
NΓ−
k
/P−α
σk(i)
−→ OΓ−
k
⊗ Ext1(λk(i), λk(3− i)).
The geometric meaning of σk(i) is contained in the following observation [O4,(1.17)].
(6.7.14)Remark. Let (x, v) ∈ NΓ−
k
/P−α
, i.e. x ∈ Γ−k and v ∈ TxP
−
α /TΓ−
k
. Then
σk(i)(x, v) = 0 if and only if the inclusion λk(i) →֒ Uαx lifts to first-order in the
direction v. (Meaning in the direction of any v˜ ∈ TxP−α representing v.)
Notice that σk(1) is an element of the right-hand side of (6.7.12). By [O4,(1.12)]
we have
(6.7.15) ek = σk(1).
(6.7.16)Claim. The map σk(i) is an isomorphism away from zk(i).
Proof of the claim. Let W−α := δ
−1(Wα); thus t ∈ W−α if and only if Tors(Rt)
has length 2, where R is the sheaf appearing in (6.6.9). Arguing as in the proof of
Item (1) of (6.5.4) we get that
h|W−α :W
−
α → Îα
is the blow-up of ν−1α (Ĵ [2]). In particular W
−
α ∩ E
− = Γ−, and the intersection is
transverse. Thus we have a direct sum decomposition
(6.7.17) NΓ−
k
/P−α
∼= NΓ−
k
/W−α
⊕NΓ−
k
/E−
k
∼= OΓ−
k
(−1)⊕OΓ−
k
(−1).
On the other hand the E2-term of the local-to-global spectral sequence abutting to
Ext•(λk(i), λk(3− i)) gives an exact sequence
(6.7.18) 0→ H1(Hom(λk(i), λk(3− i))) −→ Ext
1(λk(i), λk(3− i))
ℓ
−→ H0(Ext1(λk(i), λk(3 − i)))→ 0.
Let us show that away from zk(i)
ℓ ◦ σk(i)(NΓ−
k
/E−
k
) 6= 0.
(6.7.19)
σk(i)(NΓ−
k
/W−α
) = H1(Hom(λk(i), λk(3− i)))⊗OΓ−
k
(6.7.20)
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To this end we recall the geometric meaning of the map ℓ appearing in (6.7.18),
i.e. the local analogue of (6.7.14). Let (x, v) be an element of the vector bundle
(6.6.10): then ℓ(σk(x, v)) = 0 if and only if the singularity of Uαx at iα(qi) deforms
to first-order in the direction v. Let us prove (6.7.19). Let G := Gαyˆk , and assume
x ∈ (Γ−k \ {zk(i)}). Let S := h
−1(h(x)): if κ is the map of (6.4.3) then
(6.7.21) S = P(ker(κ)⊕Cσ),
where σ ∈ H0([p0− 2α− yˆk]⊗ i∗αG) is such that κ(σ) ∈ H
0(KC) is non-zero. Since
S ⊂ E−k , and we have an isomorphism
(6.7.22) TxS
∼
−→ (NΓ−
k
/E−
k
)x,
in order to prove (6.7.19) it suffices to analyze the stalk at (iα(qi), x) of the sheaf
A := U
α
|J×S . By definition we have an exact sequence
0→ A −→ G⊗OS
Ψ
−→ (iα × idS)∗Q → 0
(we have dropped the pull-back signs in the middle term). Here Q is the sheaf on
C × S fitting into the exact sequence
0→ [−p0 + 2α+ yˆk]⊗OS(−1)
Φ
−→ i∗αG⊗OS
Ψ
−→ Q → 0,
where Φ is the tautological map (see (6.7.21)). Let {w, z} be a system of local
parameters on J centered at iα(qi) such that w = 0 is a local equation of Θα,
and s be a linear coordinate on S centered at x. Thus {z, s} is a system of local
parameters on Θα × S centered at (iα(qi), x): abusing notation we denote by the
same symbols their pull-back to C × S via (iα × idS). We claim that choosing a
suitable local trivialization of i∗αG⊗OS around (qi, x) we have
(6.7.23) Φ(z, s) = (z, s).
To see why let (κ(σ)) = p + p′. Since x 6= zk(i) we have qi /∈ {p, p′}. Thus
σ(qi) is not contained in the sub line-bundle [p0 + yˆk] →֒ i∗αG (see (6.2.6)); this
implies (6.7.23) because a generator of ker(κ) has a simple zero at qi and has image
contained in the above sub line-bundle. Given (6.7.23) one computes immediately
the stalk of A at (iα(qi), x). Explicitely, letting O be the local ring of J × S at
(iα(qi), x) we get an exact sequence
0 → A⊗O −→ O(3) −→ O → 0.
(α, β, γ) 7→ wα − zβ − sγ
Let (O,m) be the local ring of J at iα(qi). We may assume that the stalk at iα(qi)
of (6.7.13) is given by
(6.7.24) 0→ m
f
−→ A⊗O
g
−→ O → 0.
Let
v :=
∂
∂s
∈ (NΓ−
k
/E−
k
)x.
48 KIERAN G. O’GRADY
(Yes, we are abusing notation.) By (6.7.22)
ℓ ◦ σk(i)(x, v) = ǫ ∈ Ext
1(m,O),
where ǫ is obtained as follows. The first-order deformation of A ⊗ O defined by
A⊗O gives an exact sequence
0→ A⊗O
·s
−→ A⊗O/(s2) −→ A⊗O → 0
with extension class ǫ˜ ∈ Ext1(A ⊗ O,A ⊗ O); by definition ǫ = g ◦ ǫ˜ ◦ f , where
f, g are the maps of (6.7.24). An easy computation shows that ǫ is the (non-zero)
generator of Ext1(m,O), and this proves (6.7.19). Now let’s prove (6.7.20). The
left-hand side of (6.7.20) is contained in the right-hand side because as x varies
in W−α the sheaf U
α
x is equisingular. Hence since both sides of (6.7.20) are line-
bundles it suffices to show that σk(i) is non-zero on NΓ−
k
/W−α
, away from zk(i).
Assume (x, v) ∈ NΓ−
k
/W−α
and σk(i)(x, v) = 0. By (6.7.14) δ∗(v) is tangent to Yα
at sk; of course δ∗(v) is also tangent to Wα at sk. The proof of the first statement
of (6.5.14) works as well for first-order deformations, hence we get that
(να ◦ f−)∗(v) ∈ Tyˆk{yˆ ∈ Ĵ | 2yˆ ∼ qˆ3−i − rˆ, some r ∈ C.}.
The right-hand side equals Cτ , where τ ∈ H0(KC) is a section such that (τ) =
qi+q
′
i, and we make the canonical identification P(Tyˆk)
∼= P(H0(KC)). If x = p+p
′
then C(να ◦ f−)∗(v) = p + p′; hence σk(i)(x, v) = 0 implies that p + p′ = qi + q′i,
i.e. x = zk(i). This proves (6.7.20). Claim (6.7.16) follows at once from (6.7.19)
and (6.7.20). 
Let Y −α ⊂ P
−
α be the closure of the locally-closed subset of points t such that
Tors(Rt) has length 1, where R is the sheaf appearing in (6.6.9). Thus for t ∈ Y −α
the sheaf Uαt is strictly semistable (see (6.5.20)).
(6.7.25)Claim. Keeping notation as above,
Y −α ∩ Γ
−
k = {zk(1), zk(2)}.
Both intersections are transverse.
Proof of the claim. Assume x ∈ Y −α ∩ Γ
−
k . Since dimY
−
α = 2 there exists v ∈
TxP
−
α “normal” to Γ
−
k which is tangent to a curve D ⊂ Y
−
α . Since U
α
t is properly
semistable for all t ∈ D at least one of the inclusions λk(1), λk(2) →֒ Uαx lifts
to first-order in the direction determined by v. By (6.7.14) and (6.7.16) we get
that x ∈ {zk(1), zk(2)} and that if x = zk(i) then λk(3 − i) →֒ Uαx does not lift.
In particular Y −α ∩ Γ
−
k ⊂ {zk(1), zk(2)}. To prove the reverse inclusion and the
transversality of the intersection we consider Y −α ∩ E
−
k . First let’s show that the
intersection is transverse. Let x ∈ Ek correspond to a reduced divisor p+ p′ ∈ KC
via (6.7.6), and assume also that x /∈ {h(zk(1), h(zk(2)} (i.e. p + p′ 6= qi + q′i).
Arguing as in the proof of (6.7.19) one shows that f−1− (x) intersects Y
−
α transversely,
and hence E−k is transverse to Y
−
α . Next, the image
δ(Y −α ∩ E
−
k ) ⊂ f
−1(yˆk) = P(H
0([p0 − 2α− yˆk]⊗ i
∗
αG
α
yˆk
)) ∼= P2
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is computed by a Chern class computation. In fact let πC , πP2 be the projections
of C × P2 onto C and P2 respectively. Then
[δ(Y −α ∩ E
−
k )] = πP2,∗(c2(π
∗
C [p0 − 2α− yk]⊗ π
∗
Ci
∗
αG
α
yˆk ⊗ π
∗
P2
OP2(1))),
where the multiplicity of the left-hand side equals one because Y −α is transverse to
E−k . From the above formula one gets that δ(Y
−
α ∩ E
−
k ) is the image of C for the
map associated to the linear system |2KC − 2α|. Furthermore sk = δ(Γ
−
k ) is the
node of δ(Y −α ∩ E
−
k ): since the two tangent directions at the node correspond to
zk(1) and zk(2), we get that Y
−
α ∩ Γ
−
k = {zk(1), zk(2)} and that the intersection is
transverse at each of these points. 
Given claims (6.7.16) and (6.7.25) we can determine σk(i): let’s show that
(6.7.26) σk(i) = ϕk(i)⊗ τk(i),
where
(6.7.27) ϕk(i) ∈ GL2(C), τk(i) ∈ H
0(OΓ−
k
(1)), τk(i)(zk(i)) = 0.
Since Uαt is strictly semistable for every t ∈ Y
−
α , either for j = i or for j = (3 − i)
the inclusion λk(j) →֒ Uαzk(i) lifts for every deformation inside Y
−
α . By (6.7.16)
the former inclusion is the one that lifts. By (6.7.25) every direction normal to
Γ−k at zk(i) is represented by a vector tangent to Y
−
α , and thus by (6.7.14) we
get that σk(i) vanishes at zk(i). Hence σk(i) = ψk(i) ⊗ τk(i), where τk(i) is as
in (6.7.27), and ψk(i) ∈ End(O
(2)
Γ−
k
). By (6.7.16) detψk(i) does not vanish outside
zk(i); since detψk(i) is a section of OΓ−
k
we get that it is nowhere zero, and this
proves (6.7.26)-(6.7.27). Now we can finish the proof of (6.7.8). Assume x ∈
(Γk \ Zk(1)) (for k = 1, . . . , 16); we must prove that Vαx is simple. This is true
because by (6.7.15) and (6.7.26)-(6.7.27) the restriction of (6.7.11) to J × {x} is
non-split hence simple. 
The elementary modification Wα(N ). Let N ⊂ Pα be open and such that
(6.7.28) Zk(1) ⊂ N k = 1, . . . , 16.
Let Y α := β
−1
− (Y
−
α ). Let t ∈ Y α∩N . If t /∈
16⋃
k=1
Zk(1) then Vαt is strictly semistable
and simple by (6.7.8), hence it has a unique destabilizing sequence. On the other
hand if t ∈
16⋃
k=1
Zk(1) then Exact Sequence (6.7.13) for i = 1 lifts to a destabilizing
sequence of Vα
t˜
for every t˜ ∈ Y α near t, by (6.7.25) and (6.7.16). Thus there is a
well-defined exact sequence
(6.7.29) 0→ S −→ Vα|J×(Y α∩N )
g
−→ T → 0
which restricts to a destabilizing sequence of Vαt for every t ∈ Y α ∩N . Let W
α(N )
be the sheaf on J ×N fitting into the exact sequence
(6.7.30) 0→Wα(N ) −→ Vα|J×N
g˜
−→ i∗T → 0,
where i: (Y α ∩ N ) →֒ N is the inclusion and g˜ is the restriction to J × (Y α ∩ N )
followed by the map g of (6.7.29).
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(6.7.31)Proposition. With notation as above, Wα(N ) is a family of torsion-free
semistable sheaves on J parametrized by N , such that
v(Wα(N )t) = v, detW
α(N )t ∼= OJ ,
∑
c2(W
α(N )t) = 0
for all t ∈ N . If t ∈ (N \ Y α) then Wα(N )t ∼= Vαt . Finally, if N is a sufficiently
small open set satisfying (6.7.28) then Wα(N )t is simple for all t ∈ N .
Proof. All the statements except the last are standard. Let us prove that if t ∈
(Y α ∩ N ) the sheaf Wα(N )t is simple, if N is sufficiently small. Applying the
functor ⊗OJ×(Y α∩N ) to (6.7.30) we get an exact sequence
0→ T ⊗ π∗NON (−Y α)→W
α(N )|J×(Y α∩N ) → S → 0,
where πN : J × N → N is the projection. Hence if t ∈ (Y α ∩ N ) we get an exact
sequence
(6.7.32) 0→ Tt →W
α(N )t → St → 0.
Thus it suffices to show that the above extension is non-split. Since N can be
chosen to be an arbitrarily small neighborhood of
16⋃
k=1
Zk(1), it is enough to prove
that (6.7.32) is non-split for t ∈
16⋃
k=1
Zk(1). This will follow from an elementary
lemma on extensions of sheaves on a variety X . Let T be a smooth curve, p ∈ T ,
and πX , πT the projections of X × T on X and T respectively. Let
(6.7.33) 0→ A2 −→ E
f
−→ A1 → 0
be an extension of sheaves on X × T , with A1 flat over T . Let
(6.7.34) 0→ A2 → F → A1 ⊗ π
∗
T (−p)→ 0
be the pull-back of (6.7.33) by the inclusion A1 ⊗ π∗T (−p) →֒ A1. Thus if j:X →֒
X×T is the inclusion defined by j(x) := (x, p) and Aℓ := j∗Aℓ, the exact sequence
0→ A2 → j
∗F → A1 → 0
is split, hence we have a surjection
(6.7.35) ψ: j∗F → A2.
Let G be the sheaf on X × T fitting into the exact sequence
(6.7.36) 0→ G −→ F
Ψ
−→ j∗A2 → 0,
where Ψ is defined by pulling back to j∗F and then applying ψ.
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(6.7.37)Lemma. Keeping notation as above, G is isomorphic to E ⊗ π∗T (−p).
Proof of the lemma. The sheaf F is a subsheaf of E and the inclusion F ⊂ E gives
an exact sequence
(6.7.38) 0→ F −→ E
f˜
−→ j∗A1 → 0,
where f˜ is f followed by the pull-back map A1 → j∗A1. Applying the functor j∗
to (6.7.38) we get an exact sequence
0→ A1 −→ j
∗F
ϕ
−→ A2 → 0.
The map ϕ is equal to the map ψ of (6.7.35). Thus G is obtained from F by
performing the elementary modification which is “inverse” to (6.7.38): as is well-
known this implies that G = E ⊗ π∗T (−p). 
We go back to the proof of the proposition. Let p ∈ Zk(1) and Λ ⊂ Γk be
the P1 containing p and belonging to the ruling opposite to that of Zk(1). Let
ϕk(1)(Λ) = Ce where ϕk(1) is as in (6.7.26). Thus e is the class of a non-trvial
extension
(6.7.39) 0→ λk(2)→ H→ λk(1)→ 0.
Let
(6.7.40) 0→ π∗Jλk(2)→ π
∗
JH → π
∗
Jλk(1)→ 0
be its pull-back to J×Λ, where πJ : J×Λ→ J is the projection. By (6.7.11), (6.7.15),
(6.7.26) and transversality of the intersection Y α ∩ Γ¯ (see (6.7.25)) the restriction
Vα|J×Λ is the pull-back of (6.7.40) by the inclusion π∗Jλk(1)(−π
∗
Λ(−p)) →֒ π
∗
Jλk(1),
where πΛ: J×Λ→ Λ is the projection. FurthermoreW
α(N )|J×Λ is the elementary
modification of Vα|J×Λ given by
0→Wα(N )|J×Λ → V
α|J×Λ → j∗(λk(2))→ 0,
where j: J × {p} →֒ J × Λ is the inclusion. Hence we are in the hypotheses of
Lemma (6.7.37), and we get that
Wα(N )|J×Λ ∼= π
∗
JH⊗ π
∗
Λ(−p).
In particular Wα(N )p is isomorphic to the non-split extension (6.7.39), hence it is
simple. This finishes the proof of the proposition. 
The map ǫ+α . Let N be sufficiently small, so that (6.7.31) applies. Then the
sheafWα(N ) defines a regular map µα(N ):N → V˜α. On the other hand by (6.7.8)
the restriction of Vα to J × (Pα \
16⋃
k=1
Zk(1)) defines a regular map
(Pα \
16⋃
k=1
Zk(1))→ V˜α.
By (6.7.31) the two maps coincide on (N \ Y α) hence they glue together and they
define a regular map ǫ¯α:Pα → V˜α. By (6.7.26)-(6.7.27) ǫ¯α is constant on every
P1 ⊂ Γk belonging to the ruling “opposite” to that of Zk(1), hence ǫ¯α descends to
a regular map ǫ+α :P
+
α → V˜α.
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The map ǫ+α away from (ǫ
+
α )
−1(Σ˜α). We will prove that
(6.7.41) the restriction of ǫ+α to (P
+
α \ Y
+
α ) is an isomorphism onto (V˜α \ Σ˜).
Since Y +α = (ǫ
+
α )
−1(Σ˜) and π˜:M˜ → M is an isomorphism outside Σ = π˜(Σ˜), it is
equivalent to show that the restriction of µα to (Pα \ Yα) is an isomorphism onto
(Vα \Σ). One defines an inverse of this map proceeding as in the proof of (6.3.16);
what is needed is an analogue of (6.3.22) valid for all [F ] ∈ (Vα \ Σ). This is the
content of the following lemma.
(6.7.42)Lemma. Let [F ] ∈ M and assume F is stable. Then there is at most one
exact sequence
(6.7.43) 0→ λ→ i∗αF → ξ → 0
such that λ, ξ are rank-one sheaves, with deg(λ) = 1, deg(ξ) = −1.
Proof of the lemma. If i∗αF is locally-free the result follows immediately from (6.3.22),
hence we assume i∗αF is singular. Thus [F ] ∈ (Bα \ Σ). Consider the canonical
exact sequence
(6.7.44) 0→ F −→ F ∗∗
φ
−→ Q→ 0.
By (4.3.3) we have Q = Cx1 ⊕Cx2 , where x1 + x2 = 0 and x1 6= x2. By the same
proposition
(6.7.45) F ∗∗ ∼= L⊕ L−1, L⊗2 6∼= OJ
or else there is a non-trivial extension
(6.7.46) 0→ L→ F ∗∗ → L→ 0, L⊗2 ∼= OJ .
Since F is stable
(6.7.47) ker(φxi) ∩ L
±1
xi = {0},
where φxi , Lxi are the fibers of φ and L over xi. Applying the functor i
∗
α to (6.7.44)
we get an exact sequence
0→ i∗αQ −→ i
∗
αF −→ i
∗
αF
∗∗ i
∗
αφ−→ i∗αQ→ 0.
Let V := i∗αF/i
∗
αQ; by (6.7.47) if η is a line-bundle on C such that Hom(η, V ) 6= 0
then deg(η) ≤ (−1) (i.e. V is semistable). Any rank-one subsheaf of i∗αF is of
the form η ⊕ T , where η is a sub-line-bundle of V and T ⊂ i∗αQ. Assume that
deg(η⊕T ) = 1: since degη ≤ (−1) we get that ℓ(T ) = 2. Thus x1, x2 ∈ Θα so that
xi = qi (where qi is given by (4.2.2)), T = Cx1⊕Cx2 , and degη = (−1). This gives a
bijection between the set of Exact Sequences (6.7.43) and the set of sub-line-bundles
η ⊂ V with deg(η) = (−1). We will prove that if (6.7.45) holds then there is at
most one such sub-line-bundle. The proof of the analogous property when (6.7.46)
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holds is left to the reader. Assume there are two distinct sub-line-bundles η1 ⊂ V ,
η2 ⊂ V of degree (−1): since degV = (−2) we get that
(6.7.48) V ∼= η1 ⊕ η2.
Let ℓ := i∗αL; composing ηj →֒ V with the injection V → i
∗
αF
∗∗ we get an injection
ηj →֒ (ℓ⊕ ℓ−1). It follows from (6.7.47) that the projections ηj → ℓ±1 are non-zero,
hence
ηj ∼= ℓ(−pj) ∼= ℓ
−1(−rj)
for some pj , rj . Thus
(6.7.49) ℓ⊗2 ∼= [pj − rj ].
Since ℓ⊗2 6∼= OC this implies that
(6.7.50) r2 = p
′
1, p2 = r
′
1.
On the other hand det(V ) ∼= [−q1 − q2] and thus (6.7.48) gives
ℓ⊗2(−p1 − p2) ∼= [−q1 − q2].
Using (6.7.49) and (6.7.50) we get that q1 + q2 ∈ |KC |, a contradiction. 
The restriction of ǫ+α to Y
+
α . We begin by describing Y α. Let πα:Tα → C × Ĵ
be the P1-fibration with fiber P(Ext1(I−p ⊗ L
−1
wˆ , Ip ⊗ Lwˆ)) over (p, wˆ). Thus we
have a quotient map
(6.7.51) ζα:Tα → Σ˜α,
corresponding to the equivalence relation generated by setting [eF ] ≡ [e⊥F ] for [eF ] ∈
P(Ext1(Iiα(q2)⊗L
−1
wˆ , Iiα(q1)⊗Lwˆ)), and e
⊥
F generating the annihilator of eF in the
Serre duality pairing. We define a regular map
ρα:Y α → Tα
as follows. If t /∈
16⋃
k=1
Zk(1) then V
α
t is simple and semistable, hence there exists a
unique destabilizing exact sequence
0→ I−p ⊗ L
−1
wˆ → V
α
t → Ip ⊗ Lwˆ → 0,
and this determines a point of Tα. If t ∈ Zk(1) the sheaf Wα(N )t is simple and
semistable, hence it fits into a unique destabilizing exact sequence which determines
an extension class eWα(N )t ∈ P(Ext
1(Iiα(q1) ⊗ L
−1
wˆ , Iiα(q2) ⊗ Lwˆ)) for a suitable w.
We set ρα(t) := e
⊥
Wα(N )t
. That ρα is regular follows from (6.7.31). Clearly
(6.7.52) ǫ¯α|Y α = ζα ◦ ρα.
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(6.7.53)Lemma. Keeping notation as above,
(6.7.54) Im(πα ◦ ρα) = {(p, wˆ)| p− 2w ∼ r − 2α for some r ∈ C} =: Ξα.
Furthermore πα ◦ ρα is the blow-up of Ξα with center
Ωα := {(qi, yˆk − i0ˆ(q3−i) = (qi, [Lk(i)])}, i = 1, 2, k = 1, . . . , 16.
Proof of the lemma. First we show that Im(πα ◦ ρα) ⊂ Ξα. Assume t ∈ (Y α \ Γ),
and let Ip ⊗ Lwˆ →֒ Vαt be destabilizing. Let u := δ ◦ β−(t). Then we have an
injection
(6.7.55) Ip ⊗ Lwˆ →֒ F
α
u .
Composing with Fαu →֒ G
α
f(u) we get that
h0(L−1wˆ ⊗ G
α
f(u)) > 0,
hence by (6.5.19) we get that
(6.7.56) [w] ∼= i∗αLwˆ
∼= [p0 − f̂(u)− r] for some r ∈ C.
On the other hand (6.7.55) gives that the line-bundle ξ appearing in (6.3.1) (with
G = Gαf(u)) must be equal to OC(w − p) and thus from (6.4.2) we get that
(6.7.57) w − p ∼ −p0 + 2α+ f̂(u).
From (6.7.56)-(6.7.57) we get that Im(πα◦ρα) ⊂ Ξα. Since Ξα is smooth irreducible
and Y α is a surface smooth at points of Zk(j) (for j = 1, 2 and k = 1, . . . , 16), in
order to finish the proof of the lemma it suffices to show that for (p, wˆ) ∈ Im(πα◦ρα)
we have
(πα ◦ ρα)
−1(p, wˆ) =
{
one point if (p, wˆ) /∈ Ωα,
Zk(i) if (p, wˆ) ∈ Ωα.
Let t1, t2 ∈ (πα ◦ ρα)
−1(p, wˆ), and set uj := δ ◦ β−(tj). It suffices to show that
u1 = u2. From (6.7.57) we get that f(u1) = f(u2). Thus each of u1, u2 corresponds
to an Exact Sequence (6.3.1) with G = Gαyˆ0 , where yˆ0 := f(u1) = f(u2). An easy
stability argument shows that h0(L−1wˆ ⊗G
α
yˆ0
) = 1, and thus there is a unique Exact
Sequence (6.3.1) (with G = Gαf(u)) such that the elementary modification F fitting
into (6.3.9) is strictly semistable. This shows that u1 = u2. 
Now we prove that
(6.7.58) ǫ+α |Y +α :Y
+
α → V˜α ∩ Σ˜ is bijective.
The map is surjective by (6.5.20). Let us prove injectivity. First notice that
(6.7.59) Y +α = Y α/ ∼,
A NEW SIX DIMENSIONAL IRREDUCIBLE SYMPLECTIC VARIETY. 55
where ∼ is the equivalence relation identifying t ∈ Zk(1) with the point t′ ∈ Zk(2)
belonging to the same P1 of the ruling opposite to that of Zk(i). By (6.7.52)
and (6.7.59) injectivity of ǫα restricted to Y
+
α will follow from
(6.7.60) ζα ◦ ρα(t1) = ζα ◦ ρα(t2) implies t1 ∼ t2, for t1, t2 ∈ Y α.
If ρα(t1) = ρα(t2) it follows immediately from (6.7.53) that (6.7.60) holds. Thus we
may assume that ρα(t1) ≡ ρα(t2) but ρα(t1) 6= ρα(t2). Without loss of generality
we may suppose that
πα ◦ ρα(tj) = (qj , (−1)
jwˆ), wˆ ∈ Ĵ .
By (6.7.54) we get that
(6.7.61) qj − 2(−1)
jw ∼ rj − 2α, j = 1, 2, rj ∈ C,
and hence r1 + r2 ∈ |KC + 2α|. Thus
rj ∼ KC − qj , j = 1, 2 or(6.7.62)
rj ∼ KC − q3−j j = 1, 2.(6.7.63)
Let uj := δ ◦ β−(tj). If (6.7.62) holds then
2f(u1) = 2f(u2) = −2α,
hence t1, t2 ∈ Γ¯ and one readily verifies that t1 ∼ t2. Now assume (6.7.63) holds.
Then
f̂(uj) = w + iα,∗(q3−j − p0),
and thus 2f(uj) 6= −2α. Hence
Vαtj
∼= Fαδ◦β−(tj) =: Fj ,
Thus we have a non-split exact sequence
(6.7.64) 0→ Iiα(qj) ⊗ Lwˆ
φj
−→ Fj −→ Iiα(q3−j) ⊗ Lwˆ → 0.
(By (6.7.63)-(6.7.61) we have 2w = 0.) Let ej ∈ Ext1(Iiα(q3−j) ⊗ Lwˆ, Iiα(qj) ⊗ Lwˆ)
be the extension class of (6.7.64): we must prove that
(6.7.65) 〈e1, e2〉 6= 0,
where 〈 , 〉 is the Serre duality pairing. The local-to-global spectral sequence
abutting to Ext•( , ) gives a natural isomorphism
γj : Ext
1(Iiα(q3−j) ⊗ Lwˆ, Iiα(qj) ⊗ Lwˆ)
∼
−→ H1(OJ).
commuting with Serre duality. Since a one-dimensional subspace ℓ ⊂ H1(OJ ) is
the Serre-duality annihilator of itself, we get that (6.7.65) is equivalent to
(6.7.66) [γ1(e1)] 6= [γ2(e2)].
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We claim that via the composition of canonical isomorphisms
P(H1(OJ )) ∼= P(H
1(OC)) ∼= P(H
0(KC)),
we have
(6.7.67) [γj(ej)] = q3−j + q
′
3−j .
By (3.7) this will imply (6.7.66). In order to prove (6.7.67) we set Gj := Gαf(uj).
Composing the map φj of (6.7.64) with the inclusion Fj →֒ Gj we get an injection
Lwˆ →֒ Gj , which gives rise to a (non-split) exact sequence
0→ Lwˆ → Gj → Iiα(q3−j) ⊗ Lwˆ(Θα)→ 0.
The corresponding extension class fj is a generator of Ext
1(Iiα(q3−j)⊗Lwˆ(Θα),Lwˆ).
Applying the Hom(•,Lwˆ)-functor to the exact sequence
0→ Iiα(q3−j) ⊗ Lwˆ → Iiα(q3−j) ⊗ Lwˆ(Θα)→ iα,∗(Cq3−i ⊕KC(−q3−j))⊗ Lwˆ → 0
we get an exact sequence
(6.7.68) Ext1(Iiα(q3−j) ⊗ Lwˆ(Θα),Lwˆ)
βj
−→ Ext1(Iiα(q3−j) ⊗ Lwˆ,Lwˆ)
−→ Ext2(iα,∗(Cq3−i⊕KC(−q3−j))⊗Lwˆ,Lwˆ)
λj
−→ Ext2(Iiα(q3−j)⊗Lwˆ(Θα),Lwˆ)→ 0.
Given the natural isomorphism
Ext1(Iiα(q3−j) ⊗ Lwˆ, Iiα(qj) ⊗ Lwˆ)
∼= Ext1(Iiα(q3−j) ⊗ Lwˆ,Lwˆ)
we have ej = βj(fj). The transpose of λj is given by the restriction map
H0(Iiα(q3−j)(Θα))
λ∗j
−→ H0(C;Cq3−i ⊕KC(−q3−j)),
which has image equal to H0(C;Cq3−i ). By (6.7.68) we get that
Ann(γj(ej)) = Im(H
0(C;KC(−q3−j)) →֒ H
0(C;KC)).
(We make the identificationH1(OJ )∗ ∼= H1(OC)∗ ∼= H0(KC).) This proves (6.7.67)
and finishes the proof of (6.7.58).
Proof of Proposition (6.7.1). By (6.7.41)-(6.7.58) we see that ǫ+α is a bijection
between Y +α and V˜α. Since P
+
α is smooth, in order to prove the proposition it
suffices to show that ǫ+α has injective differential everywhere. This is true away
from Y +α by (6.7.41), hence we are left with the task of proving that
(6.7.69) dǫ+α (t) is injective for t ∈ Y
+
α .
First we notice that we have an equality of Cartier divisors
(6.7.70) (ǫ+α )
∗Σ˜ = Y +α .
In fact by (6.7.53) Y +α is irreducible, hence it suffices to show that for some t ∈ Y
+
α
there exists v ∈ TtP
+
α such that
(6.7.71) dǫ+α (v) /∈ Tǫ+α (t)Σ˜.
In order to exhibit such a t we let Γ+k := β+(Γk) and Γ
+ be the union of the Γ+k ’s
(for k = 1, . . . , 16): thus Γ+k is a (−1,−1)-curve of P
+
α . By (6.7.25) and (6.7.59)
(6.7.72) Γ+ ⊂ Y +α and is the nodal curve of Y
+
α .
Assume N is sufficiently small (as in (6.7.31)): then (6.7.71) holds for all t ∈
(β+(N )\Γ+) becauseWα(N )t is simple. Now let t ∈ (Y +α \Γ
+), i.e. in the smooth
locus of Y +α . By (6.7.70) in order to prove (6.7.69) it suffices to verify that the
restriction of dǫ+α (t) to TtY
+
α is injective: this is straightforward. If instead t ∈ Γ
+
one verifies by an explicit computation that (6.7.69) holds.
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6.8. Topological results. First notice that V˜α is isomorphic to P
−
α by (6.7.1),
and that P+α is birational to P
−
α , hence V˜α is birational to P
−
α . Since P
−
α is a
P1-bundle over Ĵ (see (6.6.8)) it is irreducible, and thus
(6.8.1)∗ V˜α is irreducible.
Since both V˜α and P
−
α are smooth we have H
1(V˜α) ∼= H1(P−α ). Composing the
isomorphisms
H1(Ĵ)
ν∗α
∼
−→ H1(Îα)
f∗
−
∼
−→ H1(P−α )
we get that b1(P−α ) = 4, hence
(6.8.2)∗ b1(V˜α) = 4.
Let ∆k := ǫ
+
α (Γ
+
k ) (for k = 1, . . . , 16) and ∆ := ǫ
+
α (Γ
+). (Thus ∆k is a (−1,−1)
curve of V˜α.) Let Λ(V˜α) ⊂ H2(V˜α;Z) be the subgroup defined by
Λ(V˜α) := {τ ∈ H
2(V˜α;Z)|
∫
∆j
τ =
∫
∆k
τ, j, k = 1, . . . , 16}.
We claim that
(6.8.3)∗ Im(H2(M˜;Z)→ H2(V˜α;Z)) ⊂ Λ(V˜α),
where the map between H2’s is given by restriction. To prove (6.8.3) we notice
that by (6.7.72) and (6.7.58) each ∆k belongs to Σ˜. Furthermore each ∆k is a
fiber of Σ˜
π˜
−→ Σ. Over Σ \ Ω (where Ω is the set of equivalence classes of sheaves
(Ip ⊗ L) ⊕ (Ip ⊗ L)) the map π˜ is a locally-trivial fibration, hence all the fibers
represent the same homology class in H2(M˜;Z). Thus the integral over ∆k of a
class in H2(M˜;Z) is independent of k, and this proves (6.8.3). We will need to
know that
(6.8.4)∗ Λ(V˜α) ∼= Z
8.
In order to prove it we first notice that there are canonical isomorphisms
(6.8.5) H2(V˜α;Z) ∼= H
2(V˜α \∆;Z) ∼= H
2(P−α \ Γ
−;Z) ∼= H2(P−α ;Z).
In fact the first map is an isomorphism because V˜α is smooth and ∆ has (complex)
codimension 2, the second map is an isomorphism because (V˜α \∆) ∼= (P−α \ Γ
−),
and the third map is an isomorphism because P−α is smooth and Γ
− has (complex)
codimension 2. The last term on the right of (6.8.5) is isomorphic to Z23 because P−α
is a P1-bundle over Îα, hence in order to prove (6.8.4) we must show that the classes
in H2(V˜α;Z) represented by ∆1, . . . ,∆16 are independent. Let Ek ⊂ Pα be the
strict transform of E−k (for the blow-up β−), let E
+
k := β+(Ek), and Dk := ǫ
+
α (E
+
k ).
One easily checks that
〈c1(Di),∆j〉 = δi,j ,
where δi,j is Kronecker’s symbol. This shows that the homology classes represented
by ∆1, . . . ,∆16 are independent, and proves (6.8.4).
Now we give results on V˜α ∩ Σ˜α. By (6.7.59), (6.7.72), (6.7.58) and (6.7.53) we
get the following result.
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(6.8.6)∗Proposition. The intersection V˜α∩Σ˜α contains ∆ as a double curve, and
is smooth away from ∆. The normalization of V˜α ∩ Σ˜α is isomorphic to the blow
up of Ξα at the points of Ωα (see the statement of (6.7.53)).
Now we prove that
(6.8.7)∗ b1(Σ˜α ∩ V˜α) = 24.
We identify Σ˜α ∩ V˜α with Y +α , according to (6.7.58). Let Ek(i) ⊂ Y α be the excep-
tional divisor of πα ◦ ρα mapping to the point of Ωα indicized by k, i (see (6.7.53)).
By (6.7.59) the smooth locus of Y +α is isomorphic to (Y α \
⋃
k,i
Ek(i)). The long
exact sequence of the couple (Y +α , sm(Y
+
α )) (we let sm(X) be the smooth locus of
a variety X) gives an exact sequence
(6.8.8) 0→ H1(Y +α , sm(Y
+
α )) −→ H
1(Y +α )
φ
−→ H1(Y α \
⋃
k,i
Ek(i))→ 0.
We have
H1(Y α \
⋃
k,i
Ek(i)) ∼= H
1(Ξα \ Ωα) ∼= H
1(Ξα),
where Ξα is as in (6.7.53). Below we will prove that
(6.8.9) b1(Ξα) = 8.
Granting this, we finish the computation of b1(Σ˜α ∩ V˜α) as follows. The first term
appearing in (6.8.8) is computed applying excision and Ku¨nneth: the result is that
dimH1(Y +α , Y
+
α \ sing(Y
+
α )) = 16.
Thus (6.8.8) gives b1(Σ˜α ∩ V˜α) = 24.
Proof of (6.8.9). Let m2: J → J be “multiplication by two”. Let C˜ := m
−1
2 (Θ),
and
C˜
f
−→ C
x 7→ u−1(2x),
where u is the Abel-Jacobi map of (1.6). Thus f is the Galois cover of C with J [2]
as group of deck transformations. The map
(6.8.10)
C˜ × C˜
qα
−→ Ξα
(x, y) 7→ (f(x), xˆ − yˆ + αˆ)
is the quotient map for the diagonal action of J [2] on C˜ × C˜. Thus H1(Ξα) is
isomorphic to the subspace of H1(C˜×C˜) invariant for this action. If πi: C˜×C˜ → C˜
is the projection to the i-th factor,
H1(C˜ × C˜)J[2] = π∗1f
∗H1(C)⊕ π∗2f
∗H1(C).
This proves (6.8.9). 
The next result will be used to prove that M˜ is simply-connected. Let R be as
in (5.2.4): by Item (2) of (4.3.2) we have an inclusion i:R →֒ Σ˜α.
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(6.8.11)Lemma. Keeping notation as above, we have
Im(i#) ⊂ Im(π1(V˜α ∩ Σ˜α)→ π1(Σ˜α)).
Proof. Referring to (6.7.53) let hα be given by
C
hα−→ Ξα
p 7→ (p, αˆ).
By (6.7.53) the map hα lifts to a map h¯α:C →֒ Y α. Composing with the quotient
map Y α → Y
+
α (see (6.7.59)) we get an inclusion h
+
α :C →֒ Y
+
α . Let ℓ
+
α :Y
+
α →֒ Σ˜α
be the inclusion given by (6.7.58). As is easily checked the image of
(6.8.12) ℓ+α,# ◦ h
+
α,#:π1(C)→ π1(Σ˜α)
is contained in the image of i#. Next let L1, L2 ⊂ Y α be two exceptional divisors
of πα ◦ ρα whose images in Ωα are indicized by the same k (see (6.7.53)): thus the
equivalence relation ∼ of (6.7.59) glues together L1 and L2. Let γ¯: [1, 2] → Y α be
a continuous path such that γ¯(i) ∈ Li and γ(1) ∼ γ(2). Composing γ¯ with the
quotient map Y α → Y
+
α we get a loop γ
+: [1, 2]→ Y +α such that ℓ
+
α,#(γ
+) is in the
image of i#. Furthermore one easily checks that i#π1(R) is generated by the image
of (6.8.12) and by ℓ+α,#(γ
+). Since both ℓ+α,# ◦h
+
α,#(C) and ℓ
+
α,#(γ
+) are contained
in V˜α ∩ Σ˜α, this implies the lemma. 
Next we give results on V˜α ∩ B˜α. The composition
P+α
β−1
+
· · · > Pα
β−
−→ P−α
f−
−→ Îα
is a rational map f+:P
+
α · · · > Îα, regular away from Γ
+. The following result
follows immediately from (6.5.4) and (6.7.17).
(6.8.13)∗Proposition. Keeping notation as above, the intersection of V˜α∩B˜α and
∆ inside V˜α is transverse, and consists of 16 points, one on each ∆k. The rational
map
f+ ◦ (ǫ
+
α )
−1|V˜α∩B˜α : V˜α ∩ B˜α · · · > Îα
is obtained by blowing up B˜α∩∆, and then contracting 16 disjoint (−1) curves (not
intersecting the exceptional divisor of the blow-up of B˜α ∩∆) to ν
−1
α Ĵ [2].
(6.8.14)∗Corollary. The map
(6.8.15) π1(V˜α ∩ B˜α)→ π1(V˜α)
induced by inclusion is an isomorphism. In particular
(6.8.16)∗ b1(V˜α ∩ B˜α) = 4.
Proof of the corollary. We have a series of isomorphisms
(6.8.17) π1(V˜α) ∼= π1(P
+
α )
∼= π1(P
+
α \ Γ
+)
f+,#
−→ π1(Îα \ E) ∼= π1(Îα).
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If we compose with the map of (6.8.15) we get an isomorphism π1(V˜α ∩ B˜α)
∼
→
π1(Îα), by (6.8.13). Thus the map of (6.8.15) must be an isomorphism. For-
mula (6.8.16) follows from the first statement of the corollary and (6.8.2). 
Another result on V˜α ∩ B˜α that will be useful is the following:
(6.8.18)∗ the map π1(V˜α ∩ B˜α)→ π1(B˜α) induced by inclusion is trivial.
In fact by (6.5.4) we have
V˜α ∩ B˜α ⊂ g
−1
1 (node of C),
where g1 is the map of (5.1.2). Since the right-hand side of the above formula is a
P1-bundle over the simply-connected surface K [2]Ĵ we get (6.8.18).
We give a description of the triple intersection V˜α ∩ B˜α ∩ Σ˜α. Let Di ⊂ Ĵ (for
i = 1, 2) be the smooth irreducible curve defined by
Di := {yˆ ∈ Ĵ | 2y ∼ q3−i − r, some r ∈ C}.
The last statement of (6.5.14) gives an inclusion Di →֒ Pα. Composing with the
birational map Pα · · · > V˜α we get an inclusion hi:Di →֒ V˜α. It follows from (6.5.14)
that
(6.8.19) h1(D1) ∩ h2(D2) = B˜α ∩∆.
The following proposition also follows easily from (6.5.14).
(6.8.20)∗Proposition. Keeping notation as above
V˜α ∩ B˜α ∩ Σ˜α = h1(D1) ∪ h2(D2).
In particular by (6.8.19) the curve V˜α ∩ B˜α ∩ Σ˜α is connected.
Finally we give some results on restriction maps. Let Π(Σ˜α) ⊂ H2(Σ˜α) be given
by
(6.8.21)∗ Π(Σ˜α) := Qc1(ωf )⊕H
2(C)⊕H2(Ĵ)⊕Qc1((iα × idĴ )
∗L),
where the right-hand side is viewed as a subspace of H2(Σ˜α) thanks to (4.1.3) and
Item (3) of (4.2.5). Let ζα be as in (6.7.51): we claim that
(6.8.22)∗ Π(Σ˜α)→ H
2(ζ−1α (Σ˜α ∩ V˜α)) is injective.
(The map is the restriction to Σ˜α ∩ V˜α followed by pull-back for ζα.) By (6.7.58)
and (6.7.59) we have ζ−1α (Σ˜α ∩ V˜α)
∼= Y α, and the restriction to Y α of the map f
of (4.1.1) is identified with the blow-down map Y α → Ξα, where Ξα is as in (6.7.53).
Thus ωf has degree (−2) on each of the exceptional divisors of Y α → Ξα, and all
the elements of the other direct summands of (6.8.21) have degree zero on the
exceptional divisors. Hence the kernel of the map of (6.8.22) is contained in
(6.8.23) H2(C)⊕H2(Ĵ)⊕Qc1((iα × idĴ)
∗L).
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Let qα: C˜ × C˜ → Ξα be as in (6.8.10). In order to prove (6.8.22) it suffices to
show that the natural map from (6.8.23) to H2(C˜ × C˜) is injective. This is an easy
exercise given the explicit formula for qα of (6.8.10).
Let
H1(Σ˜α ∩ V˜α)
r1−→ H1(Σ˜α ∩ B˜α ∩ V˜α) (H
1(B˜α ∩ V˜α)
r2−→ H1(Σ˜α ∩ B˜α ∩ V˜α)
be the maps induced by restriction. We claim that
(6.8.24)∗ Im(r1) + Im(r2) ≥ 19.
In fact consider the exact sequence
(6.8.25) 0→ Q −→ H1(Σ˜α ∩ B˜α ∩ V˜α, sm(Σ˜α ∩ B˜α ∩ V˜α))
−→ H1(Σ˜α ∩ B˜α ∩ V˜α)
ψ
−→ H1(sm(Σ˜α ∩ B˜α ∩ V˜α))
The kernel of the map φ of (6.8.8) maps surjectively to the kernel of the map ψ
of (6.8.25), hence ker(ψ) ⊂ Im(r1). On the other hand ψ(Im(r2)) = 4. Since
dimker(ψ) = 15 we get (6.8.24)
7. Proof of Theorem (1.4)
By (2.3.2) and (2.3.6) we know that M˜ is of pure dimension 6 and that ω˜ is
symplectic.
7.1. Proof that M˜ is connected and simply connected. By (3.2) it suffices
to show that
Z˜α is connected,(7.1.1)
π1(Z˜α) = {1},(7.1.2)
where
(7.1.3) Z˜α = Σ˜α ∪ B˜α ∪ V˜α.
Let us prove (7.1.1). By (4.4.1), (5.2.1), (6.8.1) each of Σ˜α, B˜α, V˜α is irre-
ducible, and by (4.3.2), (6.8.6) and (6.8.13) every pairwise intersection is non-empty.
By (7.1.3) we get that Z˜α is path-connected. Now we prove (7.1.2). By (6.8.20)
the triple intersection Σ˜α ∩ B˜α ∩ V˜α is connected, hence π1(Z˜α) is generated by
the images of π1(Σ˜α), π1(B˜α) and π1(V˜α). By (4.4.6) and (6.8.14) the images of
π1(Σ˜α) and π1(V˜α) are contained in the image of π1(B˜α), hence π1(B˜α)→ π1(Z˜α)
is surjectiv. By (5.2.5) we get that π1(R) → π1(Z˜α) is surjective, where R is
as in (5.2.4). Thus (6.8.11) gives that π1(V˜α) → π1(Z˜α) is surjective, and hence
by (6.8.14) π1(V˜α ∩ B˜α) generates π1(Z˜α). By (6.8.18) we conclude that Z˜α is
simply-connected.
7.2. Proof that b2(M˜) ≤ 8. The key is the following result.
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(7.2.1)Proposition. The map H2(M˜ : Z) → H2(V˜α;Z) induced by restriction is
injective.
The proposition implies the claimed bound on b2(M˜) because by (6.8.3) the
image of the restriction map is contained in Λ(V˜α), and this group has rank 8 by
Formula (6.8.4).
The first element in the proof of (7.2.1) consists of a Mayer-Vietoris argument.
Let X1 := Σ˜α, X2 := B˜α, X3 := V˜α, and
Cp(Hq) :=
⊕
1≤i0<···<ip≤3
Hq(Xi0 ∩ · · · ∩Xip ;Q).
We let δ:Cp(Hq) → Cp+1(Hq) be the usual Cˇech cochain map, and Zp(Hq) ⊂
Cp(Hq) be the group of δ-cocycles.
(7.2.2)Proposition. The map
H2(Z˜α)→ Z
0(H2)
induced by restriction is injective.
Proof. This is proved by considering the Mayer-Vietoris spectral sequence associ-
ated to the decomposition Z˜α = Σ˜α ∪ B˜α ∪ V˜α, and applying our results on the
cohomology maps induced by restriction. More precisely one can triangulate Z˜α so
that every intersection of the Xi’s is the support of a sub-triangulation. Let
Ep,q0 :=
⊕
1≤i0<···<ip≤3
Sq(Xi0 ∩ · · · ∩Xip),
where Sq(Xi0 ∩ · · · ∩ Xip) is the group of cochains supported on Xi0 ∩ · · · ∩ Xip .
Letting δ˜:Ep,q0 → E
p+1,q
0 be the Cˇheck cochain map, and d:E
p,q
0 → E
p,q+1
0 be the
map induced by the coboundary of simplicial cochains, we get a double complex
which computes the cohomology of Z˜α, because δ˜ is exact except at E
0,q
0 , where its
homology is the group of simplicial cochains of Z˜α (see [W, p. 202]). On the other
hand the filtration “by p” generates a spectral sequence with E1-term given by
Ep,q1 = C
p(Hq),
whose differential Ep,q1 → E
p,q+1
1 is equal to the Cˇheck cochain map δ considered
above. Thus E0,22 = Z
0(H2), and in order to prove the lemma it suffices to show
that
E2,02 = E
1,1
2 = 0.
The first vanishing is trivial: by (6.8.20) the intersection Σ˜α∩B˜α∩ V˜α is connected,
hence δ:E1,01 → E
2,0
1 is surjective. To prove the second vanishing we must show
that the complex
(7.2.3) C0(H1)
δ0,1
−→ C1(H1)
δ1,1
−→ C2(H1)
is exact. By (4.4.2), (5.2.2) and (6.8.2) we have
(7.2.4) dimC0(H1) = 14,
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and Formulae (4.4.3), (6.8.7), (6.8.16) give
(7.2.5) dimC1(H1) = 33.
We claim that
(7.2.6) the map δ0,1 is injective.
This may be verified directly, or else one may argue that since E2,02 = 0 we have
H1(Z˜α) = E
0,1
2 ; by (7.1.2) we get E
0,1
2 = 0, i.e. ker(δ
0,1) = 0. By (6.8.24) we have
(7.2.7) rk(δ1,1) ≥ 19.
Exactness of (7.2.3) follows at once from (7.2.4), (7.2.5), (7.2.6) and (7.2.7). 
We represent elements of Z0(H2) as γ = (γ1, γ2, γ3), where γi ∈ H2(Xi;Q). The
second element in the proof of (7.2.1) consists of the following result.
(7.2.8)Proposition. Keep notation as above. The map
Z0(H2) −→ H2(V˜α)
(γ1, γ2, γ3) 7→ γ3
is injective.
Proof. Since γ is a δ-cocycle
(7.2.9) γ1|Σ˜α∩B˜α = γ2|Σ˜α∩B˜α .
Thus (4.4.6) and (5.2.7) give that
κ˜∗(γ1) ∈ Q[C × E]⊕ (idC × ν0)
∗(H2(C)⊕H2(Ĵ)⊕Qc1((iα × idĴ )
∗L)).
Applying (4.4.9) we get that γ1 ∈ Π(Σ˜α), where Π(Σ˜α) is as in (6.8.21). Now
assume γ3 = 0. Since γ is a cocycle we get that the restriction of γ1 to Σ˜α ∩ V˜α
vanishes, hence by injectivity of (6.8.22) we get γ1 = 0. By (7.2.9) and (5.2.6) we
also get γ2 = 0. 
Proof of Proposition (7.2.1). Since M˜ is simply-connected H2(M˜;Z) has no tor-
sion, and thus it suffices to prove that the restriction map H2(M˜;Q)→ H2(V˜α;Q)
is injective. This map is equal to the composition of three maps:
H2(M˜)→ H2(Z˜α)→ Z
0(H2)→ H2(V˜α).
The first map is injective by (3.2), the second map is injective by (7.2.2) and the
third map is injective by (7.2.8). Hence the composition is injective.
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7.3. Generators of H2(M˜;Q). There exists a compactification of the moduli
space of slope-stable vector-bundles on a projective surface which is “smaller” than
the moduli space of Gieseker-Maruyama semistable sheaves, namely Uhlenbeck’s
compactification [L2,Mor]. LetMU
v
be the Uhlenbeck compactification of the mod-
uli space of slope-stable vector-bundles F on J with v(F ) = v: it is a projective
variety and there exists a regular map ϕ:Mv →MUv which is an isomorphism on
the subset parametrizing slope-stable vector-bundles. Let MU := ϕ(M). We have
Donaldson’s homomorphism [L2,Mor]
(7.3.1) µ:H2(J ;Z)→ H2(MU ;Z),
characterized by the following property: if F is a family of semistable sheaves on J
parametrized by S, with moduli belonging toM, and f :S →M is the the modular
map, then
(7.3.2) f∗ ◦ ϕ∗ ◦ µ(α) = pS,∗(c2(F) ∪ α).
(Here pS: J × S → S is the projection.)
(7.3.3)Proposition. The homomorphism π˜∗ ◦ ϕ∗ ◦ µ:H2(J ;Z) → H2(M˜;Z) is
injective, and
π˜∗ ◦ ϕ∗ ◦ µ(H2(J ;Z))⊗Q, Qc1(Σ˜), Qc1(B˜)
are linearly independent subspaces of H2(M˜;Q).
Proof. Let x ∈ (J \ J [2]). The sheaf on Ĵ given by
(7.3.4) Ext1
φˆ
(φ∗(Ix)⊗ L, φ
∗(I−x)⊗ L
−1)
is locally-free of rank two because x 6= −x. (Here φ, φ̂ are as in (1.9).) Let T be the
projectivization of (7.3.4): it parametrizes semistable simple sheaves on J whose
moduli belong to M. In fact, letting h:T → Ĵ be the P1-fibration, πJ , πT the
projections of J×T to J and T respectively, and ξ the tautological sub-line-bundle
on T , we have a tautological exact sequence of sheaves on J × T
0→ π∗J (I−x)⊗ (πJ × h)
∗L−1 → E → π∗J(Ix)⊗ (πJ × h)
∗L ⊗ π∗T ξ → 0.
Since E is a family of simple semistable sheaves on J parametrized by T , with
v(Et) = v and det(Et) ∼= OJ ,
∑
c2(Et) = 0, it induces by (2.3.7) a regular map
γ:T → M˜. Applying (7.3.2) one easily gets that
γ∗ ◦ π˜∗ ◦ ϕ∗ ◦ µ(α) = h∗ ◦ (δ−1)∗(α),
where δ: J → Ĵ is the isomorphism (1.7). This shows that π˜∗ ◦ ϕ∗ ◦ µ is injective.
Now we prove the second statement of the proposition. Let Γ ⊂ Σ˜α and Λ ⊂ B˜α
be generic fibers of the fibrations f of (4.1.1) and g of (5.1.1), respectively. Let us
prove that the intersection numbers of c1(Σ˜) and c1(B˜) with Γ and Λ are given by
the entries of the following intersection matrix
(7.3.5)
c1(Σ˜) c1(B˜)
Γ −2 1
Λ 2 −2
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The restriction of π˜ to (Σ˜ \ Ω˜) is a P1-fibration over (Σ \ Ω), of which Γ is a fiber:
this gives the top left entry because by adjunction KΣ˜
∼= OΣ˜(Σ˜). To get the other
diagonal entry one proceeds similarly: a dense open subset U˜ ⊂ B˜ containing Λ is
the total space of a P1-fibration G: U˜ → U defined similarly to the map g of (5.1.1),
and Λ is a fiber of G. Since by adjunction KB˜
∼= OB˜(B˜), we get the bottom right
entry. To get the off-diagonal entries first notice that by (4.3.10) Σ˜ and B˜ intersect
transversely outside π˜−1({[Ix ⊗ L⊕ Ix ⊗ L−1}), hence
〈c1(Σ˜),Λ〉 =#{λ ∈ Λ| Gλ is strictly semistable},
〈c1(B˜),Γ〉 =#{γ ∈ Γ| Fγ has two singular points}.
Here G and F are families of simple semistable sheaves on J parametrized by Λ
and Γ respectively which induce the inclusion maps of Λ and Γ in M˜ respectively.
(We have used (4.3.2) to get the second equation.) Computing the right-hand side
of the above equalities we get the off-diagonal entries of (7.3.5). Now assume that
xc1(Σ˜) + yc1(B˜) + u = 0,
where x, y ∈ Q and u ∈ π˜∗ ◦ϕ∗ ◦µ(H2(J ;Z))⊗Q. We intersect with Γ and Λ, and
notice that
〈u,Γ〉 = 〈u,Λ〉 = 0.
In fact the first intersection number vanishes because π˜ contracts Γ, and the second
intersection number vanishes because π˜(Λ) is contracted by ϕ (see [L2]). Since the
intersection matrix of (7.3.5) is non-singular we get that x = y = 0, and hence also
u = 0. 
Now we can finish the proof of Theorem (1.4). By the previous subsection we
have b2(M˜) ≤ 8, and by the above proposition b2(M˜) ≥ 8, hence b2(M˜) = 8.
Finally, since c1(Σ˜) and c1(B˜) are of type (1, 1) and the map π˜
∗ ◦ ϕ∗ ◦ µ is a
morphism of Hodge structures (this follows from (7.3.2)), we get that
h2,0(M˜) = h2,0(J) = 1.
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