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 要  旨 
 インターネットの発展に伴って，無線ネットワークにおけるデータ通信への要求が増加してい
る．また，現在スマートフォンブームにより，モバイル端末からインターネットに接続するユー
ザ数が急激に増加している．そのため，無線ネットワークにおけるデータ通信を高速化する必要
性が高まっている． 
これらのデータ通信では，情報の欠落のない配信を目的として TCP が使用されている．TCP
は有線ネットワーク向けに設計されており，セグメントの損失を検出すると，輻輳が発生してい
ると解釈され，輻輳制御を行う．しかし，無線ネットワークでは，有線ネットワークと異なり雑
音や干渉などの影響を受けやすく，伝送誤りによるセグメント損失も発生する．また，移動通信
ネットワークにおいてはハンドオフによるパスの切り替えの影響により，バースト的なセグメン
ト損失も発生する．これらが TCPのパフォーマンスを低下させる．すなわち，このような無線ネ
ットワーク上でのセグメント損失は，ネットワークの輻輳状態とは無関係に発生するため，輻輳
制御を行う必要はない．しかしながら，TCPはセグメント損失の原因を区別することができず，
不必要に輻輳ウィンドウ cwnd (Congestion Window)を減少してしまうため，スループットが非
常に低下するという問題が発生する．この問題に対して，現在いくつかの TCP輻輳制御アルゴリ
ズムが提案さている．しかし，現在提案されている輻輳制御アルゴリズムは，移動通信ネットワ
ーク環境において，十分な有効性の評価がなされていないと考えられる． 
そこで本研究では，現在提案されている複数の輻輳制御アルゴリズムを持つ TCPを，次世代の
移動通信ネットワークである LTE ネットワーク上で分析した．本研究では特にハンドオフが生
じた場合の性能に着目し，次の 3 つの項目を実施した．まず，ハンドオフによる遅延がどの程度
か RTT の測定を行った．測定結果から，LTE ネットワークにおけるハンドオフを模擬した遅延
エミュレータを作成し，各 TCP輻輳制御アルゴリズムの評価を行った．さらに，エミュレータに
おける評価結果の検証と実際のハンドオフ時の状況を評価するため，LTE ネットワークを利用
し，JR山手線の車内で iPhone5を用いて FTP通信のダウンロードの実験を行った．その結果，
エミュレータによる実験では，CUBIC，illinois が高いデータ伝送量を示した．実ネットワーク
環境では，CUBIC が高いスループットを示した．これらから，ハンドオフ時の LTE網での TCP
高速化のためには，積極的な cwndの増加を行う方式が有効であると考えられる． 
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概要               
 
 インターネットの発展に伴って，無線ネットワークにおけるデータ通信への
要求が増加している．また，現在スマートフォンブームにより，モバイル端末
からインターネットに接続するユーザ数が急激に増加している．スマートフォ
ンの利用用途としては，FacebookやTwitterなどSNS (Social Network Service)
といった，データ通信を行うサービスの利用が大半を占める．そのため，無線
ネットワークにおけるデータ通信を高速化する必要性が高まっている． 
これらのデータ通信では，情報の欠落のない配信を目的として TCPが使用さ
れている．TCP は有線ネットワーク向けに設計されており，セグメントの損失
を検出すると，輻輳が発生していると解釈され，輻輳制御を行う．しかし，無
線ネットワークでは，有線ネットワークと異なり雑音や干渉などの影響を受け
やすく，伝送誤りによるセグメント損失も発生する．また，移動通信ネットワ
ークにおいてはハンドオフによるパスの切り替えの影響により，バースト的な
セグメント損失も発生する．これらが TCPのパフォーマンスを低下させる．す
なわち，このような無線ネットワーク上でのセグメント損失は，ネットワーク
の輻輳状態とは無関係に発生するため，輻輳制御を行う必要はない．しかしな
がら，TCP はセグメント損失の原因を区別することができず，不必要に輻輳ウ
ィンドウ cwnd (Congestion Window)を減少してしまうため，スループットが非
常に低下するという問題が発生する．この問題に対して，現在いくつかの TCP
輻輳制御アルゴリズムが提案さている．しかし，現在提案されている輻輳制御
アルゴリズムは，移動通信ネットワーク環境において，十分な有効性の評価が
なされていないと考えられる． 
そこで本研究では，現在提案されている複数の輻輳制御アルゴリズムを持つ
TCPを，次世代の移動通信ネットワークである LTE (Long Term Evolution)ネ
ットワーク上で分析した．本研究では特にハンドオフが生じた場合の性能に着
目し，次の 3 つの項目を実施した．まず，ハンドオフによる遅延がどの程度か
RTTの測定を行った．測定結果から，LTEネットワークにおけるハンドオフを
模擬した遅延エミュレータを作成し，各 TCP輻輳制御アルゴリズムの評価を行
った．この実験に用いたエミュレータは，Linux に実装されている netem 
(Network Emulation)のプログラムを指定時間に遅延を与えるように変更した
ものである．さらに，エミュレータにおける評価結果の検証と実際のハンドオ
フ時の状況を評価するため，LTE ネットワークを利用し，JR 山手線の車内で
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iPhone5を用いて FTP通信のダウンロードの実験を行った．その結果，エミュ
レータによる実験では，CUBIC，illinoisが高いデータ伝送量を示した．実ネッ
トワーク環境では，CUBICが高いスループットを示した．これらから，ハンド
オフ時の LTE 網での TCP 高速化のためには，積極的な cwnd の増加を行う方
式が有効であると考えられる． 
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1.1  はじめに 
 
 インターネットの発展に伴って，無線ネットワークにおけるデータ通信への
要求が増加している．また，現在スマートフォンブームにより，モバイル端末
からインターネットに接続するユーザ数が急激に増加している．スマートフォ
ンの利用用途としては，FacebookやTwitterなどSNS (Social Network Service)
といった，データ通信を行うサービスの利用が大半を占める[1]．そのため，無
線ネットワークにおけるデータ通信を高速化する必要性が高まっている． 
これらのデータ通信では，情報の欠落のない配信を目的として TCPが使用さ
れている．TCP は有線ネットワーク向けに設計されており，セグメントの損失
を検出すると，輻輳が発生していると解釈され，輻輳制御を行う．しかし，無
線ネットワークでは，有線ネットワークと異なり雑音や干渉などの影響を受け
やすく，伝送誤りによるセグメント損失も発生する．また，移動通信ネットワ
ークにおいてはハンドオフによるパスの切り替えの影響により，バースト的な
セグメント損失も発生する．これらが TCPのパフォーマンスを低下させる．す
なわち，このような無線ネットワーク上でのセグメント損失は，ネットワーク
の輻輳状態とは無関係に発生するため，輻輳制御を行う必要はない．しかしな
がら，TCP はセグメント損失の原因を区別することができず，不必要に輻輳ウ
ィンドウ cwnd (Congestion Window)を減少してしまうため，スループットが非
常に低下するという問題が発生する．この問題に対して，現在いくつかの TCP
輻輳制御アルゴリズムが提案さている．しかし，現在提案されている輻輳制御
アルゴリズムは，移動通信ネットワーク環境において，十分な有効性の評価が
なされていないと考えられる．また，3GPPではリリース 12及びそれ以降の仕
様検討に，スモールセル高度化 (Small Cell Enhancement: SCE)という小セル
を利用して，トラヒックの収容容量を拡大しようという技術が検討されている
[2]．よって，今後の移動通信ネットワークではさらにハンドオフが頻発される
と予想され，余計に遅延変動が発生し，TCP パフォーマンスが低下すると考え
られる． 
そこで本研究では，次世代の移動通信ネットワークである LTE (Long term 
Evolution)ネットワーク上でのハンドオフに着目し，現在提案されている，TCP
輻輳制御アルゴリズムを LTE上で分析した結果について示す．なお，LTEの端
末としては，KDDI社の iPhone5 (2.1GHz帯を使用)を用いた．具体的には，次
の 3つの項目について評価を行った． 
(1) まず，LTEネットワークにおける TCP通信がどのように行われるか，ハン
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ドオフが生じた場合の通信はどうなるか，ハンドオフによる遅延がどの程度
かなどを調べる．ハンドオフは，JRによる移動により実現し，TCP通信の
ログの取得や，RTT (Round Trip Time)の測定などに基づいて評価を行う．
この評価を以下では予備実験と呼ぶ． 
(2) LTE ネットワークにおけるハンドオフの環境を，計算機上で実現すること
を目的として，ハンドオフにおける遅延を模擬する遅延エミュレータを実装
する．具体的には，(1)で行った測定結果から，ハンドオフの遅延のパター
ンを推定する．これを用いて各 TCP 輻輳制御アルゴリズムの評価を行う．
エミュレータの実装は，Linux に実装されている netem (Network 
Emulation) [3]のプログラムを可変の遅延を与えるように変更したもので
ある． 
(3) さらに，エミュレータにおける評価結果の検証と実際の LTE ネットワーク
におけるハンドオフ時の状況を評価するため，KDDI の LTE ネットワーク
を利用し，JR 山手線の車内で iPhone5 を用いて FTP 通信のダウンロード
の実験を行う．実験結果から，ハンドオフ時の各 TCP 輻輳制御アルゴリズ
ムの特徴を示し，今後，改善すべき制御方式について考察を行う．  
 
 
1.2  本論文の構成 
 
 本論文は以下のように構成する．第 2章では TCP輻輳制御アルゴリズムに関
する技術と LTEついて概説する．第 3章では予備実験の実験方式，および実験
結果について述べる．第 4 章では，遅延エミュレータでの実験方式，および実
験結果について述べる．第 5章では LTEネットワークでのハンドオフ実験の実
験方式とその結果を示す．第 6章では結論として結果について考察を行う． 
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2  TCPの輻輳制御と LTEおよび関連研究 
 
 この章では本研究で使用する，TCP通信に関する技術と LTEネットワークに
ついて説明する．2.1 節では TCP 輻輳制御アルゴリズムについて，2.2 節では
LTE ネットワークについてそれぞれ説明する．2.3 節では LTE ネットワーク上
での TCPの性能評価に関連する研究について示す． 
 
2.1  TCP の誤り制御 
 
 TCP では，タイムアウトと重複 ACK 受信を用いてセグメントの損失を検出
する．まず，タイムアウトによるセグメント損失の検出について述べる．送信
側は，セグメントを送るたびに，毎回タイマをスタートさせて ACK(確認応答)
を待つ．受信側はセグメントを受信した場合には ACKを返す．送信側は，ACK
が戻る前にタイマが一定時間を経過すると，送信側はセグメントが損失したも
のと判断して再送を行う．これがタイムアウトによるセグメント損失の検出で
ある．ネットワーク上では帯域の変動によってセグメントが到達するまでの時
間は変動する．したがって，タイムアウト時間(RTO)は往復遅延時間(RTT)を見
積もってそれをもとに決定している． 
 セグメントの損失をタイムアウトによって行った場合，損失が発生してから
長期間に渡り送信が停止される．そこで，TCP は重複 ACK によってセグメン
トの損失を検出する機能を備えている．重複 ACKが発生するのは，セグメント
が途中の経路の変更によって到着順序が逆転するときや，あるセグメントが損
失して，それ以降のセグメントが到着したときである．そこで，3個以上の重複
ACK が連続して戻ってきた場合に，送信側はセグメントが損失したと判断し，
タイムアウトを待たずにセグメントの再送を行う．これを高速再転送(Fast 
Retransmit)と呼ぶ．重複 ACK を用いることにより，タイムアウトよりも短期
間でセグメントの損失を検出でき，TCPの性能が改善される． 
 
 
2.2  TCP の輻輳制御アルゴリズム 
  
TCP の輻輳制御では，セグメント単位の輻輳ウィンドウによるフロー制御を
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行う(実際のフロー制御は輻輳ウィンドウサイズと，受信側が設定する示す広告
ウィンドウサイズの小さいほうの値を使用する)．タイムアウトや重複 ACK の
受信によってセグメントの損失を検出すると，輻輳ウィンドウを動的に調整す
ることによって輻輳状態を回避しようとする．その変更には 2 通りの方法があ
り，スロースタートフェーズ (slow start phase)および輻輳回避フェーズ
(congestion avoidance phase)で，それぞれ輻輳ウィンドウサイズの変更方法が
異なる．輻輳はセグメントの損失によって検出し，セグメントの損失を重複 ACK
もしくはタイムアウトによって検出した際にウィンドウサイズを動的に調整す
ることによって輻輳状態を緩和する．図 2.1 に TCPの輻輳ウィンドウの変化を
示す． 
 
 
図 2.1：TCP の輻輳ウィンドウの変化 
 
 TCP にはさまざまな輻輳制御アルゴリズムが存在する．その複数ある輻輳制
御アルゴリズムを大きく分けると 3 種類に分かれ，Loss-based 方式， 
Delay-based方式， Hybrid方式に分類される．以下にそれぞれの方式に関して
示す． 
 
 
  Loss-based 方式 
 Loss-based 方式はセグメント損失が発生するまで輻輳ウィンドウを増加
させ続ける．セグメント損失が発生した場合，輻輳発生とみなし輻輳ウィン
ドウを減少させる．つまり，この方式ではセグメント損失が発生した場合に
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は輻輳発生とみなしているため，セグメント損失を避けることは出来ない． 
 
   Delay-based 方式 
 Delay-based 方式は RTT を測定し，バッファが満たされセグメント損失
が発生する前に輻輳回避を行う．つまり，バッファ内のキューイングによる
遅延の増加を検出し，これを指標として用い輻輳回避を行う．この制御によ
りセグメント損失を避けることができる． 
 
   Hybrid 方式 
 Hybrid方式では Loss-based方式と Delay-based方式を組み合わせた方
式である．Delay-based方式同様に RTTを輻輳ウィンドウの増加の指標と
する．セグメント損失前に測定した RTTが増加し始めると輻輳ウィンドウ
の増加量を減らす．セグメント損失が発生した場合，Loss-based方式同様
に輻輳ウィンドウを減らす．つまり，輻輳発生までは Delay-based方式を使
用し，輻輳発生時は Loss-based方式を使用する． 
 
 
2.2.1  TCP NewReno 
 
 TCP NewReno[4]はセグメント損失を検出するまで輻輳ウィンドウを増加さ
せ続け，セグメント損失をきっかけに減少させる．TCP NewReno の輻輳制御
アルゴリズムは上記の方式で分けると Loss-based 方式にあたる．TCP 
NewReno の輻輳制御アルゴリズムはスロースタートと輻輳回避アルゴリズム
の 2 つで構成されている．それぞれのアルゴリズムでは輻輳ウィンドウの増加
量が異なる． 
 スロースタートではACKを1つ受信するごとに輻輳ウィンドウを増加させる．
スロースタートを始めてから輻輳ウィンドウ(cwnd)が Slow Start Thresh 
(ssthresh)の値まで増加すると，輻輳回避アルゴリズムに移行する．輻輳回避ア
ルゴリズムでは輻輳ウィンドウの逆数の値だけ増加する．図 2.2 に TCP 
NewRenoの輻輳ウィンドウの時間による変化を示す． 
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 図 2.2：TCP NewReno の輻輳ウィンドウの時間による変化 
 
輻輳と判断する場合は 2種類あり，1つが重複 ACK を 3回受信した場合，もう
1つはタイムアウトが起こった場合である．そこで，輻輳回避アルゴリズムで 3
回の重複 ACKの受信した場合，ssthreshの値は輻輳ウィンドウの半分まで減少
する．タイムアウトが起こった場合，輻輳ウィンドウの値は 1になる．NewReno
では連続して，パケットロスが発生している場合でも，スループットが大幅に
下がらないように，重複 ACK を 3 個受信するまでの間に送信したパケットの
ACKが返ってくるまでは，再送モードを維持するようにしている．これにより，
再送間において輻輳ウィンドウを重複して半分にすることはない． 
 TCP NewReno は，セグメント損失による輻輳発生により，輻輳ウィンドウ
が適正の値に回復するまでに長い時間が必要となるため，スループットに大き
な影響を与える．  
 
 
2.2.2  TCP Westwood+ 
 
 TCP Westwood+[5]の輻輳制御アルゴリズムは 2.2 節の方式で分類すると 
Delay-based方式にあたる． TCP Westwood+の輻輳制御アルゴリズムは TCP 
NewReno と同様にスロースタートと輻輳回避アルゴリズムで構成されている． 
TCP Westwood+の輻輳制御アルゴリズムでは TCP NewReno 同様にスロース
タートを行う．輻輳回避アルゴリズムはセグメント損失が発生するまで増加し
続ける．輻輳とみなされた場合，TCP Westwood+では TCP NewRenoと異なる
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ssthreshの制御を行う．輻輳ウィンドウの値は以下の式で求められる． 
 
 3回重複 ACKを受け取った場合 
ssthresh = max⁡(2,
BWE × RTTmin
MSS
) 
cwnd⁡ = ⁡ssthresh 
 
 タイムアウトした場合 
ssthresh = max⁡(2,
BWE × RTTmin
MSS
) 
cwnd⁡ = 1 
 
 ここで BWE は利用可能な帯域幅の推測値であり，RTTmin は測定された最
小の RTT である．また，MSS は最大セグメントサイズを示す．Westwood+の
BWEは RTTが利用され，以下の式で求められる． 
 
BWE = ⁡
d
△
 
 
d は１つ前の RTT で応答されたデータの総量である．△は１つ前の RTT であ
る． 
 TCP Westwood+では，利用可能な帯域が増加した場合に，すぐにその利用可
能な帯域を利用しないことが問題である． 
 
 
2.2.3  TCP Illinois 
 
 TCP Illinois[6]の輻輳制御アルゴリズムは上記の方式で分けるとHybrid方式
にあたる．セグメント損失の直前に測定した RTTの値をそれまでの最小の RTT
と比較し，測定値が最小値に近い場合には，輻輳ウィンドウを大きく増加させ，
そうでなければ輻輳ウィンドウの増加幅を小さくするか，または負の値に設定
する．つまり，ネットワークが混雑していると判断された場合には，低速に輻
輳ウィンドウを増加させ，ネットワークが混雑でない場合には，輻輳ウィンド
ウを高速に増加させるアルゴリズムである． 
キューイング遅延時間は，RTT の最大値・平均値・最小値から以下の式によ
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って，求められる． 
 
𝑑𝑚 ⁡= ⁡𝑇𝑚𝑎𝑥 ⁡− ⁡𝑇𝑚𝑖𝑛 
𝑑𝑎 ⁡= ⁡𝑇𝑎 ⁡⁡⁡− ⁡⁡⁡𝑇𝑚𝑖𝑛 
 
 dmは最大キューイング遅延時間，daは平均キューイング遅延時間である．Tmax
は RTTの最大値，Taは RTTの平均値，Tminは RTTの最小値を示す．このキュ
ーイング時間は輻輳ウィンドウを増減させる値を求めるために用いられる． 輻
輳ウィンドウの増減に使用するパラメータαとβは以下の式によって求められ
る． 
 
 
 
 
 
κ1~κ4までは以下の式によって求められる． 
 
 
 
 
 
 
 
 
それぞれκの値は Tmax または Tmin が更新されるたびに変化する．また，d1 と
d2と d3の値は，α曲線とβ曲線の RTTの関係で求められる．図 2.3にα曲線と
β曲線の平均 RTTを示す． 
minmax
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図 2.3：α曲線・β曲線と平均 RTT 
 
αとβの値は RTTが変化するごとに更新を行う．このαの値を用いて，以下の
式によって輻輳ウィンドウを増加させる． 
 
𝑐𝑤𝑛𝑑⁡ = ⁡𝑐𝑤𝑛𝑑⁡ + ⁡𝛼⁡/⁡𝑐𝑤𝑛𝑑 
 
 また，Loss-based 方式と同様に 3 回重複 ACK を受信した場合，輻輳ウィン
ドウを減少させる．その場合は，βの値を用いて，以下の式ように求められる． 
 
𝑐𝑤𝑛𝑑⁡ = ⁡𝑐𝑤𝑛𝑑⁡ − ⁡𝛽 ∙ 𝑐𝑤𝑛𝑑 
 
 以上のように TCP illinois は，輻輳ウィンドウを増減させ，輻輳回避を行う
アルゴリズムである． 
 
 
2.2.4  HighSpeed TCP 
 
 HighSpeed TCP 輻輳制御アルゴリズム [7]は 2.2 節の方式で分類すると
Loss-based方式にあたる．TCP NewRenoと同様，セグメント損失のみをネッ
トワークの輻輳の指標として利用するが，現在の輻輳ウィンドウサイズに合わ
せて，輻輳ウィンドウサイズの増加速度およびセグメント損失検出時の減少幅
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を調整する．すなわち，HighSpeed TCPは現在の輻輳ウィンドウサイズが大き
いほど，その増加速度を大きくし，減少幅を小さくすることを意味している．
Wを平均ウィンドウサイズ，pをセグメントロス率とした時に，TCP NewReno
が W=1.2p-0.5なのに対し，HighSpeed TCP は W=0.12p-0.835となるように設計
されている．RTT時間当たりのウィンドウサイズの増加量 a(w)，輻輳イベント
発生時の減少率 b(w)はそれぞれ以下の式により求められる．ただし，bhigh=0.1，
wlow=38，whigh=8300とする． 
 
a(w) = 2𝑤2p(w)
b(w)
2 − b(w)
) 
 
 
b(w) = 0.5 + (𝑏ℎ𝑖𝑔ℎ − 0.5)
log⁡w − log⁡𝑤𝑙𝑜𝑤
log⁡𝑤ℎ𝑖𝑔ℎ − 𝑙𝑜𝑔⁡𝑤𝑙𝑜𝑤
 
 
 
なお TCP NewRenoでは，a(w)=1，b(w)=0.5となる． 
 
 
2.2.5  CUBIC TCP 
 
 CUBIC TCP[8]は Linuxにデフォルトで実装されている方式である．CUBIC 
TCP 輻輳制御アルゴリズムは 2.2 節の方式で分類すると Loss-based 方式にあ
たる．セグメント損失検出時の輻輳ウィンドウサイズをWmaxとし，βに従い減
少させる．CUBICの増加関数は以下の式で求められる． 
 
𝑊(𝑡) = ⁡𝐶(𝑡 − 𝐾)3 +𝑊𝑚𝑎𝑥  
𝐾 = √
𝛽𝑊𝑚𝑎𝑥
𝐶
3
 
 
Cは Scaling factor，tは最後のセグメント損失からの経過時間，βはセグメン
ト損失時のウィンドウ減少率である．図 2.4 に CUBIC TCP の輻輳ウィンドウ
の変化を示す 
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図 2.4：CUBIC TCPの輻輳ウィンドウの変化 
 
セグメント損失を検出したとき，CUBICはウィンドウサイズを減少させる．高
速再転送後，輻輳回避フェーズに入ると，セグメント損失時からの経過時間の 3
次関数で輻輳ウィンドウの増加幅が決定され，それに従い増加していく(Steady 
State Behavior)．Wmax近くで，ウィンドウの増加はほぼ 0となり，安定した
輻輳ウィンドウサイズを保ち続けるため，ネットワークの利用効率と安定率は
高いといえる．さらに，CUBIC はウィンドウサイズをより大きくするために，
Max probingフェーズに入る．Max Probingでは，スロースタート同様に指数
関数的に増加させる． その後，Probing では一転して増加し始める．つまり，
最初の増加率は小さく,Wmax から離れるほど増加率は大きくなる．これは，
CUBICの輻輳ウィンドウの増加率が経過時間である tに依存しているためであ
る． 
 
 
2.3  LTE (Long Term Evolution) 
  
LTEは移動通信システムの第3世代と第4世代を結ぶ3.9世代の技術である．
2.3.1 節では LTE のアーキテクチャについて説明する．2.3.2 節では LTE にお
けるハンドオフについて説明する． 
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2.3.1  LTE のアーキテクチャ 
 
 LTEにおける基本的なアーキテクチャを図 2.5に示す． 
 
 
図 2.5：LTE における基本的なアーキテクチャ([9]より) 
 
各システムについて簡潔に述べる． 
 UE (User Equipment)：LTE端末のことである．UEと eNodeBの間は無
線区間に適したプロトコルが使用される． 
 eNodeB：LTE端末を収容する基地局の事であり，ユーザから最も近い構成
要素である． 
 Serving Gateway：LTE及び 3Gネットワークを収容し，ユーザデータの転
送，IPアドレスの払い出し等を行う．そのため，異なる Serving Gateway
へ接続しなおす場合は IPアドレスが変更される． 
 PCRF (Policy and Charging Rules Function)：課金制御ルールや QoS制御
を決定する装置で，SGWや PGW は PCRFの情報に基づき，パケット単位
で制御を行う 
 P-GW (PDN Gateway)：UEに対する IPアドレス割り当てや，PCRFから
のルールに従った QoSの実行やフローベースの課金を行う． 
 MME(Mobility Management Entity)：LTE ネットワークにおいて，移動端
末の移動管理や認証，ユーザデータの転送経路の設定を行う．実際にユーザ
データ転送を行うのは Serving Gateway であり，MME ではユーザデータ
の転送は行われない． 
 HSS（Home Subscriber Server）：ユーザの SAE加入者データ（QoSプロ
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ファイルやローミングに対するアクセス制限など）を管理する． 
 GMLC（Gateway Mobile Location Centre）：位置情報サービス機能をサポ
ートするために必要な機能を提供．認証を行った後，GMLC は MME にポ
ジショニング要求を送り，最終的な位置の推定を受け取る． 
 E-SMLC（Evolved Serving Mobile Location Centre）：E-UTRANにアタ
ッチされた UE の位置を見つけるために必要なリソースの調整とスケジュ
ーリングを管理する．UEの位置や速度の推定も行う． 
 
 
2.3.2  LTE におけるハンドオフ 
 
ハンドオフは端末が，通信中にあるセルから別のセルに移動しても，基地局
を自動的に切り替えて通信を継続する機能である．LTE では，基地局同士が直
接，端末の情報をやり取りする X2 ハンドオフを行う．X2 ハンドオフを行うた
めには，基地局同士が同一の MME に接続されている必要がある．そのため，
異なる MME 間でのハンドオフでは S1 ハンドオフが用いられる．S1 ハンドオ
フはコアネットワークと S1 インターフェースを介してハンドオフを行う．X2
ハンドオフは，S1ハンドオフに比べて，コアネットワークの負荷を減らし，ハ
ンドオフ時間の短縮が可能である．X2 ハンドオフ，S1 ハンドオフそれぞれの
ハンドオフ手順を図 2.6，図 2.7に示す． 
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図 2.6：X2 ハンドオフ手順([10]より) 
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図 2.7：S1 ハンドオフ手順([10]より) 
 
 
2.4  関連研究 
 
2.4.1  移動通信ネットワークにおける TCP に関する関連研究  
 
 文献[11]では，室内実験とフィールド実験を用いて，LTE におけるハンドオ
フ時の通信品質の評価が行われている．文献では，輻輳制御アルゴリズムの方
式に BIC (Binary Increase Congestion control)[12]が使用され，Linux Kernel
は 2.6.24の実装を使用されている．この文献では，A3オフセットを小さくする
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ことによって，隣接基地局からの干渉を抑えて，ハンドオーバ直前の TCPスル
ープットの劣化が抑制されることが示されている．しかし，A3オフセットを小
さい値に設定した場合，短時間に繰り返しハンドオフが起こる．だが，リンク
断時間は約 80ms であり，TCP スループットを大きく劣化させていないと示さ
れている．また，パケットロスやパケット到着順序エラーは観測されていない
と示されている． 
 文献[11]の評価方法では，UEは電測車に搭載されており，アンテナは電測車
のルーフトップに搭載されている．また，室内実験とフィールド実験のリンク
断時間はともに約 80msとされている． 
しかしながら，JR 山手線のような混雑した電車内で，スマートフォンを UE
とした場合は，リンク断時間は文献[11]で示された値よりも長時間に渡るのでは
ないかと考えられる．そのため，TCP スループットの劣化は文献[11]で述べら
れているものよりも大きくなると予想した． 
本研究では，文献[11]に示されているハンドオフに伴う遅延について，JR 山
手線の車内でハンドオフ実験を行い検証した．また Linuxは，Kernel 2.6.19か
らデフォルトのTCP輻輳制御アルゴリズムがBICからCUBICに変更されてい
る．CUBIC は BIC のウィンドウサイズ制御を簡素化し，RTT 公平性を改善し
ている．そのため，本研究では 5章の LTEネットワークでのハンドオフ実験に
Linux Kernel 3.2.0の実装を使用し，輻輳制御方式に CUBICを用いた． 
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3  予備実験 
 
この章では．予備実験として，LTEネットワーク上での，ハンドオフ動作時
の遅延時間を測定することを目的とした． 
3.1.節では実験環境と設定について，3.2節では遅延時間の測定結果について
説明する． 
 
 
3.1実験環境と設定 
  
図 3.1 のような実験環境で，スマートフォンとして，KDDI社から販売されて
いる iPhone5を使用し，サーバに対して FTPのアップロード通信を行った． 
 
 
図 3.1：実験環境 
 
iPhone5のパケットのトレースには，Remote Virtual Interface(RVI)を使用し
た[12]．iPhone5のパケットキャプチャは，RVI監視を行う PC上で，Wireshark
を用いた[13]．実験条件を表 5.1に示す． 
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表 3.1：実験条件 
FTPサーバ OS Ubuntu 12.04 
 ftpサーバ vsftpd 2.3.5 
iPhone5 OS iOS 6.1.4 
 ftpクライアント FTP精霊 
 転送データサイズ 10MB 
 周波数帯 2.1GHz帯 
RVI監視 PC OS Mac OS X 10.7.5  
 パケットキャプチャ Wireshark 
 
FTPサーバには vsftpd[14]を使用した．ftpクライアントアプリケーションに
は FTP 精霊[15]を使用した．実験時間は 2013 年 7 月 16 日の 10 時~11 時であ
る．実験場所は JR山手線の秋葉原駅から神田駅の間，および新宿駅から新大久
保駅の間である．測定方法は，電車が動き出した時点で iPhone5 からサーバへ
FTP アップロード通信を開始させ，その通信状況を Wireshark にて送信側
(iPhone5)のパケットキャプチャを RVI監視 PCにて行った． 
iPhone5の周波数帯は 2.1GHz帯であり，2.1GHz帯は 5MHz幅，10MHz幅，
15MHz 幅，20MHz 幅の 4 つの帯域幅で提供されている．通信速度は，それぞ
れ下り最大 35Mbps，75Mbps，112.5Mbps，150Mbps で提供されている．人
口カバー率は，下り最大 35Mbpsの 5MHz幅が最も高くなっている． 
 
 
3.2  遅延時間の測定結果 
 
RVI 監視端末にて，パケットキャプチャを行い，そのキャプチャデータを解
析した結果を示す．図 3.2～3.3に秋葉原から神田駅間の測定結果を示す． 
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図 3.2：秋葉原～神田の送信シーケンス番号 
 
図3.2からおおよそ開始8秒から12秒までデータが送信行われている．また，
通信開始約 40秒後も送信が途切れていることがわかる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.3：秋葉原～神田の RTT 
 
図 3.2～3.3の結果から，おおよそ開始 8秒後，シーケンス番号が約 1.5MBの
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データ送信から約 6 秒間の RTT が発生していることがわかる．この結果から，
開始 6 秒後にハンドオフが行われたのではないかと考えられる．また，RTT の
増加部分を拡大した図から，徐々に遅延が増加していることがわかる． 
図 3.4にスループットの結果を示す． 
 
 
図 3.4：秋葉原～神田のスループット 
 
図 3.4から，おおよそ 5秒から 15秒付近はスループットが大きく低下してい
ることがわかる．また，送信が途切れていた開始約 40秒付近はスループットが
大きく低下した直後にスループットの値が急増していることがわかる． 
 図 3.5～3.6に新宿駅から新大久保駅の測定結果を示す． 
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図 3.5：新宿～新大久保間の送信シーケンス番号 
図 3.5 からおおよそ通信開始 12 秒から 15 秒までデータの送信が行われてい
ないことがわかる．通信開始約 25秒後から図の傾きが直線的でないため，不安
定な通信状態であることがわかる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.6：新宿～新大久保間の RTT 
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図 3.5，3.6の結果からおおよそ通信開始 10 秒後から 15秒後までの間，通信
が行われていないことがわかる．シーケンス番号が 1000000Byte から
1500000Byte の間は RTTが増加している．図 3.6 より 5 秒以上の RTTの経過
がみられた．その付近の拡大図では，遅延が徐々に増加していることがわかる．
また，秋葉原駅～神田駅の RTT と比べて全体的に RTT の増加量が大きいこと
がわかる． 
 図 3.7にスループットの測定結果を示す． 
 
 
図 3.7：新宿～新大久保間のスループット 
 
図 3.7の結果からスループットの増減が激しいことがわかる．よって，電波環
境が悪い状態であるといえる． 
平均スループットは秋葉原～神田駅間で 1.73Mbps，新宿～新大久保間で
1.43Mbpsとなった． 
 実験結果から，最大 RTT が 5~6 秒程度であり，最大 RTTの示されている部
分の直前では，徐々に RTTが増加していくことがわかった．よって，ハンドオ
フが発生する直前で，徐々に遅延が増加していき，ハンドオフに伴い 5～6秒の
遅延が発生するものと考えた． 
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4  遅延エミュレータによる評価 
 
 第 3章で述べた遅延結果から LTEネットワークのハンドオフを模擬した遅延
エミュレータを作成し，各TCP輻輳制御アルゴリズムの通信性能評価を行った．
エミュレータを用いることで，ハンドオフが生じた場合の TCP通信がどのよう
に行われるかを解析することを目的とした．そのため，エミュレータには 3 章
の測定結果に沿った遅延を設定することが求められる． 
この章では，遅延エミュレータの実験環境及び，実験結果について説明する．
4.1 節では，遅延エミュレータの実装手法について説明する．4.2 節では実験環
境と設定について，4.3節では各TCP輻輳制御アルゴリズムの測定結果を示す．  
 
4.1  遅延エミュレータの実装手法について 
 
Linux の netemのプログラムを可変の遅延を与えるように変更し，パケット
が到着すると，指定時間に可変のキューイング遅延を与えるように遅延エミュ
レータを実装した． 
まず，プログラムで使用する時間について説明する．Linuxには，2つの時間
概念がある．それらは，ハードウェア時刻とシステム時刻である．ハードウェ
ア時刻は RTC (Real Time Clock)と呼ばれる．RTCはコンピュータの電源が入
っていないときでも，バッテリーを用いて計測している．また，RTC は，経過
時間を秒の単位で持っている．一方，システム時刻は Software Clockとも呼ば
れる．システム時刻は，マシン起動時にRTCを参照して現在時刻が設定される．
それ以後は，タイマ割り込み時に経過時間がインクリメントされる．この，タ
イマ割り込みは tick (clock tick)と呼ばれる．つまり，システム時刻は tick単位
で経過時間を持っている．Linux Kernel 3.2の tick単位は 64分の 1ナノ秒で
ある． 
エミュレータのプログラムでは，システム時刻を使用して，tick 単位で遅延
の計算を行っている． 
次に，エミュレータの処理の流れについて説明する．可変の遅延を与えるた
めに，プログラム上に配列として，遅延パターンリストを記述した．パターン
には最初のパケットが到着してからの経過時刻とキューイング遅延を用いる．   
表 4.1にパターンリストの例を示す． 
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表 4.1：遅延パターンリストの例 
経過時間(ms) キューイング遅延(ms) 
0 100 
4 1000 
7 10000 
10 1000 
 
最初のパケットが到着すると，最初のパケットの到着時刻を記憶しておく．
最初のパケットが到着してからの経過時間は，最初のパケット到着時刻と現在
時刻から求められる．なお現在時刻はキューにパケットが到着するたびに取得
する．最初のパケットが到着してからの経過時間は以下の式によって求められ
る．  
 
経過時間⁡ =現在時刻−最初のパケット到着時刻 
 
現在時刻の取得には，psched_get_time()という関数を用いる．この関数で取
得した時刻の単位時間は 64分の 1ナノ秒であるため，エミュレータに記述した
パターンリストの時間(ms)を変換して，計算する必要がある．つまり，遅延を
100msに設定しようとして，プログラムに 100と記述した場合，実際のプログ
ラムでは 64分の 100ナノ秒として，計算されるため注意しなければならない． 
プログラム上では最初のパケットが到着する時刻を firstTimeとし，初期値を
0 と設定した．キューにパケットが到着すると，firstTime が 0 の場合のみ，時
刻を取得させた．そのため，次のパケットが到着しても firstTimeが更新される
ことはない．つまり，パケットが到着するごとに関数 psched_get_time()を用い
て，時刻を取得し，firstTimeとの差を求めることで最初のパケットが到着して
からの経過時間が求められる． 
キューイング遅延は，以下の式によって求められる．ここで，表 4.1の経過時
間を pTime[]，キューイング遅延を pDelay[]とする．また，最初のパケットが
到着してからの経過時刻を PTとする． 
 
キューイング遅延 =⁡ 
𝑝𝐷𝑒𝑙𝑎𝑦[𝑖 + 1] ∗ (𝑃𝑇 − 𝑝𝑇𝑖𝑚𝑒[𝑖]) + 𝑝𝐷𝑒𝑙𝑎𝑦[𝑖] ∗ (𝑝𝑇𝑖𝑚𝑒[𝑖 + 1] − 𝑃𝑇)
𝑝𝑇𝑖𝑚𝑒[𝑖 + 1] − 𝑝𝑇𝑖𝑚𝑒[𝑖]
 
 
プログラム上では，キューイング遅延を qDelay とした．qDelay はプログラム
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上で扱う時間に変換する必要があるため．以下の計算を行った．  
 
qDelay = qDelay ∗ NSEC_PER_SEC 
 
do_div⁡(qDelay, 1000) 
 
qDelay = PSCHED_NS2TICKS(qDelay) 
 
まず，関数 NSEC_PER_SEC を用いて，時間をナノ秒単位から秒単位
(1000000000ns)に変換する．次に qDelayを 1000で割ることによって秒単位か
らミリ秒単位(1000000ns)に変換し，関数 PSCHED_NS2TICKS を用いること
によって，qDelayが 6ビット右シフトされる．つまり，qDelayが 64分の 1ミ
リ秒の値(1000000/64ns)に変換される． 
出力時刻に達すると，パケットをキューから取り出し送信する．出力時刻は
現在時刻とキューイング遅延から求められる．以下に出力時刻の計算式を示す． 
 
出力時刻⁡ =現在時刻+キューイング遅延 
 
プログラム上では，出力時刻を time_to_send とし，現在時刻を nowとした．
よって，プログラムでの出力時刻 time_to_sendは以下の式で求められる． 
 
time_to_send⁡ = now+ qDelay 
  
このような流れで，エミュレータの処理が行われる． 
 計算例として，表 4.1 を使用する．現在時刻 6 の時点でキューにパケットが
到着し，最初のパケット到着時刻を 1とすると，経過時間，キューイング遅延，
出力時刻はそれぞれ以下の値となる． 
 
 経過時間 
 
6 − 1 = ⁡5 
 キューイング遅延 
 
10000 ∗ (5 − 4) + 1000 ∗ (7 − 5)
7 − 4
⁡= ⁡4000 
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 出力時刻 
6 + 4000 = ⁡4006 
 
このように，パケットがキューに到着すると，キューイング遅延を計算し，
可変の遅延を与え，送信するエミュレータを作成し，評価を行った． 
 
4.2  実験環境と設定 
 
図 4.1に本章で行う，遅延エミュレーションの実験環境を示す． 
 
 
図 4.1：実験環境 
 
サーバからクライアントに対して，帯域測定ツールである iperf[16]を使用し，
30秒間の TCP通信を行った．その際，ブリッジ PC上で，可変のキューイング
遅延を発生させた．送信帯域は，Linuxに実装されている tc(Traffic Control)コ
マンド[17]を用いて，10Mbps に設定した．送信側にて，tcpump[18]を実行さ
せ，パケットキャプチャを行った．輻輳ウィンドウサイズの取得には送信側で，
tcpprobe[19]を実行させた． 
遅延エミュレーションで用いた，実験機器について，表 4.2に示す． 
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表 4.2：実験機器詳細 
 
表 4.3に遅延エミュレータにて評価を行う TCP輻輳制御アルゴリズムと種類
を示す． 
 
 
 
 
 
送信側端末 CPU Intel(R) Core(TM)2 Quad CPU    
Q9400 2.66GHz 
 メモリ 4GB 
 ネットワークインターフェ
イスカード 
Broadcom Corporation NetLink 
BCM57780 
 OS Ubuntu 12.04 
 Linux Kernel 3.2.0 
 輻輳ウィンドウの取得 tcpprobe 
 パケットキャプチャ tcpdump 
ブリッジ端
末 
CPU Intel(R) Pentium(R) 4 CPU 
2.80GHz 
 メモリ 1.79GB 
 ネットワークインターフェ
イスカード eth4 
Realtek Semiconductor Co., Ltd. 
RTL-8139/8139C/8139C+ 
 ネットワークインターフェ
イスカード eth2 
Intel Corporation 82562EZ 
10/100Ethernet Controller  
 OS Ubuntu 12.04 
 Linux Kernel 3.2.0 
受信側端末 CPU Intel(R) Pentium(R) 4 CPU 
2.60GHz 
 メモリ 1GB 
 ネットワークインターフェ
イスカード 
Digital Equipment Corporation 
DECchip 21142/43 
 OS Ubuntu 12.04 
 Linux Kernel 3.2.0 
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表 4.3：輻輳制御アルゴリズム 
輻輳制御アルゴリズム 方式 
NewReno Loss-based 
Westwood+ Delay-based 
Illinois Hybrid 
HighSpeed Loss-based 
CUBIC Loss-based 
 
表 4.4に遅延エミュレータにて，評価を行う遅延パターンリストを示す． 
 
表 4.4：遅延パターンリスト 
経過時間(ms) キューイング遅延(ms) 
13000 300 
15000 2300 
15010 5300 
22010 300 
 
設定した遅延パターンについて説明する．ブリッジ PCのキューにパケットが
到着してから 13秒間は 300msのキューイング遅延を発生させた．経過時間 13
秒後からは経過時間 15秒の時点で，2300ms のキューイング遅延に達するよう
に，徐々に遅延を増加させた．この設定によって，キューイング遅延を 2 秒間
で，300msから 2300msに徐々に増加させる．経過時間 13秒から 15秒の間に
キューに到着したパケットは，4.1節のキューイング遅延の計算によって増加す
るキューイング遅延が求まる．経過時間 15 秒からは，10ms 間で急激に遅延が
増加するように，経過時間 15.01秒でキューイング遅延を 5300msに設定した．
その後は，7 秒後の経過時間 22.01 秒の時点で，キューイング遅延が 300ms に
なるように設定した．つまり，7秒間で，キューイング遅延が 5300msから 300ms
になるように徐々にキューイング遅延が減少するように設定した． 
このようにして，徐々に遅延が増加した後で，急激に遅延が増加し，その後
徐々に遅延が減少する遅延パターンを作成し，3 章で行った LTE ネットワーク
上でのハンドオフの遅延を模擬した． 
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4.3  各 TCP 輻輳制御アルゴリズムの測定結果 
4.3節では，送信側にて取得したキャプチャデータを解析した結果を示す． 
図 4.3～4.4に TCP NewRenoの測定結果を示す． 
 
図 4.2：TCP NewReno の送信シーケンス番号 
図 4.2開始からおおよそ 18秒後からデータが送信されていないことがわかる．
よって，エミュレータによる遅延が発生していることがわかる．また，送信が
停止してから，約 25秒までは送信間隔が広がっていることがわかる． 
 
 
図 4.3：TCP NewReno の RTT 
第４章 遅延エミュレータによる評価 
34 
 
 
 
図 4.3からシーケンス番号が 11000000Byte以後のデータ送信および，図 4.2
の結果から通信開始 15 秒から，おおよそ 5 秒間の RTT が発生しており，エミ
ュレータによる遅延が行われていることが確認できる．  
 
図 4.4：TCP NewReno の輻輳ウィンドウサイズ 
 
図 4.4から，輻輳ウィンドウサイズ 200付近から増加の傾きが変化しており，
開始 15秒後から輻輳ウィンドウサイズが低下していることがわかる．タイムア
ウト後は，スロースタートフェーズで輻輳ウィンドウが 100 程度まで増加し，
その後，輻輳回避フェーズに入っていることがわかる．図4.5～4.6にWestwood+
の測定結果を示す． 
 
 
図 4.5：TCP Westwood+の送信シーケンス番号 
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図 4.5から開始 17秒後からデータの送信が停止していることがわかる．よっ
て，エミュレータによる遅延が発生していることがわかる． 
 
図 4.6：TCP Westwood+の RTT 
 
図 4.6からおおよそ 5秒間の RTTが発生していることがわかる．シーケンス
番号が 10000000Bye 以降のデータ送信から徐々に RTT が増加していることが
わかる．この遅延が発生した時間は，図 4.5 から通信開始およそ 15秒後からの
通信であることがわかる． 
 
図 4.7：TCP Westwood+の輻輳ウィンドウサイズ 
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図 4.7 からスロースタートフェーズから 200 の値で輻輳回避フェーズに移行
していることがわかる．タイムアウト後は輻輳ウィンドウサイズが急増加して
いる．これは，RTT の値が急速に低下したことから，帯域推定値が高くなり輻
輳ウィンドウの増加幅が大きくなったためと考えられる．図 4.8～4.10 に TCP 
Illinoisの測定結果を示す． 
 
図 4.8：TCP Illinois の送信シーケンス番号 
図 4.8から通信開始からおおよそ 17秒からデータの送信が行われていないこ
とがわかる．よって，エミュレータによる遅延が発生していることがわかる． 
 
図 4.9：TCP Illinoisの RTT 
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図 4.9 からシーケンス番号が 15MByte 付近から，約 5 秒間の RTT が経過し
ていることがわかる．図 4.8 より通信開始後約 17 秒後に RTT 増加したものと
考えられる．また，RTT はシーケンス番号が 13MByte から徐々に増加してい
ることがわかる． 
 
図 4.10：TCP Illinois の輻輳ウィンドウサイズ
 
図 4.10 からスロースタートフェーズでおよそ，500 まで値が増加しているこ
とがわかる．その後，輻輳回避フェーズに入っている．輻輳ウィンドウサイズ
が変化しないのは，RTT が一定であるため，増加係数が更新されなかったため
であると考えられる．通信開始およそ 15秒後からタイムアウトにより輻輳ウィ
ンドウサイズが低下している．その後，スロースタートフェーズで 250 付近ま
で輻輳ウィンドウサイズの値が増加し，開始およそ 30秒後から輻輳回避フェー
ズに入っているものと考えられる．遅延発生後の RTT は，減少しているため，
輻輳ウィンドウサイズはその後増加していることがわかる． 
図 4.11～4.13にHigh Speed TCPの測定結果を示す． 
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図 4.11：HighSpeed TCP の送信シーケンス番号
 
図 4.11 から通信開始およそ 17 秒後からデータ送信が行われていないことが
わかる．よって，エミュレータによる遅延が発生していることがわかる．約 23
秒後から再びシーケンス番号が増加し始めていることがわかる． 
 
図 4.12：HighSpeed TCP の RTT
 
図 4.12からシーケンス番号が 15000000Byte付近のデータ送信から 5秒間の
RTT が経過していることがわかる．図 4.11 からおおよそ通信開始 17 秒後から
RTTが 5秒以上経過したと考えられる．また，シーケンス番号が 13000000Byte
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あたりのデータ送信から徐々に RTTが増加していることがわかる． 
 
図 4.13：HighSpeed TCP の輻輳ウィンドウ
 
図 4.13からスロースタートフェーズで 250 まで値が増加し，その後，輻輳回
避フェーズに移行している．輻輳ウィンドウサイズが350付近まで増加した後，
タイムアウトが行われている．スロースタートフェーズで輻輳ウィンドウサイ
ズが200付近まで増加し，その後輻輳回避フェーズに入っていることがわかる．
図 4.14～4.13に CUBIC TCPの測定結果を示す． 
 
図 4.14：CUBIC TCPの送信シーケンス番号
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図 4.14 の結果からおおよそ通信開始 17 秒からデータの送信が行われていな
いことがわかる．よって，エミュレータによる遅延が発生していることがわか
る． 
 
図 4.15：CUBIC TCPの RTT
図 4.15 からシーケンス番号が 15MB 付近から 5 秒間の RTTが経過している
ことがわかる．図 4.14からおおよそ通信開始 17秒後から 5秒間の RTTが経過
していることがわかる．また，シーケンス番号が 13MBから徐々に RTTが増加
していることがわかる． 
 
図 4.16：CUBIC TCPの輻輳ウィンドウサイズ 
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図 4.16から通信開始から 200までスロースタートによって輻輳ウィンドウサ
イズが増加していることがわかる．その後は輻輳回避フェーズによって，輻輳
ウィンドウが増加している．開始 15秒後まで輻輳ウィンドウサイズが 800とな
り，急激に値が増加していることがわかる．開始 15秒後にタイムアウトが発生
し，その後のウィンドウサイズはおよそ 500 までスロースタートによって増加
している．500 に達してからの値の増加は 800 に近づくほど，緩やかの増加に
なっている．これらの輻輳ウィンドウサイズの変化の要因は，2.2.5節で述べた
ように，CUBICでは，輻輳が起こる直前の値(約 800)をWmaxとして，輻輳ウ
ィンドウの増加幅を計算しているためである． 
次に，各 TCP輻輳制御アルゴリズムの比較を行う．図 4.17に各 TCP輻輳制
御アルゴリズムの送信シーケンス番号を示す． 
 
 
図 4.17：送信シーケンス番号 
 
NewRenoが5つのアルゴリズムのなかで，最も送信量が少ないことがわかる．
また，NewRenoはタイムアウト後のシーケンス番号の増加数が他の輻輳制御ア
ルゴリズムと比べて低い値となっていることがわかる．Westwood+はタイムア
ウトが発生する前は最も送信量が少ないが，タイムアウト後のシーケンス番号
の増加はNewRenoよりも高い値となっている．また，CUBIC，Illinoisの送信
シーケンス番号はほぼ同じように変化していることがわかる． 
図 4.18に各 TCP輻輳制御アルゴリズムの輻輳ウィンドウサイズを示す． 
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 図 4.18：輻輳ウィンドウサイズ 
 
図 4.18 から Illinois のスロースタートの輻輳ウィンドウの増加幅は他のアル
ゴリズムと比べて高い値となっていることがわかる．タイムアウト直前の輻輳
ウィンドウのサイズは CUBICが最も高いことがわかる．タイムアウト後の輻輳
ウィンドウはWestwood+が最も速く，高い輻輳ウィンドウサイズに達している
ことがわかる．NewRenoのタイムアウト後の輻輳ウィンドウの増加幅は他の輻
輳制御アルゴリズムに比べ，とても低いことがわかる．また，Westwood+と
CUBICの輻輳ウィンドウサイズが 800手前で変化しない原因は，受信側から広
告ウィンドウによって制限されているためであると考えられる． 
図 4.19，4.20 にそれぞれ，各アルゴリズムの平均スループットとデータ転送
量を示す． 
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図 4.19：平均スループット 
 
 
図 4.20：データ転送量 
 
 図 4.19，20から CUBICの平均スループットおよび，データ転送量が最も高
い値を示していることがわかる．CUBIC，Illinoisの平均スループットは 7Mbps
を超える値となった．NewRenoは平均スループットおよびデータ転送量が他の
輻輳制御アルゴリズムと比較し，最も低い値を示していることがわかった． 
 よって，遅延エミュレータによる評価では，CUBIC，Illinoisが高いパフォー
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マンスであることがわかった．しかし，遅延変動が激しい実際のネットワーク
環境では，TCP通信の状況が大きく変化するものと考えられる． 
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5  LTEネットワークでのハンドオフ実験 
 
 この章では，4章で行った，遅延エミュレータの結果の評価結果の検証と実際
の LTEネットワークにおけるハンドオフ時の状況を評価することを目的とした．
KDDI の LTE ネットワーク上でハンドオフが行われた場合の各 TCP 輻輳制御
アルゴリズムの有効性について評価を行う．5.1節では，実験環境と設定につい
て説明する．5.2 節では，各 TCP 輻輳制御アルゴリズムの測定結果について説
明する． 
 
 
5.1  実験環境と設定 
 
 図 5.1のような実験環境で，スマートフォンとして，KDDI社から販売されて
いる iPhone5 を使用し，サーバから 30MB の FTP のダウンロード通信を行っ
た． 
 
 
図 5.1：実験環境 
 
表 5.1に実験条件を示す． 
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表 5.1：実験条件 
FTPサー
バ 
CPU Intel(R) Core(TM) i7-3770 CPU 
3.40GHz 
 メモリ 8GB 
 ネットワークインターフ
ェイスカード 
Intel Corporation 82579LM Gigabit 
Network Connection 
 OS Ubuntu 12.04 
 Linux Kernel 3.2.0 
 ftpサーバ vsftpd 2.3.5 
 転送データサイズ 30MB 
 パケットキャプチャ tcpdump 
 輻輳ウィンドウの取得 tcpprobe 
iPhone5 OS iOS 6.1.4 
 ftpクライアント FTP Client Pro 
 周波数帯 2.1GHz 
 
FTPサーバには vsftpdを使用した．ftpクライアントアプリケーションには．
FTP Client Pro[19]を使用した． 
実験時間は 2013 年 12 月 29 日の 13 時~16時である．実験場所は JR 山手線
の新宿駅から代々木駅の間，および代々木から新宿駅の間である．測定方法は，
電車が動き出した時点でサーバから iPhone5へFTPダウンロード通信を開始さ
せ，その通信状況を FTP サーバにて tcpdump を実行し，パケットキャプチャ
を行った．なお，電車が静止した時点で iPhone5 のダウンロード通信を停止さ
せた．よって，送信したデータ量は 30MB 以下の値となる．輻輳ウィンドウサ
イズの取得には tcpprobeを用いた． 
 表 5.2に本章で評価を行う TCP輻輳制御アルゴリズムを示す．本実験にて評
価を行うアルゴリズムは 4章で評価したアルゴリズムと同一である． 
表 5.2：輻輳制御アルゴリズム 
輻輳制御アルゴリズム 方式 
NewReno Loss-based 
Westwood+ Delay-based 
Illinois Hybrid 
HighSpeed Loss-based 
CUBIC Loss-based 
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5.2  各 TCP 輻輳制御アルゴリズムの測定結果 
 
 5.2 節では，送信側である FTP サーバで取得したキャプチャデータを解析し
た結果を示す．5.2.1 節では代々木駅～新宿駅での測定結果を示す，5.2.2 節で
は新宿駅～代々木駅での測定結果を示す． 
 
 
5.2.1  代々木駅～新宿駅における測定結果 
 
5.2.1節では，代々木駅～新宿駅間での測定結果を示す． 
図 5.2～5.4に TCP NewRenoの測定結果を示す． 
 
 
図 5.2：TCP NewReno の RTT 
 
 図 5.2から 2箇所で 5秒以上の RTTが経過していることがわかる．シーケン
ス番号が 1000000Byte までは RTT が 1 秒未満となっている．シーケンス番号
が 1100000Byte付近の RTTの変化は 3章で測定された RTTと同じように変化
していることがわかる．18000000Byte 付近の RTTは多くのパケットの遅延が
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発生しているため，電波状況の悪化のためであると考えられる． 
 
図 5.3：TCP NewReno の送信シーケンス番号 
 
 図 5.3から約 20秒でシーケンス番号の増加幅が小さくなっていることがわか
る．また，約 50秒付近でデータの送信間隔が広がっていることがわかる．開始
約 20秒から 50秒付近のシーケンス番号は緩やかに増加していることがわかる．
これは図 5.2から 11000000Byteから 18000000Byteの RTTの値が高い値とな
っているためと考えられる． 
 
図 5.4：TCP NewReno の輻輳ウィンドウサイズ 
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図 5.4で取得された，輻輳ウィンドウサイズはタイムアウトが発生する直前ま
でであることがわかる．輻輳ウィンウドサイズは 180 まで増加し，その後輻輳
回避フェーズに移行していると考えられる． 
図 5.5～5.7にWestwood+の実験結果を示す． 
 
 
図 5.5：TCP Westwood+の RTT 
 
 図 5.5から 2箇所で RTTの増加が高くなっていることがわかる．シーケンス
番号が 16000000Byte付近のデータ送信では約 4秒間のRTTが経過しているこ
とがわかる．また，20000000Byte 付近では 12 秒間の RTT が経過しているこ
とがわかる． 
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図 5.6：TCP Westwood+の送信シーケンス番号 
図 5.6からおおよそ通信開始 30秒後からデータ送信が行われていないことが
わかる．これは，図 5.5から RTTが 4秒経過した箇所であることがわかる．ま
た，通信開始 65秒付近では送信間隔に広がりがあることがわかる．図 5.5から
RTTが 12秒程度経過した箇所だとわかる． 
 
図 5.7：TCP Westwood+の輻輳ウィンドウサイズ 
図 5.7から，おおよそ通信開始 40秒後からタイムアウトが発生していること
がわかる．通信開始から約 40秒後に輻輳ウィンドウが急増していることがわか
る．これは，RTT 低い値となったため，帯域推定値が高くなり輻輳ウィンドウ
の増加係数が高くなったためであると考えられる．図 5.8～5.9 に Illinois の実
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験結果を示す． 
 
図 5.8：TCP Illinoisの RTT 
図 5.8から，シーケンス番号が 20000000Byteのデータ送信から RTTが増加
していることがわかる．RTTは最大で約 25 秒経過していることがわかる． 
 
図 5.９：TCP Illinois の送信シーケンス番号 
 
 図 5.9から通信開始およそ 40秒からデータの送信が行われていないことがわ
かる．図 5.8 から 23000000Byte のデータ送信付近から RTT が 25 秒程度経過
しており，この遅延によって送信が長時間行われていないことがわかる． 
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 図 5.11に TCP Illinoisの輻輳ウィンドウサイズを示す． 
 
図 5.10：TCP Illinois の輻輳ウィンドウサイズ 
 図5.10からスロースタートフェーズから輻輳ウィンドウが増加していき，350
からウィンドウサイズが一定であることがわかる．これは，RTT が増加しため
に輻輳ウィンドウの増加を抑えているためと考えられる．その後，400程度輻輳
ウィンドウが増加していることがわかる．開始 40秒タイムアウトが発生し，ウ
ィンドウが減少後，再び 400程度まで増加していることがわかる． 
図 5.11～13にHighSpeed TCPの測定結果を示す．  
 
図 5.11：HighSpeed TCP の RTT 
図 5.11からシーケンス番号が 7000000Byte付近と 12000000Byte付近で約 5
秒間の RTTが経過していることがわかる．また，シーケンス番号 14000000Byte
付近では，RTTが 20秒以上経過していることがわかる． 
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図 5.12：HighSpeed TCP の送信シーケンス番号 
 
 通信開始 10 秒後から，シーケンス番号が緩やかに増加している．図 5.11 か
らシーケンス番号が 7000000Byte から RTT が増加しているため，シーケンス
番号の増加量が少なくなっていると考えられる． 
 
図 5.13：HighSpeed TCP の輻輳ウィンドウサイズ 
 
 図 5.13からスロースタートで輻輳ウィンドウが 350付近まで増加しているこ
とがわかる．その後輻輳ウィンドウサイズが増加していないことがわかる．こ
の結果から，Linuxに実装されているHighSpeedは 350付近まで輻輳ウィンド
ウの値が増加すると，それ以上輻輳ウィンドウを増加させないようにしている
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と考えられる．4章で行ったHighSpeedの輻輳ウィンドウサイズも 350付近で
輻輳ウィンドウが頭打ちとなっていることがわかる． 
図 5.14～16に CUBIC TCPの測定結果を示す．  
 
図 5.14：CUBIC TCPの RTT 
図 5.14 からシーケンス番号が 18000000Byte から RTT の値が増加している
ことがわかる．18000000Byte 付近で 8 秒ほどの RTT が経過しており，
22000000Byte付近では 20秒以上の RTTが経過していることがわかる． 
 
図 5.15：CUBIC TCPの送信シーケンス番号 
 
 図 5.15 から通信開始 20 秒付近でシーケンス番号の増加量が少なくなってい
ることがわかる．5.14図 14からシーケンス番号が 18000000Byte付近からRTT
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が増加していることから，シーケンス番号の増加量が小さくなったと考えられ
る．また，おおよそ 50秒付近からシーケンス番号の送信間隔が大幅に広がって
いることがわかる．図 5.14から RTTが 20秒以上経過しているためだと考えら
れる． 
 
図 5.16：CUBIC TCPの輻輳ウィンドウサイズ 
 
図 5.16からタイムアウト再送される直前までの輻輳ウィンドウサイズが取得
されていることがわかる．図 5.16からタイムアウト直前までは同じウィンドウ
サイズを維持していることがわかる．このことから，受信端末(iPhone5)側の広
告ウィンドウによって輻輳ウィンドウサイズが制限されていると考えられる． 
次に，各 TCP 輻輳制御アルゴリズムの比較を行う．図 5.17 に送信シーケン
ス番号の比較結果を示す． 
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図 5.17：送信シーケンス番号 
 
 図 5.17 から Illinois が最もデータの転送量が多くなっていることがわかる．
CUBIC，Illinois では，通信が開始されて 20 秒後には送信シーケンス番号が
20000000Byte に達していることがわかる．また，HighSpeed の送信シーケン
ス番号が最も低い値となっていることがわかる． 
図 5.18に輻輳ウィンドウサイズの比較結果を示す． 
 
 
図 5.18：輻輳ウィンドウサイズ 
 
 輻輳ウィンドウサイズは CUBIC，Illinois が 400 まで増加しており，他のア
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ルゴリズムと比べて高い値となっている．Westwood+では，タイムアウト後の
ウィンドウサイズがCUBIC，Illinoisに近い値まで増加していることがわかる． 
図 5.19に平均スループットの比較結果を示す． 
 
図 5.19：平均スループット 
 図 5.19 から，平均スループットは Illinois が最も高い値となっている．次い
で CUBIC のスループットが約 2.5Mbps となっている．これら 2 つのアルゴリ
ズムは，高いウィンドウサイズで長時間通信を行うことができたためと考えら
れる．HighSpeed が最もスループットが低い値となっているが，タイムアウト
後にデータの送信を行うことが出来なかったためであると考えられる． 
 
図 5.20：データ転送量 
図 5.20から Illinois，CUBIC，Westwood+の送信量は 20MBを超えているこ
とがわかる．また，データ転送量は Illinoisが最も多くなっていることがわかる． 
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5.2.2  新宿駅～代々木駅における測定結果 
 
5.2.2節では，新宿駅から代々木駅間の実験結果を示す． 
図 5.21～23に新宿駅から代々木駅間での TCP NewRenoの測定結果を示す．  
 
図 5.21：TCP NewRenoの RTT 
図 5.21 からシーケンス番号が 500000Byte 付近のデータ送信からおよそ 25
秒程度の RTT が経過していることがわかる．約 1000000Byte 以降のデータ送
信では RTTが 1秒以下となっていることがわかる． 
 
． 
図 5.22：TCP NewReno の送信シーケンス番号 
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図 5.22から通信開始 5秒後から送信間隔が大幅に広がっていることがわかる．
この結果から新宿駅を出た直後に電波状態が悪くなっていると考えられる．ま
た，通信開始 45秒後から徐々にシーケンス番号が増加しており，帯域が広くな
っていると考えられる． 
 
図 5.23：TCP NewReno の輻輳ウィンドウサイズ 
図 5.23 から輻輳ウィンドウの値が 80 までスロースタートで増加し，その後タ
イムアウトが発生していると考えらる．タイアウトからスロースタートフェー
ズで 40まで増加し，その輻輳回避フェーズに入っていることがわかる． 
図 5.24～26に TCP Westwood+の測定結果を示す． 
 
 
図 5.24：Westwood+の RTT 
 図 5.24からシーケンス番号がおよそ 1000000Byte以降のデータ送信から
RTTの値が増加していることがわかる．シーケンス番号が 5000000Byte以降の
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データ送信では，RTTの値がほぼ 0.5秒未満となっている． 
  
 
図 5.25：Westwood+の送信シーケンス番号 
 
 図 5.25から通信開始およそ 5秒後からのシーケンス番号の増加幅が低くなっ
ていることがわかる．また，通信開始から 60秒後は，シーケンス番号の増加幅
が高くなっていることがわかる．図 5.24からその時刻に対応するシーケンス番
号である 10000000Byte以降の RTTは低い値となっていることがわかる． 
 
図 5.26：Westwood+の輻輳ウィンドウサイズ 
 
図 5.26 からスロースタートフェーズで，160 付近まで輻輳ウィンドウが増加
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していることがわかる．その後は，RTT が長いため，輻輳ウィンドウサイズを
増加していないと考えられる．通信開始約 30秒でタイムアウトが起こり，その
後輻輳ウィンドウの増加幅が小さくなっていることがわかる．これはタイムア
ウトが発生する以前の RTTが長時間であったため，帯域推定値が小さく見積も
られ，輻輳ウィンドウの増加係数が小さくなったためだと考えられる． 
図 5.27～29に TCP Illinoisの測定結果を示す 
 
図 5.27：TCP Illinois の RTT 
 図 5.27 からデータの送り始めから高い RTT が経過していることがわかる．
また，全体的には RTTが低い値となっていることがわかる． 
 
図 5.28：TCP Illinois の送信シーケンス番号 
 
図 5.28から開始 65秒までは，データの送信量が非常に少ないことがわかる．
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このことから電波が繋がりにくく，通信状態が悪化していたためであると考え
られる．また，約 65秒後は，送信シーケンス番号が急激に増加していることが
わかる．これは，図 5.27から RTTの値が低い値となっているためであると考
えられる． 
 
図 5.29：TCP Illinois の輻輳ウィンドウサイズ 
 図 5.29 から illinois の輻輳ウィンドウはスロースタートフェーズでタイムア
ウトが発生していることがわかる．通信開始およそ 60秒後の輻輳ウィンドウは
200程度まで増加していることがわかる． 
図 5.30～図 5.32にHighSpeed TCPの測定結果を示す．  
 
図 5.30：HighSpeed TCP の RTT 
  図 5.30から通信開始直後から RTTが増加していることがわかる．また，RTT
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の値は最大で 50秒以上経過していることがわかる． 
 
図 5.31：HighSpeed TCP の送信シーケンス番号 
  図 5.31 から通信開始 10 秒後から送信間隔が大幅に広がっていることがわ
かる．これは，図 5.30より 50秒以上の RTTの増加によるものであることがわ
かる．開始 60秒後からはシーケンス番号の増加幅が大きいことがわかる． 
 
図 5.32：HighSpeed TCP の輻輳ウィンドウサイズ 
おおよそ通信開始 10 でウィンドウサイズが 140 まで増加し，おおよそ開始
60 秒でスロースタートし，ウィンドウサイズ 70 付近から輻輳回避フェーズに
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入ったと考えられる． 
図 5.33～35に CUBIC TCPの通信結果を示す．  
 
図 5.33：CUBIC TCPの RTT 
 図 5.33 からシーケンス番号が図 1MB 付近から 20 秒以上の RTTが経過して
いることがわかる．また，シーケンス番号が 1MB 以降では，RTT の値が 1 秒
未満となっていることがわかる． 
 
図 5.34：CUBIC TCPの送信シーケンス番号 
 図 5.34から通信開始約 15秒後からシーケンス番号の送信間隔が 15秒間にわ
たり大幅に広がっていることがわかる．また，送信開始 65秒付近から送信シー
ケンス番号の増加幅が大きくなっていることがわかる．これは，図 3.3からシー
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ケンス番号が 10MByte 以降のデータ送信の RTT が低下しているためと考えら
れる． 
 
図 5.35：CUBIC TCPの輻輳ウィンドウサイズ 
  
図 5.35 から通信を開始してからおよそ 10 秒間で輻輳ウィンドウが 150 付近
まで増加していることがわかる．通信開始およそ 90秒から輻輳ウィンドウサイ
ズの増加はタイムアウト直前まで増加した輻輳ウィンドウサイズ(およそ 150)
に素早く到達していることがわかる．さらに CUBICは輻輳ウィドウサイズを増
加させていき，約 40秒間で 400まで輻輳ウィンドウの値が増加していることが
わかる． 
次に各 TCP 輻輳制御アルゴリズムの比較を行う．図 5.36 に各アルゴリズム
の送信シーケンス番号の比較結果を示す． 
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図 5.36：送信シーケンス番号 
 
図 5.36 の CUBIC のシーケンス番号の値が最も高いことがわかる．Illinois，
HighSpeed のシーケンス番号は通信開始 60 秒後からシーケンス番号が増加し
ているため，送信シーケンス番号は低い値となっていることがわかる． 
図 5.37に各アルゴリズムの輻輳ウィンドウの比較結果を示す． 
 
 
図 5.37：輻輳ウィンドウサイズ 
 図5.37からCUBICの輻輳ウィンドウサイズが他のアルゴリズムと比較して，
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最も高い値となっていることがわかる．Westwood+では，タイムアウト発生前
は，輻輳ウィンドウが一定であることから，帯域の狭いネットワークの状態で
は，高いパフォーマンスを発揮するものと考えられる．図 2.38に各アルゴリズ
ムの平均スループットを示す． 
 
 
図 5.38：平均スループット 
 
 図 5.38 から CUBIC の平均スループットが最も高い値となっている．また，
NewReno，Westwood+の平均スループットは約 1.5Mbps となっている．
NewRenoの輻輳ウィンドウはタイムアウト後にWestwoodよりも高い輻輳ウィ
ンドウサイズでデータ送信が行われていたため，結果的にWestwood+と同様な
平均スループットの値になったのではないかと考えられる． 
 
 
図 5.39：データ転送量 
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 図 5.39からCUBICのデータ転送量が最も高く 20MBに達している．Illinois，
HighSpeedは，シーケンス番号の増加が他のアルゴリズムよりも遅い時間であ
ったため，データ送信量は低い値となったと考えられる． 
 実験結果から，代々木駅～新宿駅間は電車が発車した直後は通信状態が安
定しているが，新宿駅に近づくと通信状況が悪くなっていることがわかった．
そのため，通信開始からおおよそ 30秒間はどの輻輳制御アルゴリズムも正常に
通信が行われていると考えられる．その間に，輻輳ウィンドウを積極的に増加
させた CUBIC，Illinoisが結果として高いスループットを示した．新宿～代々
木駅間は電車が発車した直後から通信状況が悪く，長時間の間通信が行えない
状態が続いたため，通信状況が各輻輳制御アルゴリズムにおいて異なる結果と
なった．しかし，Illinoisは通信可能な状態になると，短期間で輻輳ウィンドウ
が急増している．そのため，HighSpeedよりも高い伝送量を示したことがわか
った．よって，LTEネットワークでは，タイムアウト再送後からより素早く輻
輳ウィンドウを増加させる方式が有効であると考えられる． 
 本章の実験において，通信状況が悪化した原因はハンドオフ以外にも，建物
の影響により電波が劣化した場合や混雑により基地局が提供可能なユーザ収容
数を上回った可能性が考えられる．したがって，実際のネットワーク上で，各
輻輳制御アルゴリズムを同一な通信環境で評価することが極めて困難であるこ
とがわかった． 
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6.1  まとめ 
 
 本論文では，次世代の移動通信ネットワークである LTEネットワーク上での
ハンドオフに着目し，現在提案されている，TCP輻輳制御アルゴリズムを LTE
上で分析した． 
 まず，LTEネットワーク上でのハンドオフによる遅延がどの程度か，JR山手
線による移動により調査を行った．実験結果からハンドオフ直前では徐々に遅
延が増加していき，ハンドオフ動作による RTTは 5秒から 6秒程度であること
がわかった． 
 次に，LTE ネットワークにおけるハンドオフの環境を計算機上で実現するこ
とを目的として，ハンドオフにおける遅延を模擬する遅延エミュレータの実装
をおこなった．これを用いて各 TCP アルゴリズムの評価を行った．その結果，
CUBIC，Illinoisが高いスループットを示した． 
 さらに，エミュレータにおける評価結果の検証と実際の LTEネットワークに
おけるハンドオフ時の状況を評価するため，KDDIの LTEネットワークを利用
し，JR 山手線の車内で iPhone5 を用いて FTP 通信のダウンロード実験を行っ
た．実際の LTEネットワーク環境では，CUBICが高いスループットを示した． 
 これらから，ハンドオフ時の LTE 網での TCP 高速化のためには，積極的な
cwndの増加を行う方式が有効であると考えられる． 
 
 
6.2  今後の課題 
 
 本研究で扱っていない TCP輻輳制御アルゴリズムが存在するため，これらの
輻輳制御アルゴリズムについても分析していく必要がある．また，各 TCP輻輳
アルゴリズムが輻輳ウィンドウの増減がどのような要因で変化しているのか，
より深く分析する必要がある． 
 本研究の実験結果から，タイムアウト時における輻輳ウィンドウサイズの増
加方法について，深く検討することでよりハンドオフに耐性のある TCPが提案
できるのではないかと考える． 
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