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Abstract
New explicit conditions of exponential stability are obtained for the nonautonomous equation with
several delays
y˙(t)+
l∑
k=1
ak(t)y
(
hk(t)
)= 0
by the following method: several delays in the left-hand side are chosen and the solution is estimated
using an auxiliary ordinary differential equation
y˙(t)+
∑
k∈I
ak(t)y(t) = 0,
where I ∈ {1,2, . . . , l} is the chosen set of indices.
These results are applied to analyze the stability of the nonlinear equation
x˙(t)+
l∑
k=1
ak(t)x
(
hk(t)
)= f (t, x(t), x(g1(t)), . . . , x(gm(t)))
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392 L. Berezansky, E. Braverman / J. Math. Anal. Appl. 314 (2006) 391–411by the first approximation. It is to be noted that coefficients and delays are not assumed to be contin-
uous functions.
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1. Introduction
Explicit local stability conditions are known for most nonlinear delay differential equa-
tions of mathematical biology. They are based on linearized stability theorems or stability
by “the first approximation” (see monographs [1–3]). All these results are obtained under
the assumption that coefficients and delays in these equations are continuous functions.
We will obtain here stability results for nonautonomous equations of Caratheodory’s type:
coefficients and delays are measurable functions and solutions are absolutely continuous
functions.
There are at least two reasons to consider such equations. The first one is applications,
where equations with noncontinuous delays and/or coefficients arise (see the recent paper
[4] for the discussion on the problem). The second one is related to methods applied for
investigation of functional and functional differential equations. In particular, in [5,6] it
was demonstrated that the study of oscillation or stability of linear difference equations
and linear delay impulsive equations can be reduced to oscillation or stability of specially
constructed linear delay differential equations with noncontinuous parameters.
To apply linearized stability results it is necessary to know explicit exponential stability
conditions for linear differential equations with one or several delays. For equations with
continuous parameters such results are known [3,7–11] and are usually formulated for
uniform asymptotic stability. However, for linear equations uniform asymptotic stability
implies exponential stability under rather natural assumptions [8].
Stability of linear differential equations with measurable parameters has not been in-
vestigated until recently. Some interesting results for equations with piecewise continuous
parameters were obtained in [12,13]. General stability results for equations with measur-
able parameters were obtained by Corduneanu [14]. To obtain explicit stability results for
such equations a new method was proposed in [15]. This method is based on the appli-
cation of Bohl–Perron theorem, which is well known for ordinary differential equations
and was extended to a general class of functional differential equations in [16] (see also
the recent monograph [17]). Several interesting results were obtained using this method in
[18–20]. A review of explicit stability results obtained by this method can be found in [21].
The paper is organized as follows.
Section 2 contains some definitions and auxiliary results. In Section 3 on the base of
the Bohl–Perron theorem we obtain new explicit stability conditions for linear differential
equations with several delays. We also propose a new approach of reducing the stability
problem for an equation with several delays to a specially constructed equation with a
single delay. It is interesting to note that the delay in this equation is only a measurable
function, not necessarily continuous, even if the parameters of the original equation are
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with measurable parameters.
Section 4 deals with stability by the first approximation for equations of Caratheodory’s
type. For the proof we employ the idea of the proof of Theorem 12.1 from [1]. A differ-
ent technique based on a fixed point theorem was applied in [22] for a nonlinear neutral
differential equation.
In Section 5 we apply the results obtained in previous sections to study local asymptotic
stability of the Mackey–Glass equation with nonconstant coefficients and delays and for
the delay logistic equation with a harvesting term.
2. Preliminaries
Let us consider a scalar quasilinear delay differential equation
x˙(t)+
l∑
k=1
ak(t)x
(
hk(t)
)= f (t, x(t), x(g1(t)), . . . , x(gm(t))), t  0, (1)
with the initial function and the initial value
x(t) = ϕ(t), t < 0, x(0) = x0, (2)
under the following conditions:
(a1) f (t, u0, u1, . . . , um) satisfies Caratheodory conditions: it is Lebesgue measurable in
the first argument and continuous in other arguments, f (t,0, . . . ,0) = 0;
(a2) ak(t) are Lebesgue measurable essentially bounded on [0,∞) functions;
(a3) hk(t), gl(t) are Lebesgue measurable functions,
hk(t) t, gl(t) t, sup
t0
[
t − hk(t)
]
< ∞, sup
t0
[
t − gl(t)
]
< ∞;
(a4) ϕ : (−∞,0) → R is a Borel measurable bounded function.
Consider also a linear delay differential equation
y˙(t)+
l∑
k=1
ak(t)y
(
hk(t)
)= f (t), (3)
where f (t) is a Lebesgue measurable function.
Definition. A locally absolutely continuous function x :R → R is called a solution of
problem (1), (2), ((3), (2)) if it satisfies Eq. (1) (respectively (3)) for almost all t ∈ [0,∞)
and equalities (2) for t  0.
We will assume that the initial value problem (1), (2) ((3), (2)) has a unique global
solution x(t) (y(t)), t  0.
Below we present a solution representation formula for linear equation (3) which will
be used in the proof of the main results.
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y˙(t)+
l∑
k=1
ak(t)y
(
hl(t)
)= 0, t  s,
y(t) = 0, t < s, y(s) = 1,
is called the fundamental function of (3).
Lemma 1 [8,23]. Suppose conditions (a2)–(a4) hold. Then the solution of (3), (2) has the
following representation:
y(t) = X(t,0)x0 −
t∫
0
X(t, s)
l∑
k=1
ak(s)ϕ
(
hk(s)
)
ds +
t∫
0
X(t, s)f (s) ds, (4)
where ϕ(t) = 0, t  0.
For linear delay differential equations we need the following definition.
Definition. Eqution (3) is (uniformly) exponentially stable, if there exist K > 0, λ > 0,
such that the fundamental function X(t, s) of (3) has the estimate∣∣X(t, s)∣∣K e−λ(t−s), t  s  0. (5)
For linear equation (3) with bounded delays this definition is equivalent to the usual
one [8]. Under our assumptions the exponential stability does not depend on values of
parameters of the equation on any finite interval. Thus all our conditions should be satisfied
only for sufficiently large t .
Let us introduce some functional spaces on a halfline. Denote by L∞ the space of all
essentially bounded on [0,∞) functions with the essential supremum norm
‖y‖L∞ = ess sup
t0
∣∣y(t)∣∣,
by C—the space of all continuous bounded on [0,∞) functions with the sup-norm, by
C0—the subspace of C of the functions y(t) such that y(0) = 0.
Together with Eq. (3) we consider an auxiliary equation
y˙(t)+
n∑
i=1
bk(t)y
(
gk(t)
)= f (t), (6)
where for parameters of (6) conditions (a2)–(a4) hold.
Denote by X0(t, s) the fundamental function of Eq. (6) and consider the following linear
equations and linear operators:
(Ly)(t) := y˙(t)+
l∑
ak(t)y
(
hk(t)
)= f (t), y(t) = 0, t  0, (7)
k=1
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n∑
i=1
bk(t)y
(
gk(t)
)= f (t), y(t) = 0, t  0, (8)
(L−1f )(t) :=
t∫
0
X(t, s)f (s) ds, (L−10 f )(t) :=
t∫
0
X0(t, s)f (s) ds. (9)
Lemma 2 [16,21]. Suppose for any f ∈ L∞ the solution of (7) belongs to C. Then Eq. (3)
is exponentially stable.
Lemma 3 [16,21]. Suppose auxiliary Eq. (8) is exponentially stable and operator L−10 L
acts in the space C0 and has the inverse operator which is bounded. Then Eq. (3) is expo-
nentially stable.
Remark. If∥∥I −L−10 L∥∥C→C < 1, (10)
where I is the identity operator, then the inverse operator L−10 L :C0 → C0 exists and is
bounded.
3. Stability of linear delay equations
Consider now the homogeneous Eq. (3):
y˙(t)+
l∑
k=1
ak(t)y
(
hk(t)
)= 0, (11)
where for parameters of Eq. (11) conditions (a2)–(a4) hold.
Theorem 1. Suppose there exist a set of indices I ⊂ {1,2, . . . , l} and numbers α > 0,
1 > γ > 0, such that∑
k∈I
ak(t) α > 0,
∑
k∈I
∣∣ak(t)∣∣
t∫
hk(t)
l∑
i=1
∣∣ai(s)∣∣ds +∑
k∈J
∣∣ak(t)∣∣ γ ∑
k∈I
ak(t) (12)
for sufficiently large t > 0, where J = {1, . . . , l} \ I .
Then Eq. (11) is exponentially stable.
Proof. Let us rewrite Eq. (11) in the form
y˙(t)+
∑
k∈I
ak(t)y(t) = −
∑
k∈I
ak(t)
t∫
y˙(s) ds −
∑
k∈J
ak(t)y
(
hk(t)
)
.hk(t)
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y˙(t)+
∑
k∈I
ak(t)y(t) =
∑
k∈I
ak(t)
t∫
hk(t)
l∑
i=1
ai(s)y
(
hi(s)
)
ds −
∑
k∈J
ak(t)y
(
hk(t)
)
.
Consider the following linear operators:
(Ly)(t) := y˙(t)+
∑
k∈I
ak(t)y(t)−
∑
k∈I
ak(t)
t∫
hk(t)
l∑
i=1
ai(s)y
(
hi(s)
)
ds
+
∑
k∈J
ak(t)y
(
hk(t)
)
,
(L0y)(t) := y˙(t)+
∑
k∈I
ak(t)y(t), (13)
(
L−10 f
)
(t) =
t∫
0
exp
{
−
t∫
s
∑
k∈I
ak(τ ) dτ
}
f (s) ds.
Obviously the auxiliary equation (8) with operator L0 as in (13) is exponentially stable.
We have∣∣(I −L−10 L)y(t)∣∣

t∫
0
exp
{
−
t∫
s
∑
k∈I
ak(τ ) dτ
}
×
[∑
k∈I
∣∣ak(s)∣∣
s∫
hk(s)
(
l∑
i=1
∣∣ai(ψ)∣∣∣∣y(hi(ψ))∣∣
)
dψ +
∑
k∈J
∣∣ak(s)∣∣∣∣y(hk(s))∣∣
]
ds

t∫
0
exp
{
−
t∫
s
∑
k∈I
ak(τ ) dτ
}
×
[∑
k∈I
∣∣ak(s)∣∣
s∫
hk(s)
l∑
i=1
∣∣ai(ψ)∣∣dψ +∑
k∈J
∣∣ak(s)∣∣
]
ds‖y‖C

t∫
0
exp
{
−
t∫
s
∑
k∈I
ak(τ ) dτ
}
γ
∑
k∈I
ak(s) ds‖y‖C  γ ‖y‖C.
Then ∥∥I −L−10 L∥∥C→C  γ < 1.
Lemma 3 implies that Eq. (11) is exponentially stable, which completes the proof. 
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ai(t) α,
∣∣ai(t)∣∣
t∫
hi(t)
l∑
k=1
∣∣ak(s)∣∣ds +∑
k =i
∣∣ak(t)∣∣ γ ai(t)
for sufficiently large t . Then Eq. (11) is exponentially stable.
Proof. It follows from Theorem 1 if we set I = {i}. 
Corollary 1.2. Suppose for Eq. (11) there exist α > 0, 1 > γ > 0, such that
l∑
k=1
ak(t) α,
l∑
k=1
∣∣ak(t)∣∣
t∫
hk(t)
l∑
i=1
∣∣ai(s)∣∣ds  γ l∑
k=1
ak(t)
for sufficiently large t . Then Eq. (11) is exponentially stable.
Proof. It follows from Theorem 1 if we set I = {1, . . . , l}. 
Now let us assume all coefficients are proportional. Such equations arise as a linear
approximation of nonlinear differential equations of mathematical biology with a constant
equilibrium. Then a straightforward computation leads to the following result.
Corollary 1.3. Suppose for Eq. (11)
ak(t) = Akr(t), k = 1, . . . , l, r(t) r0 > 0, (14)
there exists a set of indices I ⊂ {1,2, . . . , l}, such that
∑
k∈I
Ak > 0, lim sup
t→∞
∑
k∈I
|Ak|
t∫
hk(t)
r(s) ds <
∑
k∈I Ak −
∑
k∈J |Ak|∑l
k=1 |Ak|
, (15)
where J = {l, . . . , l} \ I . Then Eq. (11) is exponentially stable.
Consider now Eq. (11) for m = 2 and h1(t) = t :
y˙(t) = −a(t)y(t)− b(t)y(h(t)), (16)
where for parameters of (16) conditions (a2), (a3) hold.
Corollary 1.4. Suppose for Eq. (16) there exist α > 0, 1 > γ > 0, such that at least one of
the following conditions holds:
(1) a(t) α > 0,
∣∣b(t)∣∣ γ a(t);
(2) a(t)+ b(t) α > 0, ∣∣b(t)∣∣
t∫
h(t)
(∣∣a(s)∣∣+ ∣∣b(s)∣∣)ds < γ (a(t)+ b(t))
for sufficiently large t . Then Eq. (16) is exponentially stable.
398 L. Berezansky, E. Braverman / J. Math. Anal. Appl. 314 (2006) 391–411Corollary 1.5. Suppose for Eq. (16)
a(t) = Ar(t), b(t) = Br(t), r(t) r0 > 0,
and at least one of the following conditions holds:
(1) A > 0, |B| <A;
(2) A+B > 0, |B| lim sup
t→∞
t∫
h(t)
r(s) ds <
A+B
|A| + |B| ;
(3) A > 0, B > 0, B lim sup
t→∞
t∫
h(t)
r(s) ds < 1.
Then Eq. (16) is exponentially stable.
Consider now Eq. (11) for m = 3 and h1(t) = t :
y˙(t) = −a(t)y(t)− b(t)y(h(t))− c(t)y(g(t)); (17)
and Eq. (11) for m = 2:
y˙(t) = −b(t)y(h(t))− c(t)y(g(t)), (18)
where for parameters of (17), (18) conditions (a2)–(a3) hold.
Assuming I = ∅, I = {1,2}, I = {1}, I = {2}, respectively, we obtain the following
statement.
Corollary 1.6. Suppose for Eq. (17) there exist α > 0, 1 > γ > 0, such that at least one of
the following conditions holds:
(1) a(t) α > 0,
∣∣b(t)∣∣+ ∣∣c(t)∣∣ γ a(t);
(2) a(t)+ b(t)+ c(t) α > 0,
∣∣b(t)∣∣
t∫
h(t)
(∣∣a(s)∣∣+ ∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds
+ ∣∣c(t)∣∣
t∫
g(t)
(∣∣a(s)∣∣+ ∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds
 γ
(
a(t)+ b(t)+ c(t));
(3) a(t)+ b(t) α > 0,
∣∣b(t)∣∣
t∫
h(t)
(∣∣a(s)∣∣+ ∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds + ∣∣c(t)∣∣ γ (a(t)+ b(t));
(4) a(t)+ c(t) α > 0,
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t∫
g(t)
(∣∣a(s)∣∣+ ∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds + ∣∣b(t)∣∣ γ (a(t)+ c(t))
for sufficiently large t . Then Eq. (17) is exponentially stable.
Further, suppose for Eq. (18) there exist α > 0, 1 > γ > 0, such that at least one of the
following conditions holds:
(5) b(t)+ c(t) α > 0,
∣∣b(t)∣∣
t∫
h(t)
(∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds + ∣∣c(t)∣∣
t∫
g(t)
(∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds
 γ
(
b(t)+ c(t));
(6) b(t) α > 0,
∣∣b(t)∣∣
t∫
h(t)
(∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds + ∣∣c(t)∣∣ γ b(t);
(7) c(t) α > 0,
∣∣c(t)∣∣
t∫
g(t)
(∣∣b(s)∣∣+ ∣∣c(s)∣∣)ds + ∣∣b(t)∣∣ γ c(t)
for sufficiently large t . Then Eq. (18) is exponentially stable.
Remark. Equation (18) is an equation with two delays. To the best of our knowledge all
conditions of stability for such equations involve both delays. Our conditions (3) and (4)
depend on one delay only. Thus it is easy to compose an example of an equation with two
delays, where Corollary 1.6 gives stability conditions and other known results fail for this
equation.
Corollary 1.7. Suppose for Eq. (17)
a(t) = Ar(t), b(t) = Br(t), c(t) = Cr(t), r(t) r0 > 0,
and at least one of the following conditions hold:
(1) A > 0, |B| + |C| <A;
(2) A+B +C > 0,
|B| lim sup
t→∞
t∫
h(t)
r(s) ds + |C| lim sup
t→∞
t∫
g(t)
r(s) ds <
A+B +C
|A| + |B| + |C| ;
(3) A > 0, B > 0, C > 0, B lim sup
t→∞
t∫
h(t)
r(s) ds +C lim sup
t→∞
t∫
g(t)
r(s) ds < 1;
(4) A+B > 0, |B| lim sup
t→∞
t∫
r(s) ds <
A+B − |C|
|A| + |B| + |C| ;h(t)
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t→∞
t∫
g(t)
r(s) ds <
A+C − |B|
|A| + |B| + |C| .
Then Eq. (17) is exponentially stable.
Theorem 1 and its corollaries imply new explicit conditions of exponential stability for
autonomous differential equations with several delays, as well as a new justification for
known ones.
Consider the following autonomous equation:
x˙(t) = −
N∑
k=1
akx(t − hk), (19)
where hk > 0.
Corollaries 1.3, 1.1, 1.2, 1.7 imply Corollaries 1.8, 1.9, 1.10, 1.11, respectively.
Corollary 1.8. Suppose there exists a set of indices I ⊂ {1,2, . . . ,N}, such that
0 <
∑
k∈I
ak,
∑
k∈I
|ak|hk <
∑
k∈I |ak| −
∑
k∈J |ak|∑N
k=1 |ak|
,
where J = {1, . . . ,N} \ I .
Then Eq. (19) is exponentially stable.
Corollary 1.9. Suppose ai > 0 for some i ∈ {1, . . . ,N} and
∑
k =i
|ak| < ai
(
1 − hi
N∑
k=1
|ak|
)
.
Then Eq. (19) is exponentially stable.
Corollary 1.10. Suppose
0 <
N∑
k=1
ak and
N∑
k=1
|ak|hk <
∑N
k=1 ak∑N
k=1 |ak|
.
Then Eq. (19) is exponentially stable.
Consider now an autonomous equation with 2 delays and a nondelay term:
x˙(t) = −a0x(t)− a1x(t − h1)− a2x(t − h2), (20)
where h1 > 0, h2 > 0.
Corollary 1.11. Suppose at least one of the following conditions holds:
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(2) 0 < a0 + a1 + a2, |a1|h1 + |a2|h2 < a0 + a1 + a2|a0| + |a1| + |a2| ;
(3) 0 < a0 + a1, |a1|h1 < a0 + a1 − |a2||a0| + |a1| + |a2| ;
(4) 0 < a0 + a2, |a2|h2 < a0 + a2 − |a1||a0| + |a1| + |a2| .
Then Eq. (20) is exponentially stable.
Next, we consider another approach to obtain stability results for Eq. (3). We will need
two auxiliary results.
To formulate the first one consider the function
ω(σ) =
∞∫
0
∣∣Uσ (s)∣∣ds, 0 < σ < π2 ,
where Uσ (t) is the solution of the following initial value problem for the autonomous delay
equation
x˙(t)+ x(t − σ) = 0, x(t) = 0, t < 0, x(0) = 1.
In [12,19] properties of ω(σ) were obtained and its values were tabulated. In particular, it
was shown that
1.4 < sup
σω(σ)<1
(
σ + 1
ω(σ)
)
< 1.5.
Consider the equation with one delay term
y˙(t)+ a(t)y(h(t))= 0, (21)
where for parameters of Eq. (21) conditions (a2)–(a4) hold.
Lemma 4 [19]. Let
a(t) 0,
∞∫
0
a(t) dt = ∞, a(t) = 0 a.e. (22)
and
lim sup
t→∞
t∫
h(t)
a(s) ds < sup
σω(σ)<1
(
σ + 1
ω(σ)
)
. (23)
Then Eq. (21) is exponentially stable.
Remark. In [13] the result of Lemma 4 was obtained for Eq. (21) with a continuous func-
tion a(t) and a piecewise continuous function h(t).
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equation with several delays to an equation with a single delay.
Denote for linear Eq. (3)
h(t) = min
k
hk(t), H(t) = max
k
hk(t). (24)
Lemma 5. Suppose for Eq. (3) conditions (a2)–(a4) hold, and let f (t) ≡ 0, ak(t)  0,∑l
k=1 ak(t) = 0 almost everywhere. Suppose x(t) is a solution of Eq. (3). Then there exists
a function r(t), h(t) r(t)H(t), such that x(t) is a solution of the following equation
with a single delay:
x˙(t)+
(
l∑
k=1
ak(t)
)
x
(
r(t)
)= 0. (25)
Proof. We have
l∑
k=1
ak(t)x
(
hk(t)
)

l∑
k=1
ak(t)max
k
x
(
hk(t)
)

l∑
k=1
ak(t) max
h(t)tH(t)
x(t).
Similarly
l∑
k=1
ak(t)x
(
hk(t)
)

l∑
k=1
ak(t) max
h(t)tH(t)
x(t).
Hence
min
h(t)tH(t)
x(t)
∑l
k=1 ak(t)x(hk(t))∑l
k=1 ak(t)
 max
h(t)tH(t)
x(t).
Since x(t) is a continuous function there exists r(t), h(t) r(t)H(t), such that∑l
k=1 ak(t)x(hk(t))∑l
k=1 ak(t)
= x(r(t)).
Then x(t) is a solution of Eq. (25). 
Corollary. Suppose for Eq. (3) conditions (a2)–(a4) hold, ak(t)  0,
∑l
k=1 ak(t) = 0 al-
most everywhere. If for every r(t), h(t) r(t)H(t), Eq. (25) enjoys one of the following
properties:
– all solutions of the equation are oscillatory;
– there exists a nonoscillatory solution;
– the equation is stable (uniformly stable);
– the equation is asymptotically stable (uniformly asymptotically stable);
– the equation is exponentially stable;
then Eq. (3) enjoys the same property.
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of these parts apply the method of Lemma 5.
Theorem 2. Suppose for Eq. (3) conditions (a2)–(a4) hold, ∑lk=1 ak(t) = 0 a.e.,
ak(t) 0, a(t) :=
l∑
k=1
ak(t) 0,
∞∫
0
l∑
k=1
ak(t) dt = ∞, (26)
lim sup
t→∞
t∫
h(t)
a(s) ds < sup
σω(σ)<1
(
σ + 1
ω(σ)
)
, (27)
where h(t) is denoted by (24).
Then Eq. (3) is exponentially stable.
Proof. Suppose (27) holds. Then for any h(t) r(t) t
t∫
r(t)
l∑
k=1
ak(s) ds 
t∫
h(t)
l∑
k=1
ak(s) ds.
Lemmas 4 and 5 imply that (3) is exponentially stable. 
Remark. In [11] for Eq. (3) with continuous parameters the following result was obtained.
If
h1(t) h2(t) · · · , ak(t) 0, and
∞∫
0
l∑
k=1
ak(s) ds = ∞, lim sup
t→∞
t∫
h1(t)
l∑
k=1
ak(s) ds <
3
2
, (28)
then Eq. (3) is exponentially stable.
We have improved condition (28) and partially extended the result of [11] to equations
with measurable parameters.
4. Stability by the first approximation
To study stability of nonlinear delay differential equations with noncontinuous parame-
ters we apply stability definitions somewhat different from the usual ones (see, for example,
[8]), since we do not assume that ϕ(t0) = x(t0).
To this end we introduce (1), (2) with an arbitrary initial point
x˙(t)+
l∑
k=1
ak(t)x
(
hk(t)
)= f (t, x(t), x(g1(t)), . . . , x(gm(t))), t  t0, (29)
with the initial function and the initial value
x(t) = ϕ(t), t < t0, x(t0) = x0. (30)
404 L. Berezansky, E. Braverman / J. Math. Anal. Appl. 314 (2006) 391–411Definition. We will say that the zero solution of Eq. (1) is (locally) uniformly stable, if
for any 
 > 0 and t0  0 there exists δ >0 such that for any initial conditions |x(t0)| < δ0,
|ϕ(t)| < δ0, δ0  δ, for the solution x(t) of (29), (30) we have |x(t)| < 
, t  t0 and the
number δ does not depend on initial point t0.
The zero solution of Eq. (1) is (locally) uniformly asymptotically stable, if it is uniformly
stable and there exists δ > 0 such that for every η > 0, there is a t1(η) such that |x(t0)| < δ,
|ϕ(t)| < δ implies |x(t)| < η for t  t0 + t1(η).
Definitions of uniform stability and uniform asymptotic stability in the case when a
nonlinear equation has an equilibrium x0 other than zero are given similarly.
Theorem 3. Suppose conditions (a1)–(a4) hold, for any sufficiently small A > 0 there
exists B > 0, limA→0 B(A) = 0, such that inequalities |uk| < A, k = 1, . . . ,m, imply
|f (t, u0, u1, . . . , um)| B .
In addition, suppose that the linear equation (3) is exponentially stable with the esti-
mation (5) for its fundamental function X(t, s). Then the zero solution of Eq. (1) is locally
uniformly asymptotically stable.
Proof. Denote by x(t) the solution of (29) with initial conditions (30), by y(t) the solution
of linear equation (3) with the same initial conditions and f (t) ≡ 0,
mϕ = max
{
sup
t<0
∣∣ϕ(t)∣∣, |x0|}, a = sup
t0
l∑
k=1
∣∣ak(t)∣∣,
h = max
{
sup
t0
(
t − hk(t)
)}
.
Solution representation formula (4) implies
y(t) = X(t, t0)x0 −
t∫
t0
X(t, s)
l∑
k=1
ak(s)ϕ
(
hk(s)
)
ds,
where ϕ(hk(s)) = 0, if hk(s) > t0. Hence
∣∣y(t)∣∣< ∣∣X(t, t0)∣∣|x0| +
t∫
t0
∣∣X(t, s)∣∣ l∑
k=1
∣∣ak(s)∣∣∣∣ϕ(hk(s))∣∣ds
Ke−λ(t−t0)mϕ +Kamϕ
h∫
t0
e−λ(t−s) ds Mmϕe−λ(t−t0),
where M = K(1 + a(eλh−1)
λ
).
Hence for the solution of (3), (30) we have∣∣y(t)∣∣Mmϕe−λ(t−t0), t  t0, (31)
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generality we can assume M > 1.
Now we will prove that for the solution x(t) of the problem (29), (30) the following
estimation holds:∣∣x(t)∣∣ 2Mmϕe−λ(t−t0), t  t0, (32)
where λ0 is an arbitrary number, such that 0 < λ0 < λ, and mϕ is a sufficiently small
number. We fix here 0 < λ0 and will choose mϕ later.
There exists an interval [t0, t1], where inequality (32) holds.
Suppose now that (32) does not hold on [t0,∞). Then there exists t2 > t1 such that (32)
holds for t0  t  t2 and∣∣x(t2)∣∣= 2Mmϕe−λ0(t2−t0). (33)
Solution representation formula (4) implies for solution x(t) of the problem (29), (30):
x(t) = y(t)+
t∫
t0
X(t, s)f
(
s, x(s), x
(
g1(s)
)
, . . . , x
(
gm(s)
))
ds,
where y(t) is the solution of (3), (30). Inequalities (5), (31) imply
∣∣x(t)∣∣Mmϕe−λ(t−t0) +K
t∫
t0
e−λ(t−s)
∣∣f (s, x(s), x(g1(s)), . . . , x(gm(s)))∣∣ds
<Mmϕe
−λ0(t−t0) +K
t∫
t0
e−λ0(t−s)
∣∣f (s, x(s), x(g1(s)), . . . , x(gm(s)))∣∣ds.
For t0  t  t2 by assumption (32) we have∣∣x(t)∣∣< 2Mmϕ, . . . , ∣∣x(gm(t))∣∣ 2Mmϕ.
Denote A = 2Mmϕ . Then there exist sufficiently small mϕ and B < λ0K Mmϕe−λ0(t2−t0)
such that inequalities |u0| <A, |u1| <A, . . . , |um| <A imply |f (s,u0, u1, . . . , um)| <B .
Let us fix such mϕ . Then we have
∣∣x(t)∣∣<Mmϕe−λ0(t−t0) + KB
λ0
<Mmϕe
−λ0(t−t0) +Mmϕe−λ0(t2−t0)
< 2Mmϕeλ0(t−t0)
for t0  t  t2, which contradicts assumption (33). Since M does not depend on initial
conditions, inequality (32) implies asymptotic stability of Eq. (1), which completes the
proof. 
Corollary 3.1. Consider the nonlinear equation
x˙(t) = F (t, x(t), x(g1(t)), . . . , x(gm(t))), t  0, (34)
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tion (a1) is satisfied and for sufficiently small u inequalities |uk| u, k = 0, . . . ,m, imply∣∣∣∣∣F(t, u0, . . . , um)−
m∑
k=0
∂F
∂uk
(t,0, . . . ,0)uk
∣∣∣∣∣= o(u),
where limu→0 o(u)u = 0.
If the linear equation
y˙(t) =
m∑
k=0
∂F
∂uk
(t,0, . . . ,0)y
(
gk(t)
)
is exponentially stable, then the zero solution of Eq. (34) is locally uniformly asymptotically
stable.
5. Applications
In this section we apply the previous results to two equations of mathematical biology.
The first one is the Mackey–Glass equation with variable coefficients and variable delays:
N˙(t) = A(t)N(g(t))
1 + [N(g(t))]γ −B(t)N
(
h(t)
)
, t  0, (35)
where for A(t), B(t) and delays g(t), h(t) conditions (a2), (a3) hold, A(t) 0, B(t) 0,
γ > 0.
This equation (with a constant delay and constant coefficients)
dN
dt
= rNτ
1 +Nγτ − bN, (36)
was introduced in [24] to model white blood cells production. Here N(t) is the density
of mature cells in blood circulation, the function rNτ1+Nγτ modeled the blood cell reproduc-
tion, the time lag Nτ = N(t − τ) described the maturational phase before blood cells are
released into circulation, the mortality rate bN was assumed to be proportional to the circu-
lation. Equation (36) was introduced to explain the oscillations in numbers of neutrophils
observed in some cases of chronic myelogenous leukemia [24,25].
The reproduction function can differ from one in (36): for instance, r
Kγ +Nγ describes
the red blood cells production rate [26], where three parameters r , K , γ are chosen to
match the experimental data. This leads to the equation
dN
dt
= r
Kγ +Nγτ − bN (37)
which describes the feedback function which saturates at low erythrocyte numbers and is
a decreasing function of increasing red blood cell levels (i.e., negative feedback).
While the positiveness of solutions and the global asymptotic stability of Eq. (37) with
variable delays and coefficients has been studied recently in [27], there are no stability
results for Eq. (35).
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y˙(t) = A(t)y(g(t))−B(t)y(h(t)). (38)
Equation (38) is Eq. (18), where
b(t) = B(t), c(t) = −A(t).
Corollary 1.6(6) implies now that if
B(t) α > 0, B(t)
t∫
h(t)
[
A(s)+B(s)]ds +A(t) βB(t), β < 1,
then Eq. (38) is exponentially stable.
Hence Corollary 3.1 yields the following statement.
Theorem 4. If
lim inf
t→∞
[
B(t)−A(t)]> 0, lim sup
t→∞
B(t)
B(t)−A(t)
t∫
h(t)
[
A(s)+B(s)]ds < 1, (39)
then the zero solution of Eq. (35) is locally uniformly asymptotically stable.
Consider now Eq. (35) with proportional coefficients
N˙(t) = r(t)
[
AN(g(t))
1 + [N(g(t))]γ −BN
(
h(t)
)]
, t  0, (40)
where for r(t) (a2) holds, A> 0, B > 0.
Condition (39) applied to Eq. (40) gives the following result.
Corollary 4.1. If
B >A, lim sup
t→∞
t∫
h(t)
r(s) ds <
B −A
B(A+B),
then the zero solution of Eq. (40) is locally uniformly asymptotically stable.
If A>B then Eq. (40) has the positive equilibrium
N∗ =
(
A
B
− 1
)1/γ
. (41)
Let us now derive local stability conditions of the positive steady state N∗. To this end
substitute N(t) = N∗(1 + x(t)) in Eq. (40). We obtain the following equation:
x˙(t) = r(t)
[
A(1 + x(g(t)))
∗ γ −B
(
1 + x(h(t)))], t  0. (42)1 + [N (1 + x(g(t)))]
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z = A(1 + u)
1 + [N∗(1 + u)]γ .
After direct calculations we have
z′(0) = − (γ (A−B)−A)B
A
.
Hence the linearized equation for (42) has the form (21), where
b(t) = Br(t), c(t) = (γ (A−B)−A)B
A
r(t).
Corollary 1.7(4), (5), Theorem 2 and Corollary 3.1 imply the following result.
Theorem 5. Suppose that lim inft→∞ r(t) > 0 and at least one of the following conditions
hold:
(1) lim sup
t→∞
t∫
h(t)
r(s) ds <
A|γ (A−B)−A|
(A+ |γ (A−B)−A|)B ;
(2) γ >
A
A−B , lim supt→∞
t∫
g(t)
r(s) ds <
(γ (A−B)− 2A)A
γ (A−B)(γ (A−B)−A)B ;
(3) γ >
A
A−B ,
γ (A−B)B
A
lim sup
t→∞
t∫
min{g(t),h(t)}
r(s) ds < 1.4.
Then for Eq. (40) the positive steady state N∗, defined by (41), is locally uniformly asymp-
totically stable.
As a second example, consider now a logistic delay equation with a delayed harvesting
term and a constant equilibrium
N˙(t) = r(t)[N(t)(a − bN(h(t)))− cN(t)− dN(g(t))], t  0, (43)
where for r(t) and delays h(t), g(t) conditions (a2), (a3) hold, a > 0, b > 0, c > 0, d > 0.
Some motivation for introducing delays in the harvesting term and the existence of positive
solutions for such equations was considered in [28].
The linearized equation for (43) has the form
y˙(t) = −r(t)[(c − a)y(t)+ dy(g(t))].
This equation has the form (16), where a(t) = (c − a)r(t), b(t) = dr(t). Corollary 1.5(1),
(2) and Corollary 3.1 imply the following result.
Theorem 6. Suppose that lim inft→∞ r(t) > 0 and at least one of the following conditions
holds:
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(2) c > a − d, lim sup
t→∞
t∫
g(t)
r(s) ds <
c − a + d
(|c − a| + d)d .
Then the zero solution of Eq. (43) is locally uniformly asymptotically stable.
If a > c + d then Eq. (43) has the positive equilibrium
N∗ = a − c − d
b
. (44)
Let us find local stability conditions for the positive steady state N∗. To this end substitute
in Eq. (43) N(t) = N∗(1 + x(t)). We obtain the following equation:
x˙(t) = r(t)[(1 + x(t))(a − bN∗(1 + x(h(t))))− c(1 + x(t))
− d(1 + x(g(t)))]. (45)
The linearized equation for Eq. (45) is the following:
y˙(t) = −r(t)[−dy(t)+ (a − c − d)y(h(t))+ dy(g(t))].
This equation has the form (17), where a(t) = −dr(t), b(t) = (a−c−d)r(t), c(t) = dr(t).
Corollary 1.7(2), (4) and Corollary 3.1 imply the following result.
Theorem 7. Suppose that lim inft→∞ r(t) > 0 and at least one of the following conditions
holds:
(1) a > c + d,
lim sup
t→∞
(a − c − d)
t∫
h(t)
r(s) ds + d
t∫
g(t)
r(s) ds <
a − c − d
|a − c − d| + 2d ;
(2) a > c + 2d,
(a − c − a) lim sup
t→∞
t∫
h(t)
r(s) ds
a − c − 3d
a − c + d .
Then for Eq. (43) the positive steady state N∗ defined by (44) is locally uniformly asymp-
totically stable.
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