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Abstract: The power law is useful in describing count phenomena such as network
degrees and word frequencies. With a single parameter, it captures the main feature
that the frequencies are linear on the log-log scale. Nevertheless, there have been
criticisms of the power law, and various approaches have been proposed to resolve
issues such as selecting the required threshold and quantifying the uncertainty around
it, and to test hypotheses on whether the data could have come from the power
law. As extreme value theory generalises the (continuous) power law, it is natural to
consider the former as a solution to these problems around the latter. In this paper,
we propose two extreme value mixture distributions, in one of which the power law
is incorporated, without the need of pre-specifying the threshold. The proposed
distributions are shown to fit the data well, quantify the threshold uncertainty in a
natural way, and satisfactorily answer whether the power law is useful enough.
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1 Introduction
The power law is a principle in which the ratio of the relative change in two quantities
is (approximately) constant. In the context of statistics and data analysis, this means
the relative change in the size of the quantity of interest is proportional to the relative
change in the frequency. The power law has been applied to data in various fields
and topics, such as astrophysics (Jo´hannesson et al., 2006), quantitative linguistics
(Montemurro, 2001; Bell et al., 2012), casualty numbers (Bohorquez et al., 2009;
Friedman, 2015; Gillespie, 2017), and city sizes by Newman (2005) and Clauset et al.
(2009), who both provided numerous examples of power law applications.
One particular class of discrete data for which the power law is often suitable is the
degree distribution or related characteristics of networks. Examples include networks
of links on the World-Wide Web (Baraba´si and Albert, 1999; Albert et al., 1999;
Faloutsos et al., 1999), social networks (Lee, 2014; Lee and Oh, 2014; Varga, 2015),
coauthorship/collaboration and citation networks (de Solla Price, 1976; Newman,
2001a,b, 2004; Thelwall and Wilson, 2014; Ji and Jin, 2016; Arroyo-Machado et al.,
2020), retweet counts Bhamidi et al. (2015); Mathews et al. (2017). As an example,
consider the citation network of a computer science conference, which corresponds
to the third column from the left of Figure 1, and has been analysed by Lee et al.
(2019). Another type of network is one summarising software dependencies, which
have been studied in conjunction with the power law by, for example, LaBelle and
Wallingford (2004), Baxter et al. (2006), Jenkins and Kirk (2007), Wu et al. (2007),
Louridas et al. (2008), Zheng et al. (2008), Kohring (2009), Li et al. (2013), Bavota
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Figure 1: Frequency plots (top) and survival function (bottom) for six data sets.
et al. (2015), Cox et al. (2015). In this paper we consider the package dependencies
in the Comprehensive R Archive Network (CRAN), plotted in the rightmost column
of Figure 1, and available in the R package crandep (Lee, 2020).
Networks with in-degree distributions which follow the power law are called scale-free
networks. Note that as the in-degrees of the nodes are usually of greater interest
than the out-degrees are, we refer to the former hereafter whenever the degree distri-
bution is mentioned. One reason for applying the power law to seemingly scale-free
networks is the potential of generative models that result in the degree distribution
following the power law. Such models are useful descriptions of how the nodes in the
network connect with each other according to some simple rules, and can be used for
simulating networks in order to study their behaviour. Among the numerous mod-
els that have been proposed as the generating mechanism of scale-free networks, the
most prominent is the preferential attachment model by (Baraba´si and Albert, 1999),
which originated from the cumulative advantage process by de Solla Price (1976).
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Studies on the extensions of the preferential attachment model, and whether they
will result in a power law degree distribution, include Albert et al. (2000); Krapivsky
and Redner (2001); Krapivsky et al. (2001); Va´zquez et al. (2002); Bolloba´s et al.
(2003); Wang and Chen (2003); Ramasco et al. (2004); Noh et al. (2005); Hsiao et al.
(2007); Li et al. (2013); Bhamidi et al. (2015), and Sheridan and Onodera (2018).
While the generating mechanism is not the focus of this paper, the influential and pi-
oneering papers of Baraba´si and Albert (1999), Albert et al. (1999), Newman (2005)
and Clauset et al. (2009) are embodiment of preferential attachment.
The natural way of modelling data that seems to follow the power law, network related
or not, is through the Pareto distribution. Specifically, a positive continuous random
variable Z follows the Pareto distribution if its probability density function (PDF) is
fZ(z) =
(α− 1)
u
(z
u
)−α
, (1.1)
where z > u, and u > 0 is a threshold. The parameter α > 1 is often known as the
exponent in the literature. The Pareto distribution and the continuous power law
are synonymous hereafter. However, as many data for which the power law seems
appropriate are discrete, it is natural to consider the discrete counterpart. Specifically,
a discrete random variable X follows the discrete power law if its probability mass
function (PMF) is pX(x) =
x−α
ζ(α, u)
for x = u, u+ 1, . . ., where u is a positive integer,
and ζ(α, k) =
∞∑
i=k
k−α =
∞∑
i=0
(k+i)−α is the Hurwitz zeta function. The discrete power
law distribution is sometimes called the zeta distribution. Related but not equivalent
to the discrete power law is the Zipf’s law or its generalisation the Zipf-Mandelbrot
law, which is commonly used for rank data in quantitative linguistics (Montemurro,
2001, for example). However, we will focus on the Pareto distribution and the discrete
power law in this paper, because of their wide-spread use and of the relationship of
the former with our proposed distributions, to be explained in Sections 2 and 3.
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When it comes to modelling real-life data, an indication that the power law may
be appropriate is that on the log-log scale the empirical frequencies (or histograms)
display an approximately linear relationship with the data values. This is because,
according to Equation 1.1, the Pareto distribution implies that log fZ(z) is linear with
log z with slope −α. An equivalent result holds for the discrete power law. A similar
diagnostic is checking linearity of the empirical survival function on the same scale.
This is because, for the Pareto distribution, SZ(z) := Pr(Z > z) =
(z
u
)−(α−1)
for
z > u, meaning that its survival function is a straight line with slope 1 − α on the
log-log scale. Such approximate linearity on the log-log scale is observed in Figure
1, which shows the frequency and survival functions for a range of examples. In all
cases, both functions are shown on the log-log scale. Among these examples, “Native
Americans” and “US Americans” are casualty numbers in armed conflicts and have
been analysed by Bohorquez et al. (2009), Friedman (2015) and Gillespie (2017), while
“Swiss-Prot” and “Moby Dick” are data sets of word frequencies investigated by Bell
et al. (2012) and Newman (2005), respectively. These four data sets are available in
the R package poweRlaw (Gillespie, 2015), and the last data set is also available in
the Python package powerlaw (Alstott et al., 2014).
Whilst the plots for all six data sets are approximately linear, this approximation is
questionable, in particular for the three on the left of Figure 1, which are at best
partially or piecewise linear, as the left “tail” shows different behaviour to the right
tail. Therefore, it is more appropriate to fit the power law to a subset of the data.
As the large data values are usually of greater interest, the common approach is to
apply the power law to data above a threshold u, hence the suitability of the Pareto
distribution or the discrete power law. However, the choice of u has to be made
prior to fitting the power law, and is therefore user-subjective. Such subjectivity will
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have an impact on how representative the results are, as different threholds could
lead to different estimates of α. Furthermore, as the subset of data to be fitted is
dependent on u, the likelihoods obtained under different thresholds correspond to
different subsets of the full data set, making it difficult to carry out inference by
treating u as a parameter and maximising its profile likelihood.
Clauset et al. (2009) provided an approach to selecting u through the use of the
Kolmogorov-Smirnov statistic. The power law is fitted to a range of thresholds, and
the threshold that minimises the maximum distance between the empirical and fitted
CDFs is selected. They also provided procedures for quantifying the threshold un-
certainty through bootstrap, as well as hypothesis tests for whether the power law is
plausible for the data. These procedures are available in the R package poweRlaw
(Gillespie, 2015). Related to them is Corral et al. (2012) who provided a practical
recipe to fit discrete power law. These approaches are useful but require additional
procedures after fitting the power law. Furthermore, the issue with the loss of infor-
mation is yet to be resolved.
Apart from the threshold selection problem, some have argued that the power law
is inadequate for network degree distributions, and that scale-free networks are not
without disadvantages. Stumpf et al. (2005) found that sampling from scale-free
networks does not result in (smaller) scale-free networks. Stumpf and Porter (2012)
questioned the ubiquity of the power law in different disciplines. Mohd-Zaid (2016)
proposed two statistical tests for testing if a network is a preferential attachment
one. Broido and Clauset (2019) found that scale-free networks are rare in reality,
and for most networks the log-normal distribution is sufficient for the data. That the
log-normal distribution is an adequate alternative has been examined and supported
by, for example, Thelwall and Wilson (2014), Sheridan and Onodera (2018), and
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Arroyo-Machado et al. (2020). The implication of the inadequacy of the power law is
that the preferential attachment model, or any model that leads to power law degree
distributions, might be inadequate for the generating mechanism of the network.
Therefore, an adequate and correctly specified degree distribution is the key to the
development of more realistic generative network models.
In this paper we aim at developing probability distributions that can fit well to degree
distributions as well as other kinds of data that have been suggested to arise from
the power law. In particular, an improved fit for the larger values can be achieved by
the use of extreme value theory, which has been developed precisely for studying the
distribution of the largest or smallest values in a sample. In fact, one commonly used
distribution in extreme value theory is the generalised Pareto distribution (GPD),
which, as its name suggests, is a generalisation of the continuous power law. While
extrapolation using the GPD is possible, our focus is on a best fitting distribution to
describe the within-sample behaviour. Another reason for the use of extreme value
theory is that threshold selection and uncertainty can be addressed through the use
of extreme value mixture distribution (Scarrott and MacDonald, 2012, for example),
in which the GPD is a component.
The rest of this paper is divided as follows. The GPD is introduced in Section
2, with the focus on its connection with the Pareto distribution. The approaches to
threshold selection in extreme value theory, both with and without the use of mixture
distributions, will also be mentioned. The proposed distributions are introduced in
Section 3, with their corresponding likelihoods derived. The inference approach and
algorithm are detailed in Section 4. Applications of the mixture distributions to the
six sets of data are presented in Section 5. Section 6 concludes the paper.
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2 Extreme value theory
We start by introducing the generalised Pareto distribution (GPD) and showing its
connection with the continuous power law. Also introduced is one approach to dealing
with threshold selection, in which the GPD is incorporated in mixture distributions.
The PDF of the GPD is
g(z) =

1
σ0
[
1 + ξ
z − µ
σ0
]−1/ξ−1
+
, ξ 6= 0,
1
σ0
exp
[
−z − µ
σ0
]
, ξ = 0,
where A+ := max{A, 0}, µ is the location parameter, σ0 > 0 is the scale paramater,
and ξ is the shape parameter. There is no loss in generality in working primarily with
the upper expression as taking its limit as ξ → 0 yields the lower expression. Now, if
a random variable Z follows exactly the GPD, its distribution conditional on Z > u
has the density
gu(z) =
1
σ0 + ξ(u− µ)
[
1 +
ξ(z − u)
σ0 + ξ(u− µ)
]−1/ξ−1
+
. (2.1)
The GPD can be shown to be a generalisation of the continuous power law in the case
of ξ > 0 and σ0 = ξµ, where gu(z) in Equation 2.1 becomes
1
ξu
(z
u
)−(1/ξ+1)
, which is
the density in Equation 1.1 with α = 1/ξ + 1. The condition ξ > 0 is equivalent to
α > 1 in the continuous power law.
The above result is exact only if Z follows the GPD. However, Pickands (1975) showed
that the GPD approximates the conditional tail Pr(Z > z|Z > u) of an arbitrary CDF
F , provided that u is sufficiently high. This approximation follows from asymptotic
results which state that the conditional distribution in Equation 2.1 holds exactly in
the limit as u→∞, for almost all continuous distributions F . In the context of data
analysis, this motivates the use of the GPD as a model for the observations above
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a high threshold. In practice, for identifiability, the GPD in Equation 2.1 can be
re-parametrised as (φu, σ, ξ) where
φu := Pr(Z > u) =
[
1 + ξ
u− µ
σ0
]−1/ξ
+
is the exceedance probability, and σ = σ0 − ξµ. This parametrisation will be used
hereafter. For other practical considerations, see, for example, Coles (2001).
As the GPD generalises the continuous power law, it seems natural to apply the for-
mer to data for which the latter is useful but possibly inadequate. A recent example
is Wan et al. (2020), who applied the preferential attachment model by Krapivsky
and Redner (2001) and Bolloba´s et al. (2003) to both in- and out-degree distributions,
and examined the parameter estimation under data corruption or model misspecifica-
tion. They found that the semi-parametric estimator (Hill, 1975) of ξ is more robust
than its maximum likelihood estimator. The threshold is selected according to the
procedure by Clauset et al. (2009) outlined in Section 1. Related is the R package
ptsuite (Munasinghe et al., 2019), which provided functions for both estimators of ξ
alongside other estimators, albeit with no automated procedure for selecting u. Our
approach is different from Wan et al. (2020) in that the proposed distributions are
fully parametric, and that the procedure of threshold selection is not required as u is
treated as a parameter of the distributions.
That the threshold u has to be specified before fitting the GPD is the same as in fitting
the power law, discrete or continuous. For the former, specification is aided by fitting
the GPD over a range of values, and looking the plots of the maximum likelihood
estimates (MLEs) of σ and ξ. The threshold to be chosen is then the one above which
the parameter estimates look stable, with their uncertainty taken into account. While
this diagnostic approach illustrated by Coles (2001) is useful, a subjective decision is
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still required, while the uncertainty around the threshold is not accounted for. One
solution to the problem of threshold selection and uncertainty is the use of mixture
distributions. Examples include Frigessi et al. (2002), Behrens et al. (2004), Tancredi
et al. (2006), Carreau and Bengio (2009), Zhao et al. (2010), MacDonald et al. (2011),
do Nascimento et al. (2012), and So and Chan (2014). A comprehensive review is
provided by Scarrott and MacDonald (2012), and an R package evmix is provided
by Hu and Scarrott (2018).
The principle of an extreme value mixture distribution is to assume a GPD for the
observations above u and some other distribution H for those below u, while allowing
u to vary as a parameter and therefore be estimated. Specifically, assuming Y is a
positive continuous random variable with density function h(.) and CDF H(.), we
consider another positive random variable Z which equals Y if Z ≤ u, where u is a
positive threshold. Conditional on Z > u, Z follows the GPD with scale parameter
σ and shape parameter ξ2. The density function of this mixture distribution for Z is
fZ(z) =

(1− φu)× h(z)
H(u)
, z ≤ u,
φu × gu(z), z > u.
(2.2)
The parameters are suppressed throughout for notational simplicity, and h(.) and
gu(.) will be referred to as the bulk and tail distributions, respectively. Both φu and
H(z) are required for fZ(.) to be a proper density i.e. to integrate to 1. According
to the threshold stability for the GPD, we can write σu = σ + ξ2u, with σ(> 0)
independent of u. When ξ2 = 0, the lower expression becomes φu × exp
(
−z − u
σ
)
,
which is the limit of the original expression as ξ2 → 0. We give an example mixture
distribution, where Y follows the exponential distribution with mean ξ1 and Z is said
to follow the exponential-GPD. The quantities h(z) and H(u) in Equation 2.2 are
h(z) = 1/ξ1 × exp(−z/ξ1), H(u) = 1− exp(−u/ξ1). (2.3)
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The reason for such parameterisation will be seen in Section 3.
The majority of data for which the power law could be useful is usually discrete in
nature, whether they are related to networks or not, as are the data sets in Figure
1. Therefore, it is not trivial to apply the extreme value mixture distributions in the
literature that can be written as Equation 2.2, as they are for continuous data. To
circumvent this issue, we will use the discretised version of the GPD proposed by
Rohrbeck et al. (2018) for the tail. While the discrete power law no longer models
the tail, it is retained in one of the proposed mixture distributions. Essentially, we
are getting the best of both worlds, with the power law for the bulk of the data, and
a distribution well established in extreme value theory for the tail. These discrete
mixture distributions are introduced next.
3 Discrete mixture distributions
In this section, we will derive two mixture distributions useful for discrete data such as
those displayed in Section 1, namely the geometric-IGPD and the power-law-IGPD.
A connection will be drawn to the exponential-GPD introduced in Section 2. Finally,
the likelihood based on these two mixture distributions will be derived.
A random variable X follows a discrete extreme value distribution if its PMF is
pX(x) =

(1− φu)H(x)−H(x− 1)
H(u)
, x = 1, 2, . . . , u,
φu [Gu(x)−Gu(x− 1)] , x = u+ 1, u+ 2, . . .
(3.1)
where H is, as in Section 2, the CDF of a continuous distribution, and
Gu(z) = 1−
[
1 +
ξ2(z − u)
σ + ξ2u
]−1/ξ2
+
is the CDF of the GPD, derived from integrating gu(z) in Equation 2.1 (under the
current parameterisation). From the lower expression of Equation 3.1 we see that,
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conditional on X > u, X follows the integer-GPD (IGPD) introduced by Rohrbeck
et al. (2018). The threshold u is assumed to be a positive integer, unlike in a contin-
uous mixture distribution, where u can be a real number. Again the relevant limit is
assumed if ξ2 = 0. The survival function SX(x) = Pr(X ≥ x) =
∞∑
k=x
pX(k) is
SX(x) =

φu + (1− φu)
(
1− H(x− 1)
H(u)
)
, x = 1, 2, . . . , u,
φu
[
1 +
ξ2(x− 1− u)
σ + ξ2u
]−1/ξ2
+
, x = u+ 1, u+ 2, . . .
(3.2)
This will become useful when the form of H(x) is given next.
3.1 Geometric distribution and IGPD
If H is the CDF of the geometric distribution with success probability p, we call that
X follows the geometric-IGPD. The PMF pX(x) is such that
H(x)−H(x− 1) = p(1− p)x−1, H(u) = 1− (1− p)u. (3.3)
If we reparametrise by p = 1 − exp(−1/ξ1), with ξ1 > 0 to ensure p ∈ (0, 1), the
upper expression of Equation 3.1 becomes (1−φu) [1− exp (−1/ξ1)] [exp (−1/ξ1)]
x−1
1− exp (−u/ξ1) .
This completes the parameterisation of the geometric-IGPD, which is not only for
alignment with the other distribution to be introduced, but also for connecting with
the exponential-GPD introduced in Section 2. Specifically, if a continuous random
variable Z follows the exponential-GPD given by Equations 2.2 and 2.3, and X follows
the geometric-IGPD given by Equations 3.1 and 3.3, then integrating fZ(z) over the
unit interval [x− 1, x] yields pX(x), that is, pX(x) =
∫ x
x−1
fZ(z)dz, which means the
two random variables X and dZe are identically distributed. In other words, if Z
follows the exponential-GPD with parameters (ξ1, ξ2, σ, u, φu), then dZe follows the
geometric-IGPD with the same set of parameters. Essentially, the latter distribution
can be seen as a discretisation of the former. The parametrisation that uses ξ1 instead
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of p not only gives ξ1 a meaning, which is the expectation of the bulk exponential
distribution, but also aligns with the parametrisation of distribution to be introduced
next, which is a mixture of the discrete power law and the IGPD. One final note is
that the exponential-GPD is a special case of the Gamma-GPD, which has been used
by Behrens et al. (2004).
3.2 Discrete power law and IGPD
Consider a discrete random variable X that follows the power law if X ≤ u and the
IGPD if X > u. This means pX(x) in Equation 3.1 is such that
H(x)−H(x− 1) = x−1/ξ1−1, H(u) = ζ(1/ξ1 + 1, 1)− ζ(1/ξ1 + 1, u+ 1), (3.4)
where ξ1 > 0 (unlike ξ2 which is unbounded). We say that X follows the (discrete)
power-law-IGPD. The term “discrete” is dropped hereafter. That the power law for
the bulk distribution is parametrised in this way is because, in its continuous version,
having an exponent of 1/ξ1 + 1 is equivalent to following the GPD with shape ξ1, as
illustrated in Section 2. As the tail is modelled by the (I)GPD with shape parameter
ξ2, that ξ1 = ξ2 is a necessary condition that the power law is adequate for the whole of
the data. This will be examined in the application in Section 5. Unlike the geometric-
IGPD, this power-law-IGPD cannot be derived from discretising the mixture of the
continuous power law distribution and the GPD. The reason for this is that the
integral
∫ ∞
0
x−1/ξ1−1dx which is required to discretise the power-law distribution is
not finite, and hence the continuous power law with u = 0 cannot be normalised to
be a proper density function. Additionally, unlike their continuous counterparts, the
IGPD does not generalise the discrete power law. Rather, the IGPD discretises the
GPD, which in turn generalises the continuous power law.
The two extreme value mixture distributions, namely geometric-IGPD and power-
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law-IGPD, have the same set of parameters (ξ1, ξ2, σ, u, φu), as well as the same pa-
rameter space for ξ1, which is the positive real line. While their values of ξ1 are
not directly comparable, such alignment in the parametrisation allows for a unified
inference framework in Section 4. The two distributions also have the same support
on positive integers. Note that 0 is excluded because the PMF at 0 would be prob-
lematic for the power-law-IGPD. In the presence of 0’s in the data, the probability of
observing 0 can be estimated separately, while the appropriate mixture distribution
is fitted to the rest of the data.
3.3 Likelihood and continuity constraint
If we have a sample of size n, denoted by x = (x1, x2, . . . , xn), assumed to come from
the discrete mixture distribution given by Equation 3.1, we can derive the likelihood:
L(ξ1, ξ2, σ, u|x) =
n∏
i=1
pX(xi)
= (1− φu)n−nuφnuu ×
∏
i:xi≤u
H(xi)−H(xi − 1)
H(u)
∏
i:xi>u
[Gu(xi)−Gu(xi − 1)] , (3.5)
where nu = 1{xi≤u}, and 1{A} is the indicator function of event A. The parameters
ξ1 and (ξ2, σ) describe the bulk distribution (geometric or power law) and the IGPD,
respectively, while u will also be treated as a parameter, as quantifying the threshold
uncertainty is one main goal of using these mixture distributions. The likelihood
factorises into a function of φu and a function of the remaining parameters, and so
φu can be estimated separately with its MLE nu/n i.e. the empirical proportion of
exceedances. One drawback with this treatment of φu is that it is data-dependent.
Without the MLE of φu according to the data, quantities such as the PDF pX(x) in
Equation 3.1 cannot be evaluated. An alternative is to impose a continuity constraint
of the density function at u, so that φu is not a free parameter but derived from u
(and other parameters). Such derivation is detailed in Appendix A. For both mixture
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distributions, both the unconstrained and constrained versions will be applied in
Section 5. For a comparison of other extreme value mixture distributions with and
without constraints, please see Scarrott and MacDonald (2012).
4 Inference
In this section we will outline the inference algorithm, which can be applied directly
and separately to both the geometric-IGPD and the power-law-IGPD introduced in
Section 3. For each distribution, the constrained and unconstrained versions will be
unified in the inference framework. However, the two distributions will not be unified
in the inference algorithm for the purpose of model selection between the distributions.
Provided that the threshold u is known and since ξ1 and (ξ2, σ) are involved only in the
bulk and tail distributions, respectively, their MLE can be obtained by maximising
∏
i:xi≤u
H(xi)−H(xi − 1)
H(u)
and
∏
i:xi>u
[Gu(xi)−Gu(xi − 1)]
in Equation 3.5 separately. Substituting this back to Equation 3.5 enables us to ob-
tain the profile likelihood of u, and hence the MLE of u. As φu is involved in the
likelihood and thus the profile likelihood, the MLE of u may be different between
the constrained and unconstrained versions for φu. While this approach is computa-
tionally highly efficient, the uncertainty around u cannot be quantified by using the
asymptotic Gaussianity of the MLE, as the regularity conditions required do not hold.
For example, the profile (log-)likelihood over u usually has discontinuities at several
thresholds and is therefore not differentiable. Therefore, we consider the Bayesian
approach, to obtain the full joint posterior of (ξ1, ξ2, σ, u) and hence quantify the
threshold uncertainty according to the marginal posterior of u.
Priors have to be assigned to the free parameters before carrying out Bayesian infer-
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ence. Denote the continuous uniform distribution with lower bound a and b by U(a, b),
the Gaussian distribution with expectation m and variance s2 by N(m, s2), and the
Gamma distribution with shape parameter a and scale parameter b by Gamma(a, b).
Independent and relatively uninformative priors are specified as follows:
ξ1 ∼ U(aξ1 = 0, bξ1 = 100), ξ2 ∼ N(mξ2 = 0, s2ξ2 = 302),
σ ∼ Gamma(aσ = 1, bσ = 0.01), φu ∼ U(aφ = 0.005, bφ = 0.4).
(4.1)
Note that the prior for u is specified indirectly through that for φu, because the
support for u depends on the scale of the data, whereas φu ∈ [0, 1] regardless of
this. As φu depends on u in both the constrained and unconstrained versions, the
number of free parameters stays the same as the number of priors. We refer to the
constrained and unconstrained versions by M = 1 and M = 0, respectively, where
M represents the choice of the model, and subscript the corresponding likelihood and
posterior density by the value of M .
Using Bayes’ theorem, the joint posterior of the parameters is the product of the
likelihood and the joint prior of the parameters, up to a proportionality constant.
For M = 0, 1, we have piM(ξ1, ξ2, σ, u|x) ∝ LM(ξ1, ξ2, σ, u|x) × pi(ξ1)pi(ξ2)pi(σ)pi(φu),
which can be computed using Equations 3.5 and 4.1. As the proportionality constant
is usually computationally intractable, one natural way of drawing samples from this
joint posterior is Markov chain Monte Carlo (MCMC). For detailed recipes and prac-
tical considerations of MCMC, please see, for example, Gamerman and Lopes (2006).
Within the MCMC framework, a Metropolis-within-Gibbs algorithm is implemented
here for the mixture distributions, and is detailed in the Appendix B.
Solely for the purpose of inference and model selection, the constrained and uncon-
strained versions are unified in the algorithm. This is achieved by introducing the
priors for the model pi(M = 1) and pi(M = 0). Upon obtaining the MCMC output,
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the empirical proportions of 1’s and 0’s are the estimates of the posterior probabil-
ities of the constrained and unconstrained versions, denoted by pˆi(M = 1|x) and
pˆi(M = 0|x), respectively. Together with their prior probabilities, we can calculate
the Bayes factor B01 =
pˆi(M = 0|x)
pˆi(M = 1|x)
/
pi(M = 0)
pi(M = 1)
, which can be used for model selec-
tion between M = 1 and M = 0. It should be noted that, given the same parameter
values, the likelihood for the unconstrained version is always greater than or equal to
the constrained counterpart. As the Bayes factor is the ratio of the marginal likeli-
hoods, by construction B01 is always greater than or equal to 1. Therefore, instead
of always selecting the unconstrained version over the constrained counterpart, we
should use the Bayes factor to determine how much the former is better than the
latter. Nevertheless, this decision must account for both the Bayes factor and the
fact that the constrained version is not data-dependent.
If we split the MCMC output according to M , we obtain one set of samples from the
joint posterior pi1(ξ1, ξ2, σ, u|x) and another from pi0(ξ1, ξ2, σ, u|x). Using the former
for example, we can obtain, for each x = 1, 2, . . ., the posterior distribution of pX(x)
in Equation 3.1 and SX(x) in Equation 3.2, for the constrained version. These two
quantities will be of interest as the goodness of fit of the distribution can be examined
visually by, for example, comparing the credible intervals of SX(x) with the empirical
survival functions. Such examination will be carried out in Section 5, alongside that
of the posterior distribution of the parameters.
5 Application
In this section, the results obtained from fitting the two extreme value mixture distri-
butions to the data presented in Section 1 are shown, focusing on the goodness-of-fit
of the proposed distributions, and on the posterior of the shape parameters ξ1 and ξ2
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and the threshold u. Supplementary plots are provided in Appendix C.
The three sets of data on the left of Figure 1 are modelled by the geometric-IGPD, as
their left tails seem not to obey the power law, while those on the right are modelled
by the power-law-IGPD, as their left tails do seem to obey the power law. For each
data set, the MCMC algorithm for the corresponding distribution is run for 2020000
iterations, with the first 20000 discarded as burn-in, and the rest thinned by 100 to
achieve good mixing and obtain a chain of length 20000.
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Figure 2: Survival function with credible intervals according to the constrained mix-
ture distributions (red, dashed) and the discrete power law (blue, dotted) with 95%
threshold (vertical).
For each integer value within the data range, the posterior distribution of the fitted
survival function SX(x) is calculated, of which the 99% credible intervals are shown
in Figure 2, for the constrained version. The fit by the unconstrained version is highly
similar and is therefore not shown. That almost all the data points lie within the
credible intervals, as well as their narrow width, suggests a good fit of the mixture
distributions. Note that only the survival function is shown here because it is a better
quantity for assessing the goodness of fit when the right tail is of greater interest than
the bulk. The corresponding plot of the credible intervals of the fitted frequencies
encompassing the empirical frequencies is shown in Appendix C. Also overlaid are
the credible intervals obtained by fitting the discrete power law to the observations
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above the fixed 95% quantile. The mixture distributions are as good as the discrete
power law in all cases, and provide a clearly better fit for CRAN dependencies, all
without a subjective choice of u or throwing away subsets of data.
5.1 Adequacy of the power law alone
One question to be answered, in the cases where the power-law-IGPD is fitted, is
whether the power law alone is sufficient to describe the whole of the data. This
would be indicated by the proximity of the shape parameters of the two components
in the mixture distribution. The posterior densities of ξ1 and ξ2, plotted in Figure 3 for
conciseness, suggest otherwise. It can be clearly seen that ξ1 stochastically dominates
ξ2 aposteriori, for both the constrained and unconstrained versions. Such stochastic
dominance is particularly important for Swiss-Prot and Moby Dick data, where the
power-law-IGPD is fitted. Using the power law implied by ξ1 for the whole of the
data would mean a heavier tail than that by the IGPD, which, according to Figure
2, fits the data very well. While the power law is powerful in describing the bulk of
the data using one parameter only, the more flexible IGPD is more appropriate when
it comes to the right tail.
Another indication of whether the power law alone is adequate is the posterior of φu,
again in the cases where the power-law-IGPD is fitted. A posterior density concentra-
tion towards aφ = 0.005, the lower end point of the prior, would mean that the power
law pushes the IGPD towards the extremes of the data. From the two rightmost plots
of Figure 4, this is not the case, reinforcing the argument that the IGPD is required
for the right tail. By observing the three leftmost plots, this argument is also valid
for the cases where the geometric-IGPD is fitted. Another observation from Figure
4 is the discreteness and multi-modality of the posterior of φu for the unconstrained
version, due to the estimate being the empirical proportion of threshold exceedances.
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The numbers of unique values of φu in the six data sets are 16, 9, 8, 31, 12, 135,
respectively in the order they are presented.
Native Americans US Americans Comp. Sci. conference Swiss−Prot Moby Dick
2 4 6 8 0.5 1.0 1.5 2.0 2.5 0 1 2 3 4 1.0 1.5 2.0 2.5 0.9 1.2 1.5 1.8 2.1
0
5
10
15
0
3
6
9
0
5
10
0
1
2
3
0
2
4
ξ1, ξ2
de
ns
ity
Figure 3: Prior (grey, dotted) and posterior of ξ1 (thin) and ξ2 (bold), for the con-
strained (red, dashed) and unconstrained (blue, solid) versions.
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Figure 4: Prior (grey, dotted) and posterior of φu, for the constrained (red, dashed)
and unconstrained (blue, solid) versions.
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Figure 5: Posterior PMF of u for the constrained (red) and unconstrained (blue)
versions.
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5.2 Adequacy of IGPD alone and threshold uncertainty
As the posterior of φu pushes towards the upper bound bφ = 0.4 in most cases, it seems
like the IGPD is indeed sufficient for not only the tail but also a larger proportion
of the data. This leads well to the examination of threshold uncertainty through the
posterior of PMF of u, which is plotted in Figure 5. These figures depict a similar
picture to Figure 4, but on the original scale of the data. In most cases the posterior
of u is concentrated on values below 10, which however is perfectly reasonable due to
how the observed data is distributed. The proportion of data smaller than or equal
to 2 in the six data sets, after excluding the 0’s, are 0.24, 0.55, 0.38, 0.54, 0.65, 0.61,
respectively in the order presented.
The wide range of values for the posterior of u and the existence of multiple modes
in some cases illustrates the threshold uncertainty well, and the need of the mixture
distributions. However, in some cases, such as Moby Dick under the constrained
version, and the computer science conference and Swiss-Prot under the unconstrained
version, the lowest threshold possible is the posterior mode. This is echoed by looking
at the log-posterior density conditional on each u in the ridge plots in Figure 6. That
the posterior density attains maximum at the lowest threshold possible indicates a
possibility of using the IGPD for the whole of the data. Nevertheless, the threshold
uncertainty is more prominent when it comes to the posterior density on the log scale,
and therefore should be examined in this way when fitting the mixture distributions.
5.3 CRAN dependencies
The corresponding plots for CRAN dependencies are omitted in Figures 3, 4, 5 and
6 because visible examination is difficult on the same scale as the other data sets.
Therefore, we plot the posterior of ξ1 (on the log scale), φu and u (on the log scale)
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Figure 6: Ridge plot for log-posterior at different u for the constrained (top) and
unconstrained (bottom) versions.
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Figure 7: Posterior of ξ1 (left, on log-scale), φu (middle) and u (right, on log-scale),
for the constrained (red) and unconstrained (blue) versions, for CRAN dependencies.
in Figure 7. The posterior of ξ2 is not shown alongside that of ξ1 because there
are negative values of ξ2 sampled, but the stochastic dominance of ξ1 over ξ2 still
holds. For the unconstrained version, the posterior of ξ1 shows a long right tail, due
to comparable levels of the (log-)posterior density at large values of ξ1 at the lowest
possible threshold u = 2. For comparison, the maximum values of ξ1 in the MCMC
output for the constrained and unconstrained versions are 2.5 and 8.21, respectively.
The posterior of u on the right of Figure 7 shows larger threshold uncertainty than seen
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in Figure 5. The posterior modes for the constrained and unconstrained versions are
3 and 6, respectively, which are close but not equal to the lowest threshold possible.
Such phenomenon and the existence of a secondary mode within a wider range of
large values echo the general picture seen in other data sets, with or without the
continuity constraint. The use of the mixture distributions enables multiple modes
to be discovered and compared.
5.4 Comparison with existing results for Moby Dick data
It is useful to compare our results with those by, for example, Gillespie (2015), who
fitted the power law to the Moby Dick data above a threshold, and quantified the
threshold uncertainty by a bootstrap procedure. According to their Figure 2, the
mean and the standard deviation of the threshold are 6.5 and 1.8, respectively. From
the corresponding histograms in Figure 5, the power-law-IGPD opted for a lower
threshold. Note that the power law is fitted to the observations below u in our
application, and above u in theirs.
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Figure 8: Posterior of α1 (thin) and α2 (bold) for constrained (red, dashed) and un-
constrained (blue, solid) versions (left), and scatterplot of α2 against u for constrained
(middle) and unconstrained (right) versions, for the Moby Dick data.
For comparison we plot the posterior density of the exponents implied by the shape
parameters, that is, α1 = 1/ξ1 + 1 and α2 = 1/ξ2 + 1, on the left of Figure 8. The
posterior of α2 agrees broadly with the results reported by Gillespie (2015), with a
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mean of 1.947 and a standard deviation of 0.024, which indicates that both the IGPD
in the mixture distribution and the power law alone captured the same right tail
behaviour. Nevertheless, the mixture distribution is more flexible, and simultaneously
allows for a different power law in the bulk of the data. Lastly, we plot α2 against
u in the middle and on the right of Figure 8. This is comparable to Figure 3(c) in
Gillespie (2015), and shows that the exponent, or equivalently the shape parameter,
is relatively stable at different values of u.
Whilst not directly comparable, we also report the Kolmogorov-Smirnov statistic for
the fit of each data set in Table 1. This statistic is essentially the maximum absolute
difference between the empirical and fitted survival functions, and is denoted by
KS1 and KS0 for the constrained and unconstrained versions, respectively. The
fitted survival function is calculated using the mode of the joint posterior of the
parameters. For all data sets considered, this statistic in the unconstrained version
(KS0) is smaller than or equal to the constrained counterpart (KS1), although this
does not necessarily hold for any data. The integer in the parentheses is the value
where such absolute difference is maximised.
Data KS1 KS0 B01
Native Americans 0.02 (10) 0.018 (5) 21.54
US Americans 0.015 (7) 0.014 (12) 10.73
Comp. Sci. conference 0.008 (3) 0.007 (3) 3.84
Swiss-Prot 0.006 (3) 0.006 (3) 38.66
Moby Dick 0.002 (7) 0.002 (16) 10.97
CRAN dependencies 0.008 (2) 0.008 (3) 11.06
Table 1: Kolmogorov-Smirnov statistics for the constrained (KS1) and unconstrained
(KS0) versions, and Bayes factor (B01) for the latter relative to the former.
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5.5 Model selection for continuity constraint
Also reported in Table 1 is the Bayes factor (B01), for comparing the constrained and
unconstrained versions. Echoing the argument in Section 4, B01 is greater than 1 for
all data sets. Using the categorisation by Kass and Raftery (1995), while there is posi-
tive evidence for the unconstrained version, such evidence is considered strong enough
only for the Swiss-Prot data and possibly the Native Americans data. As using the
constrained version does not lead to substantial difference in terms of the fitted values,
a slight preference is given to the constrained version, if it does not provide a (visually)
much worse fit, because it is not data-dependent and therefore can be used for simu-
lation, for example. Additionally, as discussed in relation to Figure 4, for the uncon-
strained version, φu can only take values
{daφne
n
,
daφne+ 1
n
, . . . ,
bbφnc − 1
n
,
bbφnc
n
}
,
due to its definition as the empirical proportion of exceedances, and is therefore tech-
nically discrete. This is not an issue for the constrained version, which can take any
real value between aφ and bφ.
6 Discussion
The results in Section 5 support the use of the mixture distributions. They provide
a very good fit to both the bulk and the tail of the data, while quantifying the
uncertainty of threshold, without throwing away some data points according to a
subjective decision. Neither the power law nor the geometric distribution alone is
adequate to describe the whole of the data. Also, neither is the power law sufficient
to describe the (right) tail of the data, which is usually lighter than what would have
been expected from the decay of the bulk of the data. This tail is better captured
by the IGPD, which is approximately a generalisation of the discrete power law, as
the continuous version of the former (the GPD) is indeed a generalisation of the
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continuous version of the latter (the Pareto distribution).
The IGPD alone seems sufficient without being as part of a mixture distribution. The
main drawback is that any threshold uncertainty will not be quantified. This also
amounts to assuming that the whole of the data indeed follows the IGPD, and that
the asymptotics concerning the exceedances of a high threshold still holds with a very
low or even no threshold. Such assumptions will need to be supported by the theory,
before using the IGPD alone instead of incorporating it in a mixture distribution.
While the continuous counterparts of the mixture distributions, that is, the exponential-
GPD and the continuous-power-law-GPD, could be further developed, we argue that
the discrete cases presented are more widely applicable. In the contexts where the
power law is of interest, the data are usually discrete in nature. Furthermore, in
the case of the continuous-power-law-GPD, the integral of the continuous power law
on the positive real line is not finite. This outstanding issue needs to be resolved
before the continuous mixture distribution can be applied without an arbitrary and
subjective lower cut-off point.
As the mixture distributions manage to describe network in-degrees well, one natural
question is, what generative model does a given combination of the parameters corre-
spond to? For example, can the preferential attachment model, of which the original
version implies a power law with exponent 2 < α < 3 or equivalently 1 > ξ1 > 0.5,
be modified so that the resulting network has the desired degree distribution? Never-
theless, the rules of new nodes joining a network and connecting with existing nodes
are beyond our scope.
In Section 4 we have seen that the constrained and unconstrained versions are unified
in the inference algorithm, by treating the continuity constraint as an extra parameter,
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thus allowing the MCMC output to be used for model selection. It would also be
possible unify the geometric-IGPD and the power-law-IGPD in the MCMC algorithm,
by incorporating another step for the extra binary parameter that represents the
distribution. The MCMC output can then be used for model selection between the two
distributions. As the parameter space and prior, in particular those of ξ1, are aligned,
transdimensional MCMC will not be needed. However, as there are clear indications
on the appropriate choice of the mixture distribution according the frequency plots
in Figure 1, such model selection procedure within the inference algorithm will not
be necessary in our application.
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