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ABSTRACT Correct detection of drilling abnormal incidents while minimizing false alarms is a crucial 
measure to decrease the non-productive time and thus decrease the total drilling cost. With the recent 
development of drilling technology and innovation of down-hole signal transmitting method, abundant 
drilling data are collected and stored in the electronic driller’s database. The availability of such data 
provides new opportunities for rapid and accurate fault detection; however, data-driven fault detection has 
seen limited practical application in well drilling processes. One particular concern is how to distinguish 
“controllable” process changes, e.g. due to set-point changes, from truly abnormal events that should be 
considered as faults. This is highly relevant for the managed pressure drilling (MPD) technology, where the 
operating pressure window is often narrow resulting in necessary set-point changes at different depths. 
However, the classical data-driven fault detection methods, such as principal component analysis (PCA) 
and independent component analysis (ICA), are unable to distinguish normal set-point changes from 
abnormal faults. To address this challenge, a slow feature analysis (SFA) based fault detection method is 
applied. SFA-based method furnishes four monitoring charts containing more information that could be 
synthetically utilized to correctly differentiate set-point changes from faults. Furthermore, the evaluation 
about controller performance is provided for drilling operator. Simulation studies with a commercial high-
fidelity simulator, Drillbench, demonstrate the effectiveness of the introduced approach. 
INDEX TERMS Fault detection, Managed pressure drilling, Slow feature analysis, Drillbench.  
I. INTRODUCTION 
In the oil and gas industry, well drilling is one of the most 
important operations in the upstream sector. As easily 
accessible reservoirs become scarcer, drilling has been 
moving to offshore and ultra-high-pressure and high-
temperature (HPHT) wells. A large proportion of those wells 
have a narrow pressure window between pore pressure and 
fracture pressure, therefore the wellbore pressure cannot be 
accurately controlled when using the conventional drilling 
technologies [1]. This need has stimulated the development 
of the managed pressure drilling (MPD) technology, which 
allowed accurate control of the pressure in the wells. As a 
result, more and more offshore wells are being drilled by the 
MPD method. A major cost of MPD is caused by the non-
productive time (NPT) accounting for between 20% and 25% 
of the total drilling time. A significant reason for NPT is 
related to equipment failure and unforeseen incidents when 
drilling into deeper formation. Such failures/incidents could 
quickly propagate to serious events such as “blowout” 
(uncontrolled release of oil and/or gas), fires and explosions 
with potentially catastrophic impact on the health and safety 
of the personnel and the environment. Within this context, 
detecting the abnormal incidents with minimum false alarms 
is of tremendous importance. Fault detection allows the 
driller to take a variety of established methods to effectively 
mitigate the impact of an incident.  
In general, the methods for detecting abnormal drilling 
incident can be divided into two categories: model-based and 
data-based. In the model-based approaches, a mechanistic 
model of the drilling process with some unknown parameters 
is used [2]-[4]. Based on such mechanistic models, reported 
applications in drilling processes include: an adaptive 
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observer method for kick and loss detection [5], a model-
based in-/out-flux detection scheme to quantify the 
magnitude of the in-/out-flux and its location [6], and a bank 
of nonlinear adaptive observers for fault diagnosis in MPD 
[7]. Those methods require an accurate model to estimate 
certain key parameters of the well. If the model deviates from 
the real drilling process, this approach is likely to give many 
false alarms.  
In contrast, data-based fault detection methods rely on a 
large amount of real time operational data. The data-based 
approach has recently become possible in MPD, owing to the 
wide application of a measurement method, named wired 
drill pipe, which has dramatically increased the bandwidth 
and data transmission rate (up to 10,000 times) compared to 
the traditional mud pulsing method [8][9]. A number of 
applications have been reported in the literature. In [10], a 
method based on correlating statistical features was used to 
indicate poor hole cleaning and stuck pipe. In [11], a soft-
sensing technique was used for real-time monitoring of gas 
kick during drilling. In [12], dynamic Bayesian networks was 
adopted to predict and diagnose offshore drilling incidents.  
In principle, a large variety of multivariate statistical 
process monitoring (MSPM) methods [13] can be applied for 
fault detection in MPD system, such as principal component 
analysis (PCA) and independent component analysis (ICA) 
as well as many variations of these [14]. However, most 
existing MSPM methods are based on the assumption that 
under normal operation conditions, the process runs around a 
certain steady state. Although the so-called “multi-mode” 
MSPM techniques have been developed to deal with multiple 
steady states case [15], they still assume that these modes are 
known a priori with sufficient data within each mode. In the 
context of MPD, these methods cannot distinguish between 
normal operation modes changes, which are typically exerted 
by the MPD control system and not necessarily known in 
advance, from truly abnormal faults. As a result, such 
methods would give rise to false alarms and thus unnecessary 
NPT for fault detection. 
In this work, the slow feature analysis (SFA) method [16] 
[28], originally proposed as a generic method for operation 
condition monitoring, is applied for fault detection in MPD 
system. The SFA-based method provides four monitoring 
indices characterizing both steady-state (termed “steady 
distribution” in SFA) and dynamic (termed “temporal 
distribution”) behaviors. Evaluation of those four indices 
could effectively distinguish controller performance 
deterioration from real drilling faults. Three common scenes 
about MPD drilling operation are constructed to simulate set-
point change, kick, and controller performance deterioration. 
The results show that SFA-based mothed not only 
successfully detects drilling incidents but also correctly 
differentiates controllable operation set-point changes from 
uncontrollable abnormal incidents. It is clear that the false 
alarms can be minimized by implementing this method on 
MPD system, and thus NPT caused by false alarms can also 
be minimized.  
Therefore, the contribution of this work resides in the 
application of SFA to a practically important drilling process 
(i.e. MPD) in the upstream oil and gas industry, with the 
focus of reducing false alarms arising from controllable 
process changes. To the best of our knowledge, this is the 
first time such a critical issue in fault detection is explicitly 
considered and accounted for in MPD; this new development 
could pave the way towards practical uptake of fault 
detection technologies in well drilling operations which 
cannot be achieved by using generic MSPM methods. 
The rest of this article is organized as follows. In the next 
section, an overview of the MPD technology and its incidents 
studied in this paper is given. Section III presents the theory 
and implementation of the SFA-based fault detection method. 
A case study, based on simulated data using the state-of-the-
art simulator Drillbench, is presented and discussed in 
Section IV. Finally, conclusions are given in Section V.  
 
II. MANAGED PRESSURE DRILLING SYSTEM 
According to the International Association of Drilling 
Contractors (IADC) Subcommittee on Underbalanced and 
Balanced Pressure Drilling, “Managed Pressure Drilling 
(MPD) is an adaptive drilling process used to more precisely 
control the annular pressure profile throughout the wellbore. 
The objectives are to ascertain the downhole pressure 
environment limits and to manage the annular hydraulic 
pressure profile accordingly” [17]. MPD is a general term 
describing a technology for wellbore pressure control in 
drilling operation. MPD technology has been widely used in 
the drilling of oil and gas, especially for offshore wells with 
soft sediments and ultra HPHT wells [1]. It has a great 
contribution to reducing the high cost of NPT, mitigating the 
drilling hazards and making an increased number of depleted 
wells drillable. In general, MPD is designed to mitigate 
various drilling problems and access reservoirs with complex 
pressure profile more effectively.  
A simplified schematic of an MPD system with basic 
elements is portrayed in Fig. 1. A rotating drill string with a 
hard drill bit is placed into the wellbore when drilling into the 
formation. The annulus composed of different radius casings 
around the drill string provides a channel to carry out the 
cuttings. During drilling operation, the formation is crashed 
by rotating drilling bit and cuttings are carried out through 
the annulus and choke valve into the mud pit. The intention 
of circulating drilling fluid (mud) is to lubricate the drilling 
bit and provide hydrostatic pressure to maintain the bottom 
hole pressure (BHP). If the choke valve has no ability to 
provide sufficient pressure for the wellbore, a part of mud 
will be pumped into annular by a back-pressure pump. In 
drilling process, the BHP is controlled to avoid influx from 
formation fluid (referred to as kick), drilling fluid lost to the 
formation, and prevent blowout [1]. There have two different  
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FIGURE 1. The schematic of Managed Pressure Drilling (MPD) control 
system 
 
kinds of pressures named pore pressure and fracture pressure 
in the formation. If the BHP lies below the formation pore 
pressure, reservoir fluid and gas penetrate into the annulus. 
This uncontrolled entrance will result in the blowout, which 
deteriorates the environment and makes the explorer abandon 
the well eventually. For instance, the Deepwater Horizon 
incident is one of the worst cases caused by blowout [18]. On 
the other hand, if the BHP rises higher than formation 
fracture pressure, the formation starts to fracture resulting in 
mud lost to the formation. It is essential to monitor the 
condition of MPD control system and prevent potential 
hazards. Noticing and alarming several abnormal incidents 
from false alarm has a great influence on reducing the cost in 
the explorations, particularly for drilling offshore wells. 
Although various MPD technologies have been utilized 
successfully by Weatherford and Schlumberger [19], 
operators do not have sufficient strategy to correctly monitor 
abnormal incidents in the MPD drilling process. The 
following incidents are of specific concern and are studied in 
this paper. 
A. KICK 
A kick is a common and severe incident in drilling when the 
wellbore pressure is lower than pore pressure in some parts 
of well. Driven by the pressure difference, fluids or gas then 
begin penetrating from the pore into the wellbore. Since gas 
travels upwards and bubbles at the same time through the 
annulus, mud density decreases noticeably. Furthermore, as 
gas volume increases, the wellbore pressure decreases 
dramatically. This will enlarge and broaden the pressure gap 
between wellbore and reservoir, which in turn further induces 
the gas into the wellbore. If this continues without any action, 
the kick can develop into a blowout probably.  
In practice, kick is mainly detected by comparing the mud 
volume between pumped in and out of well. If the returned 
mud volume is greater than that pumped in, it then suggests 
that kick may happen in the well [20]. Besides, the more 
sophisticated strategy could detect kick earlier, such as early 
kick detection using dynamic neural network [21] and a real-
time evaluation of kick based-on wired drill pipe telemetry 
[11]. 
B. FALSE ALARM 
The set-point of MPD system should be changed regularly 
corresponding to different depths, whereas the narrow 
pressure window varies dramatically with increasing length 
of trajectory. These variations are dramatic in offshore wells, 
HPHT well, and some of the depleted reservoirs. When the 
BHP is changed with the growing drilling depth, the alarm 
may be triggered if classical MSPM approaches are utilized. 
However, in many cases the BHP remains well controlled 
owing to the regulation of controllers. The false and 
unnecessary alarm distracts driller’s attention from normal 
operation, whose main mission is to manipulate the drill rig 
reaching target reservoir with lower NPT. 
A crucial assignment is to avoid unwanted delays caused 
by false alarms in the drilling operation. To accurately 
distinguish normal changes in operating conditions such as 
set-point changes from real drilling faults, a novel statistics 
monitoring method will be described in next section. 
 
III. SLOW FEATURE ANALYSIS 
In process industries, slow feature analysis is the most 
attractive monitoring strategy to detect the abnormal events 
in the MSPM. As the same to typical data-driven approaches 
such as PCA and ICA, latent variable models are built using 
historical data sets to detect abnormal deviation [22]. 
Theoretically, the steady distribution  p x  describes the 
steady-state operation condition, while the distribution of 
temporal variation  p x  implies the process dynamic. All 
this information can be abstracted from historical data sets 
simultaneously by using slow feature analysis. The operator 
could discriminate between normal changes in operating 
condition and real process faults. 
A. THE PRINCIPLE OF SFA 
SFA is an optimization problem, which structures a number 
of latent variables named slow features from a 
multidimensional input signal. This method extracts slowly-
varying features ordered by their temporal consistency and 
constancy by minimizing the variance of the first order 
derivative approximation of the inputs. In the beginning, the 
intention of SFA is to analyze self-organization function of 
complex-cell receptive fields [23]. Currently, SFA has been 
successfully applied in human action recognition [24] and 
non-linear blind source separation [25]. Mathematically, the 
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objective and constraints of SFA optimization problem can 
be described as follows [26]-[27]. Given an m-dimensional 
input signal,      1 , ,
T
mt x t x t   x , the objective of 
SFA is to find a set of function      1 , ,
T
mg g   g x x x  
mapping input signal to output. Then the output signal 
     
1
m
j j
j
s t g t

 x  is something that conveys the slowest 
variations of input signal. 
 
2
jmin s  (1) 
under the constraints 
 0js   (2) 
 
2 1js   (3) 
 , 0i ji j s s    (4) 
Eq. (1) implies that the objective is to minimize output 
variations, which is a first order derivative of the slow feature 
 js t  with respect to time. The square operator helps to 
eliminate the impact of sign and the angle bracket denotes 
temporal average, expressed as 
  
1
0
1 0
1 t
t
s s t dt
t t

 
 (5) 
Constraints (2) and (3) are imposed to exclude the trivial 
solution  js t const . Constraint (4) guarantees that 
different slow features obtain different information and do 
not simply duplicate each other. In order to facilitate 
calculation, the number of slow features is assumed same 
with input signals. Furthermore, the slow features are sorted 
in ascending order so that the slower output signal has 
labeled with a lower order index. In other words,  1s t  is a 
component with the slowest varying, and  2s t  takes second 
place, and so forth. 
For simplicity, each component of input-output functions 
     1 , ,
T
mg g   g x x x  can be described as a linear 
combination of some basic functions,    j ji iig w fx x , 
where  if x  is a finite set of non-linear functions. When 
function  if x  degenerates into a vector x , the component 
can be expressed as: 
   Tj j ji i jis g w x  x w x  (6) 
In summary, the optimization problem can be simplified to 
find out a series of coefficient vectors 1, , mw w  satisfying 
constraints (2)-(4), or to find out a transformation matrix 
 1, ,
T
mW w w  such that s Wx . 
B. THE ALGORITHM OF SFA 
For readability, in this section, a kind of linear SFA 
algorithm is introduced [26]. Suppose that raw input data 
have been normalized with zero mean and standard deviation, 
the initial operation of linear SFA is called whitening or 
sphering to eliminate the correlation among input data. 
Whitening can be easily realized by singular value 
decomposition (SVD). Assuming that the covariance matrix 
of input variables is denoted as Txx , and can be 
successfully decomposed with SVD, i.e. 
 
T Txx UΛU  (7) 
the whitening matrix is formulated as 1/2 TQ Λ U , and the 
whitened variables can be obtained by z Qx . The 
expectation and the covariance of whitened variables are 
computed as follows: 
  z Q x 0  (8) 
 
T T T zz Q xx Q I  (9) 
In order to minimize the objective, another transformation 
matrix P  mapping whitened variables to slow features needs 
to be constructed. 
 s Pz  (10) 
Due to the expectation of slow features has been normalized 
with zero mean, hence it follows that T ss I . Substituting 
equation (10) into it, we get 
 
T T T T  ss P zz P PP I  (11) 
The equality holds if and only if transformation matrix P  is 
an orthogonal matrix. In other words, the objective of linear 
SFA is reduced to construct an orthogonal matrix P  making 
sure that the diagonal elements of T T Tss P zz P  are 
minimized and off-diagonal elements are zeros. This can be 
conveniently realized by exerting SVD on the covariance 
matrix of whitened variables T Tzz P ΩP , where the 
columns of P  are orthogonal eigenvectors and the diagonal 
elements of Ω  are corresponding eigenvalues rearranged by 
ascending order. The optimal objective is expressed as: 
 
T T T T T  ss P zz P PP ΩPP Ω  (12) 
subject to: 
  s PQ x 0  (13) 
 
T T T T  ss P zz P PP I  (14) 
Briefly, two matrices are constructed to pursue the global 
optimal solution by covariance matrix decomposition. The 
final transformation matrix W  can be compactly rewritten as: 
 
1/2 T W PQ PΛ U  (15) 
C. MONITORING STATISTICS OF SLOW FEATURES 
In order to differentiate normal operating condition changes 
from abnormal incidents, a novel monitoring criterion from 
reconstruction standpoint is introduced[28]. Based on the fact 
that variables containing meaningful information often 
exhibit slow and regular variations, while fast and irregular 
changes reflect noise. The slow features can be orthogonally 
decomposed into dominant slow features ds  and residual 
slow features es  in the data space of input variables. Slow 
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features varying faster than all input variables are called 
residual slow features 
es , the number of which is given by 
   2 2| qe i i jM card s s max x   (16) 
where q  usually be set as 0.1 denotes the q  upper quantile 
of  2jmax x , and card  stands for the number of elements 
in a set. Introducing the q  upper quantile increases the 
robustness of algorithm and removes the influence of outliers 
in the inputs. The number of dominant slow features is 
calculated by 
 eM m M   (17) 
where m   is the total number of slow features. 
Four different kinds of monitoring statistics were 
established by [28]. The Hotelling’s 2T and 2eT  statistics of 
slow features are defined as: 
 
2 2
;~
T
d d MT  s s  (18) 
 
2 2
;~
T
e e e MeT  s s  (19) 
These two statistics characterize process steady-state 
distribution  p x  for monitoring abnormal steady-state 
variation. In addition, if the hypothesis that all slow features 
obey independently Gaussian distribution holds, the 
Hotelling’s 2T and 2eT  statistics follow 
2  distribution with 
M  or 
eM  degree of freedom. 
Beside, temporal distribution  p x  is described by the 
other two statistics calculated as follows, 
 
 
  
2
2 1
, 1;
2
~
1 1
T
d d d M N M
M N N
S F
N N M


 


  
s Ω s  (20) 
 
 
   e e
2
e2 1
, 1;
e
2
~
1 1
T
e e e e M N M
M N N
S F
N N M


 


  
s Ω s  (21) 
where 
dΩ  is a diagonal matrix consisted of the portion of Ω , 
and can be formulated as  1 , ,d Mdiag  Ω . Similarly, 
 1 , ,e M m Ω . Supposing ds  and es  follow a 
multivariate Gaussian distribution, the 
2S  statistic follows 
F -distribution with M  first degree of freedom and 
1N M   second degree of freedom, and the 2
eS  statistic 
also follows F -distribution with eM  first degree of freedom 
and 1eN M   second degree of freedom. N  is the number 
of sampling. Significance level   can be set by operators 
based on the normal historical input and output data. 
In summary, the 2T  and 
2
eT  statistics describe the 
consistency between the measured variable and steady-state 
distribution, while the 
2S  and 2
eS  statistics characterize the 
uniformity with temporal distribution. By a combination of 
those four statistics, a comprehensive evaluation of the 
process can be obtained by the field engineers. 
D. PROCEDURE OF SFA BASED MONITORING 
The integrated procedure monitoring both steady-state 
operation condition and process dynamic is detailed as 
follows. The whole algorithm is composed of two different 
procedures. 
 
Step 1: Constructing the monitoring model 
 
1: Collect historical input-output data under the normal 
operation; 
2: Normalize the data and exert SFA algorithm on data to 
obtain the transformation matrix W ; 
3: Divide the slow features into two parts, dominant slow 
features 
ds  and residual slow features es ; 
4: Compute control limits for all four statistics with   
significance level; 
 
 
 
Step 2: Online fault detecting  
 
1: Obtain the real time sample of the measured variables; 
2: Normalize data with mean and standard deviation obtained 
from modeling data in Step 1; 
3: Calculate 2T ,
2
eT ,
2S  and 2
eS  indices and compare them 
with control limits respectively; 
 
In general, if 2T  and 
2
eT  indices exceed the control limits 
persistently, meanwhile 
2S  and 2
eS  return under the 
threshold after several times variations, it implies that 
operation condition has been changed in this case, but the 
process remains well controlled. However, if either 
2S  or 
2
eS  is beyond control limits, meanwhile 
2T  and 
2
eT  go out of 
the threshold, it then implies that process dynamic properties 
have been changed. In this case, operators should further 
analyze it combining with their professional knowledge. 
IV.  CASE STUDY 
To verify the introduced fault detection method for MPD 
drilling process, a simulation based case study is given in this 
section. The drilling data is generated by a high-fidelity 
simulator Drillbench [29], which is a commercial software 
for design and evaluation of all drilling operation. The true 
vertical depth of the well is 6000m. To simplify simulation 
process, an ordinary PID controller is deployed to maintain 
the BHP at anticipated value. The formation property, i.e. 
pore pressure and fracture pressure can be specified in the 
software. More detailed parameters about the well can be 
found in [30]. The well named Solaris is an ultra HPHT 
exploration well that was expected to be drilled in 2015 by 
Total E&P Norway. Different from the schematic of MPD 
control system portrayed in Fig.1, the back-pressure pump is 
omitted. 
The measured variables of MPD are bottom hole pressure, 
pressure drop over bit, mud density, mud flow in rate, mud 
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flow out rate, choke opening, choke pressure, pump pressure, 
and rotation speed. We assume that all these nine variables 
with Gaussian measurement noise are measured in real-time. 
In the simulation, BHP is selected as the controlled variable, 
choke opening and pump pressure are the regulating variable. 
2000 normal data are collected to build monitoring models 
based on SFA, PCA and ICA monitoring approach. The SFA 
transformation matrix is obtained as: 
0.6038 7.3031 3.623 8.2036 0.4092 3.6635 1.3949 0.6055 0.2889
0.618 0.087 0.4719 0.3677 0.6543 0.3441 0.0009 0.0156 0.0011
0.0962 0.3813 0.5901 0.4803 0.4354 0.2854 0.0084 0.0082 0.0007
0.4509 0.5399 0.3593 0.385
   
   
  


  

W
5 0.4427 0.1829 0.0029 0.0072 0.0005
0.9782 0.0387 0.1372 0.5641 1.1928 1.5905 0.1654 1.9786 0.2244
0.8261 0.6849 0.2691 0.351 0.9299 1.9748 0.0155 0.0668 0.0096
0.3608 5.5635 2.7967 6.1961 0.2952 2.9007 1.8078 0.421
  
 
   
      3 0.2517
0.1795 1.2354 0.8274 1.4073 0.1628 0.9354 3.0791 0.9034 0.2583
0.6372 0.343 0.4492 0.2306 0.4286 0.204 0.0092 0.004 0.0003
 
 
 
 
 
 
 
 
 
 
 
 
 

    
    
          (22) 
 
After modeling and analysis, there are 6 dominant slow 
features and 3 residual slow features for this case. For PCA, 
the number of principal components is determined when the 
cumulative variance contribution rate arrived 80%. The 
number of independent components is set as 5 through cross-
validation. For all methods, the confidence limit is set as 0.99. 
The other test datasets containing specific disturbances or 
faults are generated and collected from Drillbench too. 
Disturbances are introduced at the 401th sample till the 
simulation end. The simulation speed is set as time 
constrained mode, in which a fluid front does not allow to 
pass more than one grid cell per time step [29]. For the first 
dataset, a disturbance is introduced to change the BHP set-
point. To simulate the kick, the mud density is set to linearly 
decrease in the second case. For the last case, both BHP set-
point and controller performance vary simultaneously. More 
detailed settings about disturbances are listed in Table I. 
 
TABLE I 
THREE CASES WITH DIFFERENT DISTURBANCES 
Case Description 
A: Changing the operating 
condition only 
Sample 1-400: BHP = 1193bar 
Sample 401-2000: BHP = 1299bar 
B: Kick Sample 1-400: BHP = 1193bar 
mud density = 2.0sg 
Sample 401-2000: BHP = 1193bar 
mud density linearly decreases to 
1.15sg 
C: Changing the operation 
condition and PID 
parameters simultaneously 
Sample 1-400: BHP = 1193bar 
PID = [10 0.3 0.01] 
Sample 401-2000: BHP = 1299bar 
PID = [10 0.014 0.01] 
A. CHANGING THE OPERATING CONDITION ONLY 
For the first scenario, the BHP is switched from 1193bar (or 
Equivalent Circulating Density 2.25sg) to 1299bar (or ECD 
2.45sg), which is designed to simulate the set-point change of 
MPD system at the deeper depths. Due to the real-time 
adjustment in the flow line from bottom hole to mud pit, the 
BHP remains well controlled. When the set-point increases 
with the growing drilling depth, the choke opening of MPD 
system decreases accordingly, as shown in Fig 2. In other 
words, the controller has a strong ability to maintain the 
anticipated BHP value. Clearly, there is no any fault for this 
case. 
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FIGURE 2.  The BHP and Choke opening for case A. 
 
The online monitoring results based on PCA, ICA and 
SFA are shown in the following Figures 3 to 5 respectively. 
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0
20
40
60
Sample Number
T
2
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0
50
100
150
Sample Number
S
P
E
 
FIGURE 3.  Monitoring result based on PCA in case A. 
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FIGURE 4.  Monitoring result based on ICA in case A. 
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FIGURE 5.  Monitoring result based on SFA in case A. 
 
In Fig. 3. PCA makes an unreasonable detection in both 
2T  and SPE statistics when the BHP switches from one 
operation point to another at 401th. The 2T  index overtops 
the control limits at beginning, and then decreases quickly. 
After that, the index remains below the control limits around 
100th. Because of the insufficient ability of PCA for 
monitoring a transient process, the curves exhibit fast 
changes, such as the initial stage of 2T , during the transient 
process. All indices of ICA keep exceeding their 
corresponding limits after 450th indicating that a fault occurs 
in the drilling process. For SFA, the 2T  index goes beyond 
control limit obviously after 400th, which means that the 
operating condition becomes different. Both 
2S  and 2
eS  
indices are below the limits. Those suggest that the drilling 
process dynamic remains normal and drilling operation 
enters another new condition. The significant peak in 
2S  
index curve implies the compensation effect caused by the 
MPD drilling controller driving the set-point towards a new 
value around the 400th sample. In 
2
eT and 
2
eS  plot, there are 
still some random violations of the monitoring chart. These 
are random events, as a statistical approach if the control 
limit is 99%, we still expect 1% false alarm anyway. Such 
problem can be further alleviated by using smoothing 
approaches such as exponential weighting of the control 
chart [31]. SFA based monitoring method conveys more 
information about drilling process. It is convenient for 
drillers to make full use of those four indices synthetically to 
monitor deviation from the normal operating condition and 
process dynamic deterioration. 
B. KICK 
To simulate the kick in the wellbore for MPD drilling system, 
the mud density is designed to drop off from 2.0sg (i.e. 2000 
kg/m3) to 1.15sg (i.e. 1150 kg/m3) linearly in the Drillbench. 
The BHP is set as 1193bar (or ECD 2.25sg), which is the 
same with case A. Referring to the definition of kick stated in 
section II, mud density reduces noticeably when the fluid and 
gas permeate into the wellbore. The uncontrolled kick may 
lead to a blowout that damages environment and drillers’ 
health. In extreme case, the well will be abandoned. 
When the mud density decreases linearly in the wellbore, 
the static pressure reduces dramatically following P gh , 
where   is the mud density, g  is the acceleration of gravity, 
h  is the vertical height of wellbore. In order to guarantee a 
constant BHP, the MPD drilling controller linearly increases 
the pump pressure to compensate pressure loss caused by 
mud density changes. Both BHP and pump pressure 
regulating are depicted in Fig. 6. 
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FIGURE 6.  The BHP and Pump pressure for case B. 
 
In the Fig. 6, Pump pressure 1 represents the regulating 
action of pump at normal operation condition with the blue 
line. Pump pressure 2 describes the control response of pump 
in the case B with the red line. Though there is increase of 
pump pressure to compensate pressure loss after 600th 
samples, the BHP is maintained very well. The monitoring 
results are shown in Figures 7 to 9. For the PCA based 
monitoring results, the SPE index implies that the drilling 
process undergoes abnormal situation after 1800th time period. 
Similarly, the 2I index of ICA suggests that a fault occurs in 
drilling process at 1400th time period. With the SFA based 
fault detection approach, both 2T and 
2
eT  curves exhibit a 
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slow and nearly linear deviation tendency, which implies that 
the drilling process is deviating from its normal operation 
condition slowly. However, 2S  and 2
eS  indices remain 
below the control limits, which indicates that the MPD 
controller also has a margin to compensate for mud density 
deviation and maintain the BHP on the desired value. 
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FIGURE 7.  Monitoring result based on PCA in case B. 
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FIGURE 8.  Monitoring result based on ICA in case B. 
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FIGURE 9.  Monitoring result based on SFA in case B. 
C. CHANGING THE OPERATING CONDITION AND 
CONTROLLER PERFORMANCE SIMULTANEOUSLY 
In this case, similar to the first scenario, the BHP is increased 
from 1193 bar to 1299 bar. Meanwhile, the PID controller 
parameters are altered at the 401th sampling time. When the 
controller parameter changing (may be caused by controller 
performance reducing in practice) and set-point increase are 
introduced at the same time, PID controller adjusts the choke 
opening frequently. Due to the improper PID controller 
parameters, it takes more time to stabilize BHP than original 
controller in case A. The BHP and the choke opening 
fraction are depicted in Fig.10. A black dotted ellipse covers 
the adjusting region of choke opening. From the figure, it is 
clear that the controlled variable BHP can stabilize after set-
point changing. 
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FIGURE 10.  The bottom hole pressure and choke opening in case C. 
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FIGURE 11.  Monitoring result based on PCA in case C. 
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FIGURE 12.  Monitoring result based on ICA in case C. 
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FIGURE 13.  Monitoring result based on SFA in case C. 
 
The monitoring results for PCA, ICA and SFA based 
method are shown in Figures 11 to 13. It is obviously that 
PCA and ICA based method both indicate a fault in drilling 
process from the 500th time period. However, all controlled 
variables are manipulated very well in fact. Comparing with 
PCA and ICA based method, SFA based monitoring indices 
present a more reliable detection result. The 2T  statistic 
exceeds its limit from the 401th sample, which implies the 
steady operating condition fluctuation. The 
2S  statistic 
exceeds its threshold between 500th and 600th samples, which 
indicates the dynamic adjustment of choke opening vividly. 
It is noticeable that PID controller takes more time for action 
to eliminate the control error. Although the performance of 
controller degrades, PID controller is quite capable of 
sustaining the desired value. 
To simulate a drilling fault caused by controller 
performance deterioration, the PID controller parameters are 
reset as [1 0.01 0.01]. The BHP and the choke opening 
fraction are shown in Fig. 14, in which the samples are 
shown between 1 and 1000 sample number to illustrate the 
control effect clearly. Because of poor controller 
performance, the BHP fluctuates wildly after 500th. The 
controller has no ability to adjust the actuator to eliminate the 
residual error. 
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FIGURE 14.  The bottom hole pressure and choke opening. 
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FIGURE 15.  Monitoring result based on SFA 
 
The monitoring results based on SFA are shown in Fig. 15. 
2S  is beyond its control limit persistently until the end of 
data after 2T  or 
2
eT  exceeding control limit. In this case, the 
controller performance changing has a great influence on 
drilling process. The BHP is hardly controlled very well at 
the new set-point (1299bar) from Fig. 14. This is a severe 
abnormal incident and drillers should analyze this 
phenomenon combining with their professional knowledge. 
V. CONCLUSION 
In this paper, a novel fault detection strategy based on slow 
feature analysis is introduced to reduce false alarms for 
drilling operations. The simulation results demonstrate the 
effectiveness of introduced method in MPD system. SFA 
based method could correctly detect drilling faults and reduce 
the false alarms. In addition, both operating condition and 
drilling process dynamic are monitored simultaneously. 
Integrated implementation of four indices can distinguish real 
faults that affect controller performance in drilling process 
from normal controllable changes. The traditional methods 
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such as PCA and ICA have no capacity to pick up real faults 
from normal changes that could be compensated by 
controller. Furthermore, taking full advantage of SFA 
algorithm, the drillers can remove unnecessary alarms and 
have a qualitative evaluation for controller performance at 
the same time. 
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