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Abstract
Operators on manifolds with corners that have base configurations with geometric singularities
can be analysed in the frame of a conormal symbolic structure which is in spirit similar to the one
for conical singularities of Kondrat’ev’s work. Solvability of elliptic equations and asymptotics of
solutions are determined by meromorphic conormal symbols. We study the case when the base
has edge singularities which is a natural assumption in a number of applications. There are new
phenomena, caused by a specific kind of higher degeneracy of the underlying symbols. We introduce
an algebra of meromorphic edge operators that depend on complex parameters and investigate
meromorphic inverses in the parameter-dependent elliptic case. Among the examples are resolvents
of elliptic differential operators on manifolds with edges.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
Les opérateurs définis sur des variétés avec des angles, dont la base a des singularités
géometriques, peuvent être analysés grâce à un calcul symbolique similaire à celui utilisé par
Kondrat’ev dans son travail sur les singularités coniques. La solubilité des équations elliptiques
et le comportement asymptotique des solutions peuvent être caractérisés au moyen des symboles
conormaux méromorphes.
Nous étudions le cas dans lequel la base a des arêtes, ce cas se presente dans un grand
nombre d’applications. Les nouvaux phénomènes qu’interviennent sont liés au plus grand degré de
dégénérescence.
Nous introduisons une algèbre d’opérateurs qui dépendent par des paramètres complexes et
étudions les inverses lorsque l’ellipticité dépend du paramètre. Les examples includent le cas des
résolvantes des opérateurs différentiels elliptiques définis sur des varietés avec arêtes.
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Introduction
Meromorphic families of differential (and pseudo-differential) operators on a compact
C∞ manifold X belong to the crucial elements in the description of asymptotics of
solutions to elliptic equations on a manifold B with conical singularities. Here, X plays
the role of the base of a cone that locally models B near a conical point.
Basic observations in this context go back to Kondrat’ev [11] who studied elliptic
boundary value problems in a domain with conical singularities and characterised
asymptotics in terms of the poles, multiplicities and Laurent coefficients of the inverse
of a parameter-dependent elliptic holomorphic family of boundary value problems on
the base. Asymptotics can be interpreted as a kind of elliptic regularity of solutions in
weighted Sobolev spaces. Phenomena become particularly transparent, if we embed the
given operators in an algebra of pseudo-differential operators that are of Fuchs type in the
distance variable r ∈R+ to the conical singularity [17].
To answer similar questions for higher singularities, i.e., when X itself has conical
or edge singularities, it seems, in fact, indispensable to employ a sufficiently developed
(parameter-dependent) calculus of pseudo-differential operators on X.
The case when X has conical points has been treated by Schulze [18] in the framework
of an operator algebra with iterated asymptotics and with a hierarchy of principal symbols.
Applications in connection with Fedosov’s index formulas have been given in [4].
Meromorphic operator functions on X also occur in the context of Euler solutions of
equations on an infinite cylinder with cross-section X, cf. [20] for the case of smooth X,
[9] for the case of a manifold X with conical singularities. Another application concerns
long-time asymptotics of solutions to parabolic operators on spatial configurations that
have conical singularities [12]. Note that parameter-dependent theories for differential
equations have been studied in other situations before, in particular, by Agranovich and
Vishik in [1] in connection with parabolic operators. Meromorphic Fredholm functions in
a more general functional analytic set-up are studied by Gohberg and Segal in [7]. Other
aspects (factorisations into holomorphic invertible and “smoothing” meromorphic factors)
are investigated by Gramsch and Kaballo in [8], and Witt in [22].
The present paper is aimed at developing the analysis of parameter-dependent
meromorphic operator families for the case when X is a manifold with edges. The values
of operator functions belong to the edge algebra, i.e., a block matrix calculus of operators
on a stretched manifold W belonging to a manifold W with edges Y , cf. [3] or [17]. The
operators in the upper left corners are edge-degenerate; other entries represent trace and
potential conditions on the edge. We study here a parameter-dependent theory, where
the parameters play the role of covariables in a higher floor of the hierarchy of operator
algebras on stratified spaces, in this case on manifolds with corner singularities, where the
base manifolds are of type W , cf. also [21].
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Section 1 presents the necessary elements of this edge operator theory. Weight and
asymptotic data are controlled in a such a way that the edge algebra can be written
as a union of Fréchet subspaces. Their topologies are given by symbolic structures and
smoothing operators that refer to spaces with asymptotics. We mainly consider spaces and
operators with continuous asymptotics, formulated in terms of vector or operator-valued
analytic functionals in the complex z-plane of the Mellin covariable, with the Mellin
transform operating on the half-axis of the distance r ∈ R+ to the edge. The motivation
is that conormal symbols of operators on a manifold with edges depend on edge variables,
and the “spectral” points z (that determine asymptotic data via inversion of meromorphic
operator functions) are variable and, in general, of changing multiplicity. A description of
such phenomena by families of analytic functionals was originally introduced in [13], see
also [16] or [17]. Here we employ structures of that kind as a part of asymptotic information
associated with the model cone of W .
In Section 2 we construct a new algebra of holomorphic and meromorphic operator
functions, globally operating on the corner base W . Spectral points w ∈ C determine
another contribution to asymptotics of solutions in an associated corner operator calculus,
though we focus here on meromorphic families themselves. In the case of polynomial
dependence on w they are related to the resolvent structure of differential operators on a
manifold with edges. For the simpler case of conical singularities such relations are studied
in [18]; applications to heat trace asymptotics are given by Gil [5].
We consider parameter-dependent ellipticity in our algebra and show that there
are meromorphic inverses of elliptic elements. A crucial point is that kernel cut-off
constructions (introduced for a simpler situation in [16]) can be applied again in the
corner covariable, and we show that for an arbitrary parameter-dependent element with
real parameter λ there is a holomorphic representative in w ∈ C for λ = Rew, modulo a
family of order −∞.
Let us finally note that the scenario of [18] (for corners based on manifolds with conical
singularities), shows how our algebra of corner symbols can be applied again in a calculus
of Mellin operators along the half-axis t ∈ R+ for a corner singularity of base W and
that iterated edge-corner asymptotics for elliptic equations are encoded by the poles and
Laurent expansions of our Mellin symbols.
1. Elements of the edge calculus
1.1. Manifolds with edges and associated operators
Let X be a closed C∞ manifold, and form the quotient space X∆ := (R+ ×X)/({0} ×
X) that is a cone with base X, where {0} ×X is shrunk to a point v, the tip of the cone.
Then X∆ \ {v} ∼= R+ ×X is a C∞ manifold. Two splittings of variables (r, x), (r˜, x˜) on
R+ ×X are said to define the same cone structure on X∧ :=R+ ×X, if (r, x)→ (r˜, x˜) is
induced by a diffeomorphism R+ ×X→R+ ×X.
Given an open set Ω ⊆ Rq we can pass to a wedge X∆ × Ω or to the (open)
stretched wedge X∧ ×Ω . Two splittings of variables (r, x, y) and (r˜, x˜, y˜) on X∧ ×Ω
are said to define the same wedge structure on X∧ × Ω , if (r, x, y) → (r˜, x˜, y˜) is
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induced by a diffeomorphism R+ × X ×Ω → R+ × X × Ω , where r˜(r, x, y)|r=0 = 0,
x → x˜(r, x, y)|r=0 represents a diffeomorphism X → X for every y ∈ Ω , and y →
y˜(r, x, y)|r=0 is independent of x and represents a diffeomorphism Ω→Ω .
A topological space W (locally compact and paracompact) is said to be a manifold
with edges Y ⊂W , if W \ Y and Y are C∞ manifolds of dimension 1 + n + q and q ,
respectively, and every y ∈ Y has a neighbourhood V in W that is homeomorphic to a
wedge X∆ × Ω with a fixed wedge structure on X∧ × Ω , where X is a certain closed
C∞ manifold, n = dimX. In addition, we require that such so-called singular charts
V →X∆ ×Ω induce diffeomorphisms V \ Y →X∧ ×Ω and V ∩ Y →Ω , and that the
transition diffeomorphisms to different singular charts preserve the local wedge structure
on X∧ ×Ω .
With W we can associate a stretched manifoldW that is a C∞ manifold with boundary
such that W \ ∂W∼=W \ Y and W is locally near ∂W modelled by R+ ×X×Ω . This is
an invariant definition, and ∂W is an X-bundle on Y .
For simplicity, in this paper we assume that our manifolds W with edges Y satisfy the
following condition. There exists a neighbourhood V of Y in W and a homeomorphism
χ :V → X∆ × Y that restricts to diffeomorphisms V \ Y → X∧ × Y and V ∩ Y → Y ,
such that the local wedge structures are defined by a global splitting of variables (r, x, y) ∈
R+×X×Y . In particular, we assume ∂W to be a trivialX-bundle. If this is not the case, we
can fix an atlas onW, where the transition maps near ∂W (i.e., for small r) are independent
of r; this is always possible. The essential results of our calculus extend to this situation
but this would require extra invariance discussions for our operators that we wish to avoid.
We may admit q = dimY = 0; then we recover the definition of a manifold B with
conical singularities including its associated stretched manifold B. In particular, X∆ is a
manifold with conical singularity and R+ × X the stretched manifold. If B has conical
singularities S, then W := B × Y for any C∞ manifold Y is a manifold with edge S × Y ,
andW= B× Y is the corresponding stretched manifold.
Differential and pseudo-differential operators on a manifold W with edges Y will be
expressed as operators on intW with a special behaviour of symbols near ∂W. Given a
symbol
p˜(r, x, y, ρ˜, ξ, η˜) ∈ Sµcl
(
R+ ×Σ ×Ω ×R1+n+qρ˜,ξ,η˜
)
,
where Σ ⊆ Rn, Ω ⊆ Rq are open sets and µ ∈ R, we form operators on R+ ×Σ ×Ω in
terms of r−µp(r, x, y,ρ, ξ, η), where
p(r, x, y,ρ, ξ, η) := p˜(r, x, y, rρ, ξ, rη). (1.1.1)
Notation in connection with classical symbols of Hörmander’s type, Sµcl(R+ ×Σ ×Ω ×
R
1+n+q
ρ˜,ξ,η˜
) as well as non-classical (denoted by Sµ(R+ × Σ × Ω × R1+n+qρ˜,ξ,η˜ )), will be
explained in this section below for an operator-valued variant that contains scalar symbols
as a special case. Most of our results (but not all) are true both for classical and non-
classical symbols. If a relation is valid in both cases we often write “(cl)” as subscript.
Symbols of the form (1.1.1) are called edge-degenerate (cf. [15]). We will be interested,
in fact, in a parameter-dependent variant with a parameter λ ∈ Rl and (η,λ) ∈ Rq+l in
place of η ∈Rq . In other words, we talk about symbols
p(r, x, y,ρ, ξ, η,λ)= p˜(r, x, y, rρ, ξ, rη, rλ)
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for p˜(r, x, y, ρ˜, ξ, η˜, λ˜) ∈ Sµcl(R+ ×Σ ×Ω ×R1+n+q+lρ˜,ξ,η˜,λ˜ ).
For the moment we shall omit λ, but later on we return to the parameter-dependent case.
Special examples are edge-degenerate differential operators that are locally near ∂W, in
variables (r, x, y) ∈X∧ ×Ω , of the form
A= r−µ
∑
j+|α|µ
ajα(r, y)
(
−r ∂
∂r
)j
(rDy)
α (1.1.2)
with coefficients ajα(r, y) ∈ C∞(R+ ×Ω,Diffµ−(j+|α|)(X)).
Here Diffν(·) denotes the space of all differential operators of order ν with smooth
coefficients on the space in the brackets. In particular, the Laplace–Beltrami operator to a
wedge metric on X∧ ×Ω of the form dr2 + r2gX + dy2 with a Riemannian metric gX on
X is edge-degenerate of order µ= 2.
The basics of the calculus of edge-degenerate operators may be found in [17] or [19],
see also the monograph Egorov and Schulze [3].
Notice that edge-degeneracy is an invariant property under transition maps that preserve
the wedge structure.
Moreover, considering W := Rn+1 ×Ω as a manifold with edge Ω ⊆ Rq , (x˜, y) ∈W ,
and model cone Rn+1 ∼= (R+ × Sn)/({0} × Sn) (with Sn being the unit sphere in Rn+1),
substituting of polar coordinates x˜ → (r, x), Rn+1 \ {0} → R+ × Sn, transforms every
differential operator A˜ on W with smooth coefficients in (x˜, y) into an edge degenerate
one on W = (R+ × Sn)×Ω , including the weight factor r−µ, cf. (1.1.2). In this sense,
the space of edge-degenerate operators is much larger than that of operators with smooth
coefficients.
Let Diffµedge(W) denote the space of all differential operators A of order µ on intW
with smooth coefficients, such that A near ∂W has the form (1.1.2) (this is a Fréchet space
in a canonical way). Then
t−µ
µ∑
k=0
Ak(t)
(
−t ∂
∂t
)k
(1.1.3)
with coefficients Ak(t) ∈ C∞(R+,Diffµ−kedge(W)) is a typical differential operator on a
(stretched) corner configuration R+ ×W. Operators of that kind (for µ = 2) occur as
Laplace–Beltrami operators for corner metrics, locally of the form dt2 + t2(dr2 + r2gX +
dy2) where gX is a Riemannian metric on X that may smoothly depend on r, t, y (smooth
up to r = 0, t = 0).
Examples of operator functions in w ∈C as they are studied below in Section 2 are
a(w) :=
µ∑
k=0
Ak(0)wk.
They have the meaning of principal conormal symbols for corner operators (1.1.3). The
main difficulty to analyse them lies in the corner degeneracy in w (which substitues −t ∂
∂t
)
that causes terms of the form rt ∂
∂t
in operators (1.1.3) themselves for r, t close to zero,
apart from edge-degeneracy far from t = 0.
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It will be convenient to reformulate edge-degenerate operators in terms of the Mellin
transform with respect to the axial variable r ∈R+, namely
Mu(z)=
∞∫
0
rz−1u(r) dr.
For u ∈ C∞0 (R+) the Mellin transform Mu(z) is an entire function in z ∈ C. Later on we
extend M to larger distribution spaces, also vector-valued ones; then the variable z will run
over a line
Γβ := {z ∈C: Re z= β}
for an appropriate β ∈ R. Recall, in particular, that M extends by continuity to an
isomorphism Mγ : rγL2(R+) → L2(Γ1/2−γ ) for every γ ∈ R; L2-spaces are equipped
with standard scalar products (i.e., on R+ induced by the Lebesgue measure on R, and
on Γ1/2−γ by R from the identification of Γ1/2−γ with R by z → Im z). We call Mγ
the weighted Mellin transform with weight γ . Often we shall set M0 =M . The identity
−r ∂
∂r
=M−1zM (first considered on C∞0 (R+) and then on larger spaces) motivates to
formulate pseudo-differential operators, based on the (weighted) Mellin transform, namely,
opγM(f )u(r) :=
1
2πi
∫ ∞∫
0
(
r
r ′
)−z
f (r, r ′, z)u(r ′)dr
′
r ′
dz.
Here, z= 1/2− γ + iρ, and f (r, r ′, z) is a symbol in Sµ
(cl)(R+ ×R+×Γ1/2−γ ) (identified
with Sµ(cl)(R+ × R+ × R) via Γ1/2−γ ∼= R). Similar notation is used for vector-valued
functions, say, u ∈ C∞0 (R+,C∞(X)), and operator valued symbols
f (r, r ′, z) ∈C∞(R+ ×R+,Lµ(cl)(X;Γ1/2−γ )).
In general, if X is a C∞ manifold (locally compact and paracompact), Lµcl(X;Rn) denotes
the space of all parameter-dependent (with parameter λ ∈Rl ) pseudo-differential operators
on X (classical or non-classical) in its natural Fréchet topology, cf. [17] and [19]. More
details on the Fréchet space aspect will be studied in Section 2.3 below. Notation on
symbols and pseudo-differential operator spaces will be added later on.
Consider charts ν :R+ × U → Γ on X∧ for a coordinate neighbourhood U on X and
an open conical set Γ ⊂Rn+1 \ {0}, such that
(i) ν(δr, x)= δν(r, x) for all δ ∈R+, (r, x) ∈R+ ×U ,
(ii) ν1(x) := ν(1, x), x ∈ U , induces a diffeomorphism ν1 :U → Γ ∩ Sn.
Let Hscone(X∧), s ∈ R, denote the space of all u(r, x) ∈ Hsloc(R × X)|R+×X , such that
for every ϕ(x) ∈ C∞0 (U) for any coordinate neighbourhood U on X and every excision
function χ(r) (i.e., χ ∈ C∞(R+), χ = 0 near r = 0, χ = 1 near r = ∞) we have
χϕu ◦ ν−1 ∈Hs(Rn+1); here ν is any chart on R+ ×U of the above kind. On Hscone(X∧)
we fix a Hilbert space structure, such that
H 0cone(X
∧)= 〈r〉−n/2L2(R+ ×X),
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where L2(R+ × X) refers to dr dx with dx being associated with a fixed Riemannian
metric on X.
Moreover, letHs,γ (X∧) for s, γ ∈R denote the completion of C∞0 (X∧) with respect to
the norm{
1
2πi
∫
Γn+1
2 −γ
∥∥Rs(Im z)Mu(z)∥∥2
L2(X) dz
}1/2
, n= dimX.
Here, R(ρ) is a parameter-dependent elliptic operator belonging to the space Lscl(X;R)
that induces isomorphisms Rs(ρ) :Ht(X) → Ht−s(X) for all t, s ∈ R. Hs(X) is the
standard Sobolev space on X of smoothness s ∈ R, and H 0(X) is identified with L2(X)
with the scalar product (u, v)= ∫X uv dx .
Concerning basic properties of the spaces Hs,γ (X∧), cf. [17]. In the present paper a
cut-off function on R+ is any real valued function ω ∈ C∞0 (R+) such that ω = 1 near 0.
We then define
Ks,γ (X∧) := {ωu+ (1−ω)v: u ∈Hs,γ (X∧), v ∈Hscone(X∧)}
for any cut-off function ω (the choice of ω is unessential). We endow the spaces with
Hilbert space structures in a natural way, in particular, K0,0(X∧)= r−n/2L2(R+ ×X).
Remark 1.1.1. Setting (κδu)(r, x) := δ n+12 u(δr, x), δ ∈R+, we get a family of continuous
operators
κδ :Ks,γ (X∧)→Ks,γ (X∧), s, γ ∈R,
that is strongly continuous in δ.
Let A be an edge-degenerate differential operator of the form (1.1.2), and suppose the
coefficients ajα to be independent of r for large r . Set
a(y, η) := r−µ
∑
j+|α|µ
ajα(r, y)
(
−r ∂
∂r
)j
(rη)α, (1.1.4)
regarded as a family of operatorsC∞0 (X∧)→C∞0 (X∧), parametrised by (y, η) ∈Ω×Rq .
Then (1.1.4) extends to continuous operators
a(y, η) :Ks,γ (X∧)→Ks−µ,γ−µ(X∧)
for every s, γ ∈ R, and this operator function may be interpreted as an operator-valued
symbol in the sense specified below.
If E is a Hilbert space and {κδ}δ∈R+ a fixed strongly continuous group of isomorphisms
κδ :E→ E (where κδκβ = κδβ ), we say that E is endowed with a group action {κδ}δ∈R+ .
For E =CN we always suppose κδ = idE for all δ ∈R+.
Let (E, {κδ}δ∈R+) and (E˜, {κ˜δ}δ∈R+) be Hilbert spaces with group actions. Then, if
U ⊆ Rp is any open set, Sµ(U × Rq;E, E˜) denotes the space of all a(y, η) ∈ C∞(U ×
Rq,L(E, E˜)) such that
sup
(y,η)∈K×Rq
〈η〉−µ+|β|∥∥κ˜−1〈η〉 (DαyDβη a(y, η))κ〈η〉∥∥L(E,E˜) (1.1.5)
62 L. Maniccia, B.-W. Schulze / Bull. Sci. math. 127 (2003) 55–99
are finite for all α ∈ Np , β ∈ Nq , for arbitrary K  U , with constants c = c(α,β,K) > 0.
We consider the space Sµ(U × Rq;E, E˜) with its natural Fréchet topology given by the
semi-norms (1.1.5).
There is also a natural notion of classical symbols, based on “twisted homogeneity” of
order µ:
f (y, δη)= δµκ˜δf (y, η)κ−1δ for all δ ∈R+. (1.1.6)
Let S(µ)(U×(Rq \{0});E, E˜) denote the subspace of all f ∈ C∞(U×(Rq \{0});L(E, E˜))
such that (1.1.6) holds. Then, Sµcl(U × Rq;E, E˜) is defined to be the subspace of all
a(y, η) ∈ Sµ(U ×Rq;E, E˜) such that there are elements a(µ−j)(y, η) ∈ S(µ−j)(U × (Rq \
{0});E, E˜), j ∈N, satisfying
rN(y, η) := a(y, η)− χ(η)
N∑
j=0
a(µ−j)(y, η) ∈ Sµ−(N+1)(U ×Rq;E, E˜)
for all N ∈N.
The homogeneous components a(µ−j)(y, η) are uniquely determined by a(y, η). Also
S
µ
cl(U × Rq;E, E˜) is Fréchet in a natural way. An adequate semi-norm system comes
from all semi-norms of a(µ−j)(y, η) in C∞(U × (Rq \ {0});L(E, E˜)), j ∈ N, together
with all semi-norms of rN(y, η) ∈ Sµ−(N+1)(U × Rq;E, E˜), N ∈ N (the choice of χ is
unessential).
Let Sµ(cl)(R
q;E, E˜) denote the subspace of all elements of Sµ(cl)(U × Rq;E, E˜)
with constant coefficients (i.e., a = a(η)). The space Sµ(cl)(Rq;E, E˜) is closed in
S
µ
(cl)(U × Rq;E, E˜) in the induced topology, and we have Sµ(cl)(U × Rq;E, E˜) =
C∞(U,Sµ(cl)(Rq;E, E˜)).
In the case U = Ω × Ω , for an open set Ω ⊆ Rq , (y, y ′) ∈ U , we set, for every
a(y, y ′, η) ∈ Sµ(Ω ×Ω ×Rq;E, E˜),
σ∧(a)(y, η) := a(µ)(y, y ′, η)|y ′=y (1.1.7)
and
Op(a)u(y) :=
∫∫
ei(y−y ′)ηa(y, y ′, η)u(y) dy ′d–η, d–η= (2π)−q dη
which is the associated pseudo-differential operator on Ω , based on the Fourier transform
Fu(η)=
∫
e−iyηu(y) dy = uˆ(η) in Rq .
Parallel to the symbol spaces we have so-called abstract edge Sobolev spaces introduced
in [15]. Given a Hilbert space E with group action {κδ}δ∈R+ , the space Ws(Rq,E), s ∈R,
is defined to be the completion of S(Rq ,E) (the Schwartz space of E-valued functions
defined on Rq ) with respect to the norm{∫
〈η〉2s∥∥κ−1〈η〉 uˆ(η)∥∥2E dη}1/2.
We then have Ws (Rq,E)⊆ S ′(Rq,E) (= L(S(Rq ),E)).
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Similarly to “comp” and “loc” versions of scalar Sobolev spaces we haveWscomp(Ω,E)
and Wsloc(Ω,E), for any open set Ω ⊆Rq . Then
Op(a) :C∞0 (Ω,E)→ C∞(Ω, E˜)
for a(y, y ′, η) ∈ Sµ(Ω ×Ω ×Rq;E; E˜) induces continuous operators
Op(a) :Wscomp(Ω,E)→Ws−µloc (Ω, E˜) (1.1.8)
for all s ∈ R. Basic properties on the scale of spaces Ws(Rq,E) may be found in [19] or
[17], see also [10].
We also employ such constructions for the case of Fréchet spaces, written as projective
limits of Hilbert spaces, Ej , j ∈ N with continuous embeddings Ej+1 ↪→ Ej and a
group action on E0 that restricts to group actions on Ej for all j . In that case we
say that the Fréchet space is endowed with a group action. We then have edge spaces
Ws(Rq,E) = lim←−j∈NW
s(Rq ,Ej ) as well as corresponding “comp” and “loc” versions
on open subsets of Rq .
Symbol spaces Sµ(cl)(U ×Rq ;E, E˜) also make sense for Fréchet spaces E and E˜ with
group actions, and we use again the notation Sµ(cl)(R
q;E, E˜) for the spaces of elements
with constant coefficients. Precise definitions and further material may be found, e.g.,
in [19], Section 1.3.1.
Remark 1.1.2. For the operator function (1.1.4) that is associated with an edge-degenerate
differential operator we have
a(y, η) ∈ Sµ(Ω ×Rq;Ks,γ (X∧),Ks−µ,γ−µ(X∧))
for all s ∈ R, γ ∈ R. If the coefficients aj,α are independent of r , the symbol a(y, η) is
classical.
Our edge-degenerate differential operator A can be written in the form A=Op(a), and
hence A induces continuous operators
A :Wscomp
(
Ω,Ks,γ (X∧))→Ws−µloc (Ω,Ks−µ,γ−µ(X∧)) (1.1.9)
for all s ∈R (in this case we may also write “comp” or “loc” on both sides).
To get continuous operators in (1.1.9) for an edge-degenerate pseudo-differential
operator A with local symbol r−µp(r, x, y,ρ, ξ, η), where p has the form (1.1.1), we
apply a so-called Mellin operator convention.
Let us content ourselves with classical symbols and operators, though many construc-
tions (not all) easily extend to the non-classical case. If U ⊆ Cn is an open set and E a
Fréchet space, A(U,E) denotes the space of all holomorphic functions on U with values
in E in the (Fréchet) topology of uniform convergence on compact sets. We denote by
S
µ
cl(R+ ×Σ ×Ω ×Cz ×Rn+qξ,η ) the space of all h(r, x, y, z, ξ, η) ∈A(Cz, Sµcl(R+ ×Σ ×
Ω ×Rn+q)) such that
h(r, x, y,β + iρ, ξ, η) ∈ Sµcl
(
R+ ×Σ ×Ω × Γβ ×Rn+q
)
for every β ∈R, uniformly in c β  c′ for arbitrary c c′. We then employ the following
result (cf. [19], Section 3.2.2).
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Theorem 1.1.3. Let p˜(r, x, y, ρ˜, ξ, η˜) ∈ Sµcl(R+ ×Σ ×Ω ×R1+n+q) and set p(r, x, y,ρ,
ξ, η) := p˜(r, x, y, rρ, ξ, rη).
Then there exists an h˜(r, x, y, z, ξ, η˜) ∈ Sµcl(R+ × Σ × Ω × C × Rn+q ) such that
h(r, x, y, z, ξ, η) := h˜(r, x, y, z, rη) satisfies the relation
opγM(h)(x, y, ξ, η)= opr (p)(x, y, ξ, η) (1.1.10)
modulo C∞(Σ ×Ω,L−∞(R+;Rn+qξ,η )) for every γ ∈R.
Here, and in future, the variable r that occurs as factor at covariables η as well as at ρ
(in p) will be treated as a multiplication from the left (in other words, symbols h and p
are interpreted as left symbols in r). Operator families in the latter theorem are interpreted
in the sense C∞0 (R+)→ C∞(R+). Below we pass to several extensions by continuity to
weighted Sobolev spaces.
Definition 1.1.4. Let MµO(X;Rq) defined to be the space of all operator functions h(z, η) ∈
A(C,Lµcl(X;Rq)) such that
h(z, η)|Γβ×Rq ∈Lµcl
(
X;Γβ ×Rq
)
for every β ∈R, uniformly in c β  c′ for arbitrary c c′.
The space MµO(X;Rq) is Fréchet in a natural way. As a corollary of Theorem 1.1.3 we
then obtain a (y, η)-dependent Mellin operator convention as follows.
Fix an open covering {U1, . . . ,UN } of X by coordinate neighbourhoods, a subordinate
partition of unity {ϕ1, . . . , ϕN } and a system of functions {ψ1, . . . ,ψN }, ψj ∈ C∞0 (Uj ),
such thatψj = 1 on suppϕj for all j . Let pj (r, x, y,ρ, ξ, η) be symbols of the form (1.1.1),
where the open sets Σ andΩ are simply assumed to be the same for all j = 1, . . . ,N . Form
the operator family
p(r, y,ρ, η) :=
N∑
j=1
ϕj
{
(χj )
−1∗ opx(pj )(r, y, ρ, η)
}
ψj (1.1.11)
where χj :Uj → Σ are fixed charts and (χj )−1∗ the pseudo-differential operator push-
forward under χ−1j .
We then have opr (p)(y, η) ∈C∞(Ω,Lµcl(X∧;Rq)).
Corollary 1.1.5. Given an operator family of the form (1.1.11) there is an element
h˜(r, y, z, η˜) ∈ C∞(R+ ×Ω,MµO(X;Rq)) such that h(r, y, z, η) := h˜(r, y, z, rη) satisfies
the relation
opγM(h)(y, η)= opr (p)(y, η) (1.1.12)
modulo C∞(Ω,L−∞(X∧;Rq)) for every γ ∈ R. Moreover, forming p0(r, y, ρ, η) by an
analogous expression as (1.1.11) with pj,0(r, x, y,ρ, ξ, η)= p˜j (0, x, y, rρ, ξ, rη) in place
of pj and h0(r, y, z, η)= h˜(0, y, z, rη), we also have
opγM(h0)(y, η)= opr (p0)(y, η)
modulo C∞(Ω,L−∞(X∧;Rq)) for every γ ∈R.
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Remark 1.1.6. The operator function a(y, η), cf. (1.1.4), associated with an edge-
degenerate differential operatorA, can be viewed as a family of the form r−µopr (p)(y, η);
in this case we have
h(r, y, z, η)=
∑
j+|α|µ
aj,α(r, y)z
j (rη)α,
and A = r−µOp(opγ−
n
2
M (h)) for every γ ∈ R (first, as an operator C∞0 (X∧ × Ω) →
C∞(X∧ ×Ω) and then extended in the sense of (1.1.9)).
In the considerations below we need relation (1.1.12) only in the form σ(r)opγM(h)(y,
η) = σ(r)opr (p)(y, η) for some cut-off function σ(r). In other words, we may as-
sume h˜(r, y, z, η˜) to have bounded support in r . The Mellin pseudo-differential family
opγM(h˜)(y, η˜) then belongs to a global calculus on R+, where h˜(r, y, z, η˜) plays the role of
a left symbol that can be recovered from the operator action on the weight line Γ1/2−γ in a
unique way. Clearly, h˜(r, y, 12 −γ + iρ, η˜) uniquely determines the holomorphic extension
for all z ∈C.
1.2. Asymptotics in spaces on the model cone
We now construct an algebra of parameter-dependent cone operators with continuous
asymptotics, with parameters (y, η) ∈ U × Rq , where U ⊆ Rp is an open set. These
families will appear as operator-valued symbols of the edge operator calculus below.
Let us first recall the definition of subspaces of Ks,γ (X∧) with continuous asymptotics.
V denotes the system of all closed subsets V ⊂C with the following properties:
(i) V ∩ {z: c Re z c′} is compact for every c c′,
(ii) z0, z1 ∈ V and Re z0 = Re z1 imply (1− λ)z0 + λz1 ∈ V for all 0 λ 1.
The sets V ∈ V will be interpreted as carrier of continuous asymptotics in the following
sense. Given a compact set K ∈ V , K ⊂ {z: Re z < n+12 − γ }, we form the space
EK(X∧) :=
{
ω(r)〈ζ, r−z〉: ζ ∈A′(K,C∞(X))}. (1.2.1)
Here, ω(r) is a fixed cut-off function, and A′(K,E) for a Fréchet space E, denotes the
space of all E-valued analytic functionals carried by K . The functional ζ in (1.2.1) is
applied to r−z with respect to the complex variable z. There is a natural isomorphism
EK(X∧)∼=A′
(
K,C∞(X)
) (1.2.2)
induced by the weighted Mellin transform Mγ ′ :EK(X∧)→ A(C \ K,C∞(X)) for any
γ ′ ∈ R such that sup{Re z: z ∈ K} < 12 − γ ′. We have in fact, A′(K,C∞(X)) ∼= A(C \
K,C∞(X))/A(C,C∞(X)).
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Remark 1.2.1. If K ⊂ {z ∈ C: Re z < n+12 − γ } is a compact set, there is a smooth curve
L⊂ {z ∈C: Rez < n+12 −γ } surroundingK , such that for every ζ ∈A′(K,C∞(X)) there
is an f ∈C∞(L,C∞(X)) with
〈ζ,h〉 = 1
2πi
∫
L
h(z)f (z) dz
for all h ∈A(C). In fact, it suffices to choose any f˜ ∈A(C \K,C∞(X)) that represents ζ
and to set f := f˜ |L.
Remark 1.2.2. EK(X∧) is a subspace of K∞,γ (X∧). In fact, for every fixed z ∈ {z ∈
C: Re z < n+12 − γ }, we have ω(r)r−z ∈K∞,γ (X∧), and z ∈ U → ω(r)r−z ∈K∞,γ (X∧)
defines a continuous map for any open neighbourhood U of K , U ⊂ {z ∈ C: Re z <
n+1
2 − γ }. Then, according to Remark 1.2.1 the function 〈ζ,ω(r)r−z〉 can be regarded
as a linear superposition of elements in K∞,γ (X∧) which again belongs to this space.
Relation (1.2.2) gives us a Fréchet space structure in the space (1.2.1). Fix now weight
data (γ,Θ), γ ∈ R, where Θ = (θ,0], −∞ < θ < 0, is interpreted as a weight interval
relative to γ where we control asymptotics, and set Ks,γΘ (X∧) =
⋂
ε>0Ks,γ−θ−ε(X∧)
with the Fréchet topology of the projective limit (for Θ = (−∞,0] we define Ks,γΘ (X∧)=
Ks,∞(X∧)).
Write u ∼ v for u,v ∈ EK(X∧) if and only if u − v ∈ K∞,γΘ (X∧). Then the quotient
space EK(X∧)/ ∼ is called a continuous asymptotic type P , associated with the weight
data (γ,Θ). Let As(X, (γ,Θ)) denote the set of all such P , and write πCP = K ∩
{z: Re z > n+12 − γ + θ}. For K ⊂ {z: Re z n+12 − γ + θ} we get the trivial asymptotic
type O ∈ As(X, (γ,Θ)), characterised by πCO = ∅. This is coherent with the fact that, in
this case, EK(X∧)⊆Ks,γΘ (X∧).
We then define
Ks,γP (X∧)=Ks,γΘ (X∧)+ EK(X∧) (1.2.3)
with the Fréchet topology of the non-direct sum.
Let us briefly explain what we understand by a non-direct sum. If E0, E1 are Fréchet
spaces, embedded in a Hausdorff topological vector space H , we form E0 + E1 =
{e0 + e1: e0 ∈ E0, e1 ∈ E1} and endow the space with the Fréchet topology from the
algebraic isomorphism E0 +E1 ∼=E0 ⊕E1/∆ for ∆= {(e,−e): e ∈E0 ∩E1}. Moreover,
if a Fréchet space E is a (left-) module over an algebraA, [a]E for any fixed a ∈A denotes
the closure of {ae: e ∈E} in E.
Let us extend the definition of spaces with continuous asymptotics to the case Θ =
(−∞,0], where instead of a compact set we admit an arbitrary set V ∈ V , V ⊂ {z: Re z <
n+1
2 − γ }. We simply choose a sequence (θk)k∈N, θk+1 < θk < 0, θk →−∞ as k→∞,
and form the sequence of compact sets
Vk = V ∩
{
z: Re z n+ 1
2
− γ + θk+1
}
, k ∈N.
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Then Vk induces a continuous asymptotic type Pk connected with the weight data
(γ,Θk), Θk = (θk,0], and it is obvious that we get a chain of continuous embeddings
Ks,γPk+1(X∧) ↪→K
s,γ
Pk
(X∧). We then set
Ks,γP (X∧)= lim←−k∈NK
s,γ
Pk
(X∧),
and call P a continuous asymptotic type associated with the weight data (γ, (−∞,0]).
In this case we set V = πCP . Analogously to the above notation we denote by
As(X, (γ, (−∞,0])) the set of all P arising by this construction, using the sets V ∈ V
(clearly, in this case we have a one-to-one correspondence {V ∈ V : V ⊂ {z: Re z <
n+1
2 − γ }}↔As(X, (γ, (−∞,0]))).
Set
SγP (X∧) := [ω]K∞,γP (X∧)+ [1−ω]S
(
R+,C∞(X)
) (1.2.4)
for a cut-off function ω(r). The space (1.2.4) is Fréchet in a natural way. It can be written
in the form
SγP (X∧)= lim←−k∈NE
k
for a chain of Hilbert spaces (Ek)k∈N with continuous embeddingsEk+1 ↪→Ek ↪→ ·· · ↪→
E0 := Ks,γ (X∧), such that {κδ}δ∈R+ from the space E0 induces strongly continuous
groups of isomorphisms on Ek for every k.
Remark 1.2.3. For every P ∈ As(X, (γ,Θ)) we can pass to the “complex conjugate”
P ∈As(X, (γ,Θ)) by replacing the set K in relation (1.2.3) by K = {z: z ∈K} when Θ is
finite; for infinite Θ we simply replace V ∈ V by V , using the one-to-one correspondence
of As(X, (γ,Θ))with a corresponding subset of V . Then the map u→ u gives us antilinear
maps Ks,γP (X∧)→Ks,γP (X∧) and S
γ
P (X
∧)→ Sγ
P
(X∧).
In the sequel we will have symbol spaces referring to direct sums E =H ⊕Cj where
H is one of the spaces Ks,γ (X∧) or SγP (X∧) with the above mentioned group action. On
H ⊕Cj we then take the group action diag{{κδ}δ∈R+, idCj }.
In the following definition we set g = (γ, σ,Θ) for γ,σ ∈R, Θ = (θ,0], −∞ θ < 0,
and w = (e, f ; j−, j+), where e, f and j−, j+ play the role of fibre dimensions of vector
bundles below.
Definition 1.2.4. RµG(U ×Rq,g;w), µ ∈R, denotes the set of all
g(y, η) ∈
⋂
s∈R
C∞
(
U ×Rq,L(Ks,γ (X∧,Ce)⊕Cj−,K∞,σ (X∧,Cf )⊕Cj+))
such that
g0(y, η)= diag
(
id, 〈η〉− n+12 )g(y, η)diag(id, 〈η〉 n+12 )
satisfy the relations
g0(y, η) ∈ Sµcl
(
U ×Rq;E,S), g∗0 (y, η) ∈ Sµcl(U ×Rq; E˜, S˜ )
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for
E :=Ks,γ (X∧,Ce)⊕Cj−, S := SσP (X∧,Cf )⊕Cj+ , (1.2.5)
E˜ :=Ks,−σ (X∧,Cf )⊕Cj+, S˜ := S−γQ (X∧,Ce)⊕Cj− (1.2.6)
for all s ∈ R, where P ∈ As(X, (σ,Θ)) and Q ∈ As(X, (−γ,Θ)) are asymptotic types;
here ∗ denotes the (y, η)-wise formal adjoint in the sense
(g0u,v)K0,0(X∧,Cf )⊕Cj+ = (u, g∗0v)K0,0(X∧,Ce)⊕Cj−
for all u ∈ C∞0 (X∧,Ce)⊕Cj− , v ∈ C∞0 (X∧,Cf )⊕Cj+ .
The elements of RµG(U × Rq,g;w) will be called Green symbols of order µ. In
particular, if we write g = (gij )i,j=1,2, the element g21 will also be called a trace symbol
and g12 a potential symbol. Note that the lower right corner g22 is a classical symbol of
order µ on U with covariables η ∈Rq in the standard sense.
The (order reduced) elements g0(y, η) in Definition 1.2.4 as classical operator-valued
symbols of order µ have a homogeneous principal (so-called edge-) symbol of g0(y, η) of
order µ, denoted by σµ∧ (g0)(y, η) for (y, η) ∈ U × (Rq \ {0}). We then define
σ
µ
∧ (g)(y, η) :=
(1 0
0 |η| n+12
)
σ
µ
∧ (g0)(y, η)
(1 0
0 |η|− n+12
)
, (1.2.7)
called the homogeneous principal edge symbol of g(y, η) of order µ (in the sense of DN-
orders; “DN” stands for Douglis–Nirenberg). We then have
σ
µ
∧ (g)(y, δη)= δµ
(
κδ 0
0 δ
n+1
2
)
σ
µ
∧ (g)(y, η)
(
κδ 0
0 δ
n+1
2
)−1
for all δ ∈R+, (y, η) ∈U × (Rq \ {0}).
Set RµG(U ×Rq,g; (e, f ))= {g11: g ∈ RµG(U ×Rq,g;w)}. For e = f = 1 we simply
omit (e, f ) in the notation. For w = (1,1;0,0) we drop it at all.
Let RµG(U × Rq,g;w)P,Q denote the subspace of all elements of RµG(U ×Rq,g;w)
with fixed P and Q in formulas (1.2.6) and (1.2.5).
Remark 1.2.5. The space RµG(U ×Rq,g;w)P,Q is Fréchet in a natural way.
To illustrate this, for simplicity, assume j− = j+ = 0. Then we have two systems of
linear maps
R
µ
G
(
U ×Rq,g;w)
P,Q
→ Sµcl
(
U ×Rq;Ks,γ (X∧,Ce),SσP (X∧,Cf )) (1.2.8)
and
R
µ
G
(
U ×Rq,g;w)
P,Q
→ Sµcl
(
U ×Rq;Ks,−σ (X∧,Cf ),S−γ
Q
(
X∧,Ce
)) (1.2.9)
with s running over N. While (1.2.8) is immediate from Definition 1.2.4, we define (1.2.9)
by the composition g→ g0 → g∗0 → l where l is given by lv := g∗0v.
The space RµG(U ×Rq,g;w)P,Q is then endowed with the topology of the projective
limit with respect to the mappings (1.2.8), (1.2.9) for all s ∈N.
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Notice that we have a continuous embedding
R
µ
G
(
U ×Rq,g,w)
P,Q
⊆RµG
(
U ×Rq ,g;w)
P˜ ,Q˜
whenever πCP ⊆ πCP˜ , πCQ⊆ πCQ˜. (1.2.10)
Let us set
R
µ
G
(
U ×Rq,g,w)O :=RµG(U ×Rq,g,w)O,O (1.2.11)
for g = (γ, σ,Θ), where O ∈As(X, (δ,Θ)) denotes the trivial asymptotic types for δ = γ
and δ = σ , respectively. Notice that for the special case Θ = (−∞,0] the weight data g
in (1.2.11) become irrelevant insofar the spaces are isomorphic to analogous spaces with
arbitrary other weights. Parallel to the spaces with (continuous) asymptotics we now define
spaces of Mellin symbols that also reflect asymptotic information.
Let V ∈ V , fix finite reals c1 < c2 and set K := V ∩ S(c1 − ε, c2 + ε) for any ε > 0,
S(B)=⋃{Γβ : β ∈B} for any B ⊆C. Similarly to (1.2.1) we form the space
EK
(
L−∞(X)
) := {ω(r)〈ζ, r−z〉: ζ ∈A′(K,L−∞(X))} (1.2.12)
which is again a Fréchet space and isomorphic to A′(K,L−∞(X)). If γ ′ ∈ R is chosen
in such a way that {Re z: z ∈ K} < 1/2 − γ ′, the weighted Mellin transform Mγ ′ ,
induces an isomorphism of EK(L−∞(X)) to a closed subspace of A(C \ K,L−∞(X)).
Let A−∞(S(c1, c2),L−∞(X)) denote the set of all h ∈ A(S(c1, c2),L−∞(X)) such that
h|Γβ ∈ S(Γβ,L−∞(X)) for every c1 < β < c2 unifomly in compact intervals. The latter
space is Fréchet, and we can form the space
A−∞(S(c1, c2),L−∞(X))+Mγ ′(EK(L−∞(X))) (1.2.13)
as a subspace of A(S(c1, c2) \ K,L−∞(X)) in the topology of the non-direct sum. The
space (1.2.13) is independent of ε that is involved in the choice of K . Notice that for
c˜1 < c1, c˜2 > c2 the spaces (1.2.13) associated with (c˜1, c˜2) are continuously embedded
into the ones associated with (c1, c2). We now define M−∞V (X) to be the projective limit
of the spaces (1.2.13) for c1 →−∞, c2 →+∞. The spaceM−∞V (X) is Fréchet (it can be
proved that its Fréchet topology is nuclear).
We identify the set V ∈ V with a so-called continuous asymptotic type (with coefficients
in L−∞(X)) R of Mellin symbols and set M−∞R (X) :=M−∞V (X). The set of all such R,
will be denoted by As(X). In this notation we keep in mind the L−∞(X)-coefficients
arising in the spaces of analytic functionals (1.2.13). If R is associated with V we also
write πC(R)= V .
Let MµO(X), µ ∈ R, defined to be the subspace of all h(z) ∈ A(C,Lµcl(X)) such that
h(z)|Γβ ∈ Lµcl(X;Γβ) for each β ∈ R and uniformly in compact β-intervals. We consider
M
µ
O(X) with its canonical Fréchet topology and set
M
µ
R(X) :=MµO(X)+M−∞R (X),
endowed with the Fréchet topology of the non-direct sum.
Remark 1.2.6. Given two sets V1, V2 ∈ V we can form V1 + V2 := (V1 ∪ V2)I , where
V I := {(1− λ)z0 + λz1: z0, z1 ∈ V,Re z0 = Re z1,0 λ 1}.
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For the elements R1, R2 and R in As(X) associated with V1, V2 and V1 +V2, respectively,
we then write R =R1 +R2. In this case we have
M
µ
R1+R2(X)=M
µ
R1
(X)+MµR2(X)
as a non-direct sum of Fréchet spaces.
A standard functional analytic argument then gives us
C∞
(
U,M
µ
R1+R2(X)
)= C∞(U,MµR1(X))+C∞(U,MµR2(X))
for an open set U ⊆ Rp . With elements f (z) ∈MµR(X) we can associate Mellin pseudo-
differential operators
opβM(f ) :C
∞
0 (X
∧)→ C∞(X∧)
whenever πCR ∩ Γ 1
2−β = ∅. In that case, setting β = γ −
n
2 for n = dimX, we get
continuous operators
ωopγ−
n
2
M (f )ω˜ :Ks,γ (X∧)→Ks−µ,γ (X∧)
as well as
ωopγ−
n
2
M (f )ω˜ :Ks,γP (X∧)→Ks−µ,γQ (X∧)
for every P ∈ As(X, (γ,Θ)) with some resulting Q ∈As(X, (γ,Θ)) for any choice of the
weight interval Θ and cut-off funtions ω, ω˜.
1.3. The edge symbolic algebra
Consider the operator families opr (p)(y, η) and op
β
M(h)(y, η) from Corollary 1.1.5, fix
cut-off functions ωi(r), i = 1,2,3, such that ω2 = 1 in a neighbourhood of suppω1, and
ω1 = 1 in a neighbourhood of suppω3.
Choose any strictly positive function η→[η] in C∞(Rq) such that [η] = |η| for |η| c
for some constant c > 0. Set
aM(y,η)= ω1(r[η])r−µopγ−
n
2
M (h)(y, η)ω2(r[η]), (1.3.1)
aF (y, η)=
(
1−ω1(r[η])
)
r−µopr (p)(y, η)
(
1−ω3(r[η])
)
. (1.3.2)
By using Corollary 1.1.5, it is then easy to verify that
aM(y,η)+ aF (y, η)= r−µopr (p)(y, η) mod C∞
(
Ω,L−∞
(
X∧;Rq)).
For arbitrary cut-off functions σ1, σ2, with σ2 equals 1 in a neighbourhood of the support
of σ1, set
aψ(y, η)= σ1(r)
{
aM(y,η)+ aF (y, η)
}
σ2(r). (1.3.3)
In [3], Section 9.2.3 it is shown that the use of parameter-dependent cut-off functions in
the expressions (1.3.1) and (1.3.2) gives
aψ(y, η) ∈ Sµ
(
Ω ×Rq;Ks,γ (X∧),Ks−µ,γ−µ(X∧)) for all s ∈R.
The following remark establishes an alternative representation for aψ(y, η), the proof can
be found in [6], Propositions A.4 and A.8.
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Remark 1.3.1. Given aψ(y, η) in the form (1.3.3) there exists an
f˜ (r, y, z, η˜) ∈C∞(R+ ×Ω,MµO(X;Rqη˜))
such that for f (r, y, z, η)= f˜ (r, y, z, rη) we have
aψ(y, η)= σ1(r)r−µopγ−
n
2
M (f )(y, η)σ2(r)+ g0(y, η) (1.3.4)
for a certain g0(y, η) ∈ RµG(Ω × Rq,g∞)O, g∞ := (γ, γ − µ, (−∞,0]) (recall that the
latter class of flat Green symbols is independent of the weight in g∞). Conversely, any
operator family (1.3.4) can be rewritten as (1.3.3) mod RµG(Ω ×Rq,g∞)O .
In [6], Proposition A.13, there is proved the independence of relation (1.3.4) of the
cut-off functions σi , i = 1,2, and the equality
σ1(r)r
−µopγ−
n
2
M (f )(y, η)σ2(r)= r−µop
γ− n2
M (f1)(y, η)+ g1(y, η) (1.3.5)
for f1(r, y, z, η) = σ1(r)f (r, y, z, η) and g1(y, η) = σ1(r)r−µopγ−
n
2
M (f )(y, η)(σ2(r) −
1) ∈RµG(Ω ×Rq,g∞)O.
Remark 1.3.2. The operator
Opy(aψ) :Wscomp
(
Ω,Ks,γ (X∧))→Wsloc(Ω,Ks−µ,γ−µ(X∧))
belongs to Lµcl(X
∧ ×Ω) and has (up to the cut-off functions σ1, σ2) the above-mentioned
system {r−µpj (r, x, y,ρ, ξ, η)}j=1,...,N as local amplitude functions (where we assume
that suitable compatibility conditions in the intersections of coordinate neighbourhoods
of X are satisfied, see [17], Definition 4 of Section 3.3).
With the notation of Corollary 1.1.5, we set, for (y, η) ∈U × (Rq \ {0}),
σ
µ
∧ (aM)(y, η)= ω1(r|η|)r−µopγ−
n
2
M (h0)(y, η)ω2(r|η|), (1.3.6)
σ
µ
∧ (aF )(y, η)=
(
1−ω1(r|η|)
)
r−µopr (p0)(y, η)
(
1−ω2(r|η|)
)
. (1.3.7)
The edge calculus contains another kind of operator-valued symbols, namely the smooth-
ing Mellin symbols. In this case we set
g = (γ, γ −µ,Θ) for Θ = (−(k + 1),0]
with reals γ , µ ∈R and k ∈N.
Given any
f (y, z) ∈ C∞(U,M−∞R (X)),
R ∈ As(X) and a weight δ ∈R where
γ − j  δ  γ for some j ∈N, 0 j  k, πCR ∩ Γn+1
2 −δ = ∅, (1.3.8)
we form
m(y,η) :=ω1(r[η])r−µ+jopδ−
n
2
M (f )(y)η
αω2(r[η]). (1.3.9)
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Remark 1.3.3. Operator families of the form (1.3.9) belong to Sµ−j+|α|cl (U × Rq;E, E˜)
for E = Ks,γ (X∧), E˜ = K∞,γ−µ(X∧) as well as for E = Ks,γP (X∧), E˜ = K∞,γ−µQ (X∧)
for all s ∈ R and every P ∈ As(X, (γ,Θ)) with some resulting Q ∈ As(X, (γ − µ,Θ))
that depends on P,f and on the weight δ.
Operator valued symbols of the form (1.3.9) have been studied in [17], Section 3.3.3.,
and it is known that when we form
m˜(y, η)= ω˜1(r[η])r−µ+jopδ˜−
n
2
M (f )(y)η
αω˜2(r[η])
with the same f (y, z) as before but other ω˜i , i = 1,2, and δ˜, satisfying analogous
conditions as (1.3.8), we have m(y,η) − m˜(y, η) ∈ Rµ−j+|α|G (U × Rq,g). In the latter
notation the dimension data w are (1,1;0,0).
Note that, by Remark 1.2.6, we can find, for every R ∈ As(X) and f (y, z) ∈
C∞(U,M−∞R (X)), and every decomposition R =R1 +R2 for R1,R2 ∈ As(X), elements
li(y, z) ∈ C∞(U,M−∞Ri (X)), i = 1,2, such that f = l1 + l2. We apply this to f in (1.3.9)
for the case j > 0 and choose an arbitrary decompositionR =Rβ+Rβ˜ ∈ As(X) satisfying
πCRβ ∩ Γn+1
2 −β = πCRβ˜ ∩ Γn+12 −β˜ = ∅ for reals β "= β˜, γ − j  β, β˜  γ , and write
f (y, z)= lβ(y, z)+ lβ˜ (y, z) for corresponding lβ and lβ˜ . Then, if we set
n(y, η)= ω1(r[η])r−µ+j
{
opβ−
n
2
M (lβ)(y)+ op
β˜− n2
M (lβ˜)(y)
}
ηαω2(r[η]),
we have
m(y,η)= n(y, η) mod Rµ−j+|α|G
(
U ×Rq,g)
P,Q
(1.3.10)
for certain P ∈As(X, (γ −µ,Θ)), Q ∈ As(X, (−γ,Θ)), depending on R, β , β˜. Because
of the semi-ordering of the spaces of Green symbols in the sense of relation (1.2.10) we
can choose P and Q in (1.3.10) in a suitable way, such that (1.3.10) holds for every
decomposition of f into lβ+ lβ˜ for arbitrary β , β˜ satisfying the above-mentioned relations.
Previous considerations also say that one can fix P and Q in (1.3.10) not depending on
0 j  k. This is also true when, instead of f , in (1.3.9) appears a finite sum over |α| j
of Mellin symbols fjα(y, z) ∈ C∞(U,M−∞Rjα (X)) (πCRjα ∩ Γn+12 −δ = ∅).
Let RµM+G(U ×Rq,g) denote the space of all operator functions of the form m(y,η)+
g(y, η), for arbitrary g(y, η) ∈ RµG(U ×Rq,g), where
m(y,η) = ω1(r[η])r−µ
k∑
j=0
rj
∑
|α|j
{
opβjα−
n
2
M (lβjα )(y)
+ opβ˜jα−
n
2
M (lβ˜jα
)(y)
}
ηαω2(r[η]) (1.3.11)
with given Mellin symbols
lβjα (y, z) ∈ C∞
(
U,M−∞Rjα (X)
)
, lβ˜jα
(y, z) ∈C∞(U,M−∞
R˜jα
(X)
) (1.3.12)
for Rjα , R˜jα ∈ As(X), γ − j  βjα , β˜jα  γ , βjα "= β˜jα for j > 0, and
πCRjα ∩ Γn+1
2 −βjα = πCR˜jα ∩ Γn+12 −β˜jα = ∅ for all j,α. (1.3.13)
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By virtue of Remark 1.3.3, operator families of the form (1.3.11) represent classical
symbols of order µ, with spaces E and E˜ as in Remark 1.3.3.
Let us set
σ
µ−j
M (m+ g)(y, η, z)=
∑
|α|j
fjα(y, z)η
α,
called the conormal symbol of (m+ g)(y, η) of order µ− j , j = 0, . . . , k. We then have
σ
µ−j
M (m+ g)(y, η, z)= 0 for 0 j  k ⇔ (m+ g)(y, η) ∈ RµG
(
U ×Rq,g).
Using the fact that elements (m+ g)(y, η) ∈ RµM+G(U ×Rq ,g) are classical symbols of
order µ, define the homogeneous principal (so-called edge) symbol of order µ by
σ
µ
∧ (m+ g)(y, η) := σµ∧ (m)(y, η)+ σµ∧ (g)(y, η), (1.3.14)
where σµ∧ (g)(y, η) is given by (1.2.7) and (in the notation of formula (1.3.11))
σ
µ
∧ (m)(y, η) = ω1(r|η|)r−µ
k∑
j=0
rj
∑
|α|=j
{
opβjα−
n
2
M (lβjα )(y)
+ opβ˜jα−
n
2
M (lβ˜jα
)(y)
}
ηαω2(r|η|).
We now want to define a system of Fréchet subspaces of RµM+G(U × Rq,g). For this
purpose let us consider a fixed sequence R = (Rjα, R˜jα)0|α|j,0jk with Rjα, R˜jα ∈
As(X) such that R00 = R˜00 and satisfying conditions (1.3.13) with
βjα = β˜jα = γ for j = 0, βjα = γ − 13 , β˜jα = γ −
2
3
for j > 0 for all |α| j. (1.3.15)
Choosing any l′βjα (y, z) ∈ C∞(U,M−∞Rjα (X)) and l′β˜jα (y, z) ∈ C
∞(U,M−∞
R˜jα
(X)) satisfy-
ing
fjα(y, z)= lβjα (y, z)+ lβ˜jα (y, z)= l′βjα (y, z)+ l′β˜jα (y, z) (1.3.16)
in the space C∞(U,M−∞
Rjα+R˜jα (X)), and forming a family of operators m
′(y, η) as
in (1.3.11) with l′βjα and l′β˜jα instead of lβjα and lβ˜jα , respectively, we get, for suitable
asymptotic types P ∈ As(X, (γ,Θ)) and Q ∈As(X, (−γ +µ,Θ))
m(y,η)−m′(y, η) ∈RµG
(
U ×Rq,g)
P,Q
. (1.3.17)
We call P and Q compatible to R if their carriers are chosen so large (which is always
possible) that (1.3.17) holds for every lβjα , lβ˜jα , l′βjα , l′β˜jα satisfying relation (1.3.16).
Let AsM+G(X,g) for g = (γ, γ −µ,Θ) denote the set of all sequences S = (R;P,Q),
for R = (Rjα, R˜jα)0|α|j,0jk with Rjα , R˜jα ∈ As(X) being as before and P ∈
As(X, (γ,Θ)), Q ∈ As(X, (−γ +µ,Θ)) compatible to R.
We then denote by RµM+G(U × Rq,g)S , for S ∈ AsM+G(X,g), the subspace of all
elements of RµM+G(U ×Rq,g) of the form m(y,η)+ g(y, η) with m(y,η) being given of
the form (1.3.11) with the weights defined by (1.3.15).
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Remark 1.3.4. For every fixed S ∈ AsM+G(X,g), the space RµM+G(U × Rq,g)S is a
Fréchet space in a natural way.
In fact, let T denote the subspace of all a(y, η) ∈ RµM+G(U × Rq,g)S such that the
coefficients fjα(y, z) of σµ−jM (a)(y, η, z) belong to C∞(U,M
−∞
Rjα
(X)) for all |α|  j ,
j = 0, . . . , k. In a similar manner we define T˜ by requiring fjα(y, z) ∈C∞(U,M−∞R˜jα (X))
for all j,α (here, by definition R00 = R˜00). We introduce Fréchet topologies in T and T˜
and then set RµM+G(U ×Rq,g)S = T + T˜ in the topology of the non-direct sum. To apply
the general notion of a non-direct sum of Fréchet spaces, we have to choose a Hausdorff
topological vector space H containing the summands as subspaces; in our case we can set
H = Sµ(cl)(U ×Rq;Ks,γ (X∧),K∞,γ−µ(X∧)) for any real s. Let us consider T , for T˜ we
can proceed in an analogous manner. The space T is isomorphic to{
k⊕
j=0
⊕
|α|j
C∞
(
U,M−∞Rjα (X)
)}⊕RµG(U ×Rq,g)P,Q, (1.3.18)
since σM :a→ σm(a) := {fjα}|α|j,j=0,...,k defines a surjective map of T to the space in
the brackets {. . .} in (1.3.18), where kerσM = RµG(U × Rq,g)P,Q. Moreover, σM has a
right inverse, namely
σM(a)→ ω1(r[η])r−µ
k∑
j=0
rj
∑
|α|j
opβjα−
n
2
M (fjα)(y)η
αω2(r[η])
for any fixed choice of cut-off functions ω1,ω2 and weights βjα as in (1.3.15). The
summands in (1.3.18) are Fréchet spaces, hence T itself becomes a Fréchet space.
It can be proved (by using a Cousin problem argument) that the space RµM+G(U ×
Rq,g)S with its Fréchet topology from T + T˜ only depends on the sequence
S = ((Rjα + R˜jα)|α|j,j=0,...,k;P,Q) (1.3.19)
but not on the specific decomposition of Sjα = Rjα + R˜jα which justifies the notation in
the previous formula.
Similarly to Definition 1.2.4 we can introduce the space RµM+G(U × Rq,g;w) as the
set of all
(
m 0
0 0
)
(y, η)+ g(y, η) for arbitrary g(y, η) ∈ RµG(U ×Rq ,g;w) and an f × e-
matrix m(y,η) of elements in RµM+G(U × Rq,g). Let RµM+G(U × Rq ,g;w)S for S
as in (1.3.19) denote the subspace of all a(y, η) ∈ RµM+G(U × Rq,g;w) such that the
entries of the (f × e)-matrix valued upper left corner belong to RµM+G(U × Rq,g)S
while the other entries are Green of asymptotic types P , Q. The Fréchet topology of
R
µ
M+G(U × Rq,g;w)S is immediate from that of the (f × e)-upper left corners and the
one of the Green families in the other entries.
Definition 1.3.5. Rµ(U ×Rq,g;w) for g = (γ, γ −µ,Θ), Θ = (−(k+1),0], k ∈N, and
w= (e, f ; j−, j+) is defined to be the space of all operator families
a(y, η)=
(
σ(aM + aF )σ˜ 0
0 0
)
(y, η)+ r(y, η), (1.3.20)
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where (aM + aF )(y, η) is an f × e-matrix of elements (1.3.3) with arbitrary cut-off
functions σ(r), σ˜ (r), with σ˜ = 1 in a neighbourhood of suppσ and r(y, η) ∈ RµM+G(U ×
Rq,g;w).
Remark 1.3.6. Set E = Ks,γ (X∧,Ce) ⊕ Cj− and E˜ = Ks−µ,γ−µ(X∧,Cf ) ⊕ Cj+
endowed with the group actions diag(κδ, δ
n+1
2 )δ∈R+ . We have Rµ(U × Rq,g;w) ⊂
Sµ(U ×Rq;E, E˜) for every s ∈ R. Moreover, for every a(yη) ∈ Rµ(U ×Rq,g;w) and
every P ∈ As(X, (γ,Θ)) there is a Q ∈ As(X, (γ − µ,Θ)) such that a(y, η) ∈ Sµ(U ×
Rq;EP , E˜Q) when we set EP =Ks,γP (X∧,Ce)⊕Cj− , E˜Q =Ks−µ,γ−µQ (X∧,Cf )⊕Cj+ ,
for all s ∈R.
If a ∈Rµ(U ×Rq,g;w), let us set, for (y, η) ∈U × (Rq \ {0}),
σ
µ
∧ (a)(y, η)=
(
σ
µ
∧ (aM + aF )(y, η) 0
0 0
)
+ σµ∧ (r)(y, η),
where σµ∧ (aM + aF )(y, η) is the matrix with elemts given by (1.3.6) and (1.3.7) and
σ
µ
∧ (r)(y, η) as in (1.3.14).
In an obvious way we can define subspaces Rµ(U ×Rq;g;w)S of Rµ(U ×Rq;g;w)
(for fixed asymptotic data (1.3.19)) by considering in (1.3.20) r(y, η) ∈ RµM+G(U ×
Rq,g;w)S . We conclude this section by introducing a Fréchet topology in these subspaces.
Since RµM+G(U ×Rq;g;w)S is already treated, it remains the space of upper left corners.
Equality (1.3.5) tells us that the space to topologyse is Ψµ([0, c)0) defined to be
the space of all operator families of the form r−µopγ−
n
2
M (f )(y, η) with f (r, y, z, η) :=
f˜ (r, y, z, rη) for arbitrary f˜ (r, y, z, η˜) ∈C∞([0, c)0 ×U,MµO(X;Rqη˜)).
To introduce a Fréchet topology in Ψµ([0, c)0) it suffices to establish a canonical
isomorphism
Ψµ
([0, c)0)→ C∞([0, c)0 ×U,MµO(X;Rqη˜))
and carry over the Fréchet topology from the space on the right to Ψµ([0, c)0). This
isomorphism can be defined to be the composition of well-defined maps
b(y, η) ∈Ψµ([0, c)0)→ rµb(y, η)→ rµb(y, η˜
r
)
→ symb
(
rµb
(
y,
η˜
r
))
,
where “symb” means the symbolic map
opγ−
n
2
M (f )
(
y,
η˜
r
)
→ f (r, y, z, η˜)
that is well-defined as a map to a parameter-dependent left symbol (with respect to r) that
first gives the values on Re z= n+12 −γ but then extends in a unique way to a holomorphic
function in z ∈C.
Summing up, the space Ψµ([0, c)0) is now equipped with a natural Fréchet topology,
and we can pass to the non-direct sum of Fréchet spaces
Rµ
(
U ×Rq),g;w)c,S := (Ψµ([0, c)0)⊕ {0})+RµM+G(U ×Rq,g;w)S (1.3.21)
for fixed S ∈ AsM+G(X,g), c > 0. The space Rµ(U ×Rq,g;w) itself is the union of the
spaces of the form (1.3.21) over all c > 0 and S ∈ AsM+G(X,g).
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1.4. Edge operators
Let W be a compact manifold with edge Y andW the associated stretched manifold. By
the assumptions of Section 1.1 we have a global splitting of variables near ∂W, i.e., there
is a neighbourhood of ∂W of the form
V= [0,1)×X× Y, (r, x, y) ∈V.
Let {V1, . . . , VL} be an open covering of Y by coordinate neighbourhoods and χl :Vl →
Ω, l = 1, . . . ,L, charts for some open Ω ⊆Rq . Then the sets [0,1)×X×Vl form a open
covering of V, and we have diffeomorphisms
χl : [0,1)×X× Vl →[0,1)×X×Ω, l = 1, . . . ,L.
Taking the sets [0,1)×X×Ω as local models ofW near ∂W, the transition maps between
different such “singular charts” are independent of r and x . Let Vect(W) denote the set of
all smooth complex vector bundles E on W, where we assume that the transition maps
between realisations of E|[0,1)×X×Vl on [0,1)×X×Ω are independent of r .
For local considerations it will be convenient to work with R+ ×X×Ω ; contributions
for large r will be unessential after applying corresponding cut-offs. Let e be the fibre
dimension of E. Then we form the spaces
Ks,γ (X∧,Ce) :=Ks,γ (X∧)⊗Ce
and, similarly,Ks,γP (X∧,Ce) for some P ∈ As(X,g), g = (γ,Θ). This gives rise to spaces
Wscomp
(
Ω,Ks,γ (X∧,Ce)), Wsloc(Ω,Ks,γ (X∧,Ce))
as well as
Wscomp
(
Ω,Ks,γP
(
X∧,Ce
))
, Wsloc
(
Ω,Ks,γP
(
X∧,Ce
))
.
They are invariant with respect to transition maps such that we have the spaces
Wscomp
(
V,Ks,γ (X∧,E|X∧×V )
)
,
(where V denotes one of the sets in the covering of Y ) as well as those with asymptotic
types P and with subscript “loc”. Now if σ(r) is a cut-off function supported in a
neighbourhood of r = 0, and if {ϕ1, . . . , ϕL} is a partition of unity subordinate to
{V1, . . . , VL}, we set
Ws,γ (W,E) :=
{
σ
L∑
l=1
ϕlul + (1− σ)uint
}
where ul ∈Wsloc(Vl,Ks,γ (X∧,E|X∧×Vl )) and uint ∈Hsloc(intW,E).
Similarly, we define the spaces Ws,γP (W,E) by inserting Ks,γP (X∧,E|X∧×Vl ) in place
of Ks,γ (X∧,E|X∧×Vl ).
Remark 1.4.1. The space Ws,γP (W,E) for every fixed asymptotic type P can be written
as a projective limit of Hilbert spaces; as such it is a Fréchet space with a countable system
of norms.
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Bundles E ∈ Vect(W) are assumed to be equipped with Hermitian metrics that are
independent of r for small r (i.e., lifted Hermitian metrics from E|∂W in a collar
neighbourhood ∼= [0,1)×X × Y of ∂W). We then have W0,0(W,E)∼= h−n/2L2(W,E)
where L2(W,E) is the space of square integrable sections in E (with a measure that treats
W as a C∞ manifold with boundary) and hρ , ρ ∈ R, is a strictly positive function in
C∞(intW) such that hρ = rρ in a neighbourhood of 0.
The W0,0-scalar product then induces a non-degenerate sesquilinear pairing
Ws,γ (W,E)×W−s,−γ (W,E)→C for every s, γ ∈R.
Definition 1.4.2. An operator G :W0,γ (W,E)→W0,δ(W,F ), for γ, δ ∈ R and E,F ∈
Vect(W), is said to be a smoothing Green operator with asymptotics of types P ∈
As(X, (δ,Θ)), Q ∈As(X, (−γ,Θ)) (for some weight interval Θ = (θ,0]) if, for all s ∈R,
G and G∗ induce continuous operators
G :Ws,γ (W,E)→W∞,δP (W,F ) and
G∗ :Ws,−δ(W,F )→W∞,−γQ (W,E). (1.4.1)
Here G∗ denotes the formal adjoint of G in the sense
(Gu,v)W0,0(W,F ) = (u,G∗v)W0,0(W,E)
for all u ∈C∞0 (intW,E), v ∈ C∞0 (intW,F ).
It suffices to require conditions (1.4.1) for all s ∈ Z; then the operatorsG are continuous
for all s ∈ R. Set g = (γ, δ,Θ) and let Y−∞(W,g;E,F)P,Q denote the space of all
smoothing Green operators with asymptotic types P and Q. The definition gives us linear
maps
Y−∞(W,g;E,F)P,Q→L
(Ws,γ (W,E),W∞,γP (W,F )), (1.4.2)
Y−∞(W,g;E,F)P,Q→L
(Ws,−δ(W,F ),W∞,−γ
Q
(W,E)
) (1.4.3)
for all s ∈ N, where (1.4.3) is defined as G → L, obtained as a composition G →
G∗ → L where Lv :=G∗v, v ∈Ws,−δ(W,F ). For every fixed s the spaces on the right
hand side of (1.4.2) and (1.4.3) are Fréchet spaces with a countable system of operator
norms, obtained in terms of the countable systems of norms in the respective spaces with
asymptotics, cf. Remark 1.4.1.
In the space Y−∞(W,g;E,F)P,Q we introduce the Fréchet topology of projective
limit with respect to the mappings (1.4.2), (1.4.3), s ∈ N. This enables us to define
parameter-dependent Green operators with parameter λ ∈Rl . We set
Y−∞(W,g;E,F ;Rl)
P,Q
= S(Rl ,Y−∞(W,g;E,F)P,Q).
In an analogous manner, given elements E,F ∈ Vect(W), J−, J+ ∈ Vect(Y ), we define the
spaces
Y−∞(W,g; v)P,Q and Y−∞
(
W,g; v;Rl)
P,Q
78 L. Maniccia, B.-W. Schulze / Bull. Sci. math. 127 (2003) 55–99
for v = (E,F ;J−, J+), where G ∈ Y−∞(W,g; v)P,Q is defined to be the space of all
operator block matrices
G= (Gij )i,j=1,2 :
Ws,γ (W,E)
⊕
Hs(Y,J−)
→
W∞,δP (W,F )⊕
C∞(Y, J+)
such that the formal adjoint with respect to the W0,0(W, ·) ⊕ H 0(Y, ·)-scalar products
have an analogous mapping property with opposite weights and the asymptotic type Q
in the image, for all s ∈ R. We endow the space Y−∞(W,g; v)P,Q with a natural
Fréchet topology that is defined in an analogous manner as that for the corresponding
space of upper left corners. Let Y−∞(W,g; v;Rl) denote the union of all the spaces
Y−∞(W,g; v;Rl)P ,Q over all P,Q.
Next we pass to pseudo-differential operators on Ω with amplitude functions
a(y, y ′, η, λ) ∈ Rµ(Ω ×Ω ×Rq+lη,λ ,g;w)
for g = (γ, γ − µ,Θ), Θ = (−(k + 1),0], k ∈ N, and w = (e, f ; j−, j+). If we form
operator families Op(a)(λ) where, first for u(y) ∈ C∞0 (Ω,Ks,γ (X∧,Ce)⊕Cj−),
Op(a)(λ)u(y)=
∫∫
ei(y−y ′)ηa(y, y ′, η, λ)u(y ′) dy ′d–η,
we get, for all λ, continuous operators
Op(a)(λ) :
Wscomp(Ω,Ks,γ (X∧,Ce))
⊕
H
s− n+12
comp (Ω,C
j−)
→
Ws−µloc (Ω,Ks−µ,γ−µ(X∧,Cf ))⊕
H
s−µ− n+12
loc (Ω,C
j+).
There is then invariance under substituting transition maps fromE,F ∈ Vect(W), J−, J+ ∈
Vect(Y ), between trivialisations of the respective bundles belonging to “charts” χl :R+ ×
X × Vl → X∧ ×Ω and χ ′l :Vl →Ω , respectively (see also the notation at the beginning
of this section). This gives us operators
Al (λ) :
Wscomp(Vl,Ks,γ (X∧,E))
⊕
H
s− n+12
comp (Vl, J−)
→
Ws−µloc (Vl,Ks−µ,γ−µ(X∧,F ))⊕
H
s−µ− n+12
loc (Vl, J+).
(1.4.4)
Here, for brevity, in the spaces we wrote the bundles themselves rather than their
restrictions to X∧ × Vl and Vl , respectively.
Let us now fix cut-off functions σ(r), σ˜ (r), ˜˜σ(r), supported in [0,1), such that
σ σ˜ = σ , σ ˜˜σ = ˜˜σ , choose a partition of unity {ϕ1, . . . , ϕL} subordinate to {V1, . . . , VL},
and let {ψ1, . . . ,ψL} be functions ψj ∈ C∞0 (Vj ) such that ϕjψj = ϕj for all j . Moreover,
let Lµcl(intW;E,F ;Rl) denote the space of all classical parameter-dependent pseudo-
differential operators on intW, operating between spaces of distributional sections of
bundlesE,F . In the following definition we set g = (γ, γ −µ,Θ) and v = (E,F ;J−, J+)
for γ,µ ∈R, Θ = (θ,0], −∞ θ < 0, E,F ∈Vect(W), J−, J+ ∈ Vect(Y ).
Definition 1.4.3. Yµ(W,g; v;Rl) is defined to be the space of all operator families
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A(λ) =
L∑
j=1
diag(σϕj ,ϕj )Aj (λ)diag(σ˜ψj ,ψj )
+ diag(1− σ,0)Aint(λ)diag(1− ˜˜σ,0)+ G(λ)
for arbitrary operators of the form (1.4.4), an operator Aint(λ) ∈ Lµcl(intW;E,F ;Rl) and
G(λ) ∈ Y−∞G (W,g; v;Rl)P ,Q and Aj (λ) of the form (1.4.4).
The case l = 0 in Definition 1.4.3 is also admitted. In this case we write Yµ(W,g; v)
for the corresponding space of operators. Note that A(λ, λ˜) ∈ Yµ(W,g; v;Rl+l˜
λ,λ˜
) implies
A(λ, λ˜0) ∈ Yµ(W,g; v;Rlλ) for every fixed λ˜0 ∈Rl˜ .
Let us set Ws,γ (W;m) = Ws,γ (W;E) ⊕ Hs− n+12 (Y, J ), s ∈ R, for any pair m ∈
Vect(W) × Vect(Y ). Similarly, we define Ws,γP (W;m) =Ws,γP (W;E) ⊕ Hs−
n+1
2 (Y, J )
for any asymptotic type P ∈As(X, (γ,Θ)).
Theorem 1.4.4. The elements A(λ) ∈ Yµ(W,g; v;Rl) for v = (E,F ;J−, J+) induce
families of continuous operators
A(λ) :Ws,γ (W;m)→Ws−µ,γ−µ(W;n)
for m= (E,J−), n= (F,J+), as well as
A(λ) :Ws,γP (W;m)→Ws−µ,γ−µQ (W;n)
for every P ∈As(X, (γ,Θ)) with some resulting Q ∈As(X, (γ −µ,Θ)).
Theorem 1.4.4 is a consequence of corresponding local continuity results, cf. rela-
tion (1.1.8) and Remark 1.3.6, together with (1.4.1) for global smoothing operators. Let us
now establish the (parameter-dependent) principal symbolic structure of operator families
A(λ) as in the previous definition (for convenience, we often write A instead of A(λ)). In-
cidentally, we write A= (Aij )i,j=1,2 and u.l.c.A (upper left corner ofA) in place of A11.
We then have a space of upper left corners
Yµ(W,g;E,F ;Rl)= u.l.c. Yµ(W,g; v;Rl),
where
Yµ(W,g;E,F ;Rl)⊂ Lµ(intW;E,F ;Rl).
Here, analogously to notation in Section 1.1, Lµcl(· ;E,F ;Rl) is the space of all classical
parameter-dependent pseudo-differential operators on a manifold (indicated by the dot),
operating between spaces of sections in the respective vector bundles E and F . In our case
the manifold is intW and we have standard parameter-dependent homogeneus principal
symbols
σ
µ
ψ (A)= σµψ (u.l.c. A)
that are bundle homomorphisms
σ
µ
ψ (A) :π∗intWE→ π∗intWF,
80 L. Maniccia, B.-W. Schulze / Bull. Sci. math. 127 (2003) 55–99
where πintW : (T ∗(intW) × Rlλ) \ 0 → intW is the canonical projection. In our case,
because of the edge-degenerate nature of operators, we have in the splitting of variables
(r, x, y) ∈ [0,1) × X × Ω near ∂W with covariables (plus parameter) (ρ, ξ, η,λ) a
representation
σ
µ
ψ (A)(r, x, y,ρ, ξ, η,λ)= σ˜ µψ (A)(r, x, y, ρ˜, ξ, η˜, λ˜)|ρ˜=rρ,η˜=rη,λ˜=rλ,
where σ˜ µψ (A) is smooth in r up to 0 and has an invariant meaning as a bundle homo-
morphism σ˜ µψ (A) : π˜∗WE → π˜∗WF between pull-backs to a so-called stretched cotangent
bundle (+parameter) T˜ ∗(W × Rl ) \ 0 (0 means (ρ˜, ξ, η˜, λ˜) = 0) with the canonical
projection π˜W : T˜ ∗(W×Rl )\0→W. In addition, the homogeneus principal edge symbols
of local operator-valued amplitude functions that are involved in Al (λ), cf. the previous
definition and Section 1.3, gives us a bundle homomorphism
σ
µ
∧ (A) :π∗Y
(Ks,γ (X∧)⊗E′
⊕
J−
)
→ π∗Y
(Ks−µ,γ−µ(X∧)⊗ F ′
⊕
J+
)
between pull-backs of corresponding bundles with infinite-dimensional fibres to (T ∗Y ×
R
l
λ) \ 0 with respect to the canonical projection πY : (T ∗Y × Rl ) \ 0 → Y , E′ := E|∂W,
F ′ := F |∂W. We now set
σ(A)= (σµψ (A), σµ∧ (A)),
called the principal symbol of A of order µ.
In the above definitions of symbol and operator spaces the order is the same as µ in the
weight data g = (γ, γ −µ,Θ). We can also define symbol spaces Rν(U ×Rq,g;w) with
the same g but any other order ν ∈R such that µ− ν ∈N.
The generalisation for Green symbols is straightforward; concerning smoothing Mellin
symbols it suffices to replace r−µ in formula (1.3.11) by r−ν , while for the non-smoothing
parts aM(y,η) and aF (y, η) we simply take symbols of order ν instead of µ. We then
get associated operator spaces Yν(W,g; v;Rl) for µ − ν ∈ N, g = (γ, γ − µ,Θ), with
associated principal symbols σν(A)= (σ νψ(A), σ ν∧(A)). Note that then
Yν−1(W,g; v;Rl)= {A ∈ Yν(W,g; v;Rl): σν(A)= 0}.
Remark 1.4.5. A ∈ Yµ−1(W,g;w;Rl) implies that
A :Ws,γ (W;m)→Ws−µ,γ−µ(W;n)
is a compact operator for every s ∈R and λ ∈Rl .
Theorem 1.4.6. Let Aj (λ) ∈ Yν−j (W,g; v;Rl), j ∈ N, be an arbitrary sequence and
suppose that the asymptotic types in the Green symbols (of the local representations) are
independent of j . Then there is an A(λ) ∈ Yν(W,g; v;Rl) such that, for every N ∈N,
A(λ)−
N∑
j=0
Aj (λ) ∈ Yν−(N+1)
(
W,g; v;Rl),
and A(λ) is unique mod Y−∞(W,g; v;Rl).
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This result is a consequence of the fact that local amplitude functions belonging
to Aj (λ) can be summed up asymptotically, uniquely with remainders of order −∞. In
the following theorem we consider operators B and A with weight and bundle data
f = (γ, γ − ν,Θ), w = (E,G;J−, J )
and
g = (γ − ν, γ − (ν +µ),Θ), v = (G,F ;J,J+)
respectively, and set
f ◦ g = (γ, γ − (ν +µ),Θ), w ◦ v = (E,F ;J−, J+).
The next theorem is proved in [19], Section 3.4.4.
Theorem 1.4.7. Let A be in Yµ(W,g; v;Rl) and B be in Yν(W,f ;w;Rl). We then have
for the composition AB ∈ Yµ+ν (W,g ◦ f ;w ◦ v;Rl), and σ(AB) = σ(A)σ (B) (with
componentwise composition).
1.5. Ellipticity and parametrices
We now turn to (parameter-dependent) ellipticity of elements in the space
Yµ(W,g; v;Rl), (1.5.1)
whereW is a (not necessarily compact) stretched manifold with edge Y , and
g = (γ, γ −µ,Θ), v = (E,F ;J−, J+) (1.5.2)
for Θ = (−(k+ 1),0], k ∈N∪ {∞}, γ,µ ∈R, and E,F ∈ Vect(W), J−, J+ ∈ Vect(Y ).
Definition 1.5.1. An element A(λ) in (1.5.1) is said to be (parameter-dependent) elliptic
(of order µ) if
(i)
σ˜
µ
ψ (A) : π˜∗WE→ π˜∗WF
is an isomorphism, π˜W : (T˜ ∗W×Rl ) \ 0→W;
(ii)
σ
µ
∧ (A) :π∗Y
(Ks,γ (X∧)⊗E′
⊕
J−
)
→ π∗Y
(Ks−µ,γ−µ(X∧)⊗F ′
⊕
J+
)
is an isomorphism for some s ∈R, πY : (T ∗Y ×Rl ) \ 0→ Y .
The case l = 0 is also admitted; we then talk about ellipticity (without parameters).
Notice that when A(λ) ∈ Yµ(W,g; v;Rl) is parameter-dependent elliptic, A(λ0) ∈
Yµ(W,g; v) is elliptic without parameters for every λ0 ∈Rl .
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If (ii) is satisfied for some s = s0 ∈R, then it is true for all s ∈R. This is a consequence
of the fact that the upper left corners of edge symbols belong to the cone algebra on X∧
and are elliptic for (η,λ) "= 0 both with respect to the tip of the cone and to r →∞, the
exit of X∧ to infinity. Moreover, as is well-known, kernel and cokernel are independent
of s.
Theorem 1.5.2. Let A ∈ Yµ(W,g; v;Rl) be elliptic. Then there is a parametrix P of A
with P ∈ Y−µ(W,g−1; v−1;Rl), g−1 = (γ −µ,γ,Θ), v−1 = (F,E;J+, J−).
This means
I −PA ∈ Y−∞(W, g˜; v˜;Rl), I −AP ∈ Y−∞(W, ˜˜g; ˜˜v;Rl),
where g˜ = (γ, γ,Θ), v˜ = (E,E;J−, J−), ˜˜g = (γ −µ,γ −µ,Θ), ˜˜v = (F,F ;J+, J+).
For the proof see [19], Section 3.5.2.
Corollary 1.5.3. Let A ∈ Yµ(W,g; v) be elliptic and assume
u ∈W−∞,γ (W;m), Au= f ∈Ws−µ,γ−µ(W;n),
for some s ∈ R. Then we have u ∈Ws,γ (W;m). Moreover, Au = f ∈Ws−µ,γ−µQ (W;n)
for a Q ∈ As(X, (γ − µ,Θ)) implies u ∈Ws,γP (W;m) for a resulting asymptotic type
P ∈ As(X, (γ,Θ)).
Corollary 1.5.4. Let A ∈ Yµ(W,g; v;Rl) be elliptic. Then
A(λ) :Ws,γ (W;m)→Ws−µ,γ−µ(W;n) (1.5.3)
is a family of Fredholm operators for all s ∈R. In the case l > 0 the operators are of index
zero, and there is a C > 0 such that (1.5.3) are isomorphisms for all |λ|> c and all s ∈R.
We conclude the section with a remark that has been proved in [2].
Remark 1.5.5. For every µ,γ ∈ R, l ∈ N and E ∈ Vect(W) there exists a parameter-
dependent elliptic element R(λ) ∈ Yµ(W,g;E,E;Rl) that induces isomorphisms
R(λ) :Ws,γ (W,E)→Ws−µ,γ−µ(W,E) for all s ∈R, λ ∈Rl ,
where R−1(λ) ∈ Y−µ(W,g−1;E,E;Rl), R−1(λ)= (R(λ))−1.
2. Meromorphic corner symbols
2.1. General kernel cut-off
In this section we prepare some general constructions on operator-valued symbols
that depend holomorphically on a complex covariable. Symbols of that kind may
be constructed in terms of so-called kernel cut-off operators. Let us first introduce
spaces of parameter-dependent operator-valued symbols with holomorphic dependence
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on parameters. In Section 1.1 we have defined the symbol spaces Sµ(cl)(R
m;E, E˜) (with
constant coefficients), where E and E˜ are spaces (either Hilbert spaces of Fréchet spaces
written as projective limits of Hilbert spaces) with group actions {κδ}δ∈R+ and {κ˜δ}δ∈R+ ,
respectively.
The following considerations will be formulated for the Hilbert space case. The
generalisation for Fréchet spaces is straightforward and will tacitly be used below.
Definition 2.1.1. Let Sµ(cl)(R
q×Cl;E, E˜) denote the space of all h(η, z) ∈A(Clz, Sµ(cl)(Rq;
E, E˜)) such that h(η,λ+ iτ ) ∈ Sµ(cl)(Rq+lη,λ ;E, E˜) for every τ ∈Rl and uniformly in τ ∈K
for every K Rl .
Note that Sµ(cl)(R
q×Cl;E, E˜) are Fréchet spaces in a canonical way (an adequate semi-
norm system immediately follows from the definition).
Let us set
K(a)(η, θ)= (2π)−l
∫
Rl
eiλθa(η,λ) dλ;
this exists as an element of S ′(Rlθ ,L(E, E˜)) for every fixed η, and we have χ(θ)K(a)(η,
θ) ∈ S(Rlθ ,L(E, E˜)) for each excision function χ (i.e., vanishing in a neighbourhood of 0
and being 1 outside another neighbourhood of 0). We have
ϕ(θ)K(a)(η, θ) ∈ S ′(Rl ,L(E, E˜))
for every ϕ ∈ C∞0 (Rl), and we set
H(ϕ)a(η,λ)=
∫
e−iλθϕ(θ)K(a)(η, θ) dθ.
We call H(ϕ) a kernel cut-off operator.
The following results and observations on kernel cut-off constructions may be found in
different versions in [16] or in [17], Section 3.2.2, [2], Section 1.5.2.
Theorem 2.1.2. Let ϕ(θ) ∈ C∞0 (Rl ) and a(η,λ) ∈ Sµ(cl)(Rq+l;E, E˜).
Then H(ϕ)a(η,λ) ∈ Sµ(cl)(Rq+l;E, E˜), and there is an h(η, z) ∈ Sµ(cl)(Rq × Cl;E, E˜)
such that
h(η, z)|Im z=0 =H(ϕ)a(η,λ).
Clearly, h(η, z) is uniquely determined by ϕ and a, and we will also set h(η, z) =
H(ϕ)a(η, z).
Remark 2.1.3. For every fixed ϕ ∈ C∞0 (Rl ) the map a(η,λ)→ H(ϕ)a(η, z) defines a
continuous operator
H(ϕ) :S
µ
(cl)
(
R
q+l;E, E˜ )→ Sµ
(cl)
(
R
q ×Cl;E, E˜ ).
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Moreover, if a(η,λ) ∈ Sµ(cl)(Rq+l;E, E˜) is fixed, the map ϕ → H(ϕ)a defines a
continuous operator
C∞0
(
R
l
)→ Sµ(cl)(Rq ×Cl;E, E˜ ).
Remark 2.1.4. Let a(η,λ) ∈ Sµ(cl)(Rq+l;E, E˜), and define h(η, z) = (H(ϕ)a)(η, z) as
before. Then, for every fixed τ ∈ Rl the restriction aτ (η,λ) = h(η,λ + iτ ) admits an
asymptotic expansion
aτ (η,λ)∼
∑
α∈Nl
cαD
α
λa(η,λ)
in the space Sµ(cl)(R
q+l;E, E˜), with constants cα = cα(ϕ, τ ), α ∈ Nq . If ϕ ∈ C∞0 (Rl )
equals 1 in a neighbourhood of θ = 0, we have c0 = (ϕ, τ )= 1.
Remark 2.1.5. The kernel cut-off construction can also be started from elements b(η,λ)=
h(η,λ+ iτ ) for any h(η, z) ∈ Sµ(cl)(Rq ×Cl;E, E˜) and any fixed τ ∈Rl .
For every ϕ ∈ C∞0 (Rl ) we then obtain a map
Hτ (ϕ) :S
µ
(cl)
(
R
q ×Cl;E, E˜ )→ Sµ(cl)(Rq ×Cl;E, E˜ )
when we set Hτ(ϕ)h(η, z)=H(ϕ)b(η, z).
Theorem 2.1.6. Let ψ ∈ C∞0 (Rl ) be a function such that ψ(θ)= 1 in a neighbourhood of
θ = 0, and let a(η,λ) ∈ Sµ(cl)(Rq+l;E, E˜). Then h(η, z)=H(ψ)a(η, z) ∈ Sµ(cl)(Rq ×Cl;
E, E˜) satisfies the relation
h(η, z)|Im z=0 = a(η,λ) mod S−∞
(
R
q+l;E, E˜ ).
Remark 2.1.7. From Remark 1.1.51 of [19] we get the following property. Let a and ψ as
in Theorem 2.1.6, and set ψr(θ) := ψ(rθ) for r > 0. Then H(ψr)a(η, z)|Imz=0 − a(η,λ)
tends to zero in S−∞(Rq+l;E, E˜) as r→ 0.
Corollary 2.1.8. Let h(η, z) ∈ Sµ(cl)(Rq ×Cl;E, E˜), and let τ ∈Rl be fixed.
Then h(η,λ + iτ ) ∈ Sµ−1(cl) (Rq+lη,λ ;E, E˜) implies h(η, z) ∈ Sµ−1(cl) (Rq × Cl;E, E˜). In
particular, h(η,λ+ iτ ) ∈ S−∞(Rq+lη,λ ;E, E˜) entails h(η, z) ∈ S−∞(Rq ×Cl;E, E˜).
Remark 2.1.9. The above kernel cut-off constructions directly extend to the spaces of
symbols Sµ(cl)(U ×Rq+l;E, E˜) with “non-constant” coefficients dependent on y ∈ U , cf.
the notation in Section 1.1. The kernel cut-off operators only act on covariables; in the
sequel we tacitly use results in the evident generalisation to the y-dependent case.
2.2. Further results on the edge-operator algebra
To carry out our program on edge operator-valued meromorphic functions we now study
the structure of edge pseudo-differential operators in more detail.
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First, if Ω ⊆ Rq is an open set, E and E˜ Hilbert spaces with group actions {κδ}δ∈R+
and {κ˜δ}δ∈R+ , respectively, we have our spaces of symbols a(y, y ′, η, λ) ∈ Sµ(cl)(Ω ×Ω ×
Rq+l;E, E˜) and associated parameter-dependent pseudo-differential operators
L
µ
(cl)
(
Ω;E, E˜;Rl) := {Op(a)(λ): a(y, y ′, η, λ) ∈ Sµ(cl)(Ω ×Ω ×Rq+l;E, E˜ )}.
The following considerations are valid with obvious modifications also for the case of
Fréchet spaces E or E˜ with group actions, and we then employ that without further
comment. Moreover, let us mainly discuss the classical case; the considerations for
non-classical symbols and operators are completely analogous. We want to endow the
space Lµcl(Ω;E, E˜;Rl) with a canonical Fréchet topology. To this end we first observe
that L−∞(Ω;E, E˜) := ⋂µ∈RLµ(Ω;E, E˜) is isomorphic to C∞(Ω × Ω;L(E, E˜))
such that L−∞(Ω;E, E˜) becomes Fréchet, and then we set L−∞(Ω;E, E˜;Rl) :=
S(Rl ,L−∞(Ω;E, E˜)).
Moreover, let K ⊂Ω ×Ω be any proper relatively closed set containing diag(Ω ×Ω)
in its interior, and let ω(y, y ′) ∈ C∞(Ω × Ω) be any element supported by K where
ω(y, y ′) = 1 in a neighbourhood of diag(Ω ×Ω). A well-known construction for scalar
pseudo-differential operators then also applies to the vector-valued case. Every A(λ) ∈
L
µ
cl(Ω;E, E˜;Rl) admits a decomposition
A(λ)=A0(λ)+C(λ), (2.2.1)
where the L(E, E˜)-valued distributional kernel of A0(λ) is supported by K for all λ ∈Rl ,
while C(λ) ∈L−∞(Ω;E, E˜;Rl).
Given A(λ)=Op(a)(λ) as above, it suffices to set A0(λ)=Op(ωa)(λ). Let Lµcl(Ω;E,
E˜;Rl)K denote the subspace of all A(λ) ∈ Lµcl(Ω;E, E˜;Rl) with distributional kernel
supported in K . Elements in Lµcl(Ω;E, E˜;Rl)K induce families of maps C∞0 (Ω,E)→
C∞0 (Ω, E˜) as well as C∞(Ω,E)→ C∞(Ω, E˜). In particular, setting eη(y) := eiyη we
can form A(λ)eηu ∈ C∞(Ω, E˜) for every u ∈E.
Lemma 2.2.1. Given A0(λ) ∈ Lµcl(Ω;E, E˜;Rl)K we have
a(y, η,λ) := e−η(y)A0(λ)eη(·) ∈ Sµcl
(
Ω ×Rq+l;E, E˜ )
K
and A0(λ)=Op(a)(λ). Moreover,
S
µ
cl
(
Ω ×Rq+l;E, E˜ )
K
:= {e−η(y)A0(λ)eη(·): A0(λ) ∈ Lµcl(Ω;E, E˜;Rl)K}
is a closed subspace of Sµcl(Ω × Rq+l;E, E˜) (concerning the Fréchet space structure of
classical symbol spaces, cf. Section 1.1).
The proof is similar to the corresponding case of scalar operators.
Remark 2.2.2. The correspondence A0(λ) → a(y, η,λ) from Lemma 2.2.1 yields an
isomorphism
L
µ
cl
(
Ω;E, E˜;Rl)
K
→ Sµcl
(
Ω ×Rq+l;E, E˜ )
K
. (2.2.2)
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We now get a Fréchet topology in the space Lµ
cl(Ω;E, E˜;Rl)K by using (2.2.2), i.e.,
carrying over the Fréchet topology from the space Sµcl(Ω×Rq+l;E, E˜)K . Relation (2.2.1)
gives us
L
µ
cl
(
Ω;E, E˜;Rl)= Lµcl(Ω;E, E˜;Rl)K +L−∞(Ω;E, E˜;Rl) (2.2.3)
as vector spaces. Both summands on the right are Fréchet (and contained in the space of
linear and continuous operators Wscomp(Ω,E)→Ws−µloc (Ω, E˜), cf. relation (1.1.8)). We
then endow (2.2.3) with the Fréchet topology of non-direct sum; an easy consideration
shows that it is independent of the specific K .
We now specify these constructions for symbols of the classesRµ(Ω×Ω×Rq+l,g;w)
and for the subspaces RµM+G(Ω ×Ω ×Rq+l ,g;w) and RµG(Ω ×Ω ×Rq+l ,g;w).
Let us start from Green symbols, cf. Definition 1.2.4. For simplicity, we take upper
left corners and assume e = f = 1, cf. (1.2.5) and (1.2.6); the considerations for block
matrices in general are completely analogous and left to the reader. In other words, we
have the Fréchet spaces RµG(Ω × Ω × Rq+l ,g)P,Q for g = (γ, σ,Θ), with asymptotic
types P ∈As(X, (σ,Θ)), Q ∈ As(X, (−γ,Θ)), cf. Remark 1.2.5.
Lemma 2.2.3. If gj ∈ Rµ−jG (Ω ×Ω × Rq+l ,g)P,Q, j ∈ N, is any sequence, there is a
g ∈RµG(Ω ×Ω ×Rq+l ,g)P,Q that is the asymptotic sum, i.e.,
g −
N∑
j=0
gj ∈ Rµ−(N+1)G
(
Ω ×Ω ×Rq+l ,g)
P,Q
for every N ∈N, and g is unique mod R−∞G (Ω ×Ω ×Rq+l ,g)P,Q.
Lemma 2.2.3 is a direct consequence of Definition 1.2.4 and of the fact that symbols in
the context of twisted homogeneity can be summed up asymptotically within the classes.
Let P ∈As(X, (σ,Θ)), Q ∈As(X, (−γ,Θ)), g = (γ, σ,Θ), and set
YµG
(
X∧ ×Ω,g;Rl)
P,Q
:= {Op(g)(λ): g(y, y ′, η, λ) ∈ RµG(Ω ×Ω ×Rq+l ,g)P,Q}. (2.2.4)
(2.2.4) is just the space of parameter-dependent edge-operators of Green type on the
(stretched) wedge X∧ ×Ω . From the definition we have
YµG
(
X∧ ×Ω,g;Rl)
P,Q
⊂ {Op(g)(λ): g(y, y ′, η, λ) ∈ Sµcl(Ω ×Ω ×Rq+l;Ks,γ (X∧),SσP (X∧))} (2.2.5)
for all s ∈ R; an analogous relation is true for the space of adjoints; both inclusions then
characterise the space YµG(X∧ ×Ω,g;Rl)P ,Q. In particular,
C ∈ Y−∞(X∧ ×Ω,g;Rl)
P,Q
:=
⋂
µ∈R
YµG
(
X∧ ×Ω,g;Rl)
P,Q
is characterised by the relations
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C ∈ S(Rl ,C∞(Ω ×Ω,SσP (X∧)⊗ˆπK−s,−γ (X∧))),
C∗ ∈ S(Rl ,C∞(Ω ×Ω,S−γQ (X∧)⊗ˆπKs,σ (X∧)))
for all s ∈ Z. This employs the fact that
L(Ks,γ (X∧),SσP (X∧))∼= SσP (X∧)⊗ˆπK−s,−γ (X∧),
and, similarly, for dual maps.
The above constructions for “abstract” operator-valued symbols and associated pseudo-
differential operators may be applied to (2.2.5) and (2.2.4), and we have to observe that
general results specialise to the specific case of Green symbols and operators in the right
way. As noted before, the above Hilbert space E˜ may be replaced by a Fréchet space with
group action, and in the present case we have SσP (X∧). To define a semi-norm system for
the Fréchet topology in the space YµG(X∧ ×Ω,g;Rl)P ,Q we consider the relations for all
s ∈ Z (which suffices) together with analogous relations for adjoints. The discussion for
adjoints will be easy as well and left to the reader.
Let K ⊂Ω ×Ω be as before, and assume for simplicity that (y, y ′) ∈ K ⇔ (y ′, y) ∈
K . Then YµG(X∧ × Ω,g;Rl)P ,Q;K denotes the subspace of all G(λ) ∈ YµG(X∧ × Ω,
g;Rl)P ,Q whose (operator-valued) distributional kernel (with respect to (y, y ′)-variables)
is supported by K . Then every G(λ) ∈ YµG(X∧ ×Ω,g;Rl)P ,Q admits a decomposition
G(λ)=G0(λ)+C(λ)
for G0(λ) ∈ YµG(X∧ ×Ω,g;Rl)P ,Q;K , C(λ) ∈ Y−∞(X∧ ×Ω,g;Rl)P ,Q.
In other words, we have
YµG
(
X∧ ×Ω,g;Rl)
P,Q
= YµG
(
X∧ ×Ω,g;Rl)
P,Q;K
+Y−∞(X∧ ×Ω,g;Rl)
P,Q
(2.2.6)
as vector spaces. Y−∞(X∧ ×Ω,g;Rl)P ,Q is Fréchet in a canonical way. So we have to
Fréchet topologise the space YµG(X∧ ×Ω,g;Rl)P ,Q;K . This can be done as in the general
situation.
Lemma 2.2.4. Given G0(λ) ∈ YµG(X∧ ×Ω,g;Rl)P ,Q;K we have
g(y, η,λ) := e−η(y)G0(λ)eη(·) ∈RµG
(
Ω ×Rq+l ,g)
P,Q;K (2.2.7)
where G0(λ)= Op(g)(λ), and the space RµG(Ω ×Rq+l ,g)P,Q;K , defined to be the set of
all g(y, η,λ) when G0(λ) runs over YµG(X∧ ×Ω,g;Rl)P ,Q;K , is a closed subspace of
R
µ
G(Ω ×Rq+l ,g)P,Q.
Proof. The arguments are practically the same as in the set-up with abstract operator
valued-symbols, cf. the beginning of this section, because Green symbols are, up to
conditions for pointwise adjoints, operator-valued symbols where the second space E˜ is
Fréchet. ✷
Now the bijection betweenYµG(X∧×Ω,g;Rl)P ,Q;K andRµG(Ω×Rq+l ,g)P,Q;K gives
us a Fréchet topology also in YµG(X∧ ×Ω,g;Rl)P ,Q;K , and (2.2.6) can be equipped with
the Fréchet topology of the non-direct sum.
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The next step is the space of smoothing Mellin plus Green symbols RµM+G(Ω ×
Rq+l ,g)S that we consider for the weight data g = (γ, γ −µ, (−(k+ 1),0]), k ∈N, and a
given sequence S of asymptotic types, cf. formula (1.3.19). Because of the representation
of the Mellin part of a symbol as a sum (1.3.11) with symbols (1.3.12) satisfying
condition (1.3.13), we may concentrate on the space consisting of first or second parts of
such sums; the full space is then a corresponding non-direct sum. In addition, we observed
that weights may be normalized as (1.3.15). For that reason, it suffices to study that case.
Let us take smoothing Mellin sums with βjα as in (1.3.15). In other words, we content
ourselves with the space of Mellin plus Green symbols RµM+G(Ω ×Ω ×Rq+l ,g)S1 that
is defined to be the set of all
a(y, y ′, η, λ)=m(y,y ′, η, λ)+ g(y, y ′, η, λ)
where
g(y, y ′, η, λ) ∈ RµG
(
Ω ×Ω ×Rq+l ,g)
P,Q
and
m(y,y ′, η, λ)
= ω1(r[η,λ])
k∑
j=0
rj
∑
|α|j
{
opβjα−
n
2
M (ljα)(y, y
′)
}
(η,λ)αω2(r[η,λ]) (2.2.8)
with ljα(y, y ′, z) in C∞(Ω×Ω,M−∞Rjα (X)), πCRjα ∩Γn+12 −βjα = ∅. In this case the fixed
asymptotic data are given by S1 := ((Rjα)|α|j, j=0,...,k;P,Q). If we consider β˜j,α as
in (1.3.15) and set S2 := ((R˜jα)|α|j, j=0,...,k;P,Q), πCR˜jα ∩ Γn+1
2 −β˜jα = ∅, we can
define exactly in the same way the space RµM+G(Ω × Ω × Rq+l ,g)S2 . In what follows
we carry on the discussion by considering RµM+G(Ω ×Ω × Rq+l ,g)S1 but same results
hold, of course, for RµM+G(Ω ×Ω ×Rq+l ,g)S2 .
Proposition 2.2.5. Let ω(y, y ′) ∈ C∞(Ω × Ω) be as before, then if one defines
g(y, y ′, η, λ) := (1−ω(y, y ′))m(y, y ′, η, λ) where m is given by (2.2.8), we have
Op(g)(λ) ∈ Y−∞(X∧ ×Ω,g;Rl)
P,Q
for suitable asymptotic types P and Q.
Proof. Analogously to the standard pseudo-differential calculus, from symbols g(y, y ′,
η, λ) we can pass to left symbols gL(y, y ′, η, λ), such that Op(g − gL)(λ) is of order −∞
(here, with parameters). gL(y, η,λ) is determined by the asymptotic formula
gL(y, η,λ)∼
∑
α
1
α!D
α
η ∂
α
y ′g(y, y
′, η, λ)|y ′=y .
Moreover, because of the factor 1−ω(y, y ′) all summands in the previous formula vanish,
i.e., we may set gL ≡ 0, and hence Op(g)(λ) itself is of order −∞. ✷
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Let YµM+G(X∧ × Ω,g;Rl)S1 denote the space of all Op(a)(λ), where a(y, y ′, η, λ)
belongs to RµM+G(Ω × Ω × Rq+l ,g)S1 , and let YµM+G(X∧ × Ω,g;Rl)S1;K be the
subspace of all elements whose distributional kernel (with respect to (y, y ′)-variables)
is supported by K . Then every A(λ) ∈ YµM+G(X∧ ×Ω,g;Rl)S1 admits a decomposition
A(λ)=A0(λ)+C(λ) for A0(λ) ∈ YµM+G(X∧×Ω,g;Rl)S1;K and C(λ) ∈ Y−∞(X∧×Ω,
g;Rl)P ,Q. This gives us a decomposition
YµM+G
(
X∧ ×Ω,g;Rl)
S1
= YµM+G
(
X∧ ×Ω,g;Rl)
S1;K
+Y−∞(X∧ ×Ω,g;Rl)
P,Q
(2.2.9)
as vector spaces. To get a Fréchet topology we have to Fréchet topologize the first summand
on the right of (2.2.9).
The bijection between YµM+G(X∧ ×Ω,g;Rl)S1;K and RµM+G(Ω ×Rq+l ,g)S1;K gives
us a Fréchet topology in the operator space and then the Fréchet topology of (2.2.9)
as non-direct sum. In a similar manner we can define YµM+G(X∧ × Ω,g;Rl)S2 and
YµM+G(X∧ ×Ω,g;R2)S1;K and topologize the former space by means of the latter. We
finally set
YµM+G
(
X∧ ×Ω,g;Rl)
S
:=YµM+G
(
X∧ ×Ω,g;Rl)
S1
+YµM+G
(
X∧ ×Ω,g;Rl)
S2
as a non-direct Fréchet sum.
A standard procedure now gives us a Fréchet topology also in the spaces YµM+G(W,g; v,
Rl )S , S ∈AsM+G(X,g; v), namely, as non-direct sum of spaces like
[ϕj ]YµM+G
(
Wj ,g; v,Rl
)
S
[ψj ] +Y−∞
(
W,g; v,Rl)
P,Q
where {ϕj }, {ψj } are C∞ functions in a collar neighbourhood of ∂W, written as a union
of neighbourhoodsWj , and
∑
ϕj = 1 near ∂W, ψj = 1 on suppϕj for all j .
2.3. Holomorphic families of edge operators
Similarly to the previous section one could show that the space Yµ(W,g; v;Rl+m) of
parameter-dependent edge operators with parameters (λ, τ ) ∈ Rl+m can be viewed as a
union of Fréchet subspaces of the kind Yµ(W,g; v;Rl+m)R , R ∈AsM+G(X,g; v); recall
that R contains asymptotic information that is contained in Green and Mellin operators.
However, we want to avoid here the corresponding lenghty discussion and proceed in a
more direct way.
Let w = τ + iβ , τ , β ∈ Rm, and set Γβ := {w ∈ Cm: Imw = β}. If the parameter
τ = Rew varies on Γβ , we also write Yµ(W,g; v;Rl × Γβ)R .
We want to get an analogue of Section 2.1 to operator families A(λ, τ ) ∈ Y(W,g; v;
R
l+m)R with respect to the parameter τ ∈ R. This may be done for the summands in the
representation
A(λ, τ ) =
L∑
j=1
diag(σϕj ,ϕj )Aj (λ, τ )diag(σ˜ψj ,ψj )
+ diag(1− σ,0)Aint(λ, τ )diag(1− ˜˜σ ,0)+ G(λ, τ )
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separately, cf. the notation of Definition 1.4.3.
Let us first define Y−∞(W,g; v;Rl+m×Cm)P,Q as the space of all operator functions
g(λ,w) ∈A(Cm,Y−∞(W,g; v;Rl)
P,Q
) (2.3.1)
such that
g(λ, τ + iβ) ∈ Y−∞(W,g; v;Rl+mλ,τ )P,Q
for every β ∈ Rm, uniformly in β ∈ K for every K  Rm. Recall that Y−∞(W,g; v;
R
l+m
λ,τ )P,Q is a Fréchet space in a natural way, cf. Section 1.4. Moreover, the space
L
µ
cl(intW;E,F ;Rl ×Cm) is defined to be the set of all
p(λ,w) ∈A(Cm,Lµcl(intW;E,F ;Rl)), (2.3.2)
such that
p(λ, τ + iβ) ∈Lµcl
(
intW;E,F ;Rl+mλ,τ
)
for every β ∈Rm, uniformly in β ∈K for every K Rm.
Holomorphic dependence of summands Aj (λ,w) on w ∈ Cm will be introduced on
the level of local amplitude functions in Rµ(Ω × Ω × Rq+l+mη,λ,τ ,g;w). We take the
representation of Definition 1.3.5 for U =Ω×Ω and Rq+l+m in place of Rq and consider
the summands of a(y, y ′, η, λ, τ ) separately, that means(
σ(aM + aF )σ˜
)
(y, y ′, η, λ, τ )
and
r(y, y ′, η, λ, τ ) ∈RµM+G
(
Ω ×Ω ×Rq+l+m,g;w).
Definition 2.3.1. Let U ⊆ Rp open, S ∈ AsM+G(X,g). Then RµM+G(U × Rq+l ×
Cm,g;w)S is defined to be the space of all
a(y, η,λ,w) ∈A(Cmw,RµM+G(U ×Rq+l ,g;w)S)
(cf. Remark 1.3.4) such that
a(y, η,λ, τ + iβ) ∈RµM+G
(
U ×Rq+l+m,g;w)
S
for every β ∈Rn, uniformly in β ∈K for every K Rm.
Let us now turn to (σ (aM + aF )σ˜ )(y, y ′, η, λ, τ ). According to Remark 1.3.1 we have(
σ(aM + aF )σ˜
)
(y, y ′, η, λ, τ )
= σr−µopγ−n/2M (f )(y, y ′, η, λ, τ )σ˜ + g0(y, y ′, η, λ, τ ) (2.3.3)
with
f (r, y, y ′, z, η,λ, τ )= f˜ (r, y, y ′, z, rη, rλ, rτ ) (2.3.4)
for f˜ (r, y, y ′, z, η˜, λ˜, τ˜ ) ∈ C∞(R+ ×Ω ×Ω,MµO(X;Rq+l+mη˜,λ˜,τ˜ ) and a certain g0(y, y ′, η,
λ, τ ) ∈ RµG(Ω × Ω × Rq+l+m,g∞)O . The flat Green symbol can be subsumed under
L. Maniccia, B.-W. Schulze / Bull. Sci. math. 127 (2003) 55–99 91
r(y, y ′, η, λ, τ ). Holomorphy of Green operator families is covered by Definition 2.3.1.
Thus it remains to look at the first summand on the right of (2.3.3).
Given any family f (r, y, y ′, z, η,λ, τ ) of the form (2.3.4) for a given f˜ , we set
σM(f )(y, y
′, z) := f˜ (0, y, y ′, z,0,0,0) which is, by notation, the conormal symbol
of (2.3.3) from the calculus for conical singularities.
In the following, assume for a moment that operator-valued functions are independent
of y and y ′. An f (r, z, η,λ,w) for (r, z, η,λ,w) ∈ R+ ×Cz ×Rq+lη,λ ×Cmw with values in
L
µ
cl(X) is said to be edge-degenerate and holomorphic in w ∈ Cm, if there is an Lµcl(X)-
valued function
f˜ (r, z, η˜, λ˜, w˜) ∈A(Cmw˜,C∞(R+,MµO(X;Rq+lη˜,λ˜ )))
such that f (r, z, η,λ,w) := f˜ (r, z, rη, rλ, rw) belongs to the space A(Cmw,C∞(R+,
M
µ
O(X;Rq+lη,λ )) and f˜ (r, z, η˜, λ˜, τ˜ + irβ) to in C∞(R+,MµO(X;Rq+l+mη˜,λ˜,τ˜ )) for every β ∈R
uniformly in c β  c′ for every c c′. Let
M
µ
O
(
X;R+ ×Rq+lη,λ ×Cm
) (2.3.5)
denote the space af all edge-degenerate holomorphic operator families in that sense. Similar
notation makes sense for the case of vector bundles E′, F ′ on X; we then write, for the
corresponding spaces, MµO(X;E′,F ′;R+ ×Rq+lη,λ ×Cm).
Let us now consider an element h(r, z, η,λ, τ ) = h˜(r, z, rη, rλ, rτ ) for any h˜(r, z, η˜,
λ˜, τ˜ ) in C∞(R+,MµO(X;Rq+l+mη˜,λ˜,τ˜ )), and
K(h)(r, z, η,λ, θ)=
∫
eiτ θ h(r, z, η,λ, τ ) d–τ. (2.3.6)
Theorem 2.3.2. For every ψ(θ) ∈ C∞0 (Rm) the function
H(ψ)h(r, z, η,λ,w)=
∫
e−iτwψ(θ)K(h)(r, z, η,λ, θ) dθ (2.3.7)
belongs to the space MµO(X;R+ ×Rq+l ×Cm); if ψ(θ) is a cut-off function, we have
H(ψ)h(r, z, η,λ,w)|Imw=0 = h(r, z, η,λ, τ )
modulo elements of the form c(r, z, η,λ, τ ) = c˜(r, z, rη, rλ, rτ ) for c˜(r, z, η˜, λ˜, τ˜ ) in
C∞(R+,M−∞O (X;Rq+l+Mη˜,λ˜,τ˜ )). Moreover, we have σM(H(ψ)h)(z)= σM(h)(z).
Proof. For convenience, we concentrate on the case of r-independent h˜, i.e., h˜(z, η˜, λ˜, τ˜ ) ∈
M
µ
O(X;Rq+l+m). The extra r-dependence in the general case, smooth up to r = 0, does
not cause any difficulties and may be ignored. Let us set
K(h)(r, z, η,λ, θ)=
∫
eiτ θ h(r, z, η,λ, τ ) d–τ
and
K˜(h˜)(r, z, η˜, λ˜, θ˜ )=
∫
eiτ˜ θ˜ h˜(r, z, η˜, λ˜, τ˜ ) d–τ˜
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where h(r, z, η, τ )= h˜(z, rη, rτ ). For arbitrary cut-off functions ψ(θ) and ψ˜(θ˜ ) we then
have
(H(ψ)h)(r, z, η,λ,w)=
∫
e−iwθψ(θ)K(h)(r, z, η,λ, θ) dθ
and
(H(ψ˜)h˜)(r, z, η˜, λ˜, w˜) :=
∫
e−iw˜θ˜ ψ˜(θ˜ )K˜(h˜)(r, z, η˜, λ˜, θ˜ ) dθ˜ .
Let us now show that
(H(ψ)h)(r, z, η,λ,w)= (H(ψr)h˜)(r, z, rη, rλ, rw)
for ψr(θ)=ψ(rθ). In fact, we have
K(h)(r, z, η,λ, θ) =
∫
eiτ θh(r, z, η,λ, τ ) d–τ
=
∫
eiτ θ h˜(r, z, rη, rλ, rτ ) d–τ
= r−m
∫
eir
−1τ˜ θ h˜(r, z, rη, rλ, τ˜ ) d–τ˜
= r−mK˜(h˜)(r, z, η˜, λ˜, r−1θ)|η˜=rη,λ˜=rλ.
Now the properties that are required for the space (2.3.5) are satisfied for (2.3.7); all
steps to verify that are evident by the general properties of kernel cut-off operations
(see Section 2.1). The only more subtle point is perhaps the smoothness in r up to zero.
However, this is a consequence of Remark 2.1.7. ✷
Remark 2.3.3. There is an immediate analogue of Theorem 2.3.2 for the case of y-
dependent functions h˜ in C∞(U,C∞(R+,MµO(X;Rq+l+mη˜,λ˜,τ˜ ))), U ⊆ Rp open, as well as
in the context of pairs of vector bundles E′, F ′ on X.
Notation in the following definition are analogous to those in Definition 1.4.3.
Definition 2.3.4. Yµ(W,g; v;Rl × Cm)R for R ∈ AsM+G(X,g; v) is defined to be the
space of all operator families
A(λ,w) =
L∑
j=1
diag(σϕj ,ϕj )Aj (λ,w)diag(σ˜ψj ,ψj ) (2.3.8)
+ diag(1− σ,0)Aint(λ,w)(1− ˜˜σ,0)+ g(λ,w) (2.3.9)
for arbitrary families of operators Aj (λ,w) with local amplitude functions being block
matrices of the form
aj (y, η,λ,w)=
(
bj (y, η,λ,w) 0
0 0
)
+ rj (y, η,λ,w)
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for rj (y, η,λ,w) ∈ RµM+G(Ω ×Rq+l ×Cm,g; v)R , cf. Definition 2.3.1, and
bj (y, η,λ,w)= σ1r−µopγ−
n
2
M (fj )(y, η,λ,w)σ˜1,
fj (r, y, z, η,λ,w) ∈ C∞(Ω,MµO(X;E′,F ′;R+ × Rq+lη,λ × Cm)) with cut-off functions
σ1(r) and σ˜1(r) such that σ1 = 1 on suppσ and σ˜1 = 1 on supp σ˜ . Moreover, we assume
Aint(λ,w) ∈ Lµcl(intW;E,F ;Rl × Cm), and g(λ,w) ∈ A(Cm,Y−∞(W,g; v;Rl)P ,Q)
(with P , Q being contained in R, cf. notation of Section 1.3) such that
g(λ,w)|Rl×Γβ ∈ S
(
Γβ,Y−∞
(
W,g; v;Rl)
P,Q
)
for every β ∈Rm, uniformly in β ∈K for every K Rm.
Set Yµ(W,g; v;Rl ×Cm)=⋃R Yµ(W,g; v;Rl ×Cm)R .
The space Yµ(W,g; v;Rl ×Cm) may be regarded as an analogue of Yµ(W,g; v;Rl)
with holomorphy in a extra complex parameter w ∈ Cm. To introduce holomorphy
combined with parameter-dependence we also could refer to a Fréchet topology in
Yµ(W,g; v;Rl)R for every R. Our point of view makes it necessary to explain
differentiations of A(λ,w) with respect to parameters on the level of amplitude functions
that are involved in Definition 2.3.4, but this not a problem. In particular, we can form
DαλD
β
wA(λ,w) forA(λ,w) ∈ Yµ
(
W,g; v;Rl ×Cm)
for every α ∈Nl , β ∈Nm, and get again elements in Yµ(W,g; v;Rl ×Cm).
There is, in fact, a decrease in the orders when we differentiate. First, let us formulate
the following observation.
Remark 2.3.5. Let A(λ, τ ) ∈ Yµ(W,g; v;Rl ×Cm), and set
Aβ(λ, τ ) :=A(λ,w)|Imw=β ∈ Yµ
(
W,g; v;Rl × Γβ
)
.
Then
σ
µ
ψ (A) := σµψ (Aβ), σµ∧ (A) := σµ∧ (Aβ) (2.3.10)
are independent of the choice of β .
This is a consequence of the properties of the kernel cut-off construction, applied to the
involved amplitude functions in expression (2.3.8). As usual, we set
σµ(A) := (σµψ (A), σµ∧ (A)).
Recall that we assumed g = (γ, γ −µ,θ). Write, for abbrevation,
Yµ := Yµ(W,g; v;Rl ×Cm),
and the same with the subscript R; set Yµ−1 := {A ∈ Yµ: σµ(A) = 0}. This space still
refers to g, and we have a pair of principal symbols σµ−1(A) for the elements of Yµ−1.
We now define inductively, for all j = 1,2, . . . ,
Yµ−j := {A ∈ Yµ−(j−1): σµ−(j−1)(A)= 0}.
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Remark 2.3.6. ForA(λ,w) ∈ Yµ we haveDαλDβwA(λ,w) ∈ Yµ−(|α|+|β|) for every α ∈Nl ,
β ∈Nm.
Theorem 2.3.7. For every sequence Aj ∈ Yµ−jR , R ∈ AsM+G(X,g; v), j ∈N, there exists
an elementA ∈ YµR such that
A−
N∑
j=0
Aj ∈ Yµ−(N+1)R
for all N ∈N, moreoverA is unique modY−∞P,Q (with asymptotic types P , Q defined by R).
Proof. It is a direct consequence of corresponding results on asymptotic summation of
underlying local amplitude functions. ✷
Given anyA(λ, τ ) ∈ Yµ(W,g; v;Rl+m)R , we set K(A)(λ, ζ )=
∫
eiτ ζA(λ, τ ) d–τ and
H(ϕ)A(λ,w)=
∫
e−iwζ ϕ(ζ )K(A)(λ, ζ ) dζ,
for any ϕ ∈C∞0 (Rm) and w= τ + iβ ∈Cm.
Theorem 2.3.8. For every ϕ(ζ ) ∈C∞0 (Rm) the operator H(ϕ) induces a linear map
H(ϕ) :Yµ(W,g; v;Rl+m)
R
→ Yµ(W,g; v;Rl ×Cm)
R
for every µ ∈R. For every β ∈Rm there are constants cα(ϕ;β) such that
H(ϕ)A(λ, τ + iβ)∼
∑
α∈Nm
cα(ϕ;β)DατA(λ, τ ) (2.3.11)
as an asymptotic sum in Yµ(W,g; v;Rl+m)R .
Proof. The kernel cut-off operation H(ϕ) can be applied to all the local ampli-
tude functions that are involved in the summands of the representation A(λ, τ ) ∈
Yµ(W,g; v;Rl+m). For all those amplitude functions we have an analogue of Re-
mark 2.1.4, here with τ as a parameter. This gives us formula (2.3.11). ✷
From Theorem 2.1.6 and its analogues for specific amplitude functions involved in the
representation of A(λ, τ ) we get the following result.
Theorem 2.3.9. Let A(λ, τ ) ∈ Yµ(W,g; v;Rl+m)R , and let ψ(ζ ) ∈ C∞0 (Rm), ψ(ζ ) = 1
in a neighbourhood of ζ = 0. Then we have
A(λ, τ )−H(ψ)A(λ, τ ) ∈ Y−∞(W,g; v;Rl+m)
P,Q
(2.3.12)
for P and Q defined by R. Moreover, we have in formula (2.3.11) for ψ instead of ϕ,
c0(ψ;0)= 1.
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Remark 2.3.10. (i) Let ψ , ψ˜ ∈ C∞0 (Rm) be functions as in Theorem 2.3.9, apply H(ψ˜)
to H(ψ)a(λ, τ ) and let H(ψ˜)H(ψ)a(λ,w) denote the corresponding extension as an
element in the space Yµ(W,g; v;Rl ×Cm)R . Then we have
H(ψ)a(λ,w)−H(ψ˜)H(ψ)a(λ,w) ∈ Y−∞(W,g; v;Rl ×Cm)
P,Q
.
(ii) A(λ,w) ∈ Yµ(W,g; v;Rl ×Cm)R and A(λ, τ + iβ) ∈ Y−∞(W,g; v;Rl ×Cm)R
for any fixed β ∈R implies A(λ,w) ∈ Y−∞(W,g; v;Rl ×Cm)P,Q.
Remark 2.3.11. Let A(λ, τ ) ∈ Yµ(W,g; v;Rl+m)R be parameter-dependent elliptic.
Then H(ψ)A(λ, τ + iβ) is parameter-dependent elliptic for every β ∈ Rm, uniformly
for β varying in any compact set of Rm.
2.4. Ellipticity of holomorphic families
Definition 2.4.1. An element A(λ,w) ∈ Yµ(W,g; v;Rl × Cm) is called elliptic, if there
is a β ∈ Rm such that A(λ, τ + iβ) ∈ Yµ(W,g; v;Rl+mλ,τ ) is parameter-dependent elliptic
with parameters λ, τ in the sense of Definition 1.5.1.
Remark 2.4.2. The ellipticity of A(λ,w) ∈ Yµ(W,g; v;Rl ×Cm) is independent of the
choice of β in Definition 2.4.1. This a direct consequence of Remark 2.3.5.
An element P(λ,w) ∈ Y−µ(W,g−1; v−1;Rl × Cm) is called a parametrix of the
element A(λ,w) in Yµ(W,g; v;Rl ×Cm), if
Cl (λ,w)= I −P(λ,w)A(λ,w) ∈ Y−∞
(
W, g˜; v˜;Rl ×Cm), (2.4.1)
Cr (λ,w)= I −A(λ,w)P(λ,w) ∈ Y−∞
(
W, ˜˜g; ˜˜v;Rl ×Cm), (2.4.2)
cf. notation of Theorem 1.5.2.
Remark 2.4.3. Assume an element P(λ,w) ∈ Y−µ(W,g−1; v−1;Rl × Cm) satisfies the
following conditions
Cl (λ, τ + iβ)= I −P(λ, τ + iβ)A(λ, τ + iβ) ∈ Y−∞
(
W, g˜; v˜;Rl+mλ,τ
)
,
Cr (λ, τ + iβ)= I −A(λ, τ + iβ)P(λ, τ + iβ) ∈ Y−∞
(
W, ˜˜g; ˜˜v;Rl+mλ,τ
)
for one β ∈ Rm. Then, by virtue of Remark 2.3.10, P(λ,w) fulfills relations (2.4.1)
and (2.4.2).
Theorem 2.4.4. Let A(λ,w) ∈ Yµ(W,g; v;Rl × Cm) be elliptic. Then there is a
parametrix P(λ,w) ∈ Y−µ(W,g−1; v−1;Rl ×Cm).
Proof. Applying Theorem 1.5.2 to A(λ, τ ) ∈ Yµ(W,g; v;Rl+mλ,τ ) we get a parametrix
F(λ, τ ) ∈ Y−µ(W,g−1; v−1;Rl+m). Choose any ψ(ζ ) ∈ C∞0 (Rm) that equals 1 in a
neighbourhood of ζ = 0 and form P(λ,w) = H(ψ)F(λ,w) ∈ Y−µ(W,g−1; v−1;Rl ×
Cm). Then relation (2.4.1) shows that P(λ, τ ) ∈ Y−µ(W,g−1; v−1;Rl+mλ,τ ) is also a
parametrix of A(λ, τ ). The assertion then follows from Remark 2.4.3. ✷
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Remark 2.4.5. Let A(λ,w) ∈ Yµ(W,g; v;Rl ×Cm) be elliptic. Then, for every s ∈R
A(λ,w) :Ws,γ (W,m)→Ws−µ,γ−µ(W,n) (2.4.3)
is a family of Fredholm operators holomorphic in w ∈ Cm, and there exists a c > 0 such
that (2.4.3) is invertible for |(λ,w)|> 0.
Theorem 2.4.6. Let A(λ, τ ) ∈ Yµ(W,g;Rl+m)R be a parameter dependent elliptic
element, and let ψ(ζ ) ∈ C∞0 (Rm) be a cut-off function (that equals 1 in a neighbourhood
of ζ = 0). Then A0(λ,w) := H(ψ)A(λ,w) ∈ Yµ(W,g; v;Rl × Cm)R is elliptic in the
sense of Definition 2.4.1.
Proof. By virtue of Theorem 2.3.9 we see that A0(λ,w) ∈ Yµ(W,g; v;Rl+m)R is
parameter-dependent elliptic, with parameters (λ, τ ) ∈ Rl+m. Thus, A0(λ,w) satisfies
conditions of Definition 2.4.1 for β = 0, and hence, by Remark 2.4.2 for all β ∈R. ✷
2.5. The algebra of corner symbols
We now specify our holomorphic operator spaces to the case m = 1 and introduce
notation in analogy to cone Mellin symbols (cf. Section 1.2). Let
Mµ
R,O
(
W,g; v;Rl)= {A(λ,w): A(λ, iw) ∈ Yµ(W,g; v;Rl ×Cw)R}.
We callA(λ,w) elliptic ifA(λ, iw) is elliptic in the sense of Definition 2.4.1. For the case
l = 0 we simply omit Rl in the notation.
Remark 2.5.1. Let A(w) ∈Mµ
R,O(W,g; v) be elliptic. Then there is a countable set
D ⊂ C, where D ∩ {w ∈ C: α  Rew  α′} is finite for every α  α′, such that the
operators
A(w) :Ws,γ (W;m)→Ws−µ,γ−µ(W;n) (2.5.1)
are isomorphisms for all w ∈C\D and all s ∈R, and there is an S ∈ AsM+G(X,g−1; v−1)
such that A−1(w) ∈A(C \D,Y−µ(g−1; v−1)S).
It is known, from “abstract” holomorphic Fredholm families operating between Hilbert
spaces that A−1(w) extends to C as a meromorphic operator function with poles at
points dj ∈ D of certain multiplicities nj + 1, where the Laurent coefficients at (w −
dj )
−(k+1), 0 k  nj , are operators of finite rank. In the present situation we know more,
and the corresponding result below, can be formulated in terms of discrete asymptotic
types.
Let us fix S ∈ AsM+G(X,g; v) and let As•(X; v)S denote the set of all sequences
T = {(dj , nj ,Lj )}j∈Z, so-called discrete corner asymptotic types (associated with S),
where the intersection of the set πCT = {dj }j∈Z ⊂ C with {w ∈ C: α  Rew  α′} is
finite for every α  α′, nj ∈N, and Lj ⊂ Y−∞(W,g; v)P,Q (with P and Q defined by S)
is a finite-dimensional subspace of operators of finite rank for all j .
L. Maniccia, B.-W. Schulze / Bull. Sci. math. 127 (2003) 55–99 97
Definition 2.5.2. The spaceM−∞S,T (W,g; v) for S ∈ AsM+G(X,g; v) and T ∈ As•(W,v)S
is defined to be the set of allF(w) ∈A(C\πCT ,Y−∞(W,g; v)P,Q) that are meromorphic
with poles at the points dj ∈ πCT of multiplicities nj + 1 and Laurent coefficients at
(w − dj )−(k+1) belonging to Lj for all 0  k  nj , j ∈ Z, such that for any πCT -
excision function χ(w) we have χ(w)F(w)|Γβ ∈ Y−∞(W,g; v;Γβ)P,Q for every β ∈R,
uniformly in c  β  c′ for arbitrary c, c′ (the latter condition means the corresponding
property on the level of local amplitude functions, see Definition 2.3.4).
Here, by a πCT -excision function we mean any χ ∈ C∞(C) that vanishes in a
neighbourhood of πCT and equals 1 on {w ∈C: dist(w,πCT ) > c} for some c > 0. Let us
set
MµS,T (W,g; v)=MµS,O(W,g; v)+M−∞S,T (W,g; v) (2.5.2)
as a non-direct sum.
Theorem 2.5.3. Let A(w) ∈ MµR,V (W,g; v), B(w) ∈ MνR˜,V˜ (W, g˜; v˜) for pairs of
asymptotic types
(R,V ) ∈ AsM+G(X,g; v)×As•(W; v)R,
(R˜, V˜ ) ∈ AsM+G(X, g˜; v˜)×As•(W; v˜)R˜,
where
g = (γ − ν, γ − (µ+ ν);Θ), v = (G,F ;J,J+),
g˜ = (γ, γ − ν;Θ), v˜ = (E,G;J−, J ).
Then we have (AB)(w) ∈Mµ+νS,T (W,h;w) for a resulting pair (S,T ) ∈ AsM+G(X,h;w)×
As•(W,w)S , where h and w are given by
h= (γ, γ − (µ+ ν);Θ), w= (E,F ;J−, J+).
Proof. From Theorem 1.4.7 we have a corresponding composition result for
Aβ(τ ) :=A(w)|Rew=β and Bβ(τ ) := B(w)|Rew=β
for every β ∈R such that (πCV ∪ πCV˜ )∩ Γβ = ∅. In other words, it follows that
Aβ(τ )Bβ(τ ) ∈ Yµ+ν(W,g; v;Γβ)S
for a suitable S ∈ AsM+G(X,h;w). For the case πCV = πCV˜ = ∅ this holds for all
β ∈ R, and we immediatelly obtain A(w)B(w) ∈Mµ+ν
S,O (W,h;w). In the general case
there is an additive decompositionA=AO + C , B = BO +D for AO ∈MµR,O(X,g; v),
C ∈M−∞R,V (X,g; v), BO ∈MνR˜,O(X, g˜; v˜), D ∈M−∞R˜,V˜ (X, g˜; v˜).
It is an easy consequence of the definitions that
AOD, CBO, CD ∈M−∞S,T (X,h;w)
for suitable (S,T ) as asserted. ✷
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An elementA(w) ∈Mµ+νS,T (W,g; v) is called elliptic, ifA(−β+iτ ) ∈ Yµ(W,g; v;Rτ )
is elliptic for some β ∈R where πCT ∩ Γ−β = ∅.
Clearly, this definition is independent of the choice of β .
Theorem 2.5.4. Let A ∈MµR,V (W,g; v) for R ∈ AsM+G(X,g; v), V ∈ As•(W; v)R
be elliptic. Then there is an element A−1 ∈ M−µS,T (W,g−1; v−1) for certain S ∈
AsM+G(X,g−1; v−1), T ∈ As•(W,v−1)S such that A−1 is the inverse in the sense of
Theorem 2.5.3.
Proof. By construction,A can be written as A=H+ G for certain H ∈Mµ
R,O(W,g; v)
and G ∈M−∞R,V (W,g; v). Clearly, H is also elliptic, and by Theorem 2.4.4 we can find a
parametrix P ∈M−µ
S1,O(W,g
−1; v−1) of H for a certain S1 ∈ AsM+G(X,g−1; v−1). This
gives us PA= PH+PG = 1+L+PG for certain L ∈M−∞
S2,O(W, g˜; v˜) (cf. notation of
Definition 1.5.1), where by Theorem 2.5.3 PG ∈M−∞S3,V1(W, g˜; v˜) for certain asymptotic
data S2, S3, V1. We now apply Lemma 2.5.5 below that gives us (1 + L + PG)−1 =
1 +M for a certain M ∈M−∞S3,V2(W, g˜; v˜). Applying Theorem 2.5.3 we obtain A−1 =
(1+M)P ∈M−µS,T (W,g−1; v−1) for certain asymptotic types S,T . ✷
Lemma 2.5.5. Let L ∈M−∞R,V (W,g; v) be an arbitrary element. Then there is an element
M ∈M−∞S,T (W,g−1; v−1) such that (1+L)−1 = (1+M).
Proof. The proof is formally similar to a corresponding result of [14], Lemma 4.3.13, and
can easily be adapted to the present situation. ✷
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