Risk management of natural disasters : a fuzzy-probabilistic methodology and its application to seismic hazard by Karimi, Iman
 „Diese Dissertation ist auf den Internetseiten der Hochschulbibliothek online verfügbar“. 
 
 
„Risk Management of  
Natural Disasters: 
A Fuzzy-Probabilistic Methodology  
and its Application to Seismic Hazard“ 
 
 
 
 
Von der Fakultät für Bauingenieurwesen 
der Rheinisch-Westfälischen Technischen Hochschule Aachen zur Erlangung des 
akademischen Grades eines Doktors der Ingenieurwissenschaften 
genehmigte Dissertation 
 
 
 
vorgelegt von 
Iman Karimi 
aus Teheran 
 
 
Berichter:  Universitätsprofessor Dr.-Ing. Konstantin Meskouris 
  Universitätsprofessor Dr.-Ing. Heribert Nacken 
  Professor Dr. rer. nat. Eyke Hüllermeier 
 
 
Tag der mündlichen Prüfung: 27.01.2006 
 
 
 
 
ii 
 
 
 
 
 
 
 
 
 
 
iii 
 
 
 
 
 
 
 
 
To  My  Parents
iv 
 
Abstract
This study presents a system for assessing and managing the risk of natural disasters,
particularly under highly uncertain conditions, i.e. where neither the statistical data nor
the physical knowledge required for a purely probabilistic risk analysis are sufficient. This
insufficient information will afflict the calculated risk probabilities with imprecision which
ignoring it might lead to an underestimation of the risk. In this study is employed to
complement the Probability Theory with an additional dimension of uncertainty. This
would allow for expressing the likelihood of natural hazards by fuzzy probability. The
fuzzy probability is characterized in terms of possibility-probability distributions (PPD),
for which a new approach has been developed. It is demonstrated that the approach
developed in this thesis can address the deficiencies in both conventional probabilistic
approach and an alternative PPD method.
The new methodology is described by breaking down the risk assessment procedure
to its components, namely hazard assessment and vulnerability analysis. Essentials of
each of these components are identified for the case of seismic hazard. Applying the con-
cept of PPD to seismic hazard analysis generalizes the conventional probabilistic seismic
hazard analysis (PSHA) to fuzzy-probabilistic seismic hazard analysis (FPSHA). It has
been proven that whenever statistical data are adequate or the background knowledge is
credible, the FPSHA results converge to those of PSHA.
Furthermore, uncertainties about the correlation between the parameters of hazard in-
tensity and damage (or loss), i.e. vulnerability relations, have been considered by means
of fuzzy relations. It is shown that fuzzy relations are a more viable form of representing
uncertainties of the structures, especially when material uncertainties are to be consid-
ered. It is also argued that at least in the context of vulnerability of structures, the Fuzzy
Set Theory is a better means of representing uncertainty of seismic vulnerability from a
subjective point of view. Besides, the flexible structure of the developed system allows for
an easy incorporation of other alternative representations of vulnerability. Thus, apply-
ing the developed system for risk assessment does not require starting the vulnerability
analysis of structures from scratch.
The risk of damage and/or loss is then evaluated by combining the hazard PPD and the
fuzzy vulnerability relation. The result is a fuzzy probabilistic risk (of damage or loss),
which represented in a more realistic and comprehensive way by means of confidence
v
levels and intervals. This representation is more reliable because of the consideration of
uncertainties which are ignored in conventional approaches. Moreover, it provides the
decision-maker with a better perception of risk. In order to extend the risk assessment to
risk management, a corresponding benefit-cost model has been developed.
In order to provide evidence for the applicability and practicability of the developed
methodology, two ”real-world” case studies have been analyzed and presented. In the first
case study, it is shown that this approach avoids some obvious defects and drawbacks of
alternative methods which led to implausible results, contrary to the results obtained from
the proposed method. It is also demonstrated how the damage PPD can be interpreted
in order to gain a more realistic and informative perception of risk. The second case
study demonstrates the other advantage of this system, i.e. its flexibility and ability of
incorporating other solutions.
The developed methodology is particularly appropriate for implementation onto a
web-based risk assessment/management system. The reason is that major computational
tasks can be performed off-line and on-line computations are restricted to selection and
composition of appropriate fuzzy relations. Moreover, the system can be easily updated
and expanded whenever new information is available.
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Chapter 1
Introduction
1.1 Motivation
The year 2005 was marked with two devastating earthquakes in south-east Asia and
Pakistan, which caused disastrous loss of lif and capital. Although both regions are
extremely seismic active, it appears that risk mitigation measures had not been taken or
had not been effective.
Although the dimensions of the catastrophes in developing countries have been greater
than those in developed countries, the latter are nevertheless affected by these catastro-
phes. A good example is the Kobe earthquake (1995) which resulted in a loss of life of
over 5,000 and a financial loss of approximately 100 billion US$. Japan is considered
to be one of the most advanced countries within earthquake engineering and earthquake
risk mitigation, yet the Japanese authorities admitted that the seismic hazard in Kobe
was severely underestimated1. Furthermore, 6 years later, the 2001 Taiwan earthquakes
claimed more than 2500 victims and resulted in billions of dollars worth of loss. The
unexpected amounts of loss is not associated much with the relatively low frequency of
earthquakes in a region (in a short span of time) either. Tornados and hurricanes have
been frequently occurring natural disasters in recent years, particularly in the US south-
east and the Gulf of Mexico. The United States has literally the biggest and best-equipped
emergency management agency (FEMA) in the world, along with several other cooper-
ating institutes with large budgets. The U.S. is also the only country which possesses its
own multi-hazard risk assessment tool [HAZUSrMH, 2003]. Yet, we witnessed that the
authorities severely underestimated the magnitude of hurricane “Katrina” and its con-
sequent damages and thus were totally surprised by the dimensions of the catastrophe.
In the senate investigation, FEMA’s then-director, Michael Brown admitted that specific
mistakes had been made in dealing with Hurricane Katrina, but he also accused Louisiana
officials of being reluctant to order evacuations. In other words, they had not taken his
1A couple of officials committed Harakiri!
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warnings seriously.
An explanation for such situations is that as the uncertainty of the expected risk
grows, people tend to hope for the best and not fear the worst. In other words, the
elevated uncertainty causes a state of pseudo-optimism. In the extreme case, where the
minimum risk is easily tolerable and maximum risk is too disastrous to be mitigated,
people will ignore the risk.
An appropriate example is the case of Tehran. The capital of Iran for 250 years,
Tehran has experienced a devastating earthquake (M ≥ 7.0) almost every 150 years.
The last earthquake of this magnitude occurred about 180 years ago, which suggests
that an imminent menace awaits the metropolis of 12 million. Tehran, however, is as
unprepared as it can be for such a serious threat. Despite inauguration of the new up-
to-date seismic design code in 1992, many of the structures constructed since, are not
earthquake resistant. Furthermore, the city has a gas network which has been designed
without considering the seismic hazard requirements. Hence a horror scenario similar to
the San Francisco earthquake of 1905 is not implausible. To make it worse, the routes
within the older quarters of the city contain rather narrow alleys. Obstructions in some
of these alleys will hinder access to a large area. Moreover, the city cannot address its
normal rush-hour traffic, let alone a crisis situation, not to mention the potential collapse
of some principal bridges. Last but not least is the drinking water situation. Tehran is
blessed with two rivers, from which the city is supplied with high quality drinking water.
Nonetheless, because of an extreme population increase in the city, a large proportion of
drinking water has to be supplied through underground water sources. Unfortunately,
large parts of the Tehran sewerage system still uses ditches. A seismic action could then
cause the contamination of the underground water, resulting in epidemic diseases like
cholera.
On the other hand, Tehran is not merely the political center of Iran but it is the heart
of the country in every other possible sense of the word. One fifth of the population
(almost 12 million) is amassed in the metropolis. The only international airport big
enough for receiving international aid, 9 universities with more than 200,000 students, all
financial centers including the stock market, all ministries (and lots of other important
organizations) and foreign embassies, the most important and well-equipped hospitals and
all the important museums are just some of the assets at risk.
It must then be crystal clear - should a strong earthquake occur in Tehran before a
serious risk mitigation effort is undertaken, its impacts will be devastating. Nevertheless,
this imminent and tremendous risk is largely being ignored. The reason for this is certainly
not lack of money or skills. The country is both rich enough and possesses required
expertise to evade such an existential danger. Officials have even invited Japanese experts
to undertake risk assessment studies in Tehran. Unfortunately, this risk assessment was
based on a worst case scenario. Even with my brief descriptions, one should be able to
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comprehend that such a scenario is so terrible that it would cost too much to be avoided.
The government even contemplated changing the capital which was soon off the table due
to political reasons. In other words, the most imminent threat to the country is simply
being “ignored”.
We can conclude then, that a successful risk assessment framework is the one which
properly considers the various uncertainties involved in natural hazards. Furthermore,
such a framework should deliver a realistic and informative image of the risk in order to
provide a reliable management of risk.
1.2 Problem definition
People talk about risk when there is the chance, but not the certainty, that an undesired
event may happen. In the context of natural hazards, the risk may be defined as the
uncertainty in the occurrence of a natural disaster (earthquake, hurricane, flood, etc.)
and the size of consequent damage or loss over a certain period of time.
In risk analysis, uncertainties are often captured within a purely probabilistic frame-
work. This suggests that all uncertainties are considered to be of a random nature and
suitably observed as such. Under this assumption, the uncertainty associated with each
parameter of a mathematical model of some phenomenon can be described by a single
probability distribution, i.e. in a frequentist view, the occurrence of an event is a mat-
ter of chance. The main reason why the probabilistic view is so common is that most
researchers consider the probability as the best measure to deal with uncertainty. Nev-
ertheless, only in situations for which a great amount of data have been collected, such
as automobile accidents or fires, probabilistic methods are a reliable way of quantifying
uncertainty about a hazard. For many risk agents (or hazards), the available data are
insufficient to permit estimating reliably the frequencies of release of risk agents or other
characteristics of concern.
In order to comprehend the reasons why probability theory is not sufficient for the
risk analysis of natural hazards, it is better to investigate the concept of risk analysis in
this context. The risk posed by natural hazards involves two main components: first, the
uncertainties over time, location and the severity of the disaster (hazard analysis); and
second, the damage or loss that each severity level of hazard (or risk agent) can cause in
the region of interest (Figure 1.1).
In the context of risk evaluation, the knowledge readily available about parameters is
often vague or incomplete. This knowledge is not enough to isolate a single probability
distribution in the domain of each parameter. Background knowledge about the natural
hazards and their consequences is available in different forms. The amount of background
knowledge and statistical data about the risk of natural hazards depends on the risk agent.
For example, after considerable advances in meteorology and particularly through weather
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Figure 1.1: Scheme of a risk assessment system
simulations, we are able to predict the formation, path and intensity of hurricanes, which
helps to alert the people days before the storm hits. The destructive effects of hurricanes,
however, are too complex to be investigated with numerical simulations. Conversely, at
present, we can predict an earthquake no sooner than couple of minutes before it occurs,
whereas the effects of an earthquake caused ground motion can be numerically analyzed
with increasing precision. On the other hand, the statistical data on the natural hazards
and their adverse outcomes are more or less available. But even in the case of more
frequent hazards like storms or floods, observed events are not adequate to enable a fully
reliable statistical prediction of their losses.
Overall, uncertainty regarding hazards may essentially have two origins. It may arise
from randomness due to natural variability of observations resulting from heterogeneity
(for instance, spatial heterogeneity) or from the fluctuations of a quantity in time, or it
may be caused by imprecision due to a partial information, e.g. expert opinions or sparse
data sets. In general, the uncertain feature of risk is relative to both randomness and
fuzziness. For example, the occurrence of an earthquake is a random event. However, the
earthquake intensity is a fuzzy concept. In the process of risk evaluation, the randomness
is due to the existence of a considerable number of unknown factors, and the fuzziness
is concerned with the terms of macroscopic grades and incomplete data samples which
can be described by fuzzy methods. In practice, while information regarding variability is
best conveyed using probability distributions, information regarding imprecision is more
faithfully conveyed using families of probability distributions encoded either by probability
boxes (upper and lower cumulative probability functions) [Ferson and Ginzburg, 2003], or
by possibility distributions (also called fuzzy numbers) [Dubois et al., 2001].
Therefore it is quite sensible to employ a two dimensional concept which can model
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different forms of uncertainty present in natural hazards. A reasonable option is com-
plementing probability theory with an extra dimension of uncertainty provided by fuzzy
set theory. This concept has received the generic name of fuzzy probability after Zadeh
[Zadeh, 1984]. However, this generic term has been interpreted and mathematically for-
malized in various ways. One of the most attractive interpretations of fuzzy probability
is where probability of a crisp event, due to the imprecision of background knowledge or
sparsity of data sample, is expressed in terms of a fuzzy number. In particular, the fuzzi-
ness of the probability can be characterized by a possibility distribution. This concept
is called then, a possibility-probability distribution. It will be shown that this concept is
especially appropriate for situations for which our physical knowledge and available statis-
tical data are insufficient to characterize their likelihood of occurrence with a probability
distribution.
1.3 Application of fuzzy set theory in risk assessment
Pioneer applications of fuzzy sets and fuzzy systems appeared in the field of civil engi-
neering for modeling uncertainty in the 80’s [Shiraishi et al., 1985] and the number of
applications in this are extensively increasing [Ayyub, 2003]. On the other hand, since
the publication of the first paper on fuzzy sets by Zadeh [Zadeh, 1965], many researchers
[Esogbue et al., 1992], [Chen and Chen, 2003], [de Ru and Eloff, 1996], [Clement, 1977],
[Mitchell and Carter, 1993], [Dong, 1986], [Hoffman et al., 1978], [Brown, 1979] have used
fuzzy methods to study risk issues. Different branches of civil engineering have to deal
with the risk assessment of natural hazards and as it was discussed in the previous sec-
tion, probability theory is not adequate for this issue. Hence it was logical that researchers
began to use fuzzy set theory to complement the shortcomings of probabilistic risk analy-
sis. Thus, several studies were focused on studying the risk of natural hazards, esp.
earthquakes [Hadipriono and Ross, 1991], [Ishizuka et al., 1980]. In particular, some re-
searchers employed different concepts of fuzzy probability for assessing the risk posed by
earthquakes [Huang, 2002, Huang, 1998], [Futura et al., 2004], [Fischer et al., 2002].
1.4 Methodology
The proposed risk assessment methodology is based on replacing the probabilistic concept
of risk with a fuzzy-probabilistic one. The methodology is developed in a component based
approach, i.e. showing that the current mathematical framework for risk assessment of
natural hazards and in particular of earthquakes requires improvement. The methodology
introduced in this thesis suggests a viable choice for such an upgrade and thus constructs
a more reliable framework for the prediction of risks. In order to describe this, the study
has initially been focused on seismic hazard, for which I have a better domain knowledge.
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In this way, firstly the application of fuzzy probability in seismic hazard analysis will
be justified and it will subsequently be shown that it can deliver reliable results where
the conventional probabilistic approaches fail to do so. It will be specifically proved that
if the uncertainties of a hazard can be captured by a probabilistic framework, i.e. if
background knowledge is complete and credible or sufficient statistical data are available,
the fuzzy-probabilistic hazard assessment yields a crisp result.
Furthermore, the seismic vulnerability analysis will also be improved by introducing
a new approach for representing the uncertainty in the consequent damages of a certain
ground motion, namely fuzzy vulnerability analysis. It will also be demonstrated that
this new approach can feasibly address consideration of material properties, which is still
one of the most challenging issues in (nonlinear) dynamic vulnerability analysis.
Finally the fuzzy-probabilistic risk assessment model will be constructed by assembling
the improved and upgraded components. At this stage, however, the concept will be
introduced in a more general way so that the detailed description of the procedure for
seismic hazard analysis can show how this concept can be applied to other natural hazards.
As it can be expected, this will not be in a detailed manner because as is to be understood
throughout this study, the characteristics of each hazard also play an important role in
selecting the appropriate strategy for risk assessment. Finally, in order to upgrade the
developed risk assessment model to a risk management system, a corresponding benefit-
cost model is required which can deal with this enhanced concept of risk.
1.5 Organization of this thesis
As it was indicated in the previous section, seismic hazard has been used here to demon-
strate the components of risk analysis and how they have been improved by employing
fuzzy set theory. Therefore, a brief description of the key issues that are required to un-
derstand where and why the changes/improvements have taken place, will be presented
in the following chapter. In particular, the component of risk analysis, namely seismic
hazard analysis and vulnerability analysis methods and representations have been briefly
reviewed. This provides the readers from other disciplines with a better understanding of
the methodology and it might help them to imagine a similar approach for other natural
hazards.
In chapter 3 it will be further discussed why and where a mathematical framework
for considering imprecise probability is required and some of the proposed approaches are
presented. Then, a new concept for formalizing fuzzy probability in terms of possibility-
probability distribution will be presented. It will be justified that this concept can appro-
priately combine the partial background knowledge with the sparse data sample. Hence it
is a suitable mathematical framework for modeling natural hazards. This will be demon-
strated in chapter 4, in the case of seismic hazard analysis. Chapter 5 deals with the
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other component of (earthquake) risk analysis, namely vulnerability analysis. Here the
novel concept of fuzzy seismic vulnerability relation will be described and how it can be
achieved by nonlinear dynamic analysis. It will also be explained how the uncertainties in
material properties in a nonlinear dynamic analysis are addressed in this concept. Addi-
tionally, it will be acknowledged how the other approaches for vulnerability analysis can
be incorporated for producing fuzzy vulnerability relations as well.
In chapter 6, the concept of fuzzy-probabilistic risk assessment and its applications will
be discussed. It will be indicated how this methodology can be applied to natural hazards
other than earthquakes. Chapter 7 is concerned with investigating two case studies which
show the application of developed methodology in practice. Finally chapter 8 presents
the summary and conclusions as well as a view to the direction of the future works which
can further promote and complement this risk management system.
8 CHAPTER 1. INTRODUCTION
Chapter 2
Earthquake and Earthquake Risk
Analysis
2.1 Introduction
The study of earthquakes dates back many centuries. Written records of earthquakes
in China date back as far as 3000 years. Still, compared with millions of years which
earthquakes have been occurring, humankind’s experience with earthquake is very brief.
Today, hundreds of millions of people throughout the world live with a significant risk
to their lives and property from earthquakes. The health of many local, regional and even
national economies are also at risk from earthquakes. In the globalization era these risks
are not unique to any country but a global problem. Earthquakes will continue to occur
in the future as they have been occurring for millions of years. Some will occur in remote,
undeveloped areas where damage will be negligible, while others will occur near densely
populated urban areas and subject their inhabitants and the infrastructure they depend
on to strong shaking. It is impossible to prevent earthquakes from occurring, but it is
possible to mitigate their adverse effects: to reduce life losses, injuries and damage. In
order to realize this, the starting point is being able to estimate the adverse outcomes of
the earthquake by means of risk assessment methods in a reliable and realistic way. This
chapter will explain fundamental issues about the nature of earthquake phenomenon and
earthquake risk analysis and its components, namely hazard analysis and vulnerability
analysis.
2.2 Earthquake Phenomenon
Earthquakes are naturally occurring, broad-banded vibratory ground motions, resulting
from a number of causes including tectonic ground motions, volcanism, landslides, rock-
bursts and man-made explosions. Of these various causes, tectonic-related earthquakes
are the largest and most important. These are caused by the fracture and sliding of
9
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rock along faults within the Earth’s crust. A fault is a zone of the Earth’s crust within
which two sides have moved. Earthquakes initiate a number of phenomena, called seismic
hazards, which can cause significant damage to the built environment. These include vi-
bratory ground motion, ground rupture, various kinds of ground failure(e.g. liquefaction,
landslides) and Tsunamis. The damage to the built environment might cause further
damages, termed secondary damage, such as inundation (e.g. dam failures), fires follow-
ing the earthquake and hazardous materials release. For most earthquakes, shaking is the
dominant and most widespread agent of damage.
Tectonic related earthquakes occur when the strain energy accumulated in the faults
due to pressures from tectonic motion finally overcomes the friction and interlocking
resistance at the faces of the faults. This will cause a rupture and thus releases a huge
amount of energy. The point that the rupture first occurs is called the hypocenter or
focus and the projection of it on the Earth surface is termed epicenter . The released
energy propagates from hypocenter in every direction through vibrational waves and hits
the Earth’s surface, causing the ground to shake (Figure 2.1). The severity of this ground
motion depends on different factors, such as geologic and topographic conditions of the
site, initial frequency content of the vibration and the materials in the path of the waves.
The area in which an earthquake causes strong shaking and damage is calledmeizoseismal .
The damage that structures in the meizoseismal area would undergo, depends on the one
hand, on the severity of seismic ground motion in their site and on the other hand, on
their resistance or conversely on their vulnerability against the vibrational motion.
Figure 2.1: Scheme of the earthquake phenomenon
2.3. SIZE OF EARTHQUAKES AND GROUND MOTION 11
2.3 Size of Earthquakes and ground motion
From the descriptions of the earthquake phenomenon it is apparent that the “size” of
an earthquake, i.e. the strong ground motion, influences the (adverse) consequences.
Prior to the development of modern instrumentation, methods for characterizing the size
of earthquakes were based on crude and qualitative descriptions of the effects of the
earthquakes. More recently, modern seismographs have allowed a number of quantitative
measures of earthquake size. Some parameters express the size of earthquake at its source
(e.g. magnitude), while others show the intensity of the seismic ground motion at any
point.
2.3.1 Macroseismic Intensity
The oldest measure of earthquake size is macroseismic intensity or intensity in short.
Macroseismic intensity is a qualitative measure of the effects of the earthquake at a par-
ticular location, as evidenced by observed damage and human reactions at the location.
Because qualitative descriptions of the effects of earthquakes are available throughout
recorded history, the concept of intensity can be applied to the development of mod-
ern seismic instruments. This application has been very useful in characterizing the
rates of reoccurrence of earthquakes of different size in various location, a critical step in
evaluating the likelihood of seismic hazards. Numerous intensity scales has been devel-
oped. The most commonly used intensity scales are Modified Mercalli Intensity (MMI)
[Wood and Neumann, 1931], Medvedev-Sponheur-Karnik (MSK) [MSK, 1981], European
Macroseismic Scale (EMS) [EMS-98, 1998] and Japan Meteorological Agency (JMA)
[Kanai, 1983].
The term intensity, however, can be generically applied to all measures of strong
ground motion. In this text, intensity has been used in this broad sense and whenever the
macroseismic intensity was intended it has been either mentioned explicitly or accompa-
nied by a macroseismic scale, e.g. MSK or MMI.
2.3.2 Magnitude
Earthquake magnitude is a quantitative measure of the energy which has been released.
The development of modern instrumentation for measuring ground motion during earth-
quakes allows the possibility of obtaining an objective measure of their size. There are
different parameters for measuring magnitude, such as Richter Local Magnitude (ML)
[Richter, 1935], Surface Wave Magnitude (Ms), Body Wave Magnitude (mb). The most
commonly used magnitude scale is surface wave magnitude which is expressed by
Ms = logA+ 1.66 log∆ + 2.0 (2.1)
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where A is the maximum ground displacement in micrometers and is the epicentral dis-
tance of the seismometer measured in degrees. The total energy released during an earth-
quake is often estimated from the relationship [Gutenberg and Richter, 1956]
logE = 11.8 + 1.5Ms (2.2)
where E is expressed in ergs.
However, it is notable that as the total amount of energy released during an earth-
quake increases, ground-shaking characteristics do not necessarily increase at the same
rate. Hence for strong earthquakes, measured ground-shaking characteristics become less
sensitive to the size of the earthquake. This phenomenon is referred to as saturation. The
body wave and Richter local magnitude saturate at magnitudes 6 to 7 and the surface
wave magnitude saturates at about Ms = 8. The only magnitude scale that is not sub-
jected to saturation is called moment magnitude, which is a direct measure of the factors
that produce rupture along the fault. The moment magnitude is given by
Mw =
logM0
1.5
− 10.7 (2.3)
where M0 is the seismic moment in dyne-cm, which is given by M0 = µAD, where µ is
the rupture length of the material along the fault, A the rupture area and D the average
amount of slip. The seismic moment is named for its units of force times length; however,
it is more a measure of the work done by the earthquake. It has been shown that (2.2) is
applicable to moment magnitude as well [Kanamori, 1983].
2.3.3 Ground motion measures
Ground motion parameters are essential for describing the important characteristics of
strong ground motion in a compact, quantitative form. Many parameters have been pro-
posed to characterize the amplitude, frequency content and duration of strong ground
motion; some describe only one of these characteristics, while others may reflect more.
Because of the complexity of earthquake ground motions, the identification of a single pa-
rameter that accurately describes all important ground motion characteristics is regarded
as impossible.
Peak Ground motion parameters
The most commonly used measure of ground motion is the Peak Ground Horizontal Ac-
celeration (PGA or PHA). The PGA for a given component of motion is simply the largest
(absolute) value of horizontal acceleration obtained from the accelerogram of that com-
ponent. For engineering purposes, the peak vertical acceleration (PVA) is often assumed
to be a percentage of the PGA. The Peak Ground Horizontal Velocity (PGV) is another
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useful parameter for the characterization of ground motion amplitude. The PGV for a
given component of motion is the largest (absolute) value of velocity obtained from the
velocity time history of that component. Since the velocity is less sensitive to the higher-
frequency components of the ground motion, the PGV is more likely than the PGA to
characterize ground motion amplitude accurately at intermediate frequencies. The Peak
Ground Horizontal Displacement (PGD) for a given component of motion is the largest
(absolute) value of displacement obtained from the displacement time history of that
component. The PGD is generally associated with the lower-frequency components of an
earthquake motion.
Response Spectra parameters
The dynamic response of structures is very sensitive to the frequencies at which they
are loaded. Earthquakes produce complicated loading with components of motion in
a broad range of frequencies. The frequency content describes how the amplitude of
a ground motion is distributed among different frequencies. One of the most common
means of characterizing the frequency content of an earthquake and its effects on different
structures is the response spectrum.
The response spectrum describes the maximum response of single-degree-of-freedom
(SDOF) systems to a particular input motion as a function of the natural frequency (or
natural period) and damping ratio of the SDOF system. The most commonly used re-
sponse spectrum parameters are the Spectral Acceleration (Sa), Spectral Velocity (Sv)
and Spectral Displacement (Sd) which are, respectively, the absolute maximum acceler-
ation, velocity and displacement values of the response of a SDOF system with different
values of damping ratio and natural frequency for a given earthquake excitation. Al-
though response spectra represent only the maximum responses of different structures
under a certain dynamic loading, they have proved to be useful for characterization of
strong ground motion and thus are extensively used in earthquake engineering practice.
Ground motion parameters reflecting multiple ground motion characteristics
The parameters describe so far are related primarily to the size, amplitude and frequency
content of a ground motion. As all of these characteristics are important, ground motion
parameters that reflect more than one are very useful. The following paragraphs present a
number of parameters that reflect two or three important ground motion characteristics.
RMS Acceleration (arms) The most common parameter that includes both effects of
the amplitude and the frequency content of a strong motion record is the rms acceleration,
defined as
arms =
√
1
Td
∫ Td
0
[a(t)]2dt (2.4)
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where Td is the duration of the strong motion. Because the integral in (2.4) is not strongly
influenced by large, high-frequency accelerations (which occur only over a very short
period of time) and because it is influenced by the duration of the motion, the rms
acceleration can be very useful for engineering purposes.
ARIAS Intensity (Ia) A parameter closely related to the arms is the ARIAS Intensity
[Arias, 1970], defined by the expression
Ia =
π
2g
∫ Td
0
a(t)2dt (2.5)
The Arias intensity has units of velocity and is usually expressed in meters per second.
It is also a good measure for the energy contained in the accelerogram.
Characteristic Intensity (Ic) The Characteristic Intensity, defined as
Ic = arms
1.5Td
0.5 (2.6)
is related linearly to an index of structural damage due to the maximum deformations
and absorbed hysteretic energy [Ang, 1990].
Response Spectrum Intensity (SI) As many structures have fundamental periods
between 0.1 and 2.5 seconds, the response spectrum ordinates in this period range pro-
vide an indication of the potential response of these structures. The response spectrum
intensity [Housner, 1959] was therefore defined as
SI(ξ) =
∫ 2.5
0.1
PSV (ξ, T )dT (2.7)
where ξ is the damping ratio. [von Thun et al., 1988] referred to the response spec-
trum intensity for 5% damping as the velocity spectrum intensity. The velocity spec-
trum intensity was suggested as being useful for evaluation of the response of earth
and rockfill dams, which generally have fundamental periods of between 0.6 and 2.0 sec
[Makdisi and Seed, 1978].
Acceleration Spectrum Intensity (ASI) To characterize strong ground motion for
the analysis of concrete dams, which generally have fundamental periods of less than 0.5
sec, [von Thun et al., 1988] introduced the acceleration spectrum intensity, defined as
ASI =
∫ 0.5
0.1
Sa(ξ = 0.05, T )dT (2.8)
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Effective Peak Acceleration (EPA) The effective peak acceleration (EPA) is defined
as the average spectral acceleration over the period range 0.1 to 0.5 sec divided by 2.5 (the
standard amplification factor for a 5% damping spectrum) [ATC-3-6, 1978]. The process
of averaging the spectral accelerations over a range of periods minimizes the influence
of local spikes in the response spectrum on the EPA. The EPA has been used in the
specification of smoothed design response spectra in building codes.
2.3.4 Attenuation (predictive) relationships
In its most basic form, an attenuation relationship can be described by the expression:
Y = c1e
c 2M R−c 3 e−c 4R ec 5F ec 6S ǫ (2.9)
or by its more common logarithmic form:
lnY = c1 + c2M − c3 lnR− c4R + c5F + c6S + ε (2.10)
where the distance term R is given by one of the alternative expressions:
R =
{
r + c7 exp(c8M) or√
r2 +
[
c7 + exp(c8M)
]2 (2.11)
In the above equations, Y is the strong-motion parameter of interest, M is magnitude, F
is the faulting mechanism of the earthquake, S is a description of the local site conditions
beneath the site, ε is a random error term with a mean of zero and a standard deviation of
σlnY (the standard error of estimate of lnY ), and r is a measure of the shortest distance
from the site to the source of the earthquake. In more complicated forms of equations
(2.9) to (2.11), the coefficients c3, c6, and c7, are defined in terms of M and R. Many of
these coefficients also have been found to be dependent on the tectonic environment of the
regions in which the earthquakes occurred. A selected set of attenuation relations that are
commonly used for engineering evaluation and design throughout the world are presented
later. Many of the mathematical expressions in Equations (2.9) to (2.11) have their
roots in earthquake seismology [Lay and Wallace, 1995]. For example, the expressions
Y ∝ ec2M and lnY ∝ c2M are consistent with the original definition of earthquake
magnitude [Richter, 1935]. The expressions Y ∝ Rc3 and lnY ∝ c3 lnR are consistent
with the geometric attenuation of the seismic wave front as it propagates away from the
earthquake source. Some attenuation relations assume c3 = 1, which is the theoretical
value for spherical spreading of the wave front from a point source in a homogeneous
whole space. If unconstrained, c3 typically will be greater than 1. Sometimes c3 is varied
as a function of distance to accommodate differences in the geometric attenuation of
different wave types, such as direct waves or surface waves, and to account for the critical
16 CHAPTER 2. EARTHQUAKE AND EARTHQUAKE RISK ANALYSIS
reflection off the base of the crust or other strong crustal reflectors. The expressions
Y ∝ e−c4R and lnY ∝ −c4R are consistent with the anelastic attenuation that results
from material damping and scattering as the seismic waves propagate through the crust.
The relationship between Y and the remaining parameters has been established over the
years from both empirical and theoretical ground-motion modeling.
2.4 Earthquake risk assessment
Earthquake risk assessment aims to provide a prognosis of the expected damages in an
earthquake area for the time-span of interest. The best way for understanding the earth-
quake risk assessment process is to dissect it into its constituent steps (Figure 1.1). It
was mentioned that the occurrence of an earthquake releases a number of risk agents or
hazards from which ground shaking is the most important one. Therefore, the first step
in earthquake risk assessment is to predict the severity of expected ground motion in the
site of interest. Next, the vulnerability of each facility in that site should be determined.
In the scope of earthquake engineering, vulnerability is understood as the correlation be-
tween the degree of damage of a structure or a class of structures with the severity of
seismic ground motion, through which one can predict (the likelihood of) the damage state
of a structure for each level of ground motion. The primary structural damage might not
only trigger secondary damages, but also causes loss of life and/or capital. So depending
on the context, the vulnerability analysis might involve damage analysis, loss analysis or
a composition of them. Naturally, in the cases where the damage index is actually a loss
measure (e.g. damage ratio/factor), these two are practically the same. Otherwise, the
composition of the damage assessment (intensity-damage relation) and loss assessment
(damage-loss relation) yields the vulnerability (intensity-loss) relation.
In this way, risk is defined as the potential loss or damage to the exposed system or
subject, resulting from the product (or in more complex form the convolution integral
[Bankoff et al., 2003]) of hazard and vulnerability, namely
Risk = Hazard× V ulnerability
Due to the fact that it is not possible to modify the seismic hazard to reduce the risk the
only viable option is to modify the vulnerability of the exposed structures. This is precisely
why emphasis is frequently made in technical literature to the study of vulnerability and
vulnerability reduction as a measure of damage/loss mitigation, albeit what is really
intended is risk reduction.
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Figure 2.2: Earthquake risk assessment process
2.5 Seismic Hazard Analysis
Seismic hazard analysis involves the quantitative estimation of ground-shaking hazards
at a particular site. As it has been indicated, seismic hazard analysis is a critical part of
the development of design ground motions. Seismic hazards may be analyzed determin-
istically, as when a particular earthquake scenario is assumed, or probabilistically, where
uncertainties in earthquake size, location, and time of occurrence are explicitly considered.
In the following, a brief description of these two methods will be presented.
2.5.1 Deterministic Seismic Hazard Analysis (DSHA)
In the early years of geotechnical engineering, the use of deterministic seismic hazard
analysis (DSHA) was prevalent. A DSHA involves the development of a particular seismic
scenario upon which a ground motion hazard evaluation is based. The scenario consists
of the postulated occurrence of an earthquake of a specified size occurring at a specified
location. A typical DSHA can be described as a four-step process [Reiter, 1990] consisting
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of:
1. Identification and characterization of all earthquake sources capable of producing
significant ground motion at the site. Source characterization includes definition of
each source’s geometry (the source zone) and earthquake potential.
2. Selection of a source-to-site distance parameter for each source zone and the site
of interest is selected. The distance may be expressed as an epicentral distance or
hypocentral distance, depending on the measure of the distance of the predictive
relationship(s) used in the following step.
3. Selection of the controlling earthquake (i.e. the earthquake that is expected to
produce the strongest level of shaking), generally levels of shaking produced by
earthquakes (identified in step 1) assumed to occur at the distances identified in step
2. The controlling earthquake is described in terms of its size (usually expressed as
magnitude)
4. The hazard at the site is formally defined, usually in terms of the ground motion
parameter obtained from predictive relationships (attenuation relationships) of the
types presented in section 2.3.4. Peak acceleration, peak velocity, and response
spectrum ordinates are commonly used to characterize the seismic hazard.
Expressed in these four steps, DSHA appears to be very simple procedure and in many re-
spects it is. When applied to structures for which failure could have extremely catastrophic
consequences, such as nuclear power plants and large dams, DSHA provides a straight-
forward framework for evaluation of worst-case ground motions. However, it provides no
information on the likelihood of occurrence of the controlling earthquake, the likelihood
of it occurring where it is assumed to occur, the level of shaking that might be expected
during a finite period of time (such as the useful lifetime of a particular structure or facil-
ity), or the effects of uncertainties in the various steps required to compute the resulting
ground motion characteristics.
2.5.2 Probabilistic Seismic Hazard Analysis (PSHA)
In the past 20 to 30 years, the use of probabilistic concepts has allowed uncertainties in
the size, location and the rate of recurrence of earthquakes and in the variation of ground
motion characteristics with earthquake size and location to be explicitly considered in the
evaluation of seismic hazards. Probabilistic seismic hazard analysis (PSHA) provides a
framework in which these uncertainties can be partly identified, quantified and combined
in a rational manner to provide a more complete picture of the seismic hazard.
PSHA can also be described as a procedure of four steps, as illustrated in Figure
2.3, each of which bear some degree of similarity to the steps of the DSHA procedure
[Reiter, 1990].
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Figure 2.3: Steps of a probabilistic seismic hazard analysis
1. The first step consists of identifying and characterizing the earthquake sources.
Here, the probability distribution of potential rupture locations within the source
must be characterized. In most cases, uniform probability distributions are assigned
to each source zone, implying that earthquakes are equally likely to occur at any
point within the source zone. These distributions are then combined with the source
geometry to obtain the corresponding probability distribution of source-to-site dis-
tance.
2. Next, the distribution of earthquake recurrence must be characterized. A recurrence
relationship, which specifies the average rate at which an earthquake of some size
will be exceeded, is used to characterize the seismicity of each source zone.
3. The ground motion produced at the site by earthquakes of any possible size occur-
ring at any possible point in each source zone must be determined with the use of
predictive (attenuation) relationships.
4. Finally, the uncertainties in earthquake location, earthquake size and ground motion
parameter prediction are combined to obtain the probability that the ground motion
parameter will be exceeded during a particular time period.
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2.5.3 Recurrence laws
Gutenberg and Richter (1944) gathered and organized large amount of data for south-
ern California earthquakes over a period of many years. They divided the number of
exceedance of each magnitude by the length of the time period to define a mean annual
rate of exceedance, λm of an earthquake of magnitude m. The reciprocal of the λm is
commonly referred to as the return period of earthquake with that magnitude. They
found the following regression for the southern California earthquakes which is called
Gutenberg-Richter recurrence law
log λm = a− bm (2.12)
The Gutenberg-Richter reoccurrence law is believed to be valid for other seismic regions
of the world as well. However, the a and b parameters should be obtained by regression
on a data base of seismicity from the source zone of interest. Unless the source zone is
extremely active, the database is likely to be relatively sparse. In such cases the coefficient
values a and b are modified due to expert opinions of seismologists.
The standard Gutenberg-Richter recurrence law of equation (2.12) may also be ex-
pressed as
λm = 10
a−bm = exp(α− βm) (2.13)
where α = 2.303 a and β = 2.303 b. The standard Gutenberg-Richter law covers an
infinite range of magnitudes, from −∞ to +∞. For engineering purposes, the effects of
very small earthquakes are of little interest and it is common to disregard those that are
not capable of causing significant damage. If earthquakes smaller than a lower threshold
magnitude m◦ are eliminated, the mean annual rate of exceedance can be written as
λm = v exp[−β(m−m◦)] m > m◦ (2.14)
where v = exp(α−βm◦) [McGuire and Arabsaz, 1990]. In most PSHAs, the lower thresh-
old magnitude is set at values from about 5.0 since magnitudes smaller than that seldom
cause significant damage. The resulting probability distribution of magnitude for the
Gutenberg-Richter law with lower bound can be expressed in terms of the cumulative
distribution function (CDF):
FM(m) = P [M < m|M > m◦] = λm◦ − λm
λm◦
= 1− e−β(m−m◦) (2.15)
or the probability density function (PDF):
fM(m) =
d
dm
FM(m) = β e
−β(m−m◦) (2.16)
At the other end of the magnitude scale, the standard Gutenberg-Richter law predicts
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nonzero mean rates of exceedance for magnitudes up to infinity. This implies that, for
example even a magnitude 10 earthquake is also probable, even though earthquakes of
that size have never been observed and theoretically such an amount of energy cannot be
released due to fault rupture. Hence some maximum magnitude, mmax, is associated with
all source zones. If it is known or can be estimated, the mean annual rate of exceedance
can be expressed as
λm = v
exp[−β(m−m◦)]− exp[−β(mmax −m◦)]
1− exp[−β(mmax −m◦)] m◦ ≤ m ≤ mmax (2.17)
The CDF and PDF for the Gutenberg Richter law with upper and lower bounds can
be expressed as
FM (m) = P [M < m|m◦ ≤ m ≤ mmax] = 1− exp[−β(m−m◦)]
1− exp[−β(mmax −m◦)] (2.18)
fM(m) =
β exp[−β(m−m◦)]
1− exp[−β(mmax −m◦)] (2.19)
2.5.4 Probability Computations
The results of a PSHA can be expressed in many different ways. They all involve some level
of probabilistic computations to combine the uncertainties in earthquake size, location,
frequency, and effects to estimate seismic hazards. A common approach is the development
of seismic hazard curves, which indicate the annual probability of exceedance of different
values of a selected ground motion parameter. The seismic hazard curves can then be
used to compute the probability of exceeding the selected ground motion parameter in a
specified period of time.
Seismic Hazard Curves
Seismic hazard curves can be obtained for individual source zones and combined to express
the aggregate hazard at a particular site. The basic concept of the computations required
for development of seismic hazard curves is fairly simple. The probability of exceeding
a particular value y∗ of a ground motion parameter Y is calculated for one possible
earthquake at one possible source location and then multiplied by the probability that
particular magnitude earthquake would occur at that particular location. The process
is then repeated for all possible magnitudes and locations with the probabilities of each
summed. The required calculations are described in the following paragraphs. For a given
earthquake occurrence, the probability that a ground motion parameter Y will exceed a
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particular value y∗ can be computed using the total probability theorem, that is,
P [Y > y∗] = P [Y > y∗|X]P [X] =
∫
P [Y > y∗|X]fx(X)dx (2.20)
where X is a vector of random variables that influence Y . In most cases the quantities
in X are limited to the magnitude, M , and distance, R. Assuming that M and R are
independent, the probability of exceedance can be written as
P [Y > y∗] =
∫ ∫
P [Y > y∗|m, r] fM(m) fR(r) dmdr (2.21)
where P [Y > y∗|m, r] is obtained from the predictive relationship and fM(m) and fR(r)
are the probability density functions for magnitude and distance respectively. The indi-
vidual components of equation (2.21) are, for virtually all realistic PSHAs, sufficiently
complicated that the integrals cannot be evaluated analytically. Numerical integration,
which can be performed by a variety of different techniques, is therefore required. The
approach, used here for simplicity rather than efficiency, is to divide the possible ranges of
magnitude and distance into NM and NR segments, respectively. The average exceedance
rate can then be estimated by
P [Y > y∗] =
NM∑
j=1
NR∑
k=1
P [Y > y∗|mj , rk] fM(mj) fR(rk) ∆m∆r (2.22)
where in, mj = m◦+(j−0.5)(mmax−m◦)/NM , rk = rmin+(k−0.5)(rmax−rmin)/NR,∆m =
(mmax −m◦)/Nm and ∆r = (rmax − rmin)/NR. This is equivalent to assuming that each
source is capable of generating only NM different earthquakes of magnitude mj at only
NR different source-to-site distances, rk. Equation (2.22) is then equivalent to
P [Y > y∗] =
NM∑
j=1
NR∑
k=1
P [Y > y∗|mj, rk]P [M = mj ]P [R = rk] (2.23)
The accuracy of the crude numerical integration procedure described above increases with
increasing NM and NR [Kramer, 2003].
2.6 Seismic Vulnerability Analysis
For various reasons, many buildings, portions of infrastructure and other structures might
fail to resist the strong ground motion caused by an earthquake and thus sustain some
degree of damage. Primary damage can vary from minor cracking to total collapse.
Some building types are more vulnerable than others, but even when a building sustains
no structural damage, the contents of the building may be severely damaged. Primary
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damages can be followed by secondary forms of damage such as major fires, release of
hazardous materials, or flooding.
Primary and secondary damages result in loss. Primary loss can take many forms.
While casualties are a serious concern, financial losses are also of major concern. Financial
losses are primarily the restoring costs, but loss of function can also lead to secondary
forms of loss, such as loss of revenues due to business interruption, unemployment, loss
of market share etc.
Since other forms of damage and loss are generally defined as a function of primary
structural damage, the starting point is to find out the expected damage due to a likely
seismic strong ground motion. If the seismic hazard assessment has been performed
deterministically, this procedure is easy, because only one, mostly worst credible, scenario
should be investigated. But if the uncertainty of seismic hazard is considered, e.g. in a
probabilistic way, various intensity levels of ground motions could be expected. Therefore
the vulnerability of structure(s) should be investigated for all of them. The procedure of
investigating the expected damage of structure due to various ground motion intensities is
called vulnerability analysis. In this way, loss analysis is defined as determining the amount
of (financial or life) loss corresponding to each level of damage. However, vulnerability
analysis in a broad sense might contain the loss analysis, particularly as some measures
of damage (e.g. damage ratio or damage factor) are actually measures of loss.
2.6.1 Representations of seismic vulnerability
Structure vulnerability can be determined (cf. section 2.6.2) via different methods. How-
ever, most of these methods represent the vulnerability in some common forms. Most
common forms in the technical literature for representing seismic vulnerability are: Vul-
nerability functions, damage probability matrices and fragility curves. Before proceeding
to describe different vulnerability analysis methods, it will be useful to have an overview
of these representation forms.
Vulnerability curves
In general, a vulnerability function is a relationship which defines the expected damage
to a building or a class of buildings as a function of the ground motion (Figure 2.4b).
For this purpose one should possess the response of the structure to the seismic loading.
Next, damage states are defined based on the value of the response parameter or damage
indicator which is often a function of response parameter (cf. section 5.2.2). This leads
to a step-wise vulnerability function, which is not desirable because it is not sensitive
to changes of seismic intensity inside the step and oversensitive in limits. Naturally, by
increasing the damage states, this curve will be smoothed. This will, however, complicate
associating these subjectively defined damage states with qualitative damage, which is
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required for modifying and calibrating the relation with the available observed damages.
A better solution is to employ probability theory in order to correlate the seismic
intensity parameter with the likelihood of each damage state instead of a certain one. Two
of the famous representations, which use this concept, are damage probability matrices
and fragility curves.
(a) (b)
Figure 2.4: (a) An example of response function with damage state definitions; (b) the
resulting vulnerability function
Damage Probability Matrix (DPM)
Many of the more recent studies based loss estimates on damage probability matrices
(DPMs) developed by the Applied Technology Council [ATC-13, 1985]. For each building
type, a DPM contains a distribution of the probability that a building will experience a
certain amount of damage, when subjected to a specified level of ground motion. DPMs
were first introduced in a study by [Whitman et al., 1974] who developed DPMs for high-
rise buildings based on data from the 1971 San Fernando earthquake. While DPMs can
be developed from actual data [ATC-31, 1992], many DPMs are constructed by system-
atically combining the opinion of experts [ATC-13, 1985].
ATC-13 defines 7 different damage states based on the intervals of damage factor (DF).
Damage factor is defined as the cost of repair of the structure divided by the value of that
structure. Each damage state is represented by a central damage factor (CDF). For the
plausible level of macroseismic intensity (MMI scale) the probability of occurrence of each
damage state has been presented. Figure 2.5 demonstrates a sample DPM of this type.
Several recent and ongoing studies have modified these relationships in an attempt
to incorporate local design and construction practices [ATC-21, 1988, ATC-36, 1997]
(Charleston and Boston study). Based on data from the Loma Prieta and Whittier
Narrows earthquakes, DPMs have been developed for retrofitted, unreinforced masonry
structures and tilt-up structures [ATC-31, 1992].
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CDF (%) VI VII VIII IX X XI XII
0.0 94.0 2.5 0.4 0.0 0.0 0.0 0.0
0.5 6.0 92.9 30.6 2.1 0.0 0.0 0.0
5.0 0.0 4.6 69.0 94.6 25.7 2.5 0.2
20.0 0.0 0.0 0.0 3.3 69.3 58.1 27.4
45.0 0.0 0.0 0.0 0.0 5.0 39.1 69.4
80.0 0.0 0.0 0.0 0.0 0.0 0.3 3.0
100 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Figure 2.5: DPM of an on-ground liquid storage tank (facility type 43 [ATC-13, 1985])
Fragility curves
Fragility curves (e.g. Figure 2.6) describe the probability of reaching or exceeding differ-
ent states of damage given peak building response. Each fragility curve is defined by a
median value of the PSHA demand parameter (e.g. spectral displacement/acceleration,
PGA or PGD) that corresponds to the threshold of the damage state and by the vari-
ability associated with that damage state. For example, the spectral displacement, Sd,
that defines the threshold of a particular damage state ds1, for values of seismic hazard
parameter, is assumed to be distributed by:
Sd = Sd,ds · εds (2.24)
where Sd,ds is the median value of spectral displacement of damage state at which the
building reaches the threshold of damage state, ds, and εds is a lognormal random variable
with unit median value and logarithmic standard deviation, βds.
The conditional probability of exceeding a particular damage state ds, given the seis-
mic hazard parameter y (e.g. Sd), is defined by the function:
P
[
DS ≥ ds|y] = Φ[ 1
βds
· ln y
yds
]
(2.25)
where βds is the standard deviation of the natural logarithm of spectral displacement for
damage state ds and Φ is the standard normal cumulative distribution function. Median
spectral displacement (or acceleration) values and the total variability are developed for
each of the model building types and damage states of interest by the combination of
performance data (from tests of building elements), earthquake experience data, expert
opinion and judgment.
1Five damage states are considered: No damage, slight damage, moderate damage, extensive damage
and complete damage
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Figure 2.6: A sample fragility curve [HAZUSrMH, 2003]
2.6.2 Vulnerability Analysis methods
Several methods have been used and proposed for investigating the vulnerability of struc-
tures. The various methods for the assessment of the vulnerability of buildings differ in
expenditure and precision. The type of method chosen depends not only on the objective
of the assessment, but also on the availability of data and technology. The following
sections present an overview of the existing methods for seismic vulnerability assessment.
Heuristic Methods
Observed vulnerability refers to assessments based on statistics of past earthquake dam-
age. One of the first studies that systematically compiled statistics on damage to buildings
from experiences during actual earthquakes was done by [Whitman et al., 1974]. From
a survey of damage caused by the San Fernando earthquake (1971), covering approxi-
mately 1600 buildings having five or more storeys, damage probability matrices (DPM)
were generated for different building types. A set of vulnerability functions for dif-
ferent building types most commonly observed in earthquake prone areas are given in
[Coburn and Spence, 1992]. They are based on data collected during different case stud-
ies of damage caused by a number of earthquakes from a range of different countries.
If abundant data are available, the results of heuristic methods are very reliable for
the region they have been extracted from. Unfortunately, this is not often the case be-
cause rarely will a serious damage documentation effort be undertaken after a devastating
earthquake. Also the vulnerabilities assessed for structures of a region cannot be simply
applied somewhere else, unless the structure (types) are similar from the viewpoint of
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construction.
Expert opinion
The vulnerability of structures can also be evaluated through expert opinions. The best
example is the ATC-13 derived damage probability matrices for 78 different earthquake
engineering facility classes, 40 of which refer to buildings, by asking 58 experts (noted
structural engineers, builders, etc.) to estimate the expected percentage of damage that
would result to a specific structural type subjected to a given intensity. Based on their
personal knowledge and experience, the experts had to fill in a formal questionnaire with
their best estimates of damage factors (defined as dollar loss as a ratio of replacement
value). In some cases, however, only a few felt themselves sufficiently expert with respect
to a particular structural type to venture an opinion.
Score assignment
Score assignment procedures aim to identify seismically hazardous buildings by exposing
structural deficiencies. They often form the first phase of a multi-phase procedure for iden-
tifying hazardous buildings, which then must be analyzed in more detail in order to decide
on upgrading strategies. Potential structural deficiencies are identified from observed cor-
relations between damage and structural characteristics. The scores for different deficien-
cies are usually calibrated by experts. It was again the Applied Technology Council that
developed the first comprehensive methodology for the evaluation of existing buildings,
in order to identify those buildings which present a risk to human lives [ATC-14, 1987].
The procedure for the evaluation of the buildings consists of a collection of statements
related to specific vulnerable areas in the structural system which require particular con-
sideration. For each statement a commentary is given which explains the reason for that
statement. Each evaluation statement is written such that a “true”response implies that
the building structure is adequate in that area. For “false” statements additional evalua-
tion is required and adequate procedures are outlined comprising a quick check of strength
and interstory drift, equivalent lateral force procedure and a dynamic analysis procedure.
Similar procedures have been employed in [FEMA-178, 1992] and [FEMA-310, 1998].
Clearly, the advantage of a vulnerability assessment using score assignments with
respect to heuristic methods, (based on observed data or expert opinions) is that it allows
for updating the vulnerability function following a modification to the building structure.
This becomes more important in regions such as Germany, where the need for upgrading
older buildings has long been acknowledged. Score assignment can help to decide on the
most appropriate methods for upgrading and the effect of these on the vulnerability of
the building can be evaluated immediately.
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Simulation
Often we face a situation where neither statistical data nor expert opinion are available
or sufficient to determine the vulnerability of a structure (type). In such cases we have
to resort to simulations to compute the vulnerability of structures. The structure will be
simulated by various numerical methods (finite element, boundary element, hybrid, etc).
The simulations can generally be divided into two categories: simplified and detailed. In a
simplified simulation generally very simple models that require only a few input parameter
are employed. More sophisticated methods, employ a more detailed analysis and more
refined models. Such analytical procedure which with the advances in the computer
technology, (thus decreasing the elapsed computation time), are getting more popular.
Depending on how they model the seismic loading (static or dynamic) and whether they
consider nonlinear behavior of the structure, four vulnerability analysis procedures are
defined, which will be described in the following.
Linear Static Procedure (LSP) In a linear static procedure, the building is modeled
as an equivalent single degree of freedom (SDOF) system, with a linear elastic
stiffness and an equivalent viscous damping. The seismic input is modeled by an
equivalent lateral force, with the objective to produce the same stresses and strains
as the earthquake it represents. Based on an estimation of the first fundamental
frequency of the building, using empirical relationships or Rayleigh’s method, the
spectral acceleration is determined from the appropriate response spectrum which,
multiplied by the mass of the building, results in the equivalent lateral force:
V = Sa ·W ·
n∏
i
Ci (2.26)
The coefficients Ci take issues such as second order effects and stiffness degradation,
as well as force reduction due to anticipated inelastic behavior, into account. The
lateral force is then distributed over the height of the building and the corresponding
internal forces and displacements are determined using linear elastic analysis. These
linear static procedures are used primarily for design purposes and are incorporated
in most codes. Their time expenditure is rather small. However, their applicability
is restricted to regular buildings for which the first mode of vibration is predominant.
Linear Dynamic Procedure (LDP) In a linear dynamic procedure, the building is
modeled as a multi degree of freedom (MDOF) system with a linear elastic stiffness
matrix and an equivalent viscous damping matrix. The seismic input is modeled
using either modal spectral analysis or time-history analysis. Modal spectral analy-
sis assumes that the dynamic response of a building can be found by considering
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the independent response of each natural mode of vibration using linear elastic re-
sponse spectra. Only the modes with large contribution to the response need to be
considered. The modal responses are combined using schemes such as the square-
root-sum-of-squares. Time-history analysis involves a time-step-by-time-step eval-
uation of building response, using recorded or synthetic earthquake records as base
motion input. In both cases the corresponding internal forces and displacements
are again determined using linear elastic analysis. The advantage of these linear dy-
namic procedures with respect to linear static procedures is that higher modes can
be considered, which makes them suitable for irregular buildings. However, again
they are based on linear elastic response and hence their applicability decreases
with increasing nonlinear behavior, which is approximated by global force reduction
factors.
Nonlinear Static Procedure (NSP) In a nonlinear static procedure, the building mo-
del directly incorporates the nonlinear force-deformation characteristics of individ-
ual components and elements due to inelastic material response. Various methods
have been proposed (e.g. [ATC-40, 1996, FEMA-273, 1997]), but representing the
nonlinear force-deformation characteristic of the building by a pushover curve is
common among them. The pushover curve displays base shear vs. top displace-
ment and is obtained by subjecting the building model to monotonically increasing
lateral forces or increasing displacements (distributed over the height of the build-
ing in correspondence to the first mode of vibration) until the building collapses.
The maximum displacements likely to be experienced during a given earthquake
are determined using either highly damped or inelastic response spectra. Clearly,
the advantage of these procedures with respect to the linear procedures is that they
directly take into account the effects of nonlinear material response and hence the
calculated internal forces and deformations will be more reasonable approximations
of those expected during an earthquake. However, only the first mode of vibration
is considered and hence these methods are not suitable for irregular buildings for
which higher modes become important.
Nonlinear Dynamic Procedure (NDP) In a nonlinear dynamic procedure, the build-
ing model is similar to the one used in nonlinear static procedures, incorporating
directly the inelastic material response. The main difference is that the seismic input
is modeled using a time-history analysis which involves time-step-by-time-step eval-
uation of the building response. This is the most sophisticated analysis procedure
for predicting forces and displacements under seismic input. However, the calcu-
lated response can be very sensitive to the characteristics of the individual ground
motion used as seismic input; therefore several time-history analyses are required
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using different ground motion records. The main value of nonlinear dynamic proce-
dures is as a research tool with the objective to simulate the behavior of a building
structure in detail, i.e. to describe the exact displacement profiles, the propagation
of cracks, the distribution of vertical and shear stresses, the shape of the hysteretic
curves, etc.
Chapter 3
Formulating Fuzzy Probability in
terms of Possibility-Probability
distribution
3.1 Why imprecise probability?
“. . . the word probability in its mathematical acceptance, has reference to the
state of our knowledge of the circumstances under which an event may hap-
pen or fail. With the degree of information we possess concerning the circum-
stances of an event, the reason we have to think that it will occur, or, to use
a single term, our expectation of it will vary. Probability is the expectation
founded upon partial knowledge.”
George Boole (1858)
Following Boole’s conclusions, there are at least two ways to define or interpret proba-
bilities: deduction from a knowledge of the particular constitution of things under which
they happen, or derivation from the long-continued observation of a past series of occur-
rences or failures to occur.
Assuming a probabilistic model, e.g. in the case of a dice, physical symmetry leads
us to assume equally likely events, i.e. a uniform distribution, we are able to deduce
the probability that a certain event ,e.g. “odd number”, will occur. On the other hand,
by sampling real data, e.g. throwing a particular dice, we can estimate the probability
of an event as the ratio of the number of cases favorable to that event. For instance,
the probability of having an odd number in the next throw, is obtained by dividing
the frequency that an odd number occurred, to the total number of cases (favorable or
otherwise). Nonetheless, we are often faced with situations that neither the physical
knowledge nor the statistical data are enough to derive a reliable probability distribution.
Returning to the dice example, suppose that we see a dice that is obviously damaged and
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therefore the assumption of symmetry is not valid for it. A theoretical investigation on
the effect of this asymmetry on the probability of a certain outcome is too cumbersome.
Naturally, we can still throw this dice, for say 600 times and if the frequency of occurrence
of a 6 is 120, it can be then deduced that this dice has a biased probability 1
5
(instead of
1
6
) for 6. However, it would very unsensible that after only 15 throws, of which 3 have
been 6, one claims that the probability of getting a 6 is 1
5
. We are facing here a case of
small sample problem which leads to imprecise probability values. Hence in order to be
able to address this situation, a framework that could deal with the imprecision induced
by incomplete evidence (in addition to randomness) is required.
In practice, while information regarding variability is best conveyed using probability
distributions, information regarding imprecision is more faithfully conveyed using families
of probability distributions encoded either by probability boxes or by possibility distrib-
utions (also called fuzzy numbers) [Dubois et al., 2000, Dubois et al., 2001].
This chapter reviews practical methods for representing incomplete probabilistic in-
formation, based on formal links between possibility theory, probability measures and
belief functions. Furthermore, the developed methodology for considering both random
and imprecision uncertainties within a possibility-probabilistic framework is presented.
3.2 Interval-valued probabilities
Obviously the first concept that can come to mind for characterizing imprecise prob-
ability is determining an interval which we believe the unknown true probability lies
within. This interval is defined by a lower and a higher probability. Several approaches
have been proposed for determining the lower and higher probability. One of the earli-
est frameworks that characterized imprecise probability with higher and lower probabil-
ities is the Dempster-Shafer theory of Evidence [Shafer, 1976]. According to Dempster
[Dempster, 1967] the point-to-point mapping of events to probabilities universe is gener-
alized to a set-to-point mapping. In this way, he defines the lower possibility or belief of
an event A as the sum the probabilities of any subset of power set of events which are
a subset of event A. Similarly, the upper probability or plausibility of the event A, is
calculated as the complement of the sum of any event that has no intersection with event
A.
Another mathematical framework for characterizing imprecise probabilities with prob-
ability intervals, is the possibility theory. In this approach, possibility distributions are
employed to define lower and higher probabilities which are called necessity and possibil-
ity measures respectively. A brief description of possibility theory, possibility distribution
and its links to fuzzy sets is presented in Appendix C.
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3.3 Fuzzy Probability
A natural extension to interval-valued probability is to express the probability with a
likelihood distribution over the probability range. One of the viable options for this
purpose is the concept of fuzzy probability. The term fuzzy probability was initially
suggested by Zadeh [Zadeh, 1984]. It has been, however, interpreted and formalized in
various ways. In particular, it is important to distinguish between fuzzy probability and
probability of a fuzzy event. Suppose that we have a crisp event A ⊂ R, and a probability
measure characterized by a density function p, then the probability of this event is
Pr(A) =
∫
A
p(x)dx =
∫
R
I(x)p(x)dx (3.1)
where I(x) is the characteristic function defined by
I(x) =
{
0 x /∈ A
1 x ∈ A (3.2)
Now suppose a fuzzy event A˜ is defined as a fuzzy interval in R (e.g. Figure 3.1) character-
ized by a membership function µ(x), i.e. A˜ = {(x, µ
eA(x))|x ∈ R} [Zadeh, 1984] defines the
probability of A˜ by replacing the characteristic function I(x) with membership function
µ
eA(x) in (3.1)
Pr(A˜) =
∫
R
µ
eA(x)p(x)dx (3.3)
R
A
R
A
Figure 3.1: Crisp vs. fuzzy event
As can be seen, according to [Zadeh, 1984] the probability of a fuzzy event is a crisp
number. On the contrary, some believe that the probability of fuzzy event will be a fuzzy
number. For instance, Lucas and Araabi proposed a generalization of evidence theory
by which the probability of fuzzy events can be computed [Lucas and Araabi, 1999]. For
this purpose they used the fuzzy extension principle introduced by Zadeh (Appendix B)
to extend the point-valued functions and relations to set-valued ones. Suppose that we
have a set-valued mapping g as
g : P(X) → P(Y )
B = g(A) ∀A ⊆ P(X) (3.4)
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Zadeh [Zadeh, 1975] suggests that
B˜ = g(A˜) = g
( ⋃
0≤α≤1
α ·Aα
)
=
⋃
0≤α≤1
α · g (A˜α) ∀A˜ ⊆ P(X) (3.5)
where A˜α is the α-cuts of A˜ for each α ∈ [0, 1]. Hence B˜ will be fuzzy subset of P(X).
In this way
PrX(A˜) =
⋃
α
α · [Pr(A˜)]α (3.6)
So, Pr(A˜) is a fuzzy subset of unit interval, [0,1]. In other words, the probability of a
fuzzy event as we saw will be a fuzzy probability.
We define, however, the fuzzy probability of an event (even crisp) as a fuzzy number
composed of a nested collection of probability intervals with different alpha-cuts varying
from 0 to 1. This definition suggests that the fuzzy probability can be seen as a gen-
eralization of interval valued probability and in fact most of the approaches proposed
for representing fuzzy probability employ this idea. Several mathematical formalizations
have been proposed for this interpretation of fuzzy probability. For example, Buckley
[Buckley, 2003] assumes a universe of events X = {xi}, to which a set of probabilities
Ω = {ωi} is assigned, provided that
∑
i ωi = 1. He then replaces the crisp probabilities
ωi, with fuzzy probabilities ω˜i with the constraint that for each i there are ωij ∈ ω˜i where∑
i ωij = 1. Unfortunately he does not justify the basis of this assumption. Besides, the
fuzzy probabilities ω˜i are defined rather arbitrarily.
Another approach has been presented by [Dunyak and Wunsch, 1998]. They have used
fuzzy fault trees to develop fuzzy probabilities [Tanaka et al., 1983] based on independent
fuzzy inputs. Consider independent events A1, A2, . . . , An with estimated fuzzy probabil-
ities P˜(A1), P˜(A2), . . . , P˜(An). Fuzzy probability of any new event is computed by help
of probability of intersection and union of these events [Dunyak et al., 1999]. However,
again here the initial fuzzy probabilities are assigned subjectively. Also [Yager, 1999] and
[Moeller and Beer, 2003] have proposed their formalizations of fuzzy probability based on
the aforementioned definition.
As it was stated, all of these formalizations employ subjectively defined fuzzy probabil-
ities, at least for basic events. We are interested, however, in a mathematical framework
that can also consider the imprecision or fuzziness induced by incomplete data samples.
An interesting approach, which is originally proposed by Huang [Huang, 1995], employs
possibility distribution for describing the fuzziness of the probability.
Possibility-Probability Distribution (PPD)
Consider a real-valued random variable X (e.g. the magnitude of an earthquake) whose
range is partitioned into several intervals (bins) A1, A2, . . . , Al. Let S = {x1, x2, . . . , xn}
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be a given sample and ni the number of observations that have fallen into the bin Ai.
Huang uses a so-called theory of information distribution [Huang and Shi, 2003], in which
the information distributed to interval Ai from observation xr is acquired by
qri =
{
1− |xr−ui|
∆
|xr − ui| ≤ ∆
0 otherwise
(3.7)
where ui is the middle point of Ai and ∆ = ui+1 − ui.
Furthermore, he defines the so called interior and exterior sets for each interval as
the set of points that belong or do not belong to that interval [Huang and Moraga, 2002].
The corresponding index sets of interior and exterior sets are defined as
Si = {s|xs ∈ Ai} (3.8)
and
Ti = {t|xt /∈ Ai} (3.9)
Huang defines then the so-called leaving possibility for an observation xs ∈ Ai from Ai
as
q−si = 1− qsi (3.10)
and accordingly the joining possibility of an observation xt /∈ Ai to Ai is defined as
q+ti = qti (3.11)
where qsi and qti are computed by (3.7). The joining possibility of an observation to an
interval which is already inside this interval, or leaving possibility from an interval that
it is already outside of that interval, is naturally zero. He expresses the probability of
X taking value in Ai, P(X ∈ Ai ), by a possibility distribution πi(θ). Determining a set
of probabilities θj = j/n (j = 0, . . . , n), the possibility-probability distribution (PPD)
matrix is then defined as
θ0 . . . θj . . . θn
u1
...
ui
...
ul

· · · · · · · · · · · · · · ·
... · · · ... · · · ...
· · · · · · πi(θj) · · · · · ·
... · · · ... · · · ...
· · · · · · · · · · · · · · ·

(3.12)
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where its elements are computed by
πi(θj) =

∧
s∈Si
q−si θ = θ0 = 0
. . . . . .∨
s1,s2,s3∈Si,s1 6=s2 6=s3
(q−s1i ∧ q−s2i ∧ q−s3i) θ = θni−3∨
s1,s2∈Si,s1 6=s2
(q−s1i ∧ q−s2i) θ = θni−2∨
s∈Si
q−si θ = θni−1
1 θ = θni∨
t∈Ti
q+ti θ = θni+1∨
t1,t2∈Ti,t1 6=t2
(q+t1i ∧ q+t2i) θ = θni+2∨
t1,t2,t3∈Ti,t1 6=t2 6=t3
(q+t1i ∧ q+t2i ∧ q+t3i) θ = θni+3
. . . . . .∧
t∈Ti
q+ti θ = θn = 1
(3.13)
It is apparent that the Huang approach has some shortcomings. Above all, the method
is based on distribution of observations into consecutive and equi-distant intervals. This
will cause trouble in the case of data sets in which observations are not homogenously
distributed over the data range, as is very often the case with natural hazard data. More-
over, the imprecision of probability in this approach essentially originates from possible
errors in observations, i.e. that an observation that is in one bin could possibly belong to
an adjacent bin, where the degree of belonging to each bin is determined by the distance
of observation to the bin’s midpoint. This means that the approach is less appropriate
if the underlying probability distributions are essentially discrete. For example, in the
special case where the values of observed data in the bin Ai are equal to the value of
midpoint ui, then according to (3.7) the leaving possibility of these observations are all
zero. Now if the value observations in the adjacent intervals are bigger or equal to ui+1
and smaller or equal to ui−1, the joining possibility of these points are zero as well, i.e.
according to (3.13)
πi(θj) =
{
1 j = ni
0 j 6= ni
(3.14)
In other words Huang approach assigns a crisp value to Pr(X ∈ Ai). As it will be
illustrated later in the Istanbul case study in chapter 7, this case can occur often in the
context of hazard analysis. Finally, Huang’s approach does not provide a systematic
framework for considering the background knowledge which is available in one way or
another for each natural hazard.
Anyhow, the concept of expressing fuzzy probability in terms of PPD matrix has
several advantages. First of all, it models the second dimension of uncertainty, resulting
from the incompleteness of data samples by a possibility distribution, which has been
recommended to be suitable for this purpose [Dubois et al., 2000, Dubois et al., 2001].
Moreover, the procedure is transparent and easy to implement. These advantageous
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features were the motivation to develop an approach that possesses these advantages, but
is free from the above-mentioned deficiencies [Karimi et al., 2004].
3.4 A new concept of Fuzzy Probability expressed by
PPD
Let us again assume X to be a real-valued random variable, whose range is partitioned
into several intervals A1, A2, . . . , Al. We are interested in characterizing the probabilities
that X takes a value in each interval Ai, namely P(X ∈ Ai). Let S = {x1, x2, . . . , xn}
be a given sample, θ(i) = P(X ∈ Ai) and ni the number of observations that have fallen
into the bin Ai. The standard (point) estimation of the probability is then given by the
relative frequency:
θˆ(i) = ni/n (3.15)
This estimation possesses rather nice statistical properties. In particular, it converges
stochastically toward the true probability θ(i) in the case of large samples; that is for any
ε > 0
P
(| θ(i) − θˆ(i) | > ε)→ 0 as n→∞ (3.16)
However, for small values of n, the estimated probability in equation (3.15) will obviously
be afflicted with a high degree of uncertainty. Therefore, this point estimation is usually
endowed with (or even replaced by) a confidence interval in classical statistics. A confi-
dence interval Cα, also referred to as a credible set in Bayesian statistics , is constructed
so that
P(θ ∈ Cα) = α (3.17)
Commonly used confidence levels are values such as, e.g. 0.90, 0.95, and 0.99, although
the final choice remains arbitrary to some extent. An alternative approach to character-
ize the uncertainty associated with an estimation is to consider the complete family of
confidence intervals Cα, 0 < α ≤ 1. This approach avoids a particular choice of α and ob-
viously includes more information about the estimated quantity. In the following, we will
present an approach in which the information provided by a family of confidence intervals
is represented in terms of a possibility distribution. Based on this idea, we introduce
an uncertainty model of fuzzy probability in terms of possibility-probability distribution
(PPD).
3.4.1 Formalization of background knowledge
It was already mentioned that, on the one hand, the data in our type of application are
typically sparse. On the other hand, background (expert) knowledge is often available in
one form or another. Since the possibility to make use of such knowledge is a point of
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critical importance, we employ a Bayesian approach. In Bayesian analysis, prior knowl-
edge is assumed to be specified in terms of a probability distribution, called the prior
distribution. (If such knowledge is not available, the uniform distribution is typically
used as a prior.) In our case, we thus need a characterization of the (unknown) probabil-
ity degree θ(i) in terms of a prior probability distribution (density function pi over [0, 1]).
Here, pi(θ) is the probability (density) for the probability degree θ, i.e. the probability
(density) that θ(i) = P(X ∈ Ai) = θ. This prior distribution can originate from different
sources. For example, prior knowledge might be specified as the formal model of an expert
opinion. Within our fuzzy framework, the case where such expert knowledge is expressed
in a linguistic form is especially interesting. As an example let us consider an estima-
tion of the form: “the probability θ(i) is very small”. This knowledge can be modeled
in terms of a fuzzy set (possibility distribution) characterizing the linguistic term “very
small”. Then, the density function can be obtained from that distribution by means of a
probability-possibility transformation.
Alternatively, the prior distribution can originate from a theoretical model for assessing
probabilities of occurrence. Such relations usually deliver an estimated probability θ(i),
sometimes accompanied by some measure of uncertainty about the expressed value such
as standard deviation or imprecise probabilities in the form of an interval
[
θ
(i)
l , θ
(i)
u
]
. Such
intervals are assumed to specify strict and guaranteed lower and upper bounds to the
unknown probability.
This latter situation will be relevant in the context of hazard analysis in which prob-
abilities methods have been employed for a long time. As we mentioned earlier, within
the introduced framework, we follow the idea of using a complete family of confidence
intervals rather than a single one as an uncertainty model. The simplest way of extend-
ing a point estimation and a guaranteed interval (confidence interval of level 1) so as to
obtain confidence intervals for any level is by means of linear interpolation. Thus, given
a point estimation θ¯(i), we model the prior distribution of θ(i), i.e. pi(θ), in the form of a
symmetric, triangular density function the center of which is given by θ(i). Moreover, the
support of the distribution is of the form[
θ¯(i) − θ¯(i)(1− θ¯(i)) · s, θ¯(i) + θ¯(i)(1− θ¯(i)) · s
]
(3.18)
where 0 ≤ s ≤ min (1/θ¯(i), 1/(1 − θ¯(i))), the so-called uncertainty factor , is a constant
that specifies the reliability of the point estimation. The constant factor θ¯(i)(1 − θ¯(i))
accounts for the fact that boundary probability estimates, i.e. in the vicinity of 0 or 1,
usually tend to be more precise than estimates around 0.5.
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3.4.2 Combining prior knowledge with empirical data
According to Bayes theorem, if L is a likelihood function indexed by the continuous
parameter θ with prior probability density p(θ), then the posterior probability density for
θ is given by
p′i(θ) = P(θ|S) =
L(S|θ)p(θ)∫
L(S|θ)p(θ) dθ
(3.19)
Moreover, since the denominator does not depend upon θ we have
p′i(θ) ∝ L(S|θ)p(θ) (3.20)
In our case, apart from a prior distribution that encodes background knowledge about
θ(i), a sample S is available in which ni among n data points fall into Ai. This case can
be considered as a success and failure game in which success is defined to be when an
observation falls into the interval Ai. Let x denote the number of successes during n
trials, and let θ denote probability of success in a single trial. The likelihood function L
in equation (3.19), is given by the probability mass function
P(x|θ) =
(
n
x
)
θx(1− θ)n−x (3.21)
Hence the posterior probability based on the observation of ni points in interval Ai
can be derived as
p′i(θ) = P(θ|ni) ∝ P(ni|θ) · pi(θ)
=
(
n
ni
)
θni(1− θ)n−ni · pi (3.22)
In the case of a uniform prior probability, namely
pi(θ) = 1 0 < θ < 1 (3.23)
the posterior distribution from (3.19) is given by
p(θ|ni) = 1
B(ni + 1, n− ni + 1) θ
ni(1− θ)n−ni (3.24)
that is, the posterior of θ for a given ni is beta (centered at the mode value θ = ni/n, and
the mean and standard deviation of θ given ni are
E(θ|ni) = ni + 1
n+ 2
(3.25)
σ(θ|ni) = (ni + 1)(n− ni + 1)
(n+ 2)2(n+ 3)
(3.26)
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In other words, if no prior knowledge is available, the maximum posterior probability
degree is expressed for the relative frequency (Figure 3.2).
Figure 3.2: Posterior probability distribution of a uniform prior distribution
For computational reasons, we approximate the posterior by a piecewise linear density
function. Hence we proceed from a partition of the unit interval defined by m boundary
points 0 = θ0 < θ1 < . . . < θm = 1 and derive, for each θj :
qj = θ
ni
j (1− θj)n−nipi(θj) (3.27)
The approximate posterior is then given by pi(1) = qm and
p′i(θ) =
1
c
(
γj · qj + (1− γj) · qj+1
)
(3.28)
for θ ∈ [0, 1), where j ∈ {0, . . . , m− 1} and γj ∈ [0, 1) the (unique) values such that
θ = γjθj + (1− γj)θj+1 and c is a normalizing constant which guarantees∫ 1
0
p′i(θ)dθ = 1 (3.29)
3.4.3 Transforming probability to possibility
Transforming possibility measures into probability measures, or vice versa, can be useful in
any problem where heterogeneous uncertainty and imprecise data must be dealt with (e.g.
subjective, linguistic-like evaluations or insufficient statistical data). However, it should
be noted that the probabilistic representations and the possibilistic ones are not just two
equivalent representations of uncertainty. Hence there should be no symmetry between
the two mutual conversion procedures. The possibilistic representation is weaker because
it explicitly handles imprecision (e.g. incomplete knowledge) and because possibility
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measures are based on an ordering structure rather than an additive one. Turning a
probability measure into a possibility measure may be useful in the presence of other weak
sources of information, or when computing with possibilities is simpler than computing
with probabilities.
Suppose a probability measure P on a setX is obtained via some statistical experiment.
This probability function is a very rich piece of information, if the number of statistical
experiments supporting it is high enough. Suppose that for some reason one wishes
to use a possibilistic representation of this information. According to widely accepted
consistence principle, the possibility measures Π that are candidates for representing P
should dominate P in the sense that Π(A) ≥ P(A) for all events A ⊆ X. Again there are
many possibility measures obeying this constraint. It makes sense to use an informational
principle to pick the best π induced by P.
The natural informational principle for picking a reasonable possibility distribution
representing P is to preserve as much information as possible, i.e. picking the most
informative possibility distribution. In other words, if Π1 and Π2 both dominate P,
but Π1 is more specific than Π2 in the sense that Π1 ≤ Π2, then Π1 is preferred to
Π2. It has been proved that generally a maximally specific possibility distribution exists
and is unique [Dubois et al., 1991]. This special transformation has been proposed and
theoretically justified by [Dubois et al., 2001].
For a probability measure P with unimodal (continuous) density function p, a level-cut
of the form Iλ = {x| p(x) ≥ λ} defines the shortest (maximally precise) interval I such
that P(I) = P(Iλ) where
P(Iλ) =
sup Iλ∫
inf Iλ
p(x)dx (3.30)
The most specific possibility distribution that approximates P from above (in the sense
that P ≤ Π) satisfies
π(inf Iλ) = π(sup Iλ) = 1− P(Iλ) (3.31)
and taking x = inf Iλ and x
′ = sup Iλ we get
π(x) = 1−
x′∫
x
p(x)dx (3.32)
An α-cut, Aα = {x|π(x) ≥ α}, of the possibility distribution given by (3.32) corre-
sponds to the confidence interval around the mode of p with the confidence level 1− α.
It can be seen that the possibility distribution π is a compact representation of a family
of confidence intervals. For our purpose of generalizing the standard approach where
uncertainty is represented in terms of a single confidence interval, the above probability-
possibility transformation is hence a natural choice.
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Thanks to the piecewise linear representation of the posterior distribution p′i, the
associated possibility distribution πi can be derived quite easily. For obtaining a possibility
degree πi(θ), first λ = pi(θ) is computed. Next, the second boundary point θ
′ of the
confidence interval associated with θ, i.e. the left or right boundary of which is given by θ
is found. This point also satisfies pi(θ
′) = λ. Finally, the possibility degree πi(θ) is given
by
πi(θ) = πi(θ
′) = 1−
∣∣∣∣∣∣
θ′∫
θ
p′i(x)dx
∣∣∣∣∣∣ (3.33)
In other words an α-cut of the possibility distribution πi(θ) in Figure 3.4 is equal to the
area shaded grey in Figure 3.3. Again, note that the integral in (3.33) can be easily
evaluated, thanks to the piecewise linear representation of p′i. Computing (3.33) for
Figure 3.3: A probability distribution to be transformed into possibility distribution
0 ≤ θ ≤ 1 we will obtain a characterization of the probability in terms of a possibility
distribution, i.e. a fuzzy probability
P˜(X ∈ Ai) = πi(θ) (3.34)
Otherwise stated, a single probability degree is replaced by a possibility distribution over
[0, 1]. Consequently, a probability vector of the form[
P(X ∈ A1),P(X ∈ A2), . . . ,P(X ∈ An)
]T
=
[
θ(1), θ(2), . . . , θ(n)
]T
(3.35)
is replaced by a vector of possibility distributions[
π1(θ), π2(θ), . . . , πn(θ)
]T
=
[
θ˜(1), θ˜(2), . . . , θ˜(n)
]T
(3.36)
If we focus on a finite set of probability values 0 = θ0 < θ1 < . . . < θm = 1, this vector
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Figure 3.4: Transformed possibility distribution
can be represented by a matrix. If the event x ∈ Ai is denoted by xi, then the fuzzy
probability of X, i.e. P˜(X), can be written as
P˜(X) =

π(x1, θ0) · · · π(x1, θj) · · · π(x1, θm)
...
. . .
... · · · ...
π(xi, θ0) · · · pi(xi, θj) · · · π(xi, θm)
... · · · ... . . . ...
π(xl, θ0) · · · π(xl, θj) · · · π(xl, θm)
 (3.37)
or in short
P˜(X) =
[
pi(xi, θj)
]
(3.38)
where π(xi, θj) = πi(θj) = P˜(xi).
3.5 Extension for the probability of exceedance
It was seen in chapter 2 that both in hazard and vulnerability analyses, probability of a
parameter exceeding a certain degree is sometimes even more desirable than the proba-
bility of occurrence of that degree or state. Naturally, one could find the probability of
exceedance P˜ [X ≥ xs] similar to probability theory by
P˜ [X ≥ xs] =
n∑
i=s
P˜ [X = xi] (3.39)
Nevertheless, this is not a suitable solution, because through the addition of fuzzy prob-
abilities the fuzziness of the result will be increased. This situation will be specially
problematic for the P˜ [X ≥ x0] whose probability should be equal to 1 without any un-
certainty, as (3.18) implies. Anyhow the sum of fuzzy probabilities according to (3.39)
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will never be a crisp probability unless all P˜ [X = xi] are crisp. The best solution for this
problem is to define nested intervals (Figure 3.5b), instead of adjacent intervals (Figure
3.5a). In this way, the probability of exceedance can be extracted directly using the same
approach.
A1 A2 Al…
(a)
…
A1
A2
Al
(b)
Figure 3.5: (a) Adjacent intervals for probability of occurrence; (b) Nested intervals for
probability of exceedance
Hence the fuzzy probability of exceedance or cumulative possibility-probability distrib-
ution (CPPD), which is denoted by F˜X(x) = P˜(X ≥ xs), can be defined by
F˜X(x) =

π(x1, θ0) · · · π(x1, θj) · · · π(x1, θm)
...
. . .
... · · · ...
π(xi, θ0) · · · pi(xi, θj) · · · π(xi, θm)
... · · · ... . . . ...
π(xl, θ0) · · · π(xl, θj) · · · π(xl, θm)
 (3.40)
3.6 Discussion and Comparison with the Huang ap-
proach
According to (3.33) the maximum possibility of 1 will be assigned to the mode of poste-
rior probability (which is equal to the standard estimation θˆ). Note that this possibility
of 1 does not mean a confidence level of 1 for this probability, but a confidence level of
0. Therefore it is not the most credible probability but as indicated by GLS Shackle
[Shackle, 1961] the “least surprising probability”. Conversely, the support of this possi-
bility distribution corresponds to the confidence interval of 1, meaning that we are sure
that the actual probability value will not be outside of this interval, i.e. we will be totally
surprised to find out that the real probability is outside of this interval.
A specific case is the crisp probability, i.e. where π(θ∗) = 1 for some θ∗ ∈ [0, 1] and
π(θ) = 0 for all θ 6= θ∗, the so-called complete knowledge. We would then be totally
surprised to find that the actual probability takes any other value than θ∗. Another
extreme case is constant possibility of one which corresponds to a situation of ignorance,
namely we will not be surprised no matter what the result will be.
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Furthermore, (3.26) indicates that by increasing the number of observations (n and
thus ni), the variance of posterior probability distribution gets smaller. This results in
a less fuzzier (i.e. more precise) possibility-probability distribution. On the other hand,
(3.16) suggests that as the size of the sample increases, the mode of the posterior distrib-
ution will approach the true probability. It is also obvious that decreasing the uncertainty
factor would decrease the fuzziness of resulting possibility-probability distribution. Hence
an important requirement of the new methodology is satisfied, namely the fuzzy proba-
bility approaches the true crisp probability whenever an adequate data sample or reliable
background knowledge is available.
It is also evident that the new PPD approach has substantially addressed the deficien-
cies of Huang’s approach. Above all, the new methodology can combine the information
gained by partial background knowledge and sparse observation sample in a reliable and
reasonable manner and deliver a more credible result.
Furthermore, it allows for arbitrary selection of intervals (e.g. adjacent, nested, etc.).
Choosing adjacent intervals with different lengths facilitates the probability assessment
of data sets with nonhomogeneous distribution of data over the plausible range of the
variable, i.e. when observation are not available in some portions of the variable range.
Besides, the set of probabilities θj , which are required for possibility-probability distrib-
ution, are not determined by the number of observations (n), but can be assumed arbi-
trarily. The last but not the least advantage of the developed method over that of Huang
lies in the semantics of the possibility distribution. The possibility distribution of Huang
merely implies the imprecision of probability. On the contrary, we saw that each α-cut
of developed possibility distribution in our approach represents the confidence interval of
probability for the confidence level of 1 − α which is a more meaningful expression, esp.
for decision-making issues.
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Chapter 4
Fuzzy-Probabilistic Seismic Hazard
Analysis (FPSHA)
4.1 Introduction
In the previous chapter we justified the inadequacy of probability theory for considering
the uncertainties in evaluating the likelihood of events that both physical knowledge as
well as statistical data about their occurrence are limited. This chapter will show how
the fuzzy probabilistic concept introduced in section 3.4 will be applied in the case of nat-
ural hazards and in particular earthquakes. Application of this concept to seismic hazard
could be also considered as an extension of Probabilistic Seismic Hazard Analysis (PSHA),
which was described in section 2.5.2, and thus can be called Fuzzy-Probabilistic Seismic
Hazard Analysis (FPSHA). As indicated in section 2.5, the objective of seismic hazard
analysis is the prediction of the ground motion intensity at the site of interest. Though,
as observed in section 2.3, most of ground motion parameters should be measured by spe-
cial apparatus (e.g. peak acceleration, spectral acceleration, etc.) or be calculated from
time-histories (e.g. spectral intensity, rms acceleration, etc.). Nonetheless, such measure-
ment apparatus are inventions of 20th century and they are not installed everywhere yet.
This means that, apart from the historical macroseismic intensity data in long-inhabited
regions, the observed data of other intensity parameters are too sparse, even for the
developed methodology, which can deal more effectively with small data samples. The
intensities of earthquakes previously experienced at a site can be merely extracted from
historical damage documentations (in the places settled at the time of earthquake) or
earthquake records (in places where necessary instruments are installed). The magnitude
of earthquakes that have occurred at a fault, however, can also be extracted from geolog-
ical surveys or can be measured by instruments remote from the epicenter. Thus, there
is a higher chance of having a reasonable amount of data.
Therefore, for calculating the likelihood of an intensity parameter such as Arias inten-
sity, spectral acceleration, etc. the concept of fuzzy probability should be incorporated
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in a procedure similar to that of PSHA, namely by determining hazard sources in the
first place. Next, the likelihood of plausible magnitudes for each hazard source will be
extracted and then by applying attenuation relationships, the likelihood of ground motion
intensity in the site of interest will be calculated and expressed in term of a fuzzy prob-
ability distribution. The methodology will be first described for a single-source hazard
case and then extended to the case of multiple seismic hazard sources.
In order to demonstrate the demand for a more advanced framework for modeling the
uncertainties, a real-world case study will be introduced which is an appropriate example
of facing partial (but still valuable) subjective and statistical knowledge. This will be the
starting point for the FPSHA, which will be further introduced and justified throughout
the chapter. The complete analysis of the case study with the FPSHA method, however,
will be presented later in the framework of a full case study in chapter 7.
4.2 Why FPSHA?
It was discussed in chapter 2, that our knowledge about the likelihood of the magnitudes
that a seismic source can produce, is often limited to empirical relations, e.g. Gutenberg-
Richter recurrence law. These relations, however, are developed from a set of regional
data that included many different seismic sources.
Since PSHAs are usually conducted for specific sites rather than large regions, the
earthquake-generating characteristics of individual faults are important. In recent years
the ability of the Gutenberg-Richter law to represent the behavior of a single source has
been called into question [Schwarz and Coppersmith, 1984, Schwarz, 1988]. Paleoseismic1
studies indicate that individual points on faults and fault segments tend to move by ap-
proximately the same distance in each earthquake. This has been interpreted to suggest
that individual faults repeatedly generate earthquakes of similar (within about one-half
magnitude unit) size, known as characteristic earthquakes, at or near their maximum
magnitude. Alternatively, the apparently repetitive nature of fault movement at indi-
vidual points may be controlled by localized geologic constraints and, consequently, not
reflect earthquake magnitude very accurately. Resolution of these alternative interpre-
tations awaits further paleoseismic research. By dating characteristic earthquakes, their
historical rate of recurrence can be estimated. Geologic evidence suggests the character-
istic earthquakes occur more frequently than would be implied by extrapolation of the
Gutenberg-Richter law from high exceedance rates (low magnitude) to low exceedance
rates (high magnitude). The result is a more complex recurrence law that is governed by
seismicity data at low magnitudes and geologic data at high magnitudes.
To sum up, the available evidence is insufficient to determine whether Gutenberg-
Richter, characteristic earthquake, or some other recurrence law is correct. Evaluation
1Study of the geologic record of the past earthquake is called paleoseismology
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of which model is most appropriate for a given source is hampered by the brevity of
historical and/or instrumental records. Based on five decades of seismicity records of
southern California, Wesnousky concluded that the available data are not sufficient to
prove or disprove Gutenberg-Richter recurrence law [Wesnousky, 1994].
When the probability distribution fM(m) of a recurrence model is adopted for a region
the probability of each magnitude can be determined by
θ¯i =
mi+∆/2∫
mi−∆/2
fM(m)dm (4.1)
where ∆ is the interval of magnitudes, which is commonly 0.1 in Richter scale. Ac-
cordingly, wherever a sufficient amount of magnitude data are available, the probability
distribution of magnitudes can be extracted by regression of relative frequencies (θˆi), as
was initially done for the Gutenberg-Richter recurrence law.
In most of the world’s seismic regions, however, the recurrence laws are rather a
modification of existing recurrence laws due to the partial statistical data and expert
opinions. Naturally, the uncertainty in the validity of recurrence laws is even larger in
those regions where earthquakes are not so frequent and/or where extensive paleoseismic
research has not been undertaken.
A good example of this is the Istanbul metropolis which is located astride the eastern
edge of Europe and western edge of the Asian continent, separated by the Bosporus strait
(Figure 4.1).
The west side of Bosporus has been inhabited since ancient times and has been known
by many names: Byzantium, Constantinople and finally Istanbul. Through her life, the
city has experienced several destructive earthquakes [Ambraseys and Finkel, 1991]. The
damages caused by these earthquake were recorded and kept in the city library, in partic-
ular after 330 A.D. that the city became the capital of the Roman empire. Unfortunately,
most of these reports have been destroyed by several fires and those which survived ones
were subsequently burnt as the city was conquered by Ottomans in 1453. Therefore, most
of the earthquakes that we can identify their magnitudes and sources from the reported
damage, are after this date (beginning with the 1509 earthquake). Istanbul is a very good
example of the case that a valuable, yet not adequate, amount of information is available.
In the wake of two consecutive strong earthquakes during 1999, a joint research team
led by USGS2, American Red Cross and Bogˇazic¸i university of Istanbul undertook a risk
analysis survey for Istanbul, which provides valuable information over the seismic source,
geological data like topography or soil types as well as the inventory data of structures.
The data have been incorporated in a GIS system with a relatively fine mesh of cells. They
also identified the magnitude of the earthquakes while occurred at different segments of
2United States Geological Survey
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Figure 4.1: Satellite picture of Istanbul metropolitan area and Bosporus strait
the North Anatolian fault and thus have affected Istanbul in the last 500 years (Table 4.1).
Nevertheless, the seismic hazard analysis in this research was performed deterministically
by assuming an earthquake with magnitude 7.5, which is rather the worst case scenario.
Fortunately, the research also determined the constants of the Gutenberg-Richter
bounded recurrence law of (2.12). Based on the opinions of American and Turkish experts
and partial similarities between north Anatolian fault with St. Andreas fault in Califor-
nia, the constant were determined as a = α/2.303 = 5.3, b = β/2.303 = 0.9, Mmax = 7.5
and Mmin = 5.0. Using equations (2.12) and (4.1), the probability θ¯
(i) are computed for
each magnitude mi and presented in Table 4.2 along with the relative frequencies θˆ
(i).
As illustrated in Figure 4.2, there is a clear contradiction between the probabilities
extracted from the observed data and the results of Bounded Gutenberg-Richter law.
It is also obvious that the relative frequencies achieved from such a small data sam-
ple cannot represent the probability distribution of magnitudes precisely. Nevertheless,
even this small data sample severely undermines the reliability of the bounded Gutenberg-
Richter recurrence law (BGRRL) probabilities in this case. After all, these are earthquakes
observed within a relatively large time span. The available evidence is apparently insuf-
ficient to determine whether the law, characteristic earthquake or other parameters are
invalid. Therefore, probabilities obtained from both sources are imprecise and should be
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Table 4.1: Historical Earthquakes (1500-present) in North Anatolian fault in Marmara
region [Marsh, 2002]
Date Earthquake Magnitude
1509, September 10 Ms=7.2
1556, May 10 Ms=7.2
1719, May 25 Ms=7.4
1737, March 6 Ms=7.2
1754, September 2 Ms=6.8
1766, May 22 Ms=7.1
1766, August 5 Ms=7.4
1855, February 28 Ms=7.1
1894, July Ms=7.3
1912, August 9 Ms=7.3
1944, February Ms=7.3
1953, March 18 Ms=7.2
1957, May 26 Ms=7.0
1967, July 22 Ms=6.8
1999, August 17 Mw=7.4
1999, November 11 Mw=7.2
Table 4.2: Earthquake magnitudes (1500-present) in North Anatolian fault in Marmara
region [Marsh, 2002]
Magnitude (Richter) Interval i ni θˆ
(i) θ¯(i)
M=6.8 [6.75,6.85[ 1 2 0.13 0.24
M=6.9 [6.85,6.95[ 2 0 0 0.20
M=7.0 [6.95,7.05[ 3 1 0.06 0.16
M=7.1 [7.05,7.15[ 4 2 0.19 0.13
M=7.2 [7.15,7.25[ 5 3 0.13 0.11
M=7.3 [7.25,7.35[ 6 5 0.31 0.09
M=7.4 [6.35,6.45[ 7 3 0.19 0.07
considered as such. It is notable, however, that both the physical knowledge and statis-
tical data are relatively abundant and credible, in comparison to many other regions. In
other words we have two sources of information which are reliable only to a certain degree
(Figure 4.3). What is demanded then is a mathematical framework which is capable of
quantifying the imprecision of either of the probability distributions and also integrating
information from both sources, in order to obtain a “more reliable” result. Furthermore,
it is required that if any of these information sources are considered to be adequate (or
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(a) (b)
Figure 4.2: The magnitude probabilities: (a) based on observed data; (b) based on
BGRRL
(a) (b)
Figure 4.3: The fuzzified magnitude probabilities: (a) based on observed data; (b) based
on BGRRL
credible), the result should not only get close to the probabilities obtained from that
source, but also the fuzziness of the probabilities should be reduced.
In chapter 3, it was proved that the developed concept of possibility-probability distri-
bution has both of these features (cf. section 3.6) and thus will be applied to expressing
the fuzzy probability of magnitude.
4.3 Magnitude Possibility-Probability Distribution
Recalling (3.34), the fuzzy probability of magnitude can be written as
P˜(M = mi) = {π(mi, θ)| π(mi, θ) = πi(θ)} (4.2)
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For computational reasons we compute these possibility distribution for a limited number
of probability values 0 = θ0 < θ1 < . . . < θm = 1, which can be thus expressed in the
matrix form
P˜(M) =

π(m1, θ0) · · · π(m1, θj) · · · π(m1, θm)
...
. . .
... · · · ...
π(mi, θ0) · · · pi(mi, θj) · · · π(mi, θm)
... · · · ... . . . ...
π(mn, θ0) · · · π(mn, θj) · · · π(mn, θm)
 (4.3)
In order to show how the elements of this matrix will be determined, let us first ig-
nore the observed data and suppose that only background knowledge, in the form of a
recurrence law which expresses a probability (of exceedance) for each magnitude (Figure
4.4a), is available. The uncertainty of each probability value can be modeled then as a
prior probability distribution described in section 3.4.1. The uncertainty factor s in (3.18)
is determined by experts (Figure 4.4b). Since observed data are ignored, the posterior
probability is equal to prior probability. Transforming this posterior probability distribu-
tion into possibility by means of (3.33), we achieve a quantification of the imprecision of
magnitude probabilities, as it is shown schematically in Figure 4.5.
(a) (b)
Figure 4.4: (a) Probability distribution extracted from recurrence law, (b) modeling the
imprecision of background knowledge through uncertainty factor
Next, we will consider the case that the only available data are the sample of earth-
quake magnitudes of Table 4.2, i.e. a uniform (indifferent) prior probability distribution.
Equation (3.24) provides the posterior probability distribution which has its maximum
(mode) at θˆ(i). By transforming this probability distribution into possibility by means of
(3.33), we achieve a quantification of the imprecise probability of Figure 4.3a, as illustrated
schematically in Figure 7.3.
Finally, the posterior probability distribution can be evaluated, using both sources,
by employing (3.27) and (3.28) and further be transformed into a possibility-probability
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Figure 4.5: Possibility-probability distribution where Gutenberg-Richter prior probabil-
ity distribution is the only source of information
Figure 4.6: Possibility-probability distribution when only observed data are available
distribution (PPD) via (3.33). Figure 4.7a shows these PPDs exemplary for M = 6.8,
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where the drastic difference between probabilities assessed by the Gutenberg-Richter re-
currence law and relative frequencies is apparent. Figure 4.7b is also very informative
because it represents the case that no data are observed, which seriously undermines the
probability obtained by the background knowledge. It is also apparent in both figures that
the combined case is a compromise between the “data-driven” and “knowledge-driven”
probabilities.
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(b) ni = 0
Figure 4.7: Possibility distribution of probability for n = 16 and s = 0.75: (a) for
M = 6.8; (b) for M = 6.9
Moreover, it was demanded that whenever either information source gets “more cer-
tain”, first, the combined result should approach to probabilities extracted from that
source, and second, the uncertainty of the final result should decrease. In order to vindi-
cate this, let us first suppose that we have a 10 times larger data sample (with the same
relevant frequencies). As expected, the PPD of combined sources coincides with the one
extracted from relative frequencies (Figure 4.8). In particular, Figure 4.8b suggests that
both data-driven and combined probabilities tend to a crisp probability of zero. This is
evidence that in the case of probability of exceedance the probability of P˜[M > Mmax]
will be very close to zero, even if the expert opinion expresses a fuzzy probability for this
probability of exceedance (which will not be the case, if the expert opinion is modeled
according to (3.18)).
The next case is considering the original data sample along with a more credible
background knowledge, i.e. reducing the uncertainty factor significantly. Figures 4.9a and
4.9b display clearly that the possibility distribution of combined sources almost ignores
the contradictory observed data. This is a very important result because it assures that
the results of FPSHA and PSHA are identical, should the background knowledge be
considered as absolutely credible.
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Figure 4.8: Possibility distribution of probability for n = 160 and s = 0.75: (a) for
M = 6.8; (b) for M = 6.9
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Figure 4.9: Possibility distribution of probability for n = 16 and s = 0.1: (a)for
M = 6.8 ; (b) for M = 6.9
4.4 Fuzzy attenuation relation
As was discussed in section 2.3.4, attenuation relationships typically determine the inten-
sity of seismic excitation for a structure at a certain site as a function of the soil type
of the site (S), the structure period (T ), faulting mechanism (F ), source-to-site distance
(R) and the magnitude (M) of the earthquake, namely
y = g(M,R, T, S, F ) or ln y = g(M,R, T, S, F ) (4.4)
Anyhow, there are uncertainties associated with each of these parameters which will influ-
ence the intensity parameter. These uncertainties can comprise not only those associated
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with distance as presumed in PSHA, but also with soil type, fault mechanism, etc. Fur-
thermore, the type of uncertainty is not limited to randomness. The uncertainty about
the soil type or fault mechanism might be of fuzzy nature, e.g. when the mechanism of
fault is something between strike-slip and normal or the soil type does not fit exactly to
one of the defined classes.
Two ways of considering the uncertainties have been provided here:
1. The easy way is to fuzzify the crisp attenuation relationship, taking advantage of
the random uncertainty expressed by σln y. This is generally done by defining a
Gaussian membership function with
µ
eRA
(mi, yj) = exp
[
− (yj − yi)
2
2 σ2y
]
or (4.5)
µ
eRA
(mi, ln yj) = exp
[
− (ln yj − ln yi)
2
2 σ2ln y
]
where yi = g(mi) [Karimi and Huellermeier, 2005]. This normal membership func-
tion means that the Gaussian probability distribution N(yi, σy), or N(ln yi, σln y)
resp., is transformed simply by normalizing. Alternatively, one can apply the trans-
formation introduced in section 3.4.3. This makes more sense with regard to our
risk assessment framework.
2. The more complicated option is to use the membership function of the parameters
of soil, period, distance, etc. The membership function of the distance can be easily
computed by transforming the distance probability distribution into a possibility
distribution via (3.32). The membership function of other variables should be con-
structed according to expert opinion either by using elicitation techniques, or by
transforming the corresponding probability distributions (if available). Then, the
extension principle (Appendix B.1) can be exploited to compute the fuzzy member-
ship function of intensity for each magnitude, i.e.
µ
eyi(y) = sup
(r,s,t,f)∈g−1(y)
min{µ
eR(r), µeS(s), µ eT (t), µ eF (f)} (4.6)
Either way, we see that for a certain site (and structure if the intensity parameter
depends on the structure behavior, e.g. spectral acceleration) the attenuation relationship
reduces to a fuzzy relation between magnitude and intensity. If the information about
the site of interest (soil type, topography, faults, etc.) is presented in a GIS framework,
the fuzzy attenuation relation can be computed for each cell in terms of a fuzzy relation
between magnitude and intensity (cellular magnitude-intensity relation).
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4.5 Intensity possibility-probability distribution
As it will be justified in chapter 6, the fuzzy relational calculus has been selected in this
methodology for deriving the fuzzy probability of intensity from the fuzzy probability of
magnitude. This task will be fulfilled for each cell by the composition of the magnitude
possibility-probability distribution with the cellular magnitude-intensity relation, i.e.
P˜(Y ) = R˜A (M,Y ) ◦ P˜(M) =
n∨
i
µR˜A(mi, y) ∧ π(mi, θ) (4.7)
4.6 Extension for the probability of exceedance
According to section 3.5 the fuzzy probability of exceedance of magnitude or magnitude
cumulative possibility-probability distribution (MCPPD) can be computed by assigning
a nested set of magnitude intervals. i.e.
F˜(M) =
[
π(mi, θ)
]
(4.8)
Note that the probabilities of exceedance according to background knowledge are
computed by
θ¯i =
mmax∫
mi
fM(m)dm (4.9)
and not by (4.1). In other words, MCPPD expresses a fuzzy relation between values of
probabilities of exceedance and magnitudes.
The fuzzy probability of exceedance of intensity or cumulative intensity possibility-
probability distribution (ICPPD) is then obtained by the composition of MCPPD and
CMSaR as
F˜(Y ) = R˜A (M,Y ) ◦ F˜(M) =
n∨
i
µR˜A(mi, y) ∧ π(mi, θ) (4.10)
4.7 Extension for multi-source seismic hazard case
If the site of interest is in a region of Ns potential earthquake sources, each of which has
an average rate of threshold νi[= αi + βim0], the total average exceedance rate of the
region will be given by
λy∗ =
NS∑
i=1
νi
∫ ∫
P [Y > y∗|m, r] fM(m) fR(r) dmdr (4.11)
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or approximately by
λy∗ =
NS∑
i=1
Nm∑
j=1
NR∑
k=1
νiP [Y > y
∗|mj , rk]P [M = mj ]P [R = rk] (4.12)
and recalling equation (2.23), we can write
λy∗ =
Ns∑
i=1
νi Pi(Y > y
∗) (4.13)
where Pi(Y > y
∗) is the probability of exceedance of ground motion intensity y∗ in the
wake of an earthquake in source i. The same relation can be written for Pi(Y = y
∗)
On the other hand, if E1, E2, . . . , En are n exhaustive and exclusive events, and an
event A can occur with different conditional probabilities P(A|Ei) if an event Ei occurs
and the probability of occurrence of Ei is given by P(Ei), then we can derive from the
Bayes theorem that
P(A) =
n∑
i=1
P(A|Ei) · P(Ei) (4.14)
Now if the normalized activity rate υi is defined as a function of νi, so that
∑Ns
i υi = 1,
then (4.14) can be applied to derive the probability of occurrence of an intensity y∗ as
P(Y = y∗) =
Ns∑
i=1
υi Pi(Y = y
∗) (4.15)
provided that occurrence of two simultaneous earthquakes in a region is impossible, which
is a common assumption in seismology. The same relation can be written for probability
of exceedance. Now recalling that probability (of exceedance) of an intensity due to an
earthquake in each source is expressed in terms of fuzzy probability, we can write
P˜(y) =
Ns∑
i=1
υi P˜i(y) (4.16)
and accordingly
F˜Y (y) =
Ns∑
i=1
υi F˜i(y) (4.17)
In the end it should be emphasized that the possibility-probability distribution concept
of chapter 3 could have been directly used for an intensity parameter, should the demanded
observed data and/or background knowledge be available. This is particularly useful
for the cases that macroseismic intensity observed in that region, are available through
historical records.
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Chapter 5
Fuzzy Vulnerability Analysis
5.1 Introduction
The evaluation or predication of potential structural damage to existing or planned struc-
tures is a key issue in risk assessment. Since we have no control over the occurrence of a
disaster nor its intensity, vulnerability analysis is essential for taking mitigating measures
such as rehabilitation/retrofitting strategies.
The goal of vulnerability analysis is to correlate the damage or loss (or their likeli-
hood) with intensity of ground motion for the structure (type) of interest. Most of the
available motion-damage relationships are based on limited data sets and some solely on
engineering judgment (expert opinion). Simulation of a structure’s behavior under seis-
mic loading may be a good way to supplement the very limited data and calibrate some
of the motion-damage relationships. The use of damage data, engineering calculations
and expert opinion will result in more reliable motion-damage relations. Vulnerability
analysis through static procedures as well as coupling it with PSHA for assessing the risk
of damage is more or less a solved issue. Conversely, employing nonlinear dynamic vulner-
ability analysis, which is the most precise numerical analysis procedure for risk analysis
is still a challenging issue, particularly if the uncertainties in material properties are to
be considered. Therefore this section mainly concerns with extracting fuzzy vulnerability
relation from nonlinear dynamic analysis results. It will, however, be shown how the fuzzy
vulnerability relation can be constructed from results of other analysis procedures as well
as by transforming other vulnerability representations.
5.2 Requirements of Dynamic Vulnerability Analysis
In section 2.6.2, various numerical procedures for analyzing the structure under the seismic
loading were introduced. Since statical procedures (LSP and NSP) exploit ground motion
parameters to determine the seismic loading, the response of the structure is automatically
associated with the intensity of the ground motion. On the contrary, dynamical procedures
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require time-histories of ground motion to be associated with various ground motion
parameters (cf. section 2.3). Hence an important point is to determine which intensity
parameter has the best correlation to the damage of the structure. Furthermore, even
the time-histories that are estimated to have the same intensities might result in different
response values. This difference can be very significant in NDP. Thus, another important
issue is how to pick the appropriate time-histories.
Generally, in a vulnerability analysis conducted through numerical simulations, three
issues should be clarified
1. Selecting the appropriate damage index parameter
2. Selecting the appropriate seismic intensity parameter
3. Providing time histories (Only in dynamic analyses)
5.2.1 Providing time-histories
An abundant set of time histories with different levels of ground motion intensities are
required for a credible dynamic analysis. Ideally, these time histories should be selected
from the recorded strong ground motions at the site of interest. This implies that the
site of interest should be located either in an extremely seismic active region, or that
records which cover a sufficiently long time span should be available. Unfortunately, the
first measurement of ground motion dates back to 1933 and many regions of the world
have been equipped with measurement apparatus required for seismic ground motion only
in recent years. This means that relatively poor sets of time-histories, esp. for the big
earthquakes, are available [Douglas, 2003]. Therefore, two issues should be elucidated:
• How can we select suitable time histories?
• What are the sources or methods for providing time histories?
These issues will be addressed in the following.
Criteria for selecting time-histories
Multiple American codes such as [UBC, 1997], [FEMA-273, 1997], [FEMA-356, 2000] as
well as Eurocode 8 draft [Eurocode8, 2004] imply that time-history analysis shall be per-
formed with no fewer than three data sets (each containing two horizontal components
or, if vertical motion is to be considered, two horizontal components and one vertical com-
ponent) of ground motion. Time histories shall be selected and scaled from no fewer than
three recorded events. Time histories shall have magnitude, fault distances, and source
mechanisms that are equivalent to those that control the design earthquake ground mo-
tion.
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Multiple research works such as [Somerville and Collins, 2002], [Naeim et al., 2004],
[Lestuzzi et al., 2004] and [Lee et al., 1980] have dealt intensively with selection and syn-
thesis of time histories. In this study, these research works, along with some smaller ones,
were compared with each other rigorously. Based on these comparisons, the following
protocols which complement the convictions of the cited codes were concluded:
Magnitude: Selected recordings must have been triggered by an event with a magnitude
within 0.5 of the target.
Amplitude: Time histories were sought that had a PHA1 within a factor of two to four
of the target PHA on rock.
Site Condition: Time histories were selected from sites underlain by geologic rock or
with a thin (< 20 m) layer of soil overlaying rock.
Rupture Directivity: Time histories should have Rupture directivity indices (RDI)2,
that are similar to the target RDI. Target RDI is based on site location relative to
the fault plane, not deviations of the recorded motion from an attenuation model.
In order to determine the target seismic action, for which the records should be selected
accordingly, a seismic deaggregation should be performed. In this concept, only ground
motions due to an earthquake of given Magnitude (M) and Distance (R) that contributes
the most to the “event” under consideration, are simulated. The event is generally the
spectral acceleration corresponding to a given probability of exceedance. Referring to
equation (4.12), it can be seen that the average exceedance rate of a given intensity
parameter is a result of integration or aggregation of contribution from sources of different
M and R, and with different attenuation A (P [Y > y∗|mj , rk] or P [Y = y∗|mj , rk]). If
we deaggregate the integral and identify the combination ofM , R and A that contributes
the most to the integral, then we can use the ground motion time histories of such an
event to “represent” the seismic environment for performance evaluation. It is clear that
ground motions produced by such a method are only a very approximate representation
of all possible ground motions that contribute to the event of interest. The approximation
could be poor if there is no clear dominant event.
Generic time-histories
In the recent SAC/FEMA effort [Somerville et al., 1997], the selection of the ground ex-
citations to match the spectral acceleration with a given probability of exceedance is
1Peak Horizontal Acceleration
2RDI is defined as the amplification/de-amplification of the geometric mean of 3.0 s period spectral
acceleration due to rupture directivity effects as computed by the Somerville/Abrahamson model. A
site experiencing no rupture directivity effect has RDI = 1.0. For strike-slip faults, RDI varies from
1.48 (forward directivity) to 0.55 (backward directivity). The range for dip slip faults is 1.16 to 0.72.
[Somerville et al., 1997]
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extended for all periods. The starting point in this procedure is the uniform hazard re-
sponse spectrum (UHRS) corresponding to a given probability of exceedance such as 50%,
10 %, and 2 % in 50 years. Recorded and simulated ground motions based on a broadband
procedure [Saikia and Somerville, 1998] were then selected and scaled to obtain suits of
ten ground motions whose median response spectra match the 5% damping UHRS ap-
proximately for a wide period range and a given probability level. The magnitude and
distance were estimated through deaggregation of the probabilistic seismic hazard. Ac-
cording to these deaggregations, approximate ranges of magnitudes and distances (Table
5.1) were chosen for the posterior selection of time histories. Time histories were selected
for each location based on the approximate deaggregation of the hazard mentioned above
for each probability of exceedance. Time histories recorded in the region were preferred,
but it was also necessary to include recordings from other seismicity environments such
as recordings from Chile and Japan. Therefore, strictly speaking, the ground motions
generated in this procedure may not represent any possible future events in the corre-
sponding region. However, since after the scaling their response spectra match those
which were obtained using regional seismicity, and on the other hand, spectral accelera-
tion is a good predictor of structural response, there are good reasons to believe that these
ground motions would produce structural response close to those caused by future ground
motions at the site. Where sufficient recorded time histories were not available, artificial
broadband strong motions were generated. The SAC ground motions have been used
extensively in several research projects for performance evaluation and recommendation
of reliability-based design procedures.
Table 5.1: Approximate ranges of magnitudes and distances used in selection of SAC
time histories
Location
2 % in 50 years 10 % in 50 years 50 % in 50 years
Magnitude Distance Magnitude Distance Magnitude Distance
Los Angeles 6.7 - 7.5 2 - 20 6.5 - 7.3 5 - 40 5.0 - 7.0 5 - 15
Seattle 6.5 - 8.0 8 - 80 6.0 - 8.0 15 - 80 - -
Boston 6.0 - 7.0 5 - 150 5.0 - 7.0 5 - 200 - -
Synthesizing time-histories
On many occasions, none or very few time histories are available which are not adequate
for a dynamic vulnerability analysis [Douglas, 2003]. Generic time histories like that of
SAC are only applicable to regions with seismic activity rates similar to the cities of
Boston, Seattle an Los Angeles. In such occasions, we have to resort to synthesizing
artificial time histories. The main challenges in developing artificial ground motions are
to ensure that, first, they are consistent with the target parameter and, second, that they
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are realistic, i.e. their characteristics are consistent with those of actual earthquakes. The
aforementioned codes required that, where three recorded ground-motion time-history
data sets with these characteristics are not available, simulated time-history data sets
having equivalent duration and spectral content shall be used to make up the total number
required. For each data set, the square root of the sum of the squares (SRSS) of the 5%-
damped site-specific spectrum of the scaled horizontal components, shall be constructed.
The data sets shall be scaled such that the average value of the SRSS spectra does not fall
below 1.4 (1.3 in Eurocode 8) times the 5%-damped spectrum for the design earthquake
for periods between 0.2T seconds and 1.5T seconds (where T is the fundamental period
of the building).
Generally, in order to synthesize time histories which correspond to a certain return
period, a site-specific spectrum of that return period is required3. Unfortunately, in many
regions of Europe, e.g. Germany, such spectra are available for only one return period (475
years) which is insufficient for a vulnerability assessment that can be coupled with FPSHA
(or even PSHA). My solution for such situations is to use the spectra corresponding to
each plausible level of macroseismic intensity in the region and then to couple it with
the hazard maps of macroseismic intensity for different return periods. Such intensity-
based spectra have been developed [Hosser, 1987]. However, Hosser spectra have two
shortcomings which make it difficult to employ for the risk assessment system. First,
they are generated for merely three macroseismic intensities (VII,VII,IX) and second, the
soil types that Hosser considered do not match with the soil classification of American
and European Codes. This signaled an important research which is being conducted
simultaneously by Timo Schmitt at the Federal Institute for Geosciences and Natural
Resource in Hannover (GZH).
5.2.2 Damage indices
Structural damage is a complex phenomenon that is very difficult to model analytically
or to reproduce in laboratory experiments. The reason is, that whether dynamic or sta-
tic, linear or nonlinear, the numerical analysis tools do not deliver the expected level of
damage. The output of these methods are merely the “response parameters” which com-
prise stresses, displacements, forces, etc. at different locations of the structure. These
values, however, are not directly an indicator of damage. In order to quantify the level
or state of damage, intermediate parameters called damage indices or damage indicators
are required, which define the damage as a function of response parameters. In general,
they are scalar functions of response parameters, whose values may be related to specific
structural damage states or levels. Naturally, the models selected for the damage quan-
tification basically depend on the nature of the structure and also on the expected seismic
3There more complex methods for synthesizing time histories by numerical simulation of geologic and
tectonic conditions of the site of interest
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actions that can affect the stability or service capacity of the target structure.
There are various ways of categorizing the damage indices. One of the most fun-
damental distinctions is between local indices, which quantify the level of damage in
individual members, or at individual joints, and the global indices, which describe the
state of damage in the entire of the structure [Williams and Sexsmith, 1995]. The global
damage indices could either be derived by taking a weighted average of the local indices
calculated for the constituent members, or be extracted directly from the overall struc-
tural behavior. While global damage indices are useful for evaluating the overall damage
state of the structure and thus consequent financial loss and casualties, local indices are
quite useful in pinpointing the weak points of the structure. Identifying the weak element
or joint is necessary for taking rehabilitation measures. An appropriate damage index for
risk assessment should be feasible both to be computed by numerical methods and be
correlated with qualitative damage states.
A large variety of damage indices or indicators have been proposed and used for
damage quantification of specific categories of structures. Sifting through the literature,
a set of the most useful and applicable damage indices were extracted and summarized
in Table 5.2. Among these indices, the IDARC index [Park et al., 1987a] is specifically
appropriate for reinforced concrete shear walls and bridge piers, whereas Kumar & Usami
index [Kumar and Usami, 1996] is proved to be the best representative of the damage
of thin-walled steel structure (steel tanks and silos). The remainder of the indices are
believed to represent the damage of both steel and reinforced concrete structures in an
acceptable manner. However, recent FEMA codes [FEMA-350, 2000, FEMA-352, 2000]
declare that interstory drift is the best indicator of damage for steel structures.
5.3 Fuzzy Vulnerability Analysis
It was indicated before that the stepwise vulnerability function of Figure 2.4b is not
appropriate for a damage prediction. The principal problem is that, due to the crisp
definition of damage, small changes in seismic intensity cause sudden jumps in damage
states. Furthermore, it cannot model the uncertainty in the resulting damage state due
to a certain intensity. This uncertainty, as we will see in the following, is unavoidable,
because of different reasons. The common solution for this problem is using probability
theory, i.e. expressing probability of damage states for each ground motion level instead
of a certain damage state. The other solution, which will be described in the current
chapter, is assigning a degree of damage corresponding to each intensity level. This can
be expressed by a so called fuzzy vulnerability relation as
R˜V : Y → D
R˜V =
{(
(y, d), µ
eRV
(y, d)
) ∣∣ (y, d) ∈ Y ×D} (5.1)
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Table 5.2: Recommended damage indices for risk assessment
Name Expression Description
Ductility Ratio µδ =
δm
δy
= 1 +
δm − δy
δy
- δm is the maximum displacement
- δy is the yield displacement.
Interstory Drift ID =
|u|max
h
- |u|max is the maximal relative displace-
ment of two neighbouring floors
- h is the storey height.
Normalized Hys-
teretic Energy
NHE =
N∑
1
(
∮
Ru.du)
Ry.uy
- Rudu is the area under the pushover-curve
in every cycle
- N is the number of cycles
- Ry, uy are the yielding force and displace-
ment.
Park/Ang Index
[Park et al., 1987b]
D =
δm
δu
+ βc.
∫
dE
Fy.δu
- βc is the energy-related strength loss para-
meter
- δu is the ultimate displacement under
monotonic loading
- Fy is the yield force.
IDARC Index D =
Φm − Φy
Φu − Φy + βc
E
My.Φu
- φy is the yield curvature,
- φu is the collapse curvature,
- E is the cumulative energy absorbed in the
hysteresis loops
- My is the yield moment.
Kumar and Us-
ami Index
D = (1− β).
N1∑
j=1
(
δmax − δy
δu − δy )
c
+
N∑
i=1
(
Ei
Hy(δu − δy))
c
- φm is the maximum curvature,
- δmax,j is the maximum displacement pro-
duced for the jth time
- Ei is the energy dissipated in the i
th half-
cycle
- Hy is the minimum of yield, buckling and
instability loads
- β and c are constants.
or in a matrix form for a finite set of intensities and damage states
R˜V =

µ(y1, d0) · · · µ(y1, dk) · · · µ(y1, dm)
...
. . .
... · · · ...
µ(yj , d0) · · · µ(yj, dk) · · · µ(yj, dm)
... · · · ... . . . ...
µ(yn, d0) · · · µ(yn, dk) · · · µ(y1, dm)
 (5.2)
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In order to construct the fuzzy vulnerability relation (FVR) while bringing the uncer-
tainty of material properties into account, three issues should be addressed:
• How the value of damage index for a certain intensity level will be determined based
on the results of analyses for different time histories?
• How the material uncertainty is considered?
• How the computed damage index value is expressed in terms of a damage state?
In the following, these issues will be evaluated in the scope of the fuzzy vulnerability
relation as defined above.
5.3.1 Extracting damage index from time-history analyses
According to [FEMA-273, 1997, FEMA-274, 1997, FEMA-356, 2000], where three time-
history data sets are used in the analysis of a structure, the maximum value of each
response parameter (e.g. force in a member, displacement at a specific level) shall be
used to determine design acceptability. Where seven or more time-history data sets are
employed, the average value of each response parameter shall be used to determine design
acceptability.
In other words, based on the number of time histories that are employed to represent
a certain level of seismic intensity (depending on the intensity parameter), the maximum
(for 3-7 time histories) or the average (for more than 7 time-histories) of computed damage
indices (DI) is taken as the indicator of damage. This means that in the case of 6 time
histories, the maximum of corresponding damage index values and in the case of 7 time-
histories, the average of damage index values should be taken for damage assessment.
Supposing that one of the time histories causes a considerably larger DI relative to the
average value, the acquired final DI value changes significantly if 6 or 7 time-history
analyses are performed. Such drastic changes may be avoided by applying the fuzzy
set theory: If n is the number of the available pair of time histories and DIk is the
damage index computed from the kth time-history, then the resulting damage index value
is obtained by
D̂I =

n
max
k=1
DIk 3 ≤ n < 5
0.5(n− 5) · nave
k=1
DIk + 0.5(n− 5) · nmax
k=1
DIk 5 ≤ n < 7
n
ave
k=1
DIk 7 ≤ n
(5.3)
Fuzzy Damage Index
As it will be observed in the case study of section 7.2, in a non-linear dynamic analysis,
the damage index values resulting from a certain level of intensity may show a large
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discrepancy. It is then unreasonable to represent such values by a single crisp value, such
as the mean, max or a compromise between them. In such cases, it is more rational to
express the uncertainty concerned with the expected damage index value due to each
intensity level as well. Naturally, since we are in fuzzy framework it makes sense to
model this imprecision, which probably originates from modeling deficiencies, by fuzzy
numbers, i.e. fuzzy damage indices instead of crisp damage indices. In the context of the
fuzzy systems, whenever no special shape for fuzzy membership function is prescribed,
generally a triangular membership function is assumed. Another reasonable choice is to
use the mean and variance of the DI values associated with an intensity level in order to
define a normal distribution N(DI, σDI) and then which will subsequently transformed
into a possibility distribution using (3.32).
5.3.2 Considering uncertainties in material properties
The consideration of material uncertainty is a very complicated issue in nonlinear dynamic
analysis. Very few software packages are at the moment equipped with modules that
can consider the uncertainty in the material properties and represent it in the response
parameters in terms of probability distributions.
Beside all the other applications introduced hitherto in this text, fuzzy theory also
provides a proper framework to consider material uncertainties, which guarantees a self-
contained methodology. In this way, the user can employ any finite element package to
carry out the (non-linear) time-history analyses while considering material uncertainties.
As explained in section 5.3.1, for every set of time histories associated with a ground
motion level, one value for the damage index is calculated. Based on the effect that
an increment in the value of a material property will have on the vulnerability of the
structures three situations can be envisaged:
1. The increase in the value of the material parameter increases the vulnerability of
the structure (e.g. density, Figure 5.1a)
2. The increase in the value of the material parameter decreases the vulnerability of
the structure (e.g. yield stress, Figure 5.1b)
3. The effect of the parameter on the vulnerability of the structure is not predictable
(e.g. Poisson ratio, Figure 5.1c).
These uncertainties are considered in the methodology as described in the following.
The uncertainty about each material property is represented by fuzzy membership func-
tions, as shown schematically in Figure 5.1. Constructing these membership functions is
quite easy. The user must simply determine the interval which contains the values of the
parameter with certainty, i.e. its support, shown as [x2, x3]; where x is the parameter of
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interest u(i) for the type 1 parameter number i, v(j) for the type 2 parameter number j,
and w(k) for the type 3 parameter number k. In the cases where the uncertainty of the
parameter is given by the mean value and standard deviation, the triangular membership
function can be constructed by approximating the normal distribution with a triangular
one.
(a) (b) (c)
Figure 5.1: Relation of vulnerability with material parameters: (a) increasing, (b) de-
creasing, (c) not known
(a) (b) (c)
Figure 5.2: Membership functions of material parameters: (a) increasing, (b) decreasing,
(c) not known
Analysis cases are then defined for the configuration of material properties of the
structure. For instance, DI(u
(i)
1 , v
(j)
1 , w
(k)
1 ) means an analysis case, in which values of
parameters u(i), v(j) and w(k) are values corresponding to u
(i)
1 , v
(j)
1 and w
(k)
1 respectively.
Let Ux =
⊔l
i u
(i)
x be an analysis case where u(i) is equal to u
(i)
x for x = 1, 2, 3. For example,
U1 means the core (vertex) of all vulnerability increasing parameters u
(i)
1 . We define Vx
and Wx accordingly. The damage index could then be computed and expressed in terms
of a fuzzy number in which its coordinates are determined by analyzing the structure with
different configurations of material values. For example, as can be seen in Figure 5.3, the
vertex of this membership function is achieved by analysis case DI(U1, V1,W1). This
is not only proved by the extension principle and fuzzy calculus, but is also a necessity
because in the case that there is no uncertainty about any of these parameters, i.e. having
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spikes instead of triangles, the result of analysis will be a crisp value, (cf. section 5.3.1),
which is given by the aforementioned analysis case. Knowing the effect of these parameters
on the vulnerability (increasing or decreasing or not known) one can find the start of the
support of the damage index by taking the minimum of the resulted damage index from
the analysis cases DI(U
(i)
2 , V
(j)
3 , w
(k)
2 ) and DI(U2, V3, w
(k)
3 ), i.e.
min
k
[
DI(U
(i)
2 , V
(j)
3 , w
(k)
2 ),DI(U2, V3, w
(k)
3 )
]
(5.4)
This suggests that in the case of n material parameters with unknown effect on the
vulnerability, the start of the support is found by taking the minimum of n2 analysis
cases. The end of the support could be similarly be obtained by taking the maximum of
the damage index values in analysis cases DI(U
(i)
3 , V
(j)
2 , w
(k)
2 ) and DI(U
(i)
3 , V
(j)
2 , w
(k)
3 ).
This means that, for n material parameter with unknown effect, 2(n+1) + 1 analyses of
the structures are required. Fortunately, the number of material properties are often not
too many, and the (increasing or decreasing) effect of most of them on vulnerability has
been, or can be, investigated in parameter analysis.
Figure 5.3: The uncertainty distribution of the damage indicator due to material un-
certainties
5.3.3 Fuzzy damage states and Fuzzy Vulnerability Relation
Several sources [FEMA-273, 1997, HAZUSrMH, 2003] have cited the definition of damage
states for different structural types by intervals of damage index values. These damage
states definition are defined based on heuristic methods and/or expert opinions. The
motivation for interpreting the values of damage index in terms of damage states is to
connect this computed response of the structure to a qualitative measure of damage. This
has two main advantages:
• The computed vulnerabilities can be validated or, if required, modified with the
documented damages.
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• Financial losses and casualties of earthquakes as well as the secondary damages (fire
following earthquake, release of hazardous materials, inundation, etc.) are correlated
with qualitative measures of damage, i.e. damage states.
Nevertheless, crisp definitions of damage states (e.g. Figure 5.4) have two serious
flaws: first, it causes sudden jumps to a higher damage state as soon as the computed
damage index value reaches the bound of the damage state interval and this would cause
a drastic change in the assessed losses and following consequences. Moreover, descriptions
in this chapter have indicated that small (or even large when nonlinearity is also present)
discrepancies, particularly in dynamic analysis, are expected. This means that when
the damage index value is near the boundaries of a damage state, we are in danger of
underestimating or overestimating the consequent damage state. The increase in the
seismic intensity will show no change in the expected damage of the earthquake until the
threshold of the next damage state is reached. One easy solution to this problem is to
increase the damage state. The disadvantage of this solution is that it is hard to define
numerous damage states in a qualitative manner. The other solution is, as described in
section 2.6.1, to consider damage states in a probabilistic way as it was applied to the
case of fragility curves or DPMs. Plainly stated, instead of assigning a damage state to
a certain intensity level (and thus damage index value), the probability of occurrence of
each damage state under that level of seismic excitation is expressed.
Figure 5.4: Example of defining damage states with crisp intervals (Medium rise
Moment-resisting steel frame, precode)
Anyhow, it is indeed one of the specialities of fuzzy set theory to address such problems,
i.e. in lieu of determining probability of each damage state due to a certain damage
index, we speak of the degree of compatibility of the damage index value within each
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damage state. In other words, damage states are defined by means of fuzzy intervals
instead of crisp intervals. Apart from the fact that this method of expressing vulnerability
will be best coupled with the FPSHA results, one might still ask why the probabilistic
interpretation has not been accepted and instead a fuzzy one is preferred. The answer to
this question lies in the nature of the uncertainty we are facing here. The damage states
are defined for each structure type in a qualitative way; for instance [HAZUSrMH, 2003]
defines the moderate damage state for steal structures as
“Some steel members have yielded exhibiting observable permanent rotations
at connections; few welded connections may exhibit major cracks through welds
or few bolted connections may exhibit broken bolts or enlarged bolt holes.”
making it crystal clear that damage states are a crisp concept and therefore should not
be defined qualitatively by crisp intervals either. We see in Figure 5.5 that the damage
index value represented by the dotted arrow still fully implies extensive damage. The
slightly different damage index value (solid arrow), however, does not fully imply mod-
erate damage as in Figure 5.4. On the contrary, this interstory drift value still has more
compatibility with the extensive damage state, rather than moderate damage. Further-
more, in the case that the value of damage index is available, it is not sensible to talk
of probability of experiencing different damage states. It will be rather reasonable to say
that this value connotes this or that damage state to a certain degree.
Figure 5.5: Example of defining damage states with crisp intervals (Medium rise
Moment-resisting steel frame, precode)
As it was mentioned in sections 5.3.1 and 5.3.2, the damage index assessed by numerical
analysis might be afflicted with uncertainty due to the material properties’ uncertainties
or discrepancies of dynamic analysis. This case is seriously problematic in traditional
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approaches because an uncertain damage index is difficult to be interpret with crisp
damage states, i.e. deducing the damage state when the plausible range of damage index
value does not lie within the bounds of an individual damage state.
In our system, however, by finding compatibility degree of damage states with the
damage index (corresponding to a certain intensity level), the elements of fuzzy vulner-
ability relation matrix of (5.2) will be constructed (Figure 5.6). Naturally, crisp damage
index values are a special case of this (Figure 5.5).
Figure 5.6: Example of defining damage states with crisp intervals (Moment-resisting
steel frame)
The question that can arise after justifying the fuzzification of damage states, is how
to fuzzify the damage states, i.e. how to define the membership functions of fuzzy dam-
age states. This problem has been referred to as elicitation methods in the fuzzy set
theory literature and has been comprehensively addressed [Hersh and Carmazza, 1976],
[Chameau and Santamarina, 1987a, Chameau and Santamarina, 1987b], [Turksen, 1988,
Turksen, 1991], [Zysno, 1981], [Dubois and Prade, 1989, Dubois and Prade, 1993], and
discussing this issue in detail is out of the scope of this study.
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5.4 Extracting Fuzzy Vulnerability Relations from
other sources
The preceding section described comprehensively the procedure of extracting fuzzy vulner-
ability relation from nonlinear dynamic analysis. But fuzzy vulnerability relation should
not necessarily be constructed through such a rigorous procedure. Fuzzy vulnerability
relation can also be extracted from other simulation procedures or be constructed by
transforming alternate vulnerability representations introduced in section 2.6.1. This is-
sue will be discussed briefly in the following section.
5.4.1 Extracting Fuzzy Vulnerability Relation from other nu-
merical procedures
After description of the method for nonlinear dynamic procedure, extracting of fuzzy
vulnerability relation (FVR) can easily be described for statical numerical procedures as
follows.
Linear Static Procedure
Recalling the process of LSP from section 2.6.2, the seismic loading is proportional to a
ground motion intensity parameter (mostly Sa or Sd). The structure will then be analyzed
under this static loading. The damage index in LSP is generally the maximum drift of
the structure, which is associated with different damage states, as schematically displayed
in Figure 2.4a. FVR can be then constructed by fuzzifying damage states similar to the
procedure described in previous section.
Nonlinear Static Procedure
The case of NSP is a bit more complicated. Considering nonlinear effects, the changes
of damping ratio of the structure due to the loading should be taken into account. In
this procedure the capacity of structure is characterized with a push-over curve (also cf.
2.6.2). On the other hand, for each level of intensity (macroseismic intensity or another
parameter) a seismic demand in terms of response spectrum can be calculated. Such
spectra are either available or can be constructed, as it was mentioned in this chapter.
Superposition of the structure capacity and seismic demand, the maximum drift is defined
as function of seismic hazard parameter (Figure 5.7). Now if the fuzzy damage state is
defined based on the maximum drift, the fuzzy vulnerability relation can be constructed
easily.
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Figure 5.7: Scheme of obtaining response function through NSP
5.4.2 Transforming Alternate Vulnerability Representations into
Fuzzy Vulnerability Relation
Transforming the vulnerability relations that consider uncertainty through probabilistic
methods into fuzzy vulnerability relation is quite easy. In the case of DPMs (cf. Figure 2.5)
the probability distribution of central damage factor (CDF) for a certain MMI intensity,
P (CDF |MMI), can be transformed into a possibility distribution (e.g. Figure 5.8).
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Figure 5.8: Damage state likelihoods of Intensity MMI=IX corresponding to an on-
ground liquid storage tank (facility class 43 [ATC-13, 1985]): (a) Original (probability);
(b) transformed (possibility)
Fragility curves, however, express the probability of exceedance of damage states for
each intensity level. Therefore, first, the probability of damage state should be found.
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Recalling equation (2.25), the probability of each damage state can be written as
P(DS = dsi|y) = P(dsi|y)− P(dsi+1|y) for i = 1, 2, . . . , n− 1 (5.5)
and P(DS = dsn|y) = P(dsn|y). Next, this probability distribution over damage state for
each level of intensity parameter (e.g. spectral displacement) will be transformed into the
corresponding possibility distribution. (Similar to the case of DPMs)
5.5 Overview of the FVA Procedure
It would be useful to conclude this section with an overview of the fuzzy vulnerability
analysis procedure (Figure 5.9). It can be seen that practically all the steps are the
same in static and dynamic approach. The only differences is that in dynamic analysis
we naturally have to provide suitable time histories. On the other hand, in the static,
analysis if material uncertainty is not brought into account, the damage index value might
be considered as crisp.
Figure 5.9: Scheme of fuzzy vulnerability relation: dynamic vs. static procedure and
their common steps
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Chapter 6
Fuzzy-Probabilistic Risk
Management System
6.1 Introduction
Section 1.1 alluded to the fact that if the imprecision of the probability of hazard and
thus consequent risks is not considered and quantified properly, it might cause a state of
“pseudo-optimism” which in turn would cause the risk posed by natural hazards to be
underestimated or even ignored. This underestimation or ignorance of risk might lead to
catastrophic loss of life and capital as we have been witnessing in recent years. It was
also discussed that the state of pseudo-optimism does not occur merely due to the lack
of means for mitigating the risk (disproving example: hurricane Katrina) or due to the
lack of awareness of the size of likely catastrophe (disproving example: likely earthquake
in Tehran).
It was then argued that a risk assessment system is required, which on the one hand
can consider the various uncertainties involved with natural hazards, and on the other
hand can express the assessed risk in a more comprehensible manner. It was justified that
a proper strategy for developing such a system is to fix the deficiencies of conventional risk
assessment method through a component-based approach. In chapter 2 the components
of , i.e. seismic hazard assessment and vulnerability analysis, were introduced and state of
the art methods for each component were presented. Later on, it was shown that the gaps
in both procedures have been properly filled by a targeted improvement of corresponding
deficiencies through applications of fuzzy set theory.
In this chapter, the concept of a fuzzy-probabilistic risk management system for natural
hazards will be discussed. The core of this system is an appropriate composition of
fuzzy probabilistic hazard and fuzzy vulnerability analysis, in order to achieve a fuzzy
probability distribution of risk.
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6.2 Concept
Figure 6.1 shows a scheme of the proposed fuzzy-probabilistic risk management system.
Readers from other disciplines might already have recognized the structure of this risk
assessment/management system is constructed in a way that it could be applied to other
natural hazards as well. An analogy of seismic hazard with the two other main natural
hazards, namely windstorms (hurricanes, typhoons, tornados, . . . ) and floods, reveals
some general similarities: all these risk agents might be released at a source some distance
from the site of interest but still be destructive as they hit the site. Their severity as they
reach a site depends on the path and their original amount of energy.
The amount of knowledge we have about the occurrence and consequences of a natural
hazard, however, depends to a great extent on its specific individual features as well. For
example, the fact that it takes days from formation of a cyclone on the ocean till it reaches
the coast, gives us the chance to detect it and predict its landfall early on. Furthermore,
powerful weather simulation programs can calculate the probability of storm’s intensity,
at a particular site, based on its likely path. Contrary to this, a strong earthquake can
be detected no sooner than a couple of minutes before it actually occurs. It can be said
that in the short term (up to one week), meteorology, which significantly contributes to
the risk assessment of flood and windstorms, is more reliable than seismology. In the
long term, however, seismological theories, such as continental drift, deliver much more
credible predictions than the meteorological ones. On the other hand, windstorms occur
about 10 times a year along the Atlantic coast of North America and in the Gulf of
Mexico and have been recorded in the United States for over 150 years. This means that
a considerable amount of statistical data are available. Likewise, in the case of floods,
which occur more frequently than earthquakes, more abundant data samples for hazard
and vulnerability analyses are available.
The requisite of applying this methodology for risk assessment of a hazard is then an
investigation into the physics of the hazard and its consequences, as well as the available
observed data. Based on these, the suitable parameters for hazard and vulnerability
analyses can be determined.
6.2.1 Fuzzy Probabilistic Hazard
It is clear that the cornerstone of every risk assessment procedure, regardless of the risk
agent, is hazard assessment. In particular, it has been tried to demonstrate that a prin-
cipal deficiency in the current risk analysis methods of natural hazards lies in the hazard
assessment part, namely where a pure probabilistic assessment is afflicted with imprecision
in most cases.
Chapter 4 demonstrated how the seismic hazard can be modeled by a fuzzy proba-
bilistic concept in terms of possibility-probability distribution. This concept was based on
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Figure 6.1: A scheme of the fuzzy-probabilistic risk management system
a mathematical framework which integrates the background knowledge about the hazard
of interest with the previously observed magnitudes. It should be noted again that the
procedure described in section 3.4 could have been directly applied to the desired intensity
parameter, should the necessary statistical data and/or prior probability distribution be
available. In the same way, it could have been applied to the intensity of any other risk
agent in the site of interest. However, in order to apply this method to natural hazards
other than earthquakes, one should first determine the suitable site-hazard parameter (in-
tensity). These parameters must be selected in a way that could be associated with a large
part of the existing information regarding the target hazard in the form of statistical data
or background knowledge (e.g. empirical or theoretical based probability distributions).
On the other hand, it should be feasible to associate these parameters with damage or
loss.
If such data are not available for the site-hazard parameter, then the physics of the
genesis of the risk agent and its source-to-site relation (predictive relationship) should be
investigated. By determination of the appropriate source-hazard parameter (magnitude)
and source-to-site relation, as shown for the case of earthquakes, the likelihood of the
target hazard at the site of interest can be determined. Using predictive relations or pro-
cedures is particularly useful if the released hazard can affect the site with multiple agents.
In chapter 2 some of the risk agents of seismic hazard such as tsunamis, landslides and liq-
uefaction were mentioned. Other hazards can also act with multiple agents. Hurricanes,
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for instance, can cause damage, not merely because of the wind agent, but also through
flooding the areas due to intensive rain (and sea surge in coastal areas). Furthermore,
the same agent might hit the site from different sources, as it was described for the case
of multiple seismic sources (cf. section 4.7). Another good example for this situation are
the coastal cities, which can undergo damages due to both coastal and riverine flooding.
6.2.2 Fuzzy Vulnerability Relation
Vulnerability may be defined as an internal risk factor of the system or subject that is
exposed to hazard and corresponds to its intrinsic susceptibility to be damaged or affected.
In other words, vulnerability analysis determines the level of damage or likelihood of each
plausible damage state associated with every level hazard.
For vulnerability analysis, methods described for seismic hazard can be employed.
Nonetheless, due to the complexity of modeling the behavior of structures in windstorm
and flooding, often statistical data and expert opinions are employed for developing the
vulnerability relations. On the other hand, as these hazards are more frequent than
earthquakes, their observed data samples are more abundant [HAZUSrMH, 2003]. In the
case of multi-agent hazards, the vulnerabilities should be analyzed with regard to each
hazard and then superposed to achieve a total vulnerability, based on the hazard intensity
in the site of interest.
As it was shown for seismic hazard, other representations of vulnerability can be
easily transformed into fuzzy vulnerability relations. Using different techniques, we can
even exploit multiple data sources for computing the vulnerability. For instance, if a
DPM and a numerical model are available, one can use the DPM in order to define the
initial fuzzy vulnerability relation. The result of numerical analysis can then be utilized as
training data for modifying the vulnerability relation. Neuro-Fuzzy approach has proved
to be a convenient, but not necessarily the best tool for such purposes [Karimi, 2003,
Karimi et al., 2003].
6.2.3 Composition of relations
In the conventional risk analysis method, which is based on a probabilistic approach, if Y
is a function of X,(e.g. the attenuation relationship (2.10) that defines ground motion as
a function of magnitude), the probability of Y = y∗ or Y > y∗) can be derived in similar
to equations presented in section 2.5.4 as
P [Y = y∗] =
n∑
i=1
P[Y = y∗| xi] · P(xi) (6.1)
We know, however, that fuzzy relations are the more general form of functions (cf.
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section B.2). Moreover, Fuzzy relational calculus provides a uniform and coherent frame-
work in which the different modules and components of a risk assessment system can be
formalized and integrated in an elegant and simple way. The fuzzy framework is also
ideally suited for combining heterogeneous information sources, which is a point of major
importance in risk assessment applications.
Fuzzy relations in different product spaces can be combined with each other through
composition operation . Different versions of composition operation have been suggested,
which differ in their results and, also with respect to their mathematical properties. Let
us consider two binary relations R˜1 and R˜2 as
R˜1 =
{(
(x, y), µ
eR1
(x, y)
) ∣∣ (x, y) ∈ X × Y } (6.2)
R˜2 =
{(
(y, z), µ
eR1
(y, z)
) ∣∣ (y, z) ∈ Y × Z} (6.3)
(6.4)
the composition of the relations is given by
R˜1 ◦ R˜2 =
{(
(x, z), µ
eR1◦ eR2
) ∣∣ x ∈ X, z ∈ Z} (6.5)
with
µ
eR1◦ eR2
=
∨
y
µ
eR1
(x, y) ∧ µ
eR2
(y, z) (6.6)
where ∨ and ∧ are the sum and product operators respectively (cf. appendix B). ∨ is a
conjunctive operator (t-conorm), usually the maximum, and ∧ is a disjunctive operator
(t-norm) such as the minimum or the algebraic product. The max-min composition has
become the best known and the most frequently used one. However, often the so-called
max-product composition lead to results that are more appealing.
Thus, equation (6.1) can be written as a composition of two fuzzy relations
P˜(Y ) = R˜X→Y ◦ P˜(X) (6.7)
and by using maximum and product operators
P˜(Y = y∗) = π(y∗, θ) =
∨
i
µ
eR(xi, y
∗) · π(xi, θ) (6.8)
It can be easily shown that in the case of crisp hazard curve and vulnerability (or
attenuation) relation, the result of (6.1) and (6.8) will be identical, i.e. if
P[Y = y∗| xi] =
{
1 i = k
0 otherwise
(6.9)
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and letting P(xi) = θk, (6.1) yields
P [Y = y∗] = θk (6.10)
On the other hand, if we put
P˜(X = xi) = π(xi, θj) =
{
1 j = k
0 otherwise
(6.11)
and
µ
eR(xi, y
∗) =
{
1 i = k
0 otherwise
(6.12)
the (6.8) gives
P˜(Y = y∗) = π(y∗, θj) =
{
1 j = k
0 otherwise
(6.13)
Hence it is proved that the results of fuzzy probabilistic risk analysis system and proba-
bilistic risk analysis are identical, provided that the imprecision induced by incompleteness
of data or the uncertainty about the adequacy of background knowledge vanishes.
6.2.4 Damage/loss risk in terms of PPD
It has been indicated before that combination of hazard and vulnerability yields the risk of
loss. In our methodology that hazard and vulnerability are in the form of fuzzy relations,
the relational calculus discussed in the previous chapter will be applied to calculate the
possibility-probability distribution of risk. If the (cumulative) PPD of hazard intensity is
given by
P˜(Y ) =
[
pi(yi, θj)
]
(6.14)
and fuzzy vulnerability (e.g. intensity-damage) relation is defined by
R˜V =
{(
(yi, dk), µ eRV (yi, dk)
) ∣∣ yi ∈ Y, dk ∈ D} (6.15)
then the damage (or loss) risk PPD is computed by
P˜(D) = R˜V (Y,D) ◦ P˜(Y ) =
n∨
i
µ
eRV
(yi, dk) ∧ π(mi, θ) (6.16)
Applications of Risk PPD
It was declared in the first chapter that the motivation of developing this risk assessment
system was not merely considering uncertainties in a more proper and credible way, but
also presenting the results in a form that expresses the risk in more informative and reliable
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manner. It was seen that depending on how vulnerability analysis is interpreted, the
result of fuzzy-probabilistic risk analysis can be the (cumulative) possibility-probability
distribution (PPD) of damage or loss. Theis fuzzy probability distribution of damage/loss
can be applied to present a more realistic comprehension of the actual risk.
The first application of (cumulative) risk PPD is to find the fuzzy probability (of ex-
ceedance) of certain damage or loss level. For the sake of convenience let us consider the
cumulative possibility-probability distribution of damage ratio (DRCPPD) as F˜DR(dr)
(Figure 6.2). The damage ratio (or damage factor according to [ATC-13, 1985]) is de-
fined as the cost of restoring an structure divided by the present value of the structure
[Blume et al., 1977]. Since damage ratio can be easily correlated with damage states, it
is an indicator of both damage and loss.
Figure 6.2: A damage ratio CPPD
The probability of exceeding the damage ratio DRk is then given by
P˜(dr ≥ drk) = π(drk, θ) (6.17)
as shown schematically in Figure 6.3a. Alternatively, one could search for the damage
ratio pattern corresponding to a specific probability of exceedance θl, which is given by
π(dr, θl) (Figure 6.3b).
Furthermore, the fuzzy nature of this representation enables us to find the possibility
distribution of probability or damage/loss for a vaguely defined damage, or probability
level respectively. For example, one can ask for the damage pattern corresponding to a
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(a) (b)
Figure 6.3: Schematic possibility distribution of (a) probability of exceedance of damage
ratio drk; (b) damage ratio corresponding to a probability of exceedance of θl
“high probability”, or the probability pattern of a “catastrophic loss”. The fuzzy member-
ship function of high probability or catastrophic loss should be defined in the application
context by experts. For instance, suppose that “high probability” has been characterized
by a membership function. The corresponding damage ratio pattern could then be given
by
1∨
θ=0
[π(dr, θ) ∧ µhigh−probability(θ)] (6.18)
Naturally, these possibility distributions can be defuzzified to crisp values of probabil-
ity or damage ratio. Even in this case, the consideration of the uncertainties in the hazard
probabilities has not been in vain, because the approximation has been done in the final
step and therefore the result is more reliable. Nevertheless, a blind defuzzification1 is not
recommended because a clear advantage of this methodology is in providing a reliable
framework for expressing confidence intervals for each of the confidence levels in terms of
possibility distribution, which provides the decision makers with useful extra information.
This extra information, which will vanish through defuzzification, might help to avoid a
wrong estimation of the risk. Moreover, there are multiple methods for defuzzification
[Jang et al., 1997] and selecting one of them, should a crisp result be desired, is an issue
of decision-making as well.
For example, consider that the likelihood of severe damage is expressed by the prob-
ability patterns shown in Figures 6.4a and 6.4b. The defuzzified values of both fuzzy
probabilities are equal to θi (no matter what the defuzzification method). Nevertheless,
according to Figure 6.4a, the confidence level that the true probability lies within the
interval [ θ
(1)
l , θ
(1)
u ] is 1, whereas it is almost 0.6 in Figure 6.4b. Conversely, the support
of possibility distribution in the first case is almost halved in the latter. Yet, if these
1 meaning that only a crisp number is the presented without showing the possibility distribution that
has generated it
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two probability intervals are expressed as the likelihood of a risk, the second one gives
many people more reassurance, because the increased uncertainty gives them a virtual
hope that things may not go terribly wrong; what as I called it “pseudo-optimism”.
(a) (b)
(c) (d)
Figure 6.4: Schematic possibility distributions
Moreover, the possibility distribution of Figure 6.4c also has the same core as the
former two and, according to some methods, this will yield the same defuzzified value.
Conversely, the centroid of the third distribution lies to the right of the core, which signals
that the least surprising probability might be an underestimation of the risk. Nevertheless,
one can argue that considering the lower and higher probabilities in addition to the least
surprising probability might have prevented a wrong estimation of the risk as well. This
claim will be disproved, if we consider the possibility distribution of probability in Figure
6.4d. We see that this distribution has the same support as that of Figure 6.4b. However,
the confidence level of θ
(1)
l is about 0.8 in Figure 6.4d, whereas it is about 0.6 in Figure
6.4b. This means that with the same decision (considering the probability of extensive
damage as θ
(1)
l ), we are in a safer position according to PPD of Figure 6.4d compared to
that of Figure 6.4b.
Fuzzy Expected Loss
In conventional probability theory, moments of probability distribution function are uti-
lized in order to provide evaluations of the probability distribution. These moments are
defined through expectation function or operator. Suppose that the probability distribu-
tion function of a random variable X is defined by p(x). The expectation of a real valued
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function f on X is given by
E[f(x)] =
∫
X
f(x)p(x)dx (6.19)
Particularly, the first moment which is also called mean value is defined by
E[X] =
∫
X
xp(x)dx (6.20)
Strictly speaking, the fuzzy expected value of a fuzzy probability distribution is a fuzzy
number (or a fuzzy set). Suppose that we have a fuzzy probability distribution p˜(x) as
p˜(x) =
{
π(x, θ)|x ∈ X, θ ∈ Θ = [0, 1]
}
(6.21)
∀ α ∈ ]0, 1], let
p
α
(x) = min
{
θ | π
ep(x, θ) ≥ α
}
(6.22)
p α(x) = max
{
θ | π
ep(x, θ) ≥ α
}
(6.23)
where p
α
(x) is the minimum probability in α-cut with respect to x, and p α(x) is the
maximum probability in α-cut with respect to x. The finite closed interval
p˜α(x) ,
[
p
α
(x), p α(x)
]
(6.24)
is called α-cut of p˜(x) with respect to x. The upper and lower expectations can be then
defined as
E α(x) =
∫
X
x p
α
(x)dx, E α(x) =
∫
X
x p α(x)dx. (6.25)
We call
Eα(x) ,
[
E α(x), E α(x)
]
(6.26)
the expected interval of α-level of p˜(x) with respect to x and
E˜(x) ,
∫
Ω
xp˜(x)dx ,
⋃
α∈]0,1]
αEα(x) (6.27)
is called the fuzzy expected value (FEV) of p˜(x), also denoted as FEV (p˜(x)). The most
common way to defuzzify a fuzzy expected value E˜(x) into a crisp value is the so-called
center-of-gravity method:
CG
(
E˜(x)
)
=
∫
X
xµ
eE(x)dx
/∫
X
µ
eE(x)dx. (6.28)
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6.2.5 Risk Mitigation and Benefit-Cost Model
The ultimate application of risk assessment is to provide a realistic image of the likely
losses. This image is the motivation for undertaking mitigation measures, in order to
reduce the impacts of the catastrophe. Damage and loss can be mitigated in a number of
ways. Figure 6.5 shows, for example, different measures that might be taken for reduc-
ing the loss on account of an earthquake. The fundamental problem in earthquake risk
management is to find the best solution for mitigating risk of loss.
Figure 6.5: Mitigation of earthquake risk
In some cases, decision on risk mitigation is relatively easy; if the risk assessment
indicates that collapse is likely or there is a significant risk to life-safety, then the risk must
be reduced. However, given that life-safety has been addressed, then to what additional
extent should earthquake risk be reduced to make operational and financial sense? It
was mentioned before that since the occurrence of natural hazards cannot be prevented
or manipulated, we must reduce the vulnerability of the elements at risk in order to
moderate the risk of loss. After all, reducing the vulnerability of structures also imposes
costs and unlike loss risks, they are real amounts. Therefore an appropriate framework
for decision making is demanded. The decision as to whether that risk is acceptable or
not should be based on two fundamental criteria:
• What loss would be tolerable, should it occur?
• How easy (i.e. at what cost) would it be to reduce the loss?
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Suppose that Figure 6.6a shows the damage ratio PPD of a structure. By taking some
mitigation measures with a certain cost (e.g. mass reduction or increasing members’
sections), the vulnerability of the structure is changed and thus the new damage ratio
PPD is calculated, as displayed in Figure 6.6b. The question is, how to judge whether
taking such measures is worth reducing the risk. In order to address this issue, two fuzzy
probability distributions should be compared with a crisp number. Furthermore, it is
important to know the optimum amount of effort that should be spent in mitigating the
risk of loss.
(a) (b)
Figure 6.6: Damage ratio PPD (a) original; (b) after mitigation
For this purpose a fuzzy benefit-cost model should be developed. The simplest sug-
gestion is that the decision-maker seeks the mitigation initiative that maximizes the net
benefits, i.e. benefit minus cost associated with each mitigation alternative, where the
benefit in this case is the reduced loss (maximization concept). In other words, for a
mitigation strategy i
B = E˜0(l)− E˜i(l)− Ci (6.29)
where B is the net benefit and E˜0(l) and E˜0(l) are respectively, original and mitigated
fuzzy expected loss, computed by equation (6.27).
Nevertheless, equation (6.29) becomes problematic in practice, since it involves sub-
straction of two fuzzy values. This can be shown by a simple example. Suppose that
no mitigation has been undertaken, i.e. C = 0. The net benefit should then become a
crisp zero as E˜0(l) = E˜i(l). The result is instead, a fuzzy zero whose support is twice the
support of the fuzzy expected loss E˜0(l).
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The corollary of the maximization concept is the minimization of the total cost (min-
imization concept), where the total cost is the fuzzy expected loss plus the cost of miti-
gation and fuzzy addition, i.e.
Ct = E˜i(l) + Ci (6.30)
This is shown in Figure 6.7, where A is the least total cost. Note that mitigation
measure A does not necessarily correspond to mitigation measure B, the crossing of the
expected loss curve with the mitigation cost curve.
Figure 6.7: Cost versus mitigation
When imprecision is ignored, applying the minimization rule is straightforward and
expresses the decision-maker’s simple desire for less of a bad thing. But where the ex-
pected costs corresponding to different mitigation strategies are imprecise, ranking them
in order to find the minimum is not trivial, since the set of fuzzy quantities has no natural
total-ordering structure. The simplest way is to rank these fuzzy values through their
defuzzified value. More rigorous solutions have been presented and justified in the liter-
ature, particularly by [Dubois and Prade, 1998]. On the other hand, the fuzzy expected
loss cannot be computed for every possible mitigation measure. The reason is simple: for
each case the vulnerability of the structure should be computed again, which makes the
process too time consuming.
An alternative method is to use a satisficing decision rule, i.e. finding the alternative
that satisfies the decision-maker’s standards. For example, in safety decision the goals may
be to “reduce the risk of death less than 0.01%” or “the expected loss corresponding to a
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probability of exceedance of 10%, shouldn’t exceed 100,000$”. Recalling the discussions
of section 6.2.4, we see what a powerful tool the fuzzy-probabilistic risk assessments is.
Apart from the fact that the loss or the probability corresponding to such propositions
is represented in a more reliable way, we are allowed to use vaguely expressed criteria in
this methodology. For example, a client might demand that “the restoration cost for a
not so likely earthquake should be acceptable”. The system can express the current loss
and if it were not “acceptable” (which can be measured by its compatibility to acceptable
membership function), a mitigation strategy can be suggested.
6.3 Programs
In order to realize the risk assessment methodology introduced in this thesis so that they
are applicable for real case studies, the methodology has been implemented in computer
programs. Due to the abundance of developed functions and toolboxes as well as con-
venience of the MATLAB for mathematical computations, this programming language
has been selected for implementing the proposed method. Here, an introduction to the
programs will be presented.
6.3.1 Utility Functions and Routines
INPUTS
This routine is called inside all the programs and routines and even in most functions.
In this routine the global variables which define the parameters of seismic hazard and
vulnerability analysis will be entered in terms of vectors and scalar variables. A description
of these variables are provided in the Table 6.1.
If it is desired to have a magnitudes range larger than the range of observed magni-
tudes, the observed frequencies for the extended range in the ni should be set to zero
correspondingly.
GR and GRexc
The function GR computes the probability values θ¯(i) according to (4.1) for the magnitude
range taken from M in INPUTS. The value ∆ is the magnitude step in Vector M. The function
GRexc is similar to GR but calculates the probability of exceedance according to (4.9). The
result of these functions are stored in the local variable GRteta and the global variable
Gut_Rich.
posteriorprobability
This function computes the posterior probability according to (3.27) and (3.28) from prior
probability distribution (here delivered by GR or GRexc) and the frequencies of observation.
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Table 6.1: Variables of the subroutine INPUTS and their description
Variable Symbol Description
Magnitude M
defines the vector of magnitudes with the desired range
and steps
Frequency ni
contains observed frequencies of magnitudes to corre-
sponding to the values of
Spectral Accel-
eration
Sa
the values for desired range of spectral acceleration (or
other intensity parameter of interest, if the corresponding
attenuation relationship is available)
Probabilities
theta
probability values θ for which the possibility degrees in
PPDs are expressed.
thetaq
partition of the probability unit interval for the calcula-
tion of qj values by (3.27)
Distance distance
this vector gives the distances for which the membership
degree will be defined.
Gutenberg-
Richter con-
stants
alpha,
beta
α and β of Gutenberg-Richter recurrence law
operator selec-
tion variables
p,m
variable for determining the product and sum operators.
Setting them to 1,2 and 3 uses logical, algebraic and
bounded sum operators
Damage states Damage
this vector gives the number and index of each damage
state
interstory
drift
ID the vector of interstory drift range and steps
ID1 The tailored ID vector for the plausible range
damage state
MF points
a, b,
c, d
coordinates of trapezoidal damage states’ Membership
functions (3.18)
uncertainty fac-
tor
s reliability factor of prior probability θ¯(i) in (3.18)
Period T
The fundamental period that spectral acceleration are
computed for and determines the constants of the atten-
uation relationship (Table A.2)
This function can be directly used for parameters other than magnitude, e.g. macroseismic
intensity, if data and corresponding prior probability distribution is provided.
pptrans
This function performs the probability-possibility transformation according to (3.32) and
could be used anywhere that such transformations is desired. The arguments of the
function are teta as the variable x and postprob that is the probability distribution to
be transformed.
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composition
This function performs the composition of two relations, X and Y, according to (6.5)
and stores the result in the local variable Z. Any program that calls composition should
determine the input matrices as well as where the result should be eventually stored. It
reads from INPUTS which operators should be used for sum and product.
Tmin, Tap, Tap, Smax, Sbs, Sas
These functions model the logical, bounded and algebraic operators (cf. appendix B)
6.3.2 Main programs
MPPD and MCPPD
As it can be understood from its name, MPPD calculates possibility-probability distribution
of magnitude according to the procedure described in section 4.3 and stores the result in
a matrix with the same name. Apart from INPUTS, this program also calls the functions
GR, Posteriorprobability and pptrans.
MCPPD is similar to MPPD, however computes the fuzzy probability of exceedance of
magnitude. For this purpose, instead of GR, function GRexc will be used.
CMSaR
This function computes the cellular magnitude-spectral acceleration for a source-to-site
distance and site soil type. The program can use different attenuation relations and the
constants of that attenuation function will be loaded accordingly. Also, in the case that
the first method mentioned in section 4.4 for generating fuzzy attenuation relation is used,
the program calls pptrans function to transform the normal probability distribution into
a membership function. The result is stored in the matrix CMSaR.
Boore
This routine computes the attenuation relation based on the soil type and the distance of
the desired site form hazard source [Boore et al., 1997] (cf. Appendix A)
SaPPD and SaCPPD This routine performs the composition of MPPD and CMSaR by call-
ing the function composition. The result is stored in SaPPD matrix. SaCPPD combines
CMSaRcum and stores the fuzzy probability of exceedance of spectral acceleration in the
matrix with the same name.
IntDamR
This program imports the result of numerical vulnerability analysis and calculates the
fuzzy damage indices. After defining the fuzzy damage states based on input data, the
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compatibility of each fuzzy damage state with fuzzy damage indices are computed and
stored in a fuzzy vulnerability relation matrix (also cf. Figure 5.6).
DPPD and DCPPD
This routine performs the composition of SaPPD and IntDamR again by calling the function
composition. The result is stored in DPPDmatrix. DCPPD combines IntDamRcum and stores
the fuzzy probability of exceedance of spectral acceleration in the matrix with the same
name.
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Chapter 7
Case studies
7.1 Introduction
In order to show the application of the developed risk management system, two different
case studies have been presented. The case studies have been selected as different as
possible to each other, so that the versatility and flexibility of the developed methodology
can be demonstrated. The first case study is solved completely from scratch, i.e the
magnitude data sample and prior probability distribution were employed for performing
a fuzzy-probabilistic seismic hazard analysis are introduced in chapter 4. Furthermore,
fuzzy vulnerability analysis has been applied, using a nonlinear dynamic procedure. As a
contrast, in the second case study, both seismic hazard and vulnerability results have been
imported from other sources and incorporated into the fuzzy-probabilistic risk assessment
system.
7.2 Structure in Istanbul
The first case study is a residential building located in the European side of Istanbul
(Figure 7.1). The site of interest has a minimum distance of 25 km from the north
Anatolian fault, which has been responsible for quakes and damages in the city. The
identified magnitudes of the past 500 years have already been mentioned in chapter 4
(Table 4.1) and has been employed here. The structure is a seven-story steel moment
frame with two bays in each direction. The dimensions and element properties of the
building are shown in the three dimensional model presented in Figure 7.2. Two different
types of sections have been used: for the girders, I sections have been employed, whereas
box sections have been used for the columns. The details of the sections have been
displayed in Table 7.1.
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Figure 7.1: Location of the case study structure in Istanbul metropolitan area
(a) (b)
Figure 7.2: (a) The sample structure; (b) beam and column sections
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Table 7.1: Element properties of sample structure: (a) beam sections ; (b) column
sections
(a)
Beam sections properties
Name h(cm) w(cm) A(cm2) I (cm4)
B1 61.6 32.5 209.7 1.386E+5
B1 62.2 32.7 247.1 1.673E+5
B1 63.5 32.9 303.9 2.131E+5
(b)
Column sections properties
Name A(cm2) I(cm4) b(cm) t(cm)
C1 325.1 8.949E+4 40.6 2
C2 394.6 1.111E+5 41.1 2.4
C3 466.0 1.344E+5 41.6 2.8
C4 542.9 1.628E+5 42.4 3.2
7.2.1 Hazard Analysis
As it is common in earthquake engineering, the interval of 0.1 Richter is selected for
partitioning the magnitude range. Recalling the information given in section 4.2, the
hazard data to be given to INPUTS routine are given in Table 7.2
Table 7.2: the input variables and vectors for the case study Istanbul
Variables Symbol Values
Magnitude M [6.8:0.1:7.4]
Probabilities teta [0:0.001:1]
Spectral acceleration Sa [0.05 0.30 0.61 0.80 0.98 1.37]
Relative Frequencies ni [2, 0, 1, 2, 3, 5, 3]
β beta 2.07
Prior knowledge uncertainty factor s 0.75
Partition of the unit interval tetaq [0:0.0005:1]
Average distance dmean 25
Shear Wave Velocity Vs 150
Fundamental Period of the structure T 1.20
Magnitude Possibility-Probability Distribution
In order to compute the fuzzy probability of magnitude we will go along the path that
was described in section 4.3. Hence we will first consider that the bounded Gutenberg-
Richter recurrence law (BGRRL) of equation (2.19) as the only source of information, i.e.
replacing the vector ni with a vector of zeros. Using this probability density function,
equation (4.1) yields the probability of occurrence of each magnitude. The uncertainty
in the probabilities delivered by this expression is considered by means of a triangular
density function according to (3.18). The value of s, as well as constants of BGRRL, have
been determined by seismology experts at the Istanbul Bogˇazic¸i University. The result is
illustrated in Figure 7.4.
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Figure 7.3: Fuzzy probability of magnitude (magnitude possibility-probability distribu-
tion) extracted from observed data
Figure 7.4: Fuzzy probability of magnitude (magnitude possibility-probability distribu-
tion) based on Gutenberg-Richter recurrence law
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Next, we assume that the only available data are the sample of earthquake magnitudes
of Table 4.2, i.e. a uniform (indifferent) prior probability distribution is considered. This
can be done by running the program MPPDdata. It employs equation (3.24) for computing
the posterior probability distribution (over probability of occurrence θ). This posterior
probability distribution will then be transformed into a possibility distribution through
(3.33). The result is illustrated in Figure 7.3. An alternative was to run MPPD by “dis-
crediting” the background knowledge, i.e. with assigning a large value (say 19) to s which
also results in an approximately uniform prior probability distribution.
Figure 7.5: Fuzzy probability of magnitude (magnitude possibility-probability distribu-
tion) based on observed data and BGRRL
Finally we consider both the observed data and the background knowledge and em-
ploy equations (3.27), (3.28) and (3.33) to obtain the possibility-probability distribution
of magnitude (Figure 7.5). As was discussed in section 4.3, it can be seen that the de-
veloped approach could properly integrate the uncertain information from both sources
and deliver a more reliable assessment of the source hazard. We can also observe in the
final result that the core (vertex) of possibility-probability distributions θ̂(i) (not to be
mistaken with θˆ(i) which is the vertex of data-driven possibility-probability distributions)
has inherited the decreasing behavior of θ¯(i) to a large extent. The reason can be easily
understood by a comparison of Figures 7.4 and 7.5 which reveals that probability distri-
butions resulting from background information are “less fuzzier”, namely more certain.
Anyhow, as we argued in section 4.3, an increase of sample size will push the final result
102 CHAPTER 7. CASE STUDIES
toward probabilities assessed from observed data while reducing their uncertainty.
Anyway, the effect of observed data upon the final result is evident in the case of
magnitude 6.9, which has not been observed in the past 500 years. Hence it has become
the only exception to the decreasing behavior of θ̂(i) as the magnitude increases.
A similar procedure could be performed for the probability of exceedance of magnitude
by calling MCPPD program with the same input data. In this case however, background
knowledge probabilities, θ¯(i) are computed by (4.9).
Figure 7.6: Magnitude cumulative possibility-probability distribution
Fuzzy attenuation relation
In the Istanbul case study, the most common attenuation relationship, namely the Joyner-
Boore relationship (cf. Appendix A) has been applied, in which the spectral acceleration
(Sa) is the intensity parameter:
ln Sa = b1 + b2 (M − 6) + b5 ln r + bv ln (Vs/VA) (7.1)
The information about soil type, distance, etc. for each cell is available through the
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Figure 7.7: Fuzzy attenuation relation
GIS system (Figure 7.1) and the other coefficients can be read from Table A.2 for each
structure period (1.20 sec for the sample structure). After assigning the values of variables,
the attenuation relationship eventually turns into a fuzzy relation between magnitude and
spectral acceleration for each cell. Thus, it can also be called a cellular magnitude-spectral
acceleration relation (CMSaR), which is expressed in terms of a fuzzy relation (Figure
7.7).
Spectral acceleration possibility-probability distribution
Recalling equation (4.7) and employing product and maximum as T-norm and T-conorm
respectively, the fuzzy probability of spectral acceleration (Sa) can be written as
P˜(Sa) = R˜A (M,Sa) ◦ P˜(M) = max
i
µR˜A(mi, sa) · (mi, θ) (7.2)
The result have been illustrated in Figure 7.8.
Before discussing the result of FPSHA, let us take a look at the result of PHSA. Using
the probability distribution of Figure 4.2b (obtained from Gutenberg-Richter recurrence
law) and considering the attenuation relationship of (7.1), which is illustrated in Figure
7.9a, the probability distribution of spectral acceleration can be calculated (Figure 7.9b).
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Figure 7.8: Fuzzy probability of Sa (a) 3Drepresentation; (b) 2D representation with
contour lines
7.2. STRUCTURE IN ISTANBUL 105
Comparing this with Figure 7.8, we see that the fuzzy probability distribution is more or
less in accordance with the crisp result. This is, as indicated before, due to the fact that
the background knowledge had a relatively higher credibility compared to the observed
data. Anyhow, in the developed methodology the uncertainties in background knowledge,
observed data and the attenuation relationship have been considered and processed in a
firm mathematical framework and hence the final result is far more reliable. It is also
interesting to investigate the results of Huang’s PPD approach in this case. Applying
(3.7) to the data of Table 4.2 with ∆ = 0.1 (magnitude intervals) we see that
q−ri = q
+
ri = 0 ∀ r, i (7.3)
Hence according to equation (3.13) for ith interval, the possibility of all probabilities
will become zero except for θ = θni = θˆ(i) which has a possibility of one, as equation
3.14 also implied. It means that in this case Huang’s magnitude PPD coincides with
the standard (non-fuzzy) point estimations, i.e. it yields crisp probabilities instead of
a possibility-probability distribution. It is notable that, as it was mentioned in chapter
4, selecting a 0.1 Richter magnitude step is very common in seismology and earthquake
engineering. Besides, this magnitude step fits this data sample very well.
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Figure 7.9: (a) Crisp attenuation relation for the target cell and structure; (b) crisp
probability distribution function of Sa
A similar procedure can be undertaken for the probability of exceedance of the hazard.
Using equation (4.10) we can compute the cumulative possibility-probability distribution
of spectral acceleration through the SaCPPD program as displayed in Figure 7.10.
7.2.2 Vulnerability analysis
Following the 1994 Northridge earthquake, which called to question the ability of many
moment-resisting steel frame buildings, the Federal Emergency Management Agency
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Figure 7.10: Cumulative possibility-probability distribution of spectral acceleration
(FEMA) and the SAC Joint Venture1, embarked on an extensive researches on this type
of structures, in order to better understand their earthquake response and develop recom-
mended design criteria. The FEMA/SAC programme of investigations included thousands
of nonlinear response history analyses of building frames and nearly two hundred connec-
tion assembly tests, resulting in a large database of statistics on the seismic behavior
of moment-frames. These investigations suggested that the performance of individual
beam-column connection assemblies is closely correlated with the plastic rotation de-
mand, whereas global frame stability is more closely related to interstory drift demand.
Since, for moment-resisting steel frames of typical configuration, plastic rotation demand
is approximately related to interstory drift demand by the formula
δi = θi + 0.01 (7.4)
where δi is the interstory drift ratio and θi is the plastic rotation demand on beam-
column connections in story “i” [FEMA-350, 2000, FEMA-352, 2000]. Hence interstory
drift was adopted as the basic response parameter to be used in performance prediction
of moment-frame behavior. Another interesting conclusion obtained from FEMA/SAC
studies is that interstory drift is an excellent parameter for judging the ability of the
structure to resist P-∆ instability and collapse. Furthermore, it is relatively easy to
1A partnership of SEAOC(Structural Engineers Association of California), ATC (Applied Technology
Council) and CUREe (California Universities for Research in Earthquake Engineering)
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evaluate interstory drift even with structural analysis programs, because it can be readily
related to other parameters or measures which are more complicated to calculate, such
as the stiffness degradation [Naeim et al., 2000]. Therefore it is extremely reasonable to
choose the interstory drift for this case.
By a comparison of Tables 4.2 and 5.1, it will be apparent that the expected earthquake
magnitudes and distances (Figure 7.1) are very similar in Istanbul and Los Angeles, albeit,
with different probabilities. Therefore the numerical analyses of the SAC time histories
(cf. section 5.2.1) were utilized for dynamic vulnerability analysis.
In order to consider the nonlinearity in the analysis, plastic hinges have been defined
at the ends of all beam elements. These are uncoupled bending moment hinges; i.e. they
represent concentrated post-yield behavior in the moment (My) degree of freedom. For
this degree of freedom a moment-rotation curve is defined that gives the yield value and
the plastic deformation following the yield. This is done in terms of a curve with values
at five points, A-B-C-D-E, as shown in Figure 7.11. The following properties, based on
[FEMA-356, 2000] criteria, are assumed for the steel moment hinges introduced into our
beam elements:
• Slope between points B and C is taken as 3% strain hardening
• Moment rotation θy is based on equations (5-1) and (5-2) in FEMA-356
• Points C, D and E are based on FEMA-356 (Table 5-6, [FEMA-356, 2000]) for
b
2 tf
< 52√
Fy
, where b and tf are the width and thickness of the beam’s flange and Fy
is the yielding stress.
Figure 7.11: The material behavior rule for plastic hinges: Point A is always the origin,
Point B represents yielding, Point C represents the ultimate capacity, Point D represents
the residual strength, Point E represents total failure.
The response of structure to each time history has been computed by a nonlinear
direct integration analysis. The structure was analyzed three dimensionally by applying
two components of each earthquake simultaneously. Note that two horizontal ground
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motion components are given for each earthquake in Tables D.1, D.2 and D.3. According
to [FEMA-356, 2000] the total interstory drift is computed by the square root of sum of
squares (SRSS) of interstory drifts in each direction, i.e.
ID =
√
ID2x + ID
2
y (7.5)
In order to determine which intensity parameter has the best interdependence with the
interstory drift in this structure, several ground motion parameters have been employed.
The parameters have been calculated through several self-developed programs according
to the definitions given in section 2.3. The results are presented in Table D.4. The spectral
ordinates have been computed for the period of 1.203 seconds, which is identical to the
fundamental eigenperiod of the investigated structure. It can be observed in Table D.4
that the evaluated intensities of each earthquake are not equal in both directions. On the
other hand, according to (7.5), for each pair of ground motion time histories (associated
with one earthquake), only one interstory drift value is computed. Hence it was decided to
correlate the total interstory drift with the SRSS of the ground motion intensities in both
directions. The coefficients of variation of intensity parameters with interstory drift for
each earthquake have been calculated after Pearson linear and Spearman rank correlation
formulae:
ρ
Pearson
=
N∑
i=1
(Xi −X)(Yi − Y )√√√√ N∑
i=1
(Xi −X)2
N∑
i=1
(Yi − Y )2
(7.6)
and
ρ
Spearman
=
N∑
i=1
(R(Xi)− R(X))(R(Yi)− R(Y ))√√√√ N∑
i=1
(R(Xi)− R(X))2(R(Yi)− R(Y ))2
(7.7)
where X and Y are the mean values and R(Xi) and R(Yi) denote the rank of Xi and
Yi. The results have been presented in Table 7.3. It can be seen that in both cases the
interstory drift of the structure exhibits a maximum correlation to the spectral acceleration
Sa. For the Pearson correlation, the correlation with Sa has a clear advantage compared to
other parameters, whereas in Spearman’s approach the interstory drift shows a fairly good
correlation with Arias intensity (Ia), Acceleration Spectral Intensity(ASI) and Effective
Peak Acceleration (EPA) as well. These results indicate that spectral acceleration is
indeed the best choice for representing the intensities of the ground motion time histories
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employed in this case study.
Table 7.3: Correlation of seismic intensity parameters with maximum interstory drifts
ID Dist. M PGA Sa Sd arms Ic SI ASI EPA Ia
max
Disp.
Pearson 0.44 0.12 0.52 0.69 0.69 0.57 0.49 0.27 0.52 0.53 0.36 0.83
Spearman 0.14 0.30 0.47 0.68 0.68 0.65 0.64 0.47 0.63 0.62 0.54 0.86
Table 7.4: Sa levels and the corresponding mean and standard deviation of ID values
Sa Level Representative Sa (g) ID σID
1 0.3 0.52664 0.11059
2 0.61 1.28650 0.29589
3 0.8 2.28368 0.57092
4 0.98 3.04842 0.60968
5 1.37 4.03626 0.88798
In order to determine fuzzy vulnerability relation, the SAC time histories are classified
in five spectral acceleration groups as shown in Table 7.4. The interstory drift associated
with each earthquake (two time history component) will be computed as described before.
For calculating the fuzzy damage index corresponding to a level of spectral acceleration,
the mean value and standard deviation of damage index results of those time histories have
been utilized to build a normal distribution. Then this normal distribution is transformed
into a possibility distribution. The result is illustrated in Figure 7.12.
Furthermore the crisp definition of damage states for this structure [FEMA-273, 1997]
will be redefined as fuzzy damage state by employing trapezoidal membership functions
(Figure 7.13).
Finding the compatibility degree of the fuzzy damage index values of Figure 7.12 with
the fuzzy damage states, the fuzzy vulnerability relation is constructed (as demonstrated
earlier in Figure 5.6). The result is presented in Figure 7.14.
7.2.3 Damage Risk
The risk of damage is computed by max-product composition of spectral acceleration
possibility-probability distribution (Figure 7.10) and fuzzy vulnerability relation (Figure
7.14) and is presented in Figure 7.15.
To show the usefulness of risk PPD in delivering a more reliable and informative
perception of risk, let us find out the probability of “moderate damage” (generally a
simple measure to assess if mitigation should be considered). The result is a possibility
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Figure 7.12: Fuzzy relation between spectral acceleration and interstory drift
Damage
States
Damage
states’s
ID
threshold
ID interval (%) a b c d
None(D0) 0 [0, 0.4[ 0 0 0.2 0.4
Slight(D1) 0.004 [0.4, 0.8[ 0.2 0.4 0.6 0.8
Moderate(D2) 0.008 [0.8, 2[ 0.6 0.8 1.6 2
Extensive(D3) 0.02 [2, 5.33[ 1.6 2 4 5.3
Complete(D4) 0.05333 [5.33, 100[ 4 5.3 100 100
(a) (b)
Figure 7.13: (a) damage state intervals and coordinates of corresponding damage state
membership functions; (b) trapezoidal membership function of a damage state
distribution illustrated in Figure 7.17a. It can be seen that least surprising probability
here is less than 0.1, which considering the form of possibility distribution, sounds to be
an underestimation. On the other hand risk PPD can be used for computing the damage
expected to a desired probability. As it was indicated in section 6.2.4, this probability
should not necessarily be defined in a crisp way. For example we can define a “high
probability” as illustrated in Figure 7.16.
The value x which defines the threshold beyond which, the probability value can
be definitely presumed as a “high probability”. Determining this value depends on the
context of the problem. In this case, which 5 outcomes (damage states) are possible, 0.2
might be an appropriate value. Applying equation (6.18), the result has been displayed
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Figure 7.14: Fuzzy vulnerability relation
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Figure 7.15: Fuzzy probabilistic risk of damage: 2D representation with contour lines
in Figure 7.17b. Once more it can be seen that the least surprising damage ratio of 25%
(slight damage) is again an underestimation.
On the other hand, vulnerability results of Table 7.4 and crisp damage definitions in
112 CHAPTER 7. CASE STUDIES
Figure 7.16: Fuzzy probability risk of damage: 2D representation with contour lines
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Figure 7.17: (a) Fuzzy probability of moderate damage state (D2); (b) Fuzzy damage
corresponding to a “high probability”
Table 7.13 produce a step-wise vulnerability function like that of Figure 7.18a. Comparing
this with Figure 7.9b which shows the crisp hazard probability distribution, suggests that
slight damage state is certainly expected (probability 100%), which is a totally implausible
result (Figure 7.18b). The reason is that all probable spectral accelerations result in a
slight damage state. It is notable that this result is obtained despite the fact that crisp
spectral values are almost similar to cores of possibility distribution.
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Figure 7.18: (a) Crisp vulnerability function; (b) crisp vulnerability assessment
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7.3 Emmerich Bridge
The aim of second case study is to show how the developed system can incorporate and
deal with the result of other analysis procedures. In this example, both hazard and vul-
nerability analysis has been undertaken by classical methods and the fuzzy-probabilistic
risk assessment system just imports the results. The hazard and vulnerability analyses re-
sults are then fuzzified to provide the risk in terms of possibility-probability distribution.
The case study chosen for this purpose is the Emmerich bridge over the Rhine. Finished
in 1965 with a main span of 500 meters and two side spans of 125 meters, it is the longest
suspension bridge in Germany. It is also of special importance in the transport network
of the region and therefore it was required to investigate the risk of loss for this bridge.
Figure 7.19: Rhine bridge Emmerich [Renault et al., 2005]
The seismic hazard analysis for the site of the bridge has been performed by experts
of the Federal Institute for Geosciences and Natural Resources (GZH) with PSHA com-
putations based on the German earthquake catalogue, considering the local underground
conditions (Figure 7.20). The highest possible intensity in the Lower Rhine region was
taken as 8.5 in MSK scale. The highest historically observed intensity is assessed to be
VIII MSK. The result of the seismic hazard assessment is represented by the hazard curve
of the location as illustrated in Figure 2. The standard deviation of the determined hazard
curve is 1/2 MSK.
The vulnerability of the bridge for different levels of intensity has been evaluated
through finite element analysis with the package ANSYS [Renault et al., 2005]. For this
purpose, the Murphy-O’Brian relation [Atkinson et al., 2000] was used to find the PHA
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Figure 7.20: Probability of exceedance of macroseismic intensity
equivalent to each intensity level. Then, the structure was analyzed using time-histories
of the same PHA. The longitudinal displacement of deck (LDD), which represents the
impact of the deck on the bridge’s abutments has been determined as the critical indicator
of damage. Thus the vulnerability function has been expressed in terms of this damage
index (Figure 7.21). The uncertainty of analysis has been represented by the a standard
variation of σLDD = 0.1LDD, where LDD are the values of Figure 7.21.
Using the standard deviation σDI the uncertainty of vulnerability is represented by a
normal distribution N(LDD, σLDD). Using equation (6.1) the probability of exceedance
of di∗ is given by
P [LDD > ldd∗] =
n∑
i=1
P[LDD > ldd∗| xi] · P(xi) (7.8)
In order to incorporate the result of this analysis in a fuzzy-probabilistic risk analysis
system, we will start with the hazard assessment. The expressed intensity variance will be
used to model the uncertainty of intensity for each probability with a normal distribution.
This normal distribution will then be transformed into a possibility distribution using
(3.32). The result is presented in Figure 7.23. Similarly the normal distribution of LDD
for each intensity will also be transformed into a possibility distribution (Figure 7.24).
Finally, by composition of the intensity PPD and intensity-damage relation, the possibility-
probability distribution of LDD is calculated (Figure 7.25). Comparing this result with
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Figure 7.21: Vulnerability curve assessed by numerical analysis [Renault et al., 2005]
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Figure 7.22: Damage probability of exceedance
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the crisp result of Figure 7.22, it is apparent that the vertices of possibility distributions
are equal to the crisp probabilities. This is what we expected according to the discussions
of section 6.2.3. Nevertheless, one should note that through the conventional approach
we could not find the confidence interval according to each confidence level so easily, as it
has been shown in Figure 7.25. This example clearly shows that the developed methodol-
ogy can simply incorporate every existing data and solutions and deliver a more reliable
result.
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Figure 7.23: Intensity cumulative possibility-probability distribution
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Figure 7.24: Fuzzified vulnerability relation
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Figure 7.25: Damage cumulative possibility-probability distribution
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Chapter 8
Conclusions and future work
8.1 Summary and Conclusions
In this study, a modular framework for risk management of natural hazards and in par-
ticular earthquakes was presented. The quintessential strategy in developing the new
framework is to improve and enhance each component of the conventional probabilistic
risk analysis. Implementing this framework at a mathematical level, by combining tools
and techniques from fuzzy sets and probability theory, was motivated by the coexistence
of several types of uncertainty in risk assessment procedure. Conventionally, the un-
certainty in the occurrence and severity of the hazard is considered by randomness and
modeled by means of probability theory. However, it was shown that in the cases where
a sparse amount of observation and/or a limited physical knowledge of a phenomenon
is available, probability distribution should be complemented with another dimension of
uncertainty, in order to model the imprecision of probability. The developed concept of
possibility-probability distribution was proved to be a suitable hybrid model which allows
for representing the reliability of estimations derived from sparse data. Moreover, it allows
for the incorporation of expert knowledge and hence for the combination of data-driven
and knowledge-driven modeling. Finally, the approach is theoretically well-founded, as
it is based on classical statistical concepts. It was shown theoretically and also in the
provided examples that the results of this method are identical to the crisp probabilities
delivered by conventional methods, whenever one of the information sources, namely sta-
tistical data or background knowledge, is adequate. This is a guarantee that by using this
method we obtain results that are at least as good as the ones obtained from the present
methods.
Furthermore, fuzzy relational calculus provides a uniform and coherent framework in
which the different modules and components of a risk assessment system can be formal-
ized and integrated in an elegant and simple way. Moreover, the fuzzy framework is
ideally suited for combining heterogeneous information sources, which is a point of major
importance in risk assessment applications.
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In the vulnerability analysis, the method facilitated the consideration of uncertainty
about material properties, which is still a challenging issue in earthquake risk assessment.
Moreover, fuzzy vulnerability relation has been introduced as an alternative way of consid-
ering the uncertainty in the damage, caused by a certain seismic ground motion intensity.
It was shown that other existing alternatives, such as damage probability matrices or
fragility curves, can be readily transformed into fuzzy vulnerability relations. Besides, it
was justified that modeling this uncertainly by means of fuzzy sets is more sensible from
a subjective point of view.
The composition of the possibility-probability distribution of hazard with the fuzzy
vulnerability relation results in the damage (or loss) possibility-probability distribution.
This three dimensional pattern, which replaces the normal damage/loss curves, expresses
the risk of damage/loss with confidence levels and confidence intervals. This “meta data”
allows for a better perception of the risk posed by the hazard under investigation. Strictly
speaking, the fuzzy-probability distribution of damage delivers a “sharper” image of the
risk and therefore prevents a wrong estimation of the risk, esp. an underestimation due
to pseudo-optimism.
Furthermore, in order to extend the risk assessment to risk management, a corre-
sponding benefit-cost model was developed. This framework compares the change in the
fuzzy-probabilistic loss risk vs. the imposed costs. The model allows for finding the op-
timum mitigation measure by minimizing the total expected cost of a natural disaster.
The total expected cost is computed as sum of expected fuzzy loss and the corresponding
(fuzzy) mitigation costs.
In order to provide evidence for the usefulness and practicability of the developed
methodology, two “real-world” case studies were presented. In the first case study it
was shown that our approach avoids some obvious defects and drawbacks of alternative
methods which lead to implausible results. It has also been shown how the damage
possibility-probability distribution can be interpreted and used in order to represent the
risk in a more informative and credible manner.
In the second case study the other advantage of this system, i.e. its flexibility and
ability to mesh with other solutions, is demonstrated. Hazard and vulnerability for the
second study have been analyzed by classical methods and only these results were avail-
able. The system, however, has been in a position to incorporate these results into its
framework and deliver the fuzzy pattern of damage.
Despite the obvious merits of our approach, I admit the difficulty, if not impossibility,
of proving its superiority over each and every alternative in an “objective” way. Here,
“objectively” can only mean “statistically”, as we are eventually concerned with the pre-
diction of uncertain events. Unfortunately, the nature of the problem under consideration
entails that these events are extremely rare and hence data are sparse, which in turn
invalidates the statistical approach. Apart from this key problem, let us also mention
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that a comparison of predictions expressed in terms of different formalisms (e.g. proba-
bility distributions and probability-possibility distributions) is problematic anyway, even
if sufficient data are available. In my opinion, a reasonable alternative to an objective
statistical comparison of different techniques is a subjective evaluation by human experts
(e.g. earthquake engineers). In order to enable corresponding studies to be performed, the
approach should be implemented in a complete and user-friendly way. This methodology
is particularly appropriate for being implemented in a web-based risk assessment system
because of two reasons: first, major computational effort which is needed for extracting
possibility-probability distribution of hazard and fuzzy relations can be performed offline.
The online risk assessment computation is restricted to selection and composition of ap-
propriate fuzzy relations based on the demands of the user. Second, the system can be
updated and expanded whenever new observations or other kinds of knowledge are avail-
able. Even when the user has no access to the source data that, for example, has led
to a certain hazard PPD, the system can be updated by taking the existing PPD as the
background knowledge, using the same approach for extracting the modified PPD.
The main step toward this goal is to provide the core programs, functions and rou-
tines have been performed within the framework of this study. The programs have been
implemented in MATLABr and have been used for processing the presented case studies.
8.2 Future studies
One of the most necessary extensions to this methodology is to incorporate the vulnerabil-
ity assessment of multi-component structures like industrial facilities. The mechanism of
damage in these structure types is much more complicated than normal single-component
structures. In these facilities, the interaction of components and the interdependence of
the damage of components plays the critical role in the total loss of the structure due
to an earthquake [Karimi et al., 2005]. These interactions can be due to secondary dam-
ages, such as fire or explosion, or even due to the primary damage; e.g. the damage that
the extensive displacement of a tank mounted in a production unit might induce in the
bearing structure. One idea is to develop the so called interaction relationships between
components of the facility. The interaction relationships describe the likelihood of dam-
age induced from the damage state k in the ith component to the component j of the
facility as P˜ (D|Dkij). Such interaction relationships should then be combined with fuzzy
probabilistic risk assessment of primary damage, in order to compute the overall risk.
Moreover, as it was indicated in section 5.3.3, one of the important steps in the vul-
nerability analysis, and thus risk analysis, is to define the fuzzy membership functions
of damage states based on the values of damage indices. For this purpose, the buildings
should first be categorized based on their structural systems and further sub-classified
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until proper representative subclasses are achieved [Karimi et al., 2005]. The fundamen-
tal way for eliciting membership functions is to begin from scratch, namely by gathering
the expert opinions and available observed data. However, a systematic modification of
existing crisp definitions are also plausible. Whenever any new documented damages or
test results were available, the membership functions could easily be modified by proper
tools, such as Neuro-Fuzzy modules [Jang et al., 1997].
Appendix A
Most common attenuation
relationships
A.1 Boore et al. (1997) Attenuation Relationship
The Spectral Acceleration attenuation relationship given by the following expressions is
based on the selected strong motion data from western North America. The equations
predict the random horizontal component peak acceleration and 5 % damped pseudo ac-
celeration response spectra in terms of moment magnitude, distance and site conditions
for strike-slip, reverse slip or unspecified faulting mechanism. Site conditions are repre-
sented by the shear wave velocity averaged over 30m, and recommended values of average
shear velocity are given for typical rock and soil sites and for site categories used in the
NEHRP seismic code provisions. The Earthquake mechanism is expressed with the help
of the coefficient, b1
The ground motion estimation equation is:
ln(Y ) = b1 + b2(M − 6) + b3(M − 6)2 + b5 ln r + bV ln(Vs/VA) (A.1)
where:
Y = peak horizontal accelerations in g
M = moment magnitude M ≥ 5.0
r = closest distance from rupture to the station in km r ≥ 20km.
rjb = closest horizontal distance from the station to a point in km.
VS = average shear-wave velocity to a depth of 30 m (TableA.1)
b1 = b1SS for strike-slip earthquakes
= b1RS for reverse-slip earthquakes
= b1ALL if mechanism is not specified
and
r = (r2ib + h
2)1/2 (A.2)
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Table A.1: Recommended values of average shear wave velocity
NEHRP Site Class B 1070 m/s
NEHRP Site Class C 520 m/s
NEHRP Site Class D 250 m/s
Rock 620 m/s
Soil 310 m/s
In this equation, b1SS , b1RS , b1ALL, b2, b3, b5, bV , VA and h are coefficients which
presented in Table A.2 based on the period of the target structure.
Table A.2: Smoothed coefficients for Joyner-Boore PGA and Sa attenuation relationship
[Boore et al., 1997]
Period b1SS b1RS b1ALL b2 b3 b5 bV VA h σlnY
PGA -0.313 -0.117 -0.242 0.527 0.000 -0.778 -0.371 1396 5.57 0.520
0.10 1.006 1.087 1.059 0.753 -0.226 -0.934 -0.212 1112 6.27 0.479
0.11 1.072 1.164 1.130 0.732 -0.230 -0.937 -0.211 1291 6.65 0.481
0.12 1.109 1.215 1.174 0.721 -0.233 -0.939 -0.215 1452 6.91 0.485
0.13 1.128 1.246 1.200 0.711 -0.233 -0.939 -0.221 1596 7.08 0.486
0.14 1.135 1.261 1.208 0.707 -0.230 -0.938 -0.228 1718 7.18 0.489
0.15 1.128 1.264 1.204 0.702 -0.228 -0.937 -0.238 1820 7.23 0.492
0.16 1.112 1.257 1.192 0.702 -0.226 -0.935 -0.248 1910 7.24 0.495
0.17 1.090 1.242 1.173 0.702 -0.210 -0.933 -0.258 1977 7.21 0.497
0.18 1.063 1.222 1.151 0.705 -0.216 -0.930 -0.270 2037 7.16 0.499
0.19 1.032 1.198 1.122 0.709 -0.212 -0.927 -0.281 2080 7.10 0.501
0.20 0.999 1.170 1.089 0.711 -0.207 -0.924 -0.292 2118 7.02 0.502
0.22 0.925 1.104 1.019 0.721 -0.198 -0.918 -0.315 2158 6.83 0.508
0.24 0.847 1.033 0.941 0.732 -0.189 -0.912 -0.338 2178 6.20 0.511
0.26 0.764 0.958 0.861 0.744 -0.180 -0.906 -0.360 2173 6.39 0.514
0.28 0.681 0.881 0.780 0.758 -0.168 -0.899 -0.381 2158 6.17 0.518
0.30 0.598 0.803 0.700 0.769 -0.161 -0.893 -0.401 2133 5.94 0.522
0.32 0.518 0.725 0.619 0.783 -0.152 -0.888 -0.420 2104 5.20 0.525
0.34 0.439 0.648 0.540 0.794 -0.143 -0.882 -0.438 2070 5.50 0.530
0.36 0.361 0.570 0.462 0.806 -0.136 -0.877 -0.456 2032 5.30 0.532
0.38 0.286 0.495 0.385 0.820 -0.127 -0.872 -0.472 1995 5.10 0.536
0.40 0.212 0.423 0.311 0.831 -0.120 -0.867 -0.487 1954 4.91 0.538
0.42 0.140 0.352 0.239 0.840 -0.113 -0.862 -0.502 1919 4.74 0.542
0.44 0.073 0.282 0.169 0.852 -0.108 -0.858 -0.516 1884 4.57 0.545
0.46 0.005 0.217 0.102 0.863 -0.101 -0.854 -0.529 1849 4.41 0.549
Continued on next page
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Period b1SS b1RS b1ALL b2 b3 b5 bV VA h σlnY
0.48 -0.058 0.151 0.036 0.873 -0.097 -0.850 -0.541 1816 4.26 0.551
0.50 -0.122 0.087 -0.025 0.884 -0.090 -0.846 -0.553 1782 4.13 0.556
0.55 -0.268 -0.063 -0.176 0.907 -0.078 -0.837 -0.579 1710 3.82 0.562
0.60 -0.401 -0.203 -0.314 0.928 -0.069 -0.830 -0.602 1644 3.57 0.569
0.65 -0.523 -0.331 -0.440 0.946 -0.060 -0.823 -0.622 1592 3.36 0.575
0.70 -0.634 -0.452 -0.555 0.962 -0.053 -0.818 -0.639 1545 3.20 0.582
0.75 -0.737 -0.562 -0.661 0.979 -0.046 -0.813 -0.653 1507 3.07 0.587
0.80 -0.829 -0.666 -0.760 0.992 -0.041 -0.809 -0.666 1476 2.98 0.593
0.85 -0.915 -0.761 -0.851 1.006 -0.037 -0.805 -0.676 1452 2.92 0.598
0.90 -0.993 -0.848 -0.933 1.018 -0.035 -0.802 -0.685 1432 2.89 0.604
0.95 -1.066 -0.932 -1.010 1.027 -0.032 -0.800 -0.692 1416 2.88 0.609
1.00 -1.133 -1.009 -1.080 1.036 -0.032 -0.798 -0.698 1406 2.90 0.613
1.10 -1.249 -1.145 -1.208 1.052 -0.030 -0.795 -0.706 1396 2.99 0.622
1.20 -1.345 -1.265 -1.315 1.064 -0.032 -0.794 -0.710 1400 3.14 0.629
1.30 -1.428 -1.370 -1.407 1.073 -0.035 -0.793 -0.711 1416 3.36 0.637
1.40 -1.495 -1.460 -1.483 1.080 -0.039 -0.794 -0.709 1442 3.62 0.643
1.50 -1.552 -1.538 -1.550 1.085 -0.044 -0.796 -0.704 1479 3.92 0.649
1.60 -1.598 -1.608 -1.605 1.087 -0.051 -0.798 -0.697 1524 4.26 0.654
1.70 -1.634 -1.668 -1.652 1.089 -0.058 -0.801 -0.689 1581 4.62 0.660
1.80 -1.663 -1.718 -1.689 1.087 -0.067 -0.804 -0.679 1644 5.01 0.664
1.90 -1.685 -1.763 -1.720 1.087 -0.074 -0.808 -0.667 1714 3.42 0.669
2.00 -1.699 -1.801 -1.743 1.085 -0.085 -0.812 -0.655 1795 3.85 0.672
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Appendix B
Essential of Fuzzy set theory
Characteristic function and membership function [de Cooman et al., 1995]
B.1 Extension Principle
The extension principle introduced by Zadeh [Zadeh et al., 1975], is a basic tool for ex-
tending non-fuzzy mathematical concepts to fuzzy sets(to “fuzzify” classical mathematical
concepts). The procedure is similar to finding results of functions of random variables in
probability theory [Papoulis and Pillai, 2002].
Let X be a Cartesian product of universes X = X1 × . . . × Xr, and A˜1, . . . , A˜r be
r fuzzy sets in X1, . . . , Xr , respectively. f is a mapping from X to a universe Y ,
y = f(x1, . . . , xr). Then the extension principle allows us to define a fuzzy set B˜ in Y by
B˜ = {(y, µ
eB(y))| y = f(x1, . . . , xr), (x1, . . . , xr) ∈ X}
where
µ
eB(y) =
{
sup(x1,...,xr)∈f−1(y)min{µ eA1(x1), . . . , µ eAr(xr)} if f−1 6= ∅
0 otherwise
(B.1)
where f−1 is the inverse of f .
For r = 1, the extension principle, of course, reduces to
B˜ = f(A˜) = {(y, µB˜(y))| y = f(x), x ∈ X}
where
µ
eB(y) =
{
supx∈f−1(y) µ eA(x) if f
−1(y) 6= ∅
0 otherwise
(B.2)
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B.2 Fuzzy relations
A relation R is defined as a subset of tuples (x1, x2, . . . , xn) in the cartesian product of
X1 ×X2 × . . .×Xn as
R =
{
(x1, x2, . . . , xn)|x1 ∈ X1, x2 ∈ X2, . . . , xn ∈ Xn, I(x1, x2, . . . , xn) = 1
}
(B.3)
where
I =
{
1 (x1, x2, . . . , xn) ∈ R
0 (x1, x2, . . . , xn) /∈ R
(B.4)
A binary relation is defined then by
R =
{
(x, y)|x ∈ X, y ∈ Y, I(x, y) = 1
}
(B.5)
A special case of relation when
∀ (x1, y1), (x2, y2) ∈ f x1 = x2 ⇒ y1 = y2 (B.6)
the relation f is then called a function. By weakening the belonging or not belonging
condition of equation (2) to degree of belonging to defined by a function µR˜(x, y) be
defined as
R˜ =
{
((x, y), µ
eR(x, y))
∣∣ (x, y)} (B.7)
It can be seen then that fuzzy relation are actually a generalization of ordinary func-
tions and relations.
B.3 Fuzzy operators
The operation union and intersection in conventional fuzzy set theory can be extended
to fuzzy sets by defining T-norms (conjuctive operators) and T-conorm (sum operators).
Four most frequently T-norms or product operators are
logical product ∧min(a, b) = min(a, b)
Algebraic product ∧ap(a, b) = a.b
Bounded product ∧bp(a, b) = min(0, a+ b− 1)
Drastic product ∧dp(a, b) =

a if b = 1
b if a = 1
0 otherwise
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Corresponding to these product operators, four conjugate T-conorm or sum operators
are defined as
logical sum ∨max(a, b) = max(a, b)
Algebraicsum ∨as(a, b) = a + b− a.b
Bounded sum ∨bs(a, b) = max(1, a+ b)
Drastic sum ∨ds(a, b) =

a if b = 0
b if a = 0
1 otherwise
130 APPENDIX B. ESSENTIAL OF FUZZY SET THEORY
Appendix C
Possibility theory
C.1 Possibility distribution
A Possibility distribution π(·) on X is a mapping from the references set or universe X
into the unit interval, i.e.
π : X → [0, 1] (C.1)
A usual convention is to assume that there exists at least one x ∈ X for which π(x) =
1. This is called the normalization condition. πX(x) is the grade of possibility of the
statement “x is the value of X”. In other words, π(x) is regarded as the degree of
possibility that x ∈ X coincides with an existing but inaccessible value (uncertain datum).
In the same way a probability distribution is related to its associated probability measure,
the possibility distribution is described in terms of a possibility measure by
π(x) = Π({x}) (C.2)
The following section derives confidence measure, i.e. possibility measures, in analogy to
probability measures. Besides the differences with probability distributions, it is impor-
tant to note the distinction between a uncertain datum. The latter leads to the notion of
a possibility distribution.
C.2 Possibility and Necessity Measures
Let a random variable X is defined as the mapping
X : Ω → X
ω 7→ X(ω). (C.3)
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and for any subset A of X, a probability measure PrX on X is established via the inverse
image
X−1 : BX → BΩ (C.4)
Where BX ⊆ P(X) is a system of subsets of X. Knowing a probability measure Pr on
(Ω,BΩ), where BΩ is the collection of subsets of Ω on which Pr is defined. PrX is given by
PrX(A) = Pr(X
−1(A)) (C.5)
=
∑
ω ∈X−1(A)
p(ω) (C.6)
Instead of Pr, consider a more general (fuzzy) measure g(·) in the unit interval such that
g(∅) = 0, g(Ω) = 1 and if A ⊆ B, g(A) ≤ g(B) and instead of X denote the mapping by
f : Ω→ X. We then have for (C.6):
gf(A) = g(f
−1(A)). (C.7)
That is, gf is constructed from g through f via the inverse mapping
f−1 : P(X) → P(Ω) (C.8)
A 7→ f−1(A) = { ω | f(ω) ∈ A}.
A possibility measure is a special case of (C.7) where instead of accumulating the ω’s
constituting an event in (C.6), only the ’most favorable’ element is chosen:-
Πf (A) = Π( f
−1(A)) (C.9)
= sup
ω : f(ω)∈A
πf (ω) with f
−1(A) 6= ∅.
A dual measure, called necessity, represents the lower probability and is defined as
Ne(A) = 1− Π(¬A) (C.10)
C.3 Links between possibility and fuzzy sets
Let F be a fuzzy subset of a universe of discourse U , which is characterized by its member-
ship function µF , with the grade of membership µF (u), interpreted as the compatibility
of u with the concept labelled F . Let X be a variable taking values in U , and let F act
as a fuzzy restriction, R(X), associated with X. Then the proposition “X is F ,” which
translates into
R(X) = F (C.11)
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associates a possibility distribution Πx, with X which is postulated to be equal to R(X),
i.e.
Πx = R(X) (C.12)
Correspondingly, the possibility distribution function associated with X (or the possibility
distribution function of Πx) is denoted by πx and is defined to be numerically equal to
the membership function of F , i.e.
πx , µF (C.13)
Thus, πx(u), the possibility that X = u, is postulated to be equal to µF (u). In view of
(C.12), the relational assignment equation (C.11) may be expressed equivalently in the
form
Πx = F (C.14)
placing in evidence that the proposition p , X is F has the effect of associating X with
a possibility distribution Πx which, by (C.12), is equal to F . When expressed in the form
of (C.14), a relational assignment equation will be referred to as a possibility assignment
equation, with the understanding that Πx is induced by p [Zadeh, 1978].
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Appendix D
SAC/FEMA ground motions for
Los Angeles
In a SAC/FEMA effort [Somerville et al., 1997], suits of ground motions whose median
response spectra matching the 5% damping UHRS approximately for a wide period range
and some given probability levels are provided for three cities: Boston, Seattle and Los
Angeles. Suits of ground motion histories corresponding to probabilities of exceedance of
2% and 10%, 50% for Los Angeles are presented in Tables D.1, D.2 and D.3. Table D.4
shows the values of ground motion intensity parameters (cf. section 7.2.2) computed for
these time histories.
Table D.1: Los Angeles ground motions having a probability of exceedance of 10 % in
50 years
SAC
Name
Record M
Dist.
(km)
Scale
Factor
N
DT
(sec)
Td
(sec)
PGA
LA01 Imperial Valley, 1940, El Centro 6.9 10 2.01 2674 0.02 39.38 452.03
LA02 Imperial Valley, 1940, El Centro 6.9 10 2.01 2674 0.02 39.38 662.88
LA03 Imperial Valley, 1979, Array 05 6.5 4.1 1.01 3939 0.01 39.38 386.04
LA04 Imperial Valley, 1979, Array 05 6.5 4.1 1.01 3939 0.01 39.38 478.65
LA07 Landers, 1992, Barstow 7.3 36 3.2 4000 0.02 79.98 412.98
LA08 Landers, 1992, Barstow 7.3 36 3.2 4000 0.02 79.98 417.49
LA09 Landers, 1992, Yermo 7.3 25 2.17 4000 0.02 79.98 509.70
LA10 Landers, 1992, Yermo 7.3 25 2.17 4000 0.02 79.98 353.35
LA11 Loma Prieta, 1989, Gilroy 7 12 1.79 2000 0.02 39.98 652.49
LA12 Loma Prieta, 1989, Gilroy 7 12 1.79 2000 0.02 39.98 950.93
LA13 Northridge, 1994, Newhall 6.7 6.7 1.03 3000 0.02 59.98 664.93
LA14 Northridge, 1994, Newhall 6.7 6.7 1.03 3000 0.02 59.98 644.49
LA15 Northridge, 1994, Rinaldi RS 6.7 7.5 0.79 2990 0.005 14.95 523.30
LA16 Northridge, 1994, Rinaldi RS 6.7 7.5 0.79 2990 0.005 14.95 568.58
LA17 Northridge, 1994, Sylmar 6.7 6.4 0.99 3000 0.02 59.98 558.43
LA18 Northridge, 1994, Sylmar 6.7 6.4 0.99 3000 0.02 59.98 801.44
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Table D.2: Los Angeles ground motions having a probability of exceedance of 2 % in 50
years
SAC
Name
Record M
Distance
(km)
Scale
Factor
N
DT
(sec)
Td (sec) PGA
LA21 1995 Kobe 6.9 3.4 1.15 3000 0.02 59.98 1258.00
LA22 1995 Kobe 6.9 3.4 1.15 3000 0.02 59.98 902.75
LA25 1994 Northridge 6.7 7.5 1.29 2990 0.005 14.945 851.62
LA26 1994 Northridge 6.7 7.5 1.29 2990 0.005 14.945 925.29
LA27 1994 Northridge 6.7 6.4 1.61 3000 0.02 59.98 908.70
LA28 1994 Northridge 6.7 6.4 1.61 3000 0.02 59.98 1304.10
LA29 1974 Tabas 7.4 1.2 1.08 2500 0.02 49.98 793.45
LA30 1974 Tabas 7.4 1.2 1.08 2500 0.02 49.98 972.58
LA31 Elysian Park (simulated) 7.1 17.5 1.43 3000 0.01 29.99 1271.20
LA32 Elysian Park (simulated) 7.1 17.5 1.43 3000 0.01 29.99 1163.50
LA33 Elysian Park (simulated) 7.1 10.7 0.97 3000 0.01 29.99 767.26
LA34 Elysian Park (simulated) 7.1 10.7 0.97 3000 0.01 29.99 667.59
LA35 Elysian Park (simulated) 7.1 11.2 1.1 3000 0.01 29.99 973.16
LA36 Elysian Park (simulated) 7.1 11.2 1.1 3000 0.01 29.99 1079.30
LA37 Palos Verdes (simulated) 7.1 1.5 0.9 3000 0.02 59.98 697.84
LA38 Palos Verdes (simulated) 7.1 1.5 0.9 3000 0.02 59.98 761.31
Table D.3: Los Angeles ground motions having a probability of exceedance of 50 % in
50 years
SAC
Name
Record M
Dist.
(km)
Scale
Factor
N
DT
(sec)
Td (sec) PGA
LA41 Coyote Lake, 1979 5.7 8.8 2.28 2686 0.01 39.38 578.34
LA42 Coyote Lake, 1979 5.7 8.8 2.28 2686 0.01 39.38 326.81
LA45 Kern, 1952 7.7 107 2.92 3931 0.02 78.6 141.49
LA46 Kern, 1952 7.7 107 2.92 3931 0.02 78.6 156.02
LA47 Landers, 1992 7.3 64 2.63 4000 0.02 79.98 331.22
LA48 Landers, 1992 7.3 64 2.63 4000 0.02 79.98 301.74
LA49 Morgan Hill, 1984 6.2 15 2.35 3000 0.02 59.98 312.41
LA50 Morgan Hill, 1984 6.2 15 2.35 3000 0.02 59.98 535.88
LA51 Parkfield, 1966, Cholame 5W 6.1 3.7 1.81 2197 0.02 43.92 765.65
LA52 Parkfield, 1966, Cholame 5W 6.1 3.7 1.81 2197 0.02 43.92 619.36
LA53 Parkfield, 1966, Cholame 8W 6.1 8 2.92 1308 0.02 26.14 680.01
LA54 Parkfield, 1966, Cholame 8W 6.1 8 2.92 1308 0.02 26.14 775.05
LA55 North Palm Springs, 1986 6 9.6 2.75 3000 0.02 59.98 507.58
LA56 North Palm Springs, 1986 6 9.6 2.75 3000 0.02 59.98 371.66
LA57 San Fernando, 1971 6.5 1 1.3 3974 0.02 79.46 248.14
LA58 San Fernando, 1971 6.5 1 1.3 3974 0.02 79.46 226.54
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Table D.4: Seismic ground motion parameters of SAC time histories for Los Angeles
Distance M PGA Sa Sd arms Ic SI ASI EPA Ia
LA01 10 6.9 452.0 411.2 16.9 64.7 3806.4 200.5 277.5 275.5 546.3
LA02 10 6.9 662.9 508.3 20.9 110.9 8538.4 257.9 398.6 391.3 699.5
LA03 4.1 6.5 386.0 369.4 15.3 52.7 2402.7 177.4 264.0 259.8 177.8
LA04 4.1 6.3 478.7 372.0 15.3 51.9 2352.5 175 254.3 252.8 164.9
LA07 36 7.3 413.0 180.5 7.4 43.7 2584.5 112.4 271.1 265.3 218.5
LA08 36 7.3 417.5 216.7 8.9 44.9 2697.8 144.4 255.9 258.6 226.2
LA09 25 7.3 509.7 482.3 19.8 35.0 1854.1 219.8 340.8 334.8 423.4
LA10 25 7.3 353.4 260.5 10.7 41.1 2358.1 145 239.1 241.6 339.8
LA11 12 7 652.5 419.4 17.2 82.4 4727 202.4 393.3 395.2 440.9
LA12 12 7 950.9 877.7 36.1 99.1 6239.8 408 394.8 395.6 657.3
LA13 6.7 6.7 664.9 732.0 30.1 73.6 4894.5 284.6 383.7 378.3 526.9
LA14 6.7 6.7 644.5 580.1 23.8 73.9 4924.9 267.3 416.2 418.7 530.6
LA15 7.5 6.7 523.3 524.2 21.5 183.9 9638.7 247.5 340.7 334.0 319.1
LA16 7.5 6.7 568.6 576.3 23.2 137.4 6230 289.7 318.9 319.7 395.1
LA17 6.4 6.7 558.4 491.4 20.2 49.9 2733.1 195.3 320.7 315.9 240.3
LA18 6.4 6.7 801.44 792.6 32.6 72.1 4742 388 476.3 461.8 501.2
LA21 3.4 6.9 1258 1077 44.2 124.2 10717 492.6 742.2 737.9 1517.6
LA22 3.4 6.9 902.8 709.2 29.1 107.2 8601.6 411.8 728.7 700.6 1124.9
LA25 7.5 6.7 851.6 853.3 35.0 294.8 19576 402.9 554.8 543.5 845.1
LA26 7.5 6.7 925.3 937.8 38.5 226.1 13143 471.4 518.6 520.3 1046.2
LA27 6.4 6.7 908.7 799.3 32.8 81.2 5665.2 317.7 521.9 514.1 636.1
LA28 6.4 6.7 1304.1 1290 53 116.7 9764.8 631.3 774.5 750.9 1326.4
LA29 1.2 7.4 793.5 448.4 18.4 85.1 5544.2 246.6 429.3 427.8 1171.5
LA30 1.2 7.4 972.6 829.0 34.1 165.1 14996 384.8 503.3 504.3 1684.6
LA31 17.5 7.1 1271.2 1058 43.5 194.3 14829 444.3 785.1 753.7 1738.6
LA32 17.5 7.1 1163.5 923.9 38.0 186.7 13966 454.6 741.6 726.7 1908.9
LA33 10.7 7.1 767.3 634.3 26.1 203.6 15907 295 530.3 523.3 887.1
LA34 10.7 7.1 667.6 529.9 21.8 102.5 5683.4 277.3 542.9 530.7 893.4
LA35 11.2 7.1 973.2 991.4 40.7 129.8 8096.6 389.5 692.3 665.2 128.1
LA36 11.2 7.1 1079.3 731.9 30.1 260.0 22966 427.7 636.3 629.8 125.2
LA37 1.5 7.1 697.8 742.1 30.5 75.1 5031.7 344.9 467.2 459.9 588.5
LA38 1.5 7.1 761.3 732.3 30.1 76.2 5154.1 356.3 390.7 390.5 582.9
LA41 8.8 5.7 578.3 609.2 25.0 81.9 3840.1 309.2 329.3 334.7 282.1
LA42 8.8 5.7 326.8 252.7 10.4 55.6 2149.9 128.8 188.2 197.5 133.4
Continued on next page
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Table D.4: Seismic ground motion parameters of SAC time histories for Los Angeles
Distance M PGA Sa Sd arms Ic SI ASI EPA Ia
LA45 107 7.7 141.5 107.0 4.4 17.2 630.97 583.2 100.1 99.1 80.3
LA46 107 7.7 156.0 175.5 7.2 25.4 1138 699.3 113.7 109.9 93.1
LA47 64 7.3 331.2 206.3 8.5 14.7 504.8 115.6 201.2 193.6 159.2
LA48 64 7.3 301.7 187.1 7.7 33.9 1769.1 111.5 155.9 162.8 156.8
LA49 15 6.2 312.4 218.2 89.6 42.1 2112.4 111 164.3 167.6 177.6
LA50 15 6.2 535.9 269.6 11.1 43.6 2230.4 146.5 218.1 217.0 195.3
LA51 3.7 6.1 765.6 674.3 27.7 63.9 3384.1 233.7 320.9 326.5 279.5
LA52 3.7 6.1 619.4 451.5 18.5 54.7 2685.2 214 311.9 318.2 202.2
LA53 8 6.1 680.0 448.3 18.4 76.4 3417.6 196.7 263.9 267.9 263.9
LA54 8 6.1 775.1 559 22.9 89.5 4333.4 227.7 356.1 347.9 316.5
LA55 9.6 6 507.6 308.9 12.7 54.7 3133.4 141.1 228.8 222.9 274.7
LA56 9.6 6 371.7 206.8 8.5 43.3 2210.7 106.3 180.2 181.5 209.8
LA57 1 6.5 248.1 214.5 8.8 26.9 1243.6 782.2 141.4 141.3 89.3
LA58 1 6.5 226.5 192 7.9 25.9 1180.8 797.3 135.9 138.7 89.3
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