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ABSTRACT
The halo occupation distribution (HOD) approach has proven to be an effective method for modeling galaxy
clustering and bias. In this approach, galaxies of a given type are probabilistically assigned to individual halos
in N-body simulations. In this paper, we present a fast emulator for predicting the fully nonlinear galaxy-galaxy
auto and galaxy-dark matter cross power spectrum and correlation function over a range of freely specifiable HOD
modeling parameters. The emulator is constructed using results from 100 HOD models run on a large ΛCDM N-
body simulation, with Gaussian Process interpolation applied to a PCA-based representation of the galaxy power
spectrum. The total error is currently ∼ 1% in the auto correlations and ∼ 2% in the cross correlations from z = 1
to z = 0, over the considered parameter range. We use the emulator to investigate the accuracy of various analytic
prescriptions for the galaxy power spectrum, parametric dependencies in the HOD model, and the behavior of
galaxy bias as a function of HOD parameters. Additionally, we obtain fully nonlinear predictions for tangential
shear correlations induced by galaxy-galaxy lensing from our galaxy-dark matter cross power spectrum emulator.
All emulation products are publicly available at http://www.hep.anl.gov/cosmology/CosmicEmu/emu.html.
Subject headings: Cosmology: N-body simulations
1. INTRODUCTION
Measurements of galaxy clustering at large scales provide
essential cosmological information, including key inputs to in-
vestigations of dark energy, the growth rate of structure, and
neutrino mass. In particular, observations of two-point cluster-
ing statistics, such as the power spectrum and correlation func-
tion of galaxies obtained from large scale structure surveys,
such as the Sloan Digital Sky Survey (SDSS)/BOSS (Baryon
Oscillation Spectroscopic Survey), Two-degree Field Galaxy
Redshift Survey, and WiggleZ, have been of particular signifi-
cance (Pope et al. 2004; Tegmark et al. 2004, 2006; Cole et al.
2005; Eisenstein et al. 2005; Parkinson et al. 2012). Some of
the strongest current constraints on the nature of dark energy
have been derived from measurements of the Baryon Acous-
tic Oscillations (BAO) peak (e.g. Anderson et al. 2012, 2014)
and redshift space distortions (RSDs) (e.g. Reid et al. 2012,
2014). Aside from the BAO scale, the amplitude and shape
of the galaxy power spectrum and correlation function provide
further cosmological information. In this case, it is desirable
to include as many scales as is practical in the analysis, how-
ever, to do so requires that the nonlinear regime of structure
formation be accurately modeled. As has been appreciated for
quite some time, an essential difficulty is that galaxies are bi-
ased tracers of the underlying density field (Kaiser 1984; Dekel
& Rees 1987). Because the nature of the bias is complex and
often difficult to unravel, the underlying cosmological informa-
tion cannot be straightforwardly extracted.
Modeling the distribution of galaxies remains an enduring
problem in cosmology. N-body methods, while extremely suc-
cessful in capturing the dark matter distribution at high resolu-
tion, do not incorporate the required baryonic physics for galax-
ies to emerge out of the large scale structure self-consistently.
Furthermore, the positions of galaxies do not necessarily follow
that of the dark matter, resulting in a nontrivial bias between sta-
tistical measurements of the clustering patterns between dark
matter and galaxies. However, as mentioned above, accurate
modeling of the nonlinear distribution of galaxies is crucial for
extracting cosmological information from large scale structure
surveys and understanding galaxy formation. Hydrodynamic
simulations are still far from attaining the required degree of
maturity needed to provide a complete first-principles under-
standing of galaxy formation. For these reasons, a number
of phenomenological approaches – varying considerably in the
amount of physical input – have been employed in the contin-
uing quest to faithfully model galaxy clustering. (For a recent
review, see Baugh 2013.)
The original, and simplest, approach is to assume a (non-
linear, scale-dependent) fitting function for the bias (defined,
say, as the ratio between the galaxy and the linear or nonlinear
matter power spectrum), combine this with clustering measure-
ments, and marginalize over the free parameters. Like any such
general approach, the problem is that the fitting form is not nec-
essarily based on a physically correct model for galaxy forma-
tion, and if the form itself is not sufficiently flexible, this can
lead to systematic errors in the determination of cosmological
parameters. (See, e.g., a comparison of results from different
bias models in Swanson et al. 2010; Parkinson et al. 2012.)
More detailed models for inferring the location of galax-
ies can be obtained by working at the level of dark matter-
dominated halos and subhalos obtained from N-body simula-
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tions. These methods fall into three main categories: Halo Oc-
cupation Distribution (HOD) modeling, Subhalo/Halo Abun-
dance Matching (S/HAM) and Semi-Analytic Models (SAMs).
The HOD model is a probabilistic description that aims to re-
produce the statistical distribution of target galaxies on average.
This is achieved by populating dark matter halos with galaxies
as a function of the halo mass. (We discuss HOD modeling
more fully in Section 2.)
Halo abundance matching is an empirical procedure that in-
volves rank ordering dark matter halos and subhalos in terms
of a particular characteristic, such as mass or peak circular ve-
locity during its accretion history (Vale & Ostriker 2004; Con-
roy et al. 2006; Guo et al. 2010; Moster et al. 2010; Wetzel
& White 2010). Similarly, the galaxies are ordered accord-
ing to an observable feature, say, luminosity. In this example,
the most massive halo would be matched to the most luminous
galaxy, the next most massive halo assigned the next most lumi-
nous galaxy, and so on, until no galaxies remain. This process
ensures that the luminosity function is exactly reproduced by
the synthetic galaxy catalog.
SAMs are the most complex, providing a simplified account-
ing of a large number of (baryonic) physical processes, embed-
ded within N-body simulations. They include phenomenolog-
ical prescriptions for galaxy formation and associated effects
such as gas cooling, active galactic nuclei and supernova feed-
back, and star formation, based on the subhalo and halo for-
mation history, e.g. (White & Frenk 1991; Kauffmann, White,
& Guiderdoni 1993; Cole et al. 1994; Somerville & Primack
1999; Benson et al. 2003; Baugh 2006; Benson 2010).
All of these more detailed methods can make predictions for
galaxy clustering (and hence for bias), by using N-body simula-
tions and some number of observational inputs to fix modeling
parameters. The results for the galaxy power spectrum or cor-
relation functions depend on the modeling parameters, as well
as on cosmology. In many cases, it is not obvious exactly how
the final answer depends on the interaction of these parameters,
and an exhaustive sampling of parameter space by brute force
can become computationally very expensive.
The general problem of efficiently sampling cosmological
parameter space and building fast (essentially instantaneous),
accuracy controlled, simulation-based predictors (“emulators”)
for summary statistics has been addressed via the introduction
of the Cosmic Calibration Framework (CCF). The CCF is based
on efficient parameter sampling strategies coupled to Gaussian
Process (GP) based interpolation and a Markov chain Monte
Carlo (MCMC) sampler (Heitmann et al. 2006; Habib et al.
2007). The efficiency of the CCF for reproducing highly non-
linear observables is demonstrated in the Coyote (Heitmann
et al. 2010, 2009; Lawrence et al. 2010) and extended Coy-
ote (Heitmann et al. 2014) emulators for the matter power
spectrum, accurate to 1% up to k = 1 Mpc−1 and 3-5% up to
k = 8.6 Mpc−1, and an emulator for the halo concentration-mass
(c−M) relation (Kwan et al. 2013), accurate to 3% at z = 0.
This paper is concerned with providing a means for ef-
ficiently predicting galaxy 2-point statistics within the HOD
model, using GP-based emulation. Our method presents a con-
siderable advantage over algorithms that directly sample the
dark matter halo catalogs (Neistein and Khochfar 2012), be-
cause these involve a substantial computational overhead in
terms of time and memory consumption. Moreover, the large
scale information in the emulator is a product of several real-
izations of N-body simulations to reduce finite volume effects;
this is not possible with a single catalogue as discussed in Neis-
tein and Khochfar (2012). It is especially powerful because it
can be run on a single processor and each run takes less than a
second.
We adopt the HOD model as a first test case for emulation
of galaxy based statistics because it is simple, yet flexible, and
because it is the least demanding in terms of N-body simulation
requirements. Using results from a high resolution simulation,
we have populated the halos with galaxies from a sampling de-
sign with a 100 different HOD models, measuring the galaxy-
galaxy and galaxy-dark matter power spectra from each model.
This process is applied to six snapshots between 0≤ z≤ 1 and
we perform a linear interpolation to obtain additional power
spectra at intermediate redshifts. The emulator is driven by
a GP to return either a galaxy auto or cross power spectrum
for arbitrary HOD models within the design. Sampling from
the GP is a fast and accurate means of obtaining a nonlinear
galaxy power spectrum without having to populate a halo cat-
alog with a new HOD model each time. With the additional
input of source and lens catalogs, the emulator can return the
tangential shear 〈γt(θ)〉 or the excess surface density, ∆Σ(r).
In the following, we discuss our HOD approach, including
the parameter choices, in Section 2. We describe the simula-
tion underlying this work in Section 3 and provide some details
on extracting the galaxy power spectra for the different HOD
models from the simulation. Section 4 describes the emulator
construction itself and the tests used for verifying its accuracy.
Section 5 compares the performance of the emulator to a num-
ber of analytic halo models for the galaxy auto and cross power
spectra. An initial set of scientific results based on the new
emulator are reported in Sections 6 and 7, analyzing the depen-
dence of the galaxy power spectrum on different HOD parame-
ters and determining galaxy bias for different HOD models. In
Section 8, we generalize the emulator to configuration space. In
Section 9, we extend the galaxy-dark matter cross power spec-
trum emulator to calculate 〈γt(θ)〉 and ∆Σ(r). We conclude
with a short discussion in Section 10.
2. THE HALO OCCUPATION MODEL
The HOD model (Kauffmann et al. 1997; Jing et al. 1998;
Benson et al. 2000; Peacock & Smith 2000; Seljak 2000;
Berlind & Weinberg 2002) has evolved over time (cf. Zheng et
al. 2005) into a straightforward method for associating galaxies
with halos. The idea behind the HOD model is that every galaxy
is required to be contained within a dark matter halo and galaxy
populations are split into “centrals", the bright main galaxy in-
side the halo, located at the halo center, and surrounding dim-
mer “satellite" galaxies. HOD models are calibrated against
clustering observations of sets of target galaxies, allowing for
an interpretation of the measurement in terms of a galaxy popu-
lation model for halos. In this sense, the models are not predic-
tive, and, in principle, have to be tuned to the galaxy population
(defined, e.g., by color and luminosity) under consideration. (It
is also not obvious that the simple assumption of the halo mass
as the master variable is sufficiently accurate, due to halo as-
sembly bias, as discussed in Gao et al. 2005.)
Despite the above caveats, the HOD approach has proven to
be very successful when applied to large scale structure surveys,
mostly to interpret their galaxy populations. These studies have
informed us about the typical host halo mass and the ratio of
satellite to central galaxies for a number of galaxy populations.
The HOD model has been applied to both photometric and
spectroscopic galaxy surveys, and hence galaxy types. These
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FIG. 1.— Range of the HOD emulator for Mcut (top panel) and M1 (bottom
panel) compared to previous HOD analyses. The emulator covers the parame-
ter space between the red lines. The survey data points are taken from Table A1
of Parejko et al. (2013) and include: Zheng et al. (2009) [SDSS LRG (2PCF)],
Blake et al. (2008) [SDSS LRG (Photo-z, DR4)], Padmanabhan et al.
(2009) [SDSS LRG (Photo-z, DR5)], Phleps et al. (2006) [Combo-17 (Red)],
Brown et al. (2008) [NDWFS & IRAC], Wake et al. (2008) [2SLAQ], Kulka-
rni et al (2007) [SDSS LRG (3PCF)], White et al. (2011) [BOSS CMASS]
and Parejko et al. (2013) [BOSS LOWZ].
include Luminous Red Galaxies (LRGs), in the SDSS (Zehavi
et al. 2004; Zehavi et al. 2005; Kulkarni et al 2007; Blake et al.
2008; Zheng et al. 2009; Padmanabhan et al. 2009) and com-
bined 2dF-SDSS LRG and QSO survey (2SLAQ) (Wake et al.
2008), red galaxies from the NOAO Deep Wide Field Survey
(NDWFS), Spitzer IRAC Shallow Survey (Brown et al. 2008)
and Combo-17 (Phleps et al. 2006) as well as CMASS (White
et al. 2011) and LOWZ (Parejko et al. 2013) populations from
BOSS.
In order to be specific, we adopt the HOD model of Zheng
et al. (2009) for SDSS LRGs, although other models could eas-
ily have been considered. In this particular case, the average
number of central and satellite galaxies, in a halo of mass M, is
determined by the following equations:
〈ncen〉 = 12 erfc
[
ln
(
Mcut/M
)
√
2σ
]
, (1)
〈nsat〉 =
(
M −κMcut
M1
)α
. (2)
According to the HOD model, each halo must be assigned a
probability of hosting a central galaxy based on the mass of
the halo, with the sharpness of the cutoff mass determined by
the parameter σ. If the halo is sufficiently massive to satisfy
an additional cut in halo mass, imposed by κMcut, then more
galaxies are placed around the halo center as satellite galaxies;
how many of these are inserted into the halo is controlled by
the parameter α. We assume that the number of satellite galax-
ies follows a Poisson distribution with mean 〈nsat〉. The effect
of these parameters on the mean number of galaxies assigned
to each halo are illustrated in Figure 2 for two example HOD
models. When calculating the contribution from satellite galax-
ies, instead of drawing dark matter particles from the halo at
random based on the likelihood of hosting a galaxy, if a halo
has been determined to host a satellite galaxy, each halo par-
ticle is assigned a weight according to the number of galaxies
predicted by the HOD model. We do not weight halo particles
unless the halo center also has a non-zero weight. This is done
to reduce the level of shot noise in the power spectra. In this
scheme, the halo center is given a weight of 〈ncen〉, and each
particle belonging to the halo has a weight of 〈nsat〉/N, where
N is the total number of halo particles.
FIG. 2.— Mean number of central (dot-dashed) and satellite (dashed) galax-
ies per halo for two extreme HOD models at the edges of the prior range of
the emulator. The average total number of galaxies per halo is shown as a
solid curve. The two models shown have the lowest (grey) and highest (black)
values in the HOD parameter space specified in Table 1.
The ranges of HOD parameters that we cover are given in
Table 1 and illustrated in Figure 1 with respect to observational
values obtained from large scale structure surveys. Figure 2
shows the values of 〈ncen〉 and 〈nsat〉 for the two HOD models
at the extreme ends of the prior range. The emulator comfort-
ably covers the HOD models used for the analysis of the recent
CMASS BOSS results (White et al. 2011) as well as many
SDSS LRG samples at certain redshifts and luminosity cuts.
TABLE 1
PRIOR RANGE OF HOD MODEL PARAMETERS
12.9 ≤ log10(Mcut[M])≤ 13.78
13.5 ≤ log10(M1[M])≤ 14.7
0.5 ≤ σ ≤ 1.2
0.5 ≤ κ≤ 1.5
0.5 ≤ α≤ 1.5
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The parameter ranges of our emulator are motivated by the
galaxy samples that we wish to study but ultimately limited by
the mass resolution of our simulation; we only consider halos
with a minimum mass cut set by a lower limit of 40 particles per
halo, this in turn imposes a lower limit on Mcut and σ. While the
smallest halos that we populate are actually less massive than
the value of Mcut in that HOD model because σ can substan-
tially increase the value of 〈ncen〉 for low mass halos, we have
ensured that these limits are within the mass resolution of our
simulation (discussed below) by setting an appropriately con-
servative lower limit on Mcut. The upper limit is set mainly by
statistical limitations due to the finite number of high mass ha-
los in the simulation – a lower mass cut reduces the amount of
noise in the power spectrum, and is in accordance with current
and future galaxy surveys. Galaxy samples with excessively
high Mcut and M1 will have a low number density (high mass
halos are rare) and as such there are few surveys that will tar-
get such galaxies. We have checked that the limits imposed in
Table 1 will miss, at most, 1.6% of galaxies residing in halos
below the mass resolution of the simulation. This translates to
an error of ∼1% in the galaxy power spectrum as calculated
from the halo model in the worse case scenario.
3. N-BODY SIMULATIONS
Our HOD catalogs are based on an N-body simulation with a
box-size of L = 2100 Mpc, 32003 simulation particles and a cos-
mology similar to WMAP7: Ωm = 0.2648 (including both cold
dark matter and baryonic matter), Ωb = 0.0448,ns = 0.963,σ8 =
0.8, and h = 0.71. This leads to a particle mass, mp = 1.05 ·
1010M. The force resolution was set to ∼9 kpc. Initial con-
ditions were set with the Zel’dovich approximation, at zin =
200. The simulation was performed using the HACC (Hard-
ware/Hybrid Accelerated Cosmology Code) framework (Habib
et al. 2009; Pope et al. 2010; Habib et al. 2012) on the Mira
supercomputer at the Argonne Leadership Computing Facility.
To demonstrate the accuracy of our N-body simulation, we
have shown the matter power spectrum in comparison to a
smoothed average matter power spectrum in Figure 3, which
was produced by averaging an additional 15 particle-mesh (PM)
simulations combined with a theoretical matter power spectrum
calculated from Resummed Perturbation Theory (RPT; Crocce
& Scoccimarro (2006)), and then smoothed using a process
convolution, according to the procedure outlined in Lawrence
et al. (2010). Our RPT power spectra were calculated using
the perturbation theory package, Copter (Carlson et al. 2009).
The combination of the low resolution simulations reduces scat-
ter from finite volume effects on the power spectrum on large
scales. Note that the BAO feature has been enhanced relative
to the simulation as a result of averaging over the additional
realizations. We will later reuse these smoothed matter power
spectra to obtain smoothed estimates of the galaxy power spec-
tra. To avoid finite sampling errors on the very largest scales,
we model the ratio of the matter power spectrum with respect to
the galaxy-galaxy and galaxy-dark matter power spectra, rather
than modeling each separately.
Halos were identified with a Friends-of-Friends (FOF) algo-
rithm (Einasto et al. 1984; Davis et al. 1985). This algorithm
groups all particles that are joined to at least one other particle
by a certain link length, b, as belonging to the same halo; ap-
proximately equivalent to requiring a minimum isodensity con-
tour before an overdensity is considered a halo. Halo centers are
assigned by identifying the gravitational potential minimum.
FIG. 3.— Matter power spectra measured from the N-body simulation at
z = 0 (red) and at z = 1 (blue) with Poisson errors calculated from the number
of counts in each bin in k. Smoothed matter power spectra obtained from an
additional 16 PM runs and RPT (as described in Section 4.2) have also been
shown for comparison. The lower panel shows the data presented as a ratio;
the upper and lower horizontal lines indicate a 2% deviation.
We chose to use b = 0.168, since this in rough correspondence
with a spherical overdensity (SOD) mass of M200, reduces halo
over-linking, and is also consistent with other HOD analyses
carried out on recent measurements, e.g. by White et al. (2011)
and Parejko et al. (2013). The last feature allows for an easy
comparison of results. The smallest halos we consider have at
least 40 particles, leading to a halo mass of ∼ 4.2 ·1010M. At
z = 0, we have a total of ∼ 3.4 ·107 halos in the simulation and
there are ∼ 2000 halos with masses in excess of 9.55 ·1014M,
ensuring good statistics for massive halos.
3.1. Measuring the Galaxy Auto and Cross Power Spectra
from N-body Simulations
After having identified the halos in the simulations, the next
step is the generation of galaxy catalogs following our HOD
prescription outlined in Section 2. Varying the set of five HOD
parameters introduced in Table 1, we generate 100 different
models, arranged in a space-filling Symmetric Latin Hypercube
design as explained in more detail in Section 4.1. For each of
the 100 HOD models, the halo catalog is populated with galax-
ies from which we then measure a galaxy power spectrum. The
power spectrum is defined as:
P(k) =
〈|δ(k)|2〉 , (3)
where δ = (ρ− ρ¯)/ρ¯ and because we are interested in character-
izing the clustering of galaxies, ρ is the density of the galaxy
field in the Universe. We use a Cloud in Cell (CIC) deposition
on to a 102403 grid to generate the density field, followed by a
standard power spectrum estimation step using the Fast Fourier
Transform (FFT). We then subtract the Poisson shot noise from
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each galaxy auto power spectrum; under our weighting scheme
for the halo particles, this is defined as
∑N
i=1wi/
∑N
i=1w
2
i , where
w is weight on each particle as determined by the HOD model.
For the cross power spectrum, no weighting or shot noise sub-
traction is necessary, since the high resolution of the N-body
simulation ensures that the shot noise contribution to the power
spectrum is kept small.
4. EMULATING THE GALAXY AUTO AND CROSS POWER SPECTRA
Building a prediction scheme, or emulator, for the galaxy
power spectrum, proceeds in three steps: (i) the design step,
where we decide the HOD parameter settings at which to gen-
erate the power spectra, (ii) a smoothing step, where we take the
resulting power spectra and filter discreteness noise caused by
the finite number of galaxies in our catalogs, (iii) the interpo-
lation step, where we build a GP model to generate predictions
at new points in the HOD parameter space, leading to the final
emulator. Next, we describe each of these steps in detail, fol-
lowed by a rigorous testing procedure to verify the accuracy of
our new emulator.
4.1. Design Strategy
The distribution of models in the five-dimensional HOD pa-
rameter space – the emulator design – is determined by a Sym-
metric Latin Hypercube to cover the maximum amount of pa-
rameter space with the fewest models. The technique for gen-
erating such a design is detailed in Heitmann et al. (2009) (in-
cluding many references); the basic premise is that it is a space-
filling design such that in any given two-dimensional projec-
tion of the full five-dimensional space, the models are approx-
imately evenly sampled. The challenge is to determine a suf-
ficiently large sample of models such that the target accuracy
can be achieved without wasting computational time by over-
sampling.
Initially, we tried a set of 100 HOD models that span the
range given in Table 1. The number of models chosen to cover
the parameter space is determined by performing a series of
tests in which we vary the number of design points used from
25, 50, to 100 and build a toy emulator for each set using halo
model predictions for the HOD power spectrum as a proxy
model (see Cooray & Sheth 2002, for example) because these
can be generated quickly. According to the halo model, the
galaxy power spectrum is given by:
Pgg(k) = P1hgg (k)+P
2h
gg (k); (4)
and
P1hgg =
∫
n(m)
〈
Ngal
(
Ngal −1
) |m〉
n¯
|u(k|m)|2 dm (5)
P2hgg = PL
[∫
n(m) b(m)
〈Ngal|m〉
n¯
u(k|m) dm
]2
, (6)
where n(m) is the halo mass function, n¯ is the mean density of
galaxies and u(k|m) is the dark matter mass profile in Fourier
space, PL(k) is the linear matter power spectrum and b(m) is the
bias. Similarly, for the galaxy-dark matter cross power spec-
trum, we can write:
Pgm(k) = P1hgm(k)+P
2h
gm(k); (7)
and
P1hgm =
1
n¯
∫
n(m)
m
ρ¯
[|u(k|m)|2 〈Nsat|m〉+u(k|m)〈Ncen|m〉]dm(8)
P2hgm = PL
[∫
n(m) b(m)
〈Ngal|m〉
n¯
u(k|m) dm
]
,(9)
where ρ¯ is the mean density of dark matter in the Universe.
Since there exist analytic prescriptions or fitting formulae for
many of these terms, we can calculate these quantities much
more readily compared to using galaxy catalogs from N-body
simulations. The accuracy checks on these toy emulators are
shown in Figure 4, in which we have selected five models not
included in any of the designs and compared the predictions
from each emulator to these. We found the proxy model eas-
ily achieves subpercent level accuracy with only 100 models.
However, the response surface can be more complicated in the
fully nonlinear case than in the simplified proxy model. In fact,
we required 100 HOD models at redshifts, z = 0−0.66, but 149
models for redshift z = 1 to assure percent level accuracy in the
final product. Unfortunately, the proxy model cannot fully ac-
count for the effect of shot noise in the galaxy power spectra
and for the range of HOD models we considered, the shot noise
was sufficiently different across the parameter space to require
a closer sampling at high redshift where the halos are sparser.
The estimate of the resultant accuracy of our emulator is veri-
fied by our later a posteriori tests (Section 4.4) carried out on
the full emulator.
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FIG. 4.— Accuracy test on the toy emulators built from halo model proxies.
The aim is to estimate the number of models needed to cover the space of five
HOD parameters with percent level accuracy. We built three emulators based
on linear theory HOD models with 25 (red), 50 (green) and 100 (blue) design
points and use these to predict the power spectrum of five models not included
in the designs, which we denote Ptrue(k). The horizontal black lines denote our
targeted accuracy of 1%.
4.2. Smoothing the power spectrum
In this section, we discuss the smoothing process used to con-
vert the power spectra into noise-free estimates suitable for em-
ulation. The galaxy auto and cross power spectra generated
from the simulation contain measurement noise, because of fi-
nite volume effects and discrete sampling of Fourier modes. For
the GP to function properly, we do not want to model noisy es-
timates of quantities as this would interfere with the ability of
the GP to smoothly vary across the parameter space because of
the random noise included with each function. Therefore we
smooth the power spectra before they are used to condition the
GP. We require that this effective filtering introduces errors of
no more than ∼ 1% percent into the power spectrum measure-
ment.
Our process for smoothing for the power spectrum proceeds
in the following steps:
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1. We measure the set of matter, galaxy-dark matter and
galaxy-galaxy power spectra from the N-body simula-
tion using the same sized FFT grids.
2. We take the ratio between the matter and the galaxy-
galaxy and galaxy-dark matter power spectra to give
the bias. This removes much of the scatter from finite
volume effects, seen in Figure 3 on large scales, in the
power spectra.
3. We then perform a basis spline on the binned power
spectra. The bias is a simple enough function such that
we can use a basis spline of order 4 with 10 coefficients
evenly spaced throughout the k-range to capture the de-
pendence of the bias on scale. The variance in the bias is
sufficiently low such that the spline is able to capture the
shape without much error as demonstrated in Figure 5.
4. The power spectra are then recovered by multiplying the
bias with a smoothed estimate of the dark matter power
spectrum. This is obtained from the same procedure
that was used in Figure 5. In Lawrence et al. (2010), it
was shown that the smoothing process, which uses ad-
ditional information from the linear regime in the form
of 15 low resolution simulations and perturbation the-
ory, correctly captures the matter power spectrum to 1%
accuracy.
In Figure 5, we show an example HOD galaxy-galaxy power
spectrum with parameters, Mcut = 13.7086, M1 = 13.4515, σ =
0.6061, κ = 0.9444 and α = 1.1364, chosen at random, after ap-
plying all the steps in the smoothing process. The results shown
in the figure demonstrate that visually, there are no discernible
defects in the galaxy power spectrum caused by our smoothing
procedure and that the basis spline is sufficiently complex to fit
the data points.
4.3. Gaussian Process Modeling
Once the smoothed power spectra have been obtained at the
design points, a Gaussian Process model is conditioned on these
results, and can be interrogated to provide power spectrum pre-
dictions for any set of parameters chosen to lie within the prior
range of Table 1.
The GP is a family of non-parametric, Gaussian distributed
functions about a set of input points. The GP returns a function
whose behavior is obliged to satisfy the input points at high ac-
curacy. Our Gaussian model exists in parameter space, and not
in k−space; i.e. the GP does not model each k bin individu-
ally but rather the function as a whole over the entire parameter
set. Overfitting is avoided by supplying a covariance function
that regulates the complexity or “smoothness" of the function
returned by the GP. This is achieved by controlling the rela-
tionship between each model in parameter space in terms of a
distance metric. It is important that the underlying response
surface mapped by the GP varies smoothly with the parame-
ters – this requires the absence of sudden discontinuities as we
move from one model to another with similar parameters. In
most cosmological applications, this is not an issue, as most
two-point statistics are quite well behaved when the underlying
parameters are changed. However, we often do not know in
advance the exact dependencies and degeneracies that exist in
parameter space, particularly if the problem is nonlinear. For
this reason, the form of the covariance function is parameter-
ized with a set of hyperparameters. These are determined by
FIG. 5.— Example HOD model results obtained after applying the smooth-
ing process at six redshifts. The top panel shows the ratio Pgg/Pm measured
from both the N-body simulation (blue crosses) and the smoothed HOD mod-
els (black curve). The bottom panel shows the ratio between the two, with
dashed and solid lines indicating 1% and 2% error bands respectively.
maximizing the likelihood of these parameters given the simu-
lation data, which we carry out via an MCMC process.
Our procedure for setting up the GP closely follows the
method outlined in Heitmann et al. (2006), Habib et al. (2007)
and Heitmann et al. (2009). We have only briefly summarized
the process here, because we are not so much concerned with
the use of GPs for precision cosmology, but the application of
GPs to the particular problem at hand. We refer the interested
reader to the earlier papers for further details.
Once the GP is fully specified, we can draw a function, con-
strained to pass through the design points, at any point in the
parameter space that satisfies the covariance function. This pro-
cess is no more computationally expensive than calculating of
the inverse of the covariance matrix with the new model in-
cluded.
4.4. Testing the Emulator
In this section, we test the accuracy of the emulator by com-
paring the power spectrum generated by the emulator to HOD
models directly sampled from our N-body simulation but not
included in the conditioning of the GP. We apply the same
smoothing process, described in Section 3.1, to these new HOD
models. We repeat this test on both Pgg(k) and Pgm at each of the
six redshift slices used to construct the emulator. In Figures 6,
and 7, we show the results of these tests, demonstrating that the
emulators are indeed accurate to ∼ 1% and ∼ 2% respectively,
over the range 0.01 ≤ k ≤ 1 Mpc−1. These accuracy limits are
well below the accuracy requirement on Pgm to extract HOD
constraints from galaxy-galaxy lensing data for current exper-
iments. Our test models are chosen at random to span the full
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range of parameters. Generally, the emulator should perform
better near the center of the design and worse at the edges of
the Latin hypercube, simply because there are a limited number
of models that support the design edge. This is seen in some of
the blue curves in Figure 6, particularly at z = 1, which is poorly
reproduced from k ∼ 0.8 Mpc−1 onwards because it lies on a
corner of the design space and because galaxies from this HOD
utilize the most massive halos i.e. Mcut = 13.78 and M1 = 14.7
and hence require the most shot-noise subtraction.
Note that the errors in Figure 6 are percent level in the fully
nonlinear case rather than below sub-percent level as in Figure 4
because the response surface is more complicated with nonlin-
ear structure formation and there are additional contributions to
the error budget in smoothing and shot noise.
FIG. 6.— Accuracy test for Pgg(k) : five HOD power spectra at each redshift
are predicted by the emulator and compared to the same models directly mea-
sured from the N-body simulation not included in the original design. Each
model is represented by a different color. The HOD power spectra returned by
the emulator are within ∼ 1% of the smoothed N-body results on the scales
0.01≤ k ≤ 1 Mpc−1 for the models tested.
5. COMPARISON TO ANALYTIC MODELS
We now compare the accuracy of our emulator to analytic
predictions of the HOD power spectrum. These models are
based on summing the 2-halo and 1-halo contributions to the
galaxy power spectrum. The relevant equations for the most
basic halo model (see, e.g., Cooray & Sheth 2002) are listed in
Section 4.1 (Equations 4 – 6). The 2-halo term (Equation 5)
describes galaxy pairs in two different halos, while the 1-halo
term (Equation 6) arises from the galaxy pairs that occupy the
same halo. There have been many revisions to this model and
we consider two of the most popular, the Zheng (2004) and Tin-
ker et al. (2005) models, which we will call Z04 and T05 re-
spectively.
There are four ingredients to these models: the halo profile,
the concentration-mass relation, the halo bias and the halo mass
function. Whenever possible, we take the most recent fitting
functions that are the most widely accepted in the literature to
model these four quantities. We use an NFW profile to describe
FIG. 7.— Accuracy test for Pgm(k) at all redshifts. As in Figure 6, we test
the emulator against five new HOD models drawn from the N-body simulation
that were not included in the original design. Each color represents the same
set of HOD parameters drawn from the within the parameter range at each of
the six redshifts used to build the emulator.
the distribution of galaxies in a halo. For the concentration-
mass relation, we use Bhattacharya et al. (2013), which was
calibrated on a ΛCDM cosmology that closely resembles our
simulation in its Ωm and σ8 values.
To model the large scale halo bias, we use the following fit-
ting function from Tinker et al. (2010)
b(ν) = 1−A
νa
νa + δac
+Bνb +Cνc (10)
where A = 1+ 0.24yexp
[
−(4/y)4
]
, a = 0.44y− 0.88, B = 0.183,
b = 1.5, C = 0.019 + 0.107y + 0.19exp
[
−(4/y)4
]
, c = 2.4 and
y = log10∆ and ∆ = 200. For our FOF catalogs with b = 0.168,
∆ = 200 is the most appropriate background overdensity value
considered in Tinker et al. (2010), who used halo catalogs iden-
tified with a SOD finder. Indeed, Tinker et al. (2010) report that
a good agreement was found in the measured values of the large
scale bias between FOF halo catalogs with b = 0.168 and a SOD
catalog of ∆ = 200, despite the differences in the methodology
and effects of aspherical FOF halo isodensity contours (Lukic
et al 2007). To this end, we also use the mass function from Tin-
ker et al. (2008); although this is also calibrated on SOD halos,
the normalization of the mass function is consistent with Equa-
tion 10 for the halo bias such that
∫
b(ν)n(ν)dν = 1 and we
would like to limit our analysis to only include model ingredi-
ents that are publicly available.
Our implementation of both the Z04 and T05 models use the
same halo mass function, concentration-mass relation and the
same expression for the large scale, linear halo bias. There
are, however, two points on which the models differ; firstly
the treatment of halo exclusion and secondly, the functional
form assumed for the evolution of the halo bias as a function
of scale. The Z04 model imposes halo exclusion by setting the
upper integration limit, Mlim, on the 2-halo term to avoid count-
ing contributions from two overlapping halos. This is done by
requiring Mlim = 4/3pi(r/2)3ρcΩm∆, where r is the radius of the
halo, such that no other halo residing within half of the radius
of a halo of mass, Mlim, can be considered. T05 extends this
halo exclusion model by allowing halos to be ellipsoidal and
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by modelling the distribution of the ratio of their major to mi-
nor axes. We can then calculate the effect of non-spherical halo
alignments on the 2-halo term thusly:
P2hgg (k,r) =
1
n¯′2
Pm(k)
∫ ∞
0
n(M1)〈Ngal|M1〉b(M1,r)u(k|M1) dM1∫ ∞
0
n(M2)〈Ngal|M2〉b(M2,r)u(k|M2)p(y) dM2 (11)
where n¯′ is the reduced number density and p(y) = 3y2 −2y3,y =
(x − 0.8)/0.29 and is the probability of non-overlapping halos
as calibrated from N-body simulations. The function p(y) is
bounded such that, when y< 0, p(y) = 0 and when y> 1, p(y) =
1. Equation 11 then requires a Hankel transform to remove the
remaining dependence on scale and is reweighted thusly:
1+ ξ2h(r) =
(
n¯′
n¯
)2 [
1+ ξ′2h(r)
]
, (12)
where ξ′2h(r) is just the Hankel transform of P2hgg (k,r) from
Equation 11. Because the double integral in Equation 11 is time
consuming to evaluate, we use the n¯′ matched limit as suggested
in T05. This involves calculating the reduced number density
as
n¯′2 =
∫ ∞
0
n(M1)〈ngal|M1〉 dM1
∫ ∞
0
n(M2)〈ngal|M2〉 dM2,
(13)
then finding the value for the upper limit on the integral over
halo mass that gives an equivalent number density to Equa-
tion 13 and replacing the Mlim in the Z04 model with this value.
The halo bias in the T05 model is given by:
b2(M,r) = b2(M)
[1+1.17ξm(r)]1.49
[1+0.69ξm(r)]2.09
(14)
where b2(M) is the expression in Equation 10 from Tinker et al.
(2010) and ξm is the matter correlation function. Unfortunately,
the form of the scale dependence of the halo bias used in Z04
is not explicitly written out (it is only stated that it is calibrated
to N-body simulations) and so we can only use the large scale
asymptotic bias in the 2-halo term.
In Figure 8, we compare the Z04 and T05 models (solid and
dotted-dashed, respectively), calculated using the halo model
components described above, against our HOD emulator. We
chose a random set of model parameters within our acceptable
parameter range. On large scales, both power spectra agree to
∼10% (better than∼ 5% in the T05 model), then the Z04 model
starts to deviate at k ∼ 0.06 Mpc−1, as the scale dependent bias
becomes important and the contribution from the 1-halo term is
inadequate at this scale to substantially increase the amplitude
of the total power spectrum. In contrast, the T05 model re-
mains accurate to ∼ 5% down to k ∼ 0.17 Mpc−1. By allowing
for non-spherical halos, there are additional contributions to the
2-halo term from halos that are fortuitously aligned along their
minor axes and P2h(k) in the T05 model is boosted relative to
the Z04 model. This results in the overall power spectrum hav-
ing a better fit to the simulations. Note that the 1-halo contribu-
tions are the same for both models.
The evolution of the halo bias with scale makes a significant
contribution in the T05 model in matching the amplitude of the
power spectrum to the HOD emulator by boosting the linear
halo bias. However, there are indications that the modeling of
the scale dependent bias is not ideal. If we neglect the scale
dependence in the halo bias in Equation 11, the T05 model is
accurate to 10% down to k∼ 0.3 Mpc−1 but the discrepancy be-
tween this version of the T05 model and the emulator is approx-
imately constant with k. This suggests that the scale dependent
bias would not be necessary (for this set of HOD parameters)
if the large scale linear bias was better captured by Tinker et al.
(2010). This implies that accurately characterizing the halo bias
is a worthwhile endeavour if we are to improve the halo model.
FIG. 8.— The auto and cross power spectra from the HOD emulator com-
pared to the Zheng (2004) (Z04; solid) and Tinker et al. (2005) (T05; dotted-
dashed) analytic models. We have split the total power spectrum from each
of these models into their 2-halo (red) and 1-halo (green) components. The
bottom panel shows the error in the analytic models compared to the emulator
for the galaxy-dark matter cross power spectrum in red and the galaxy-galaxy
power spectrum in blue. The large scale bias in the T05 model is reproduced
quite well at the∼ 5% level up to k∼ 0.17 Mpc−1, but then there are deviations
of up to 40% on smaller scales.
Past the quasi-linear scale, neither model can be trusted to
derive accurate constraints on cosmology or the HOD parame-
ters as the shape of the power spectrum is significantly biased
at the 20-40% level. Unfortunately, this sort of halo model ap-
proach is only as good as its constituent fitting functions and
the accuracy of these may be severely restrictive and dependant
on the cosmology, volume, mass resolution etc. of the simu-
lations used to calibrate them. Furthermore, the evaluation of
these models is very slow, (the double integral in Equation 13
is particularly time consuming as is the transformation to con-
figuration space for Equation 12); each model can take up to
a minute to compute, compared to less than a second for the
emulator.
Nonetheless, these models give an intuitive understanding of
the HOD power spectrum via the halo model and its 2-halo and
1-halo contributions. Furthermore, while undoubtedly more ac-
curate, by construction, the emulator can only operate within a
certain parameter range, while, in principle, the halo model can
be less restricted. Unfortunately, some of the ingredients of the
halo model are also calibrated on N-body simulations, which
can carry their own assumptions, such as the choice of a par-
ticle cosmology or in the implementation of a technique e.g.
FOF versus SOD halo finding.
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FIG. 9.— Emulated galaxy auto power spectrum at z = 0. The five HOD parameters Mcut,M1,σ,κ and α are varied. A single parameter is changed at a time in
each panel, while the other four parameters are kept fixed at the midpoint of the parameter space. We divide the range of each parameter into ten evenly spaced bins,
these are the values fed into the HOD emulator.
6. PARAMETER SENSITIVITIES
Now that we are in possession of an HOD emulator, we
can smoothly vary each HOD parameter in turn to investi-
gate parametric degeneracies and other effects on the galaxy
auto and cross power spectra. In Figure 9, we explore the
effect of changing each parameter on the galaxy-galaxy auto
power spectrum. We divide the parameter space into ten evenly
spaced bins for each HOD parameter in turn, while keeping
all the other parameters fixed at the center of the design, i.e.
Mcut = 13.35,M1 = 13.8,σ = 0.85,κ = 1 and α = 1. The resul-
tant series of multiple power spectra are plotted in Figure 9.
The results shown in Figure 9 demonstrate that the parame-
ters that most strongly affect the HOD power spectrum are Mcut
and α, while κ only minimally affects the power spectrum over
our parameter range. The parameter, Mcut, has the greatest in-
fluence in determining which halo will host a central galaxy.
Since the majority of galaxies in our HOD models are centrals,
it follows that Mcut has the greatest effect on the HOD power
spectrum, especially on the linear bias.
In Figures 10 and 11, we have calculated ∂ logP(k)/∂θi
from the emulator as a function of wave number, (here θi =
{Mcut,M1,σ,κ,α}) to demonstrate the degeneracies between
the HOD parameters. The Fisher information matrix assess how
well a parameter can be measured from a particular statistic and
is defined as follows:
Fi j = −
〈
∂2log f
∂θi∂θ j
〉
(15)
From Tegmark (1997), we can approximate the Fisher matrix
with
Fi j ≈ 2pi
∫ kmax
kmin
(
∂ logP(k)
∂θi
)(
∂ logP(k)
∂θ j
)
w(k)d logk (16)
Assuming the same survey window, w(k), Figures 10 and 11,
give an insight into how well these HOD parameters can be
measured from the auto and cross power spectra respectively at
two redshifts z = 0 (grey) and z = 0.5 (black).
Figure 10 shows that all the HOD parameters are degenerate
on large scales, since they all show a similar relationship with k
up to k = 0.05 Mpc−1. This implies that they are all capable of
shifting the linear, large scale asymptotic bias; but higher Mcut
and α values will increase the bias as the galaxy catalog will be
populated from higher mass halos and more satellite galaxies,
whereas increasing M1 will decrease the bias, as a catalog with
a higher M1 will contain fewer satellite galaxies, if all other
parameters are kept fixed. The parameter, σ, widens the mass
cut on the central galaxies to accept more low mass halos and
increasing σ reduces the linear bias. At smaller scales up to
k = 1 Mpc−1, Mcut affects the shape of the HOD power spectrum
more strongly than any other parameter. At these scales, the
power spectrum is still dominated by the two-halo term, so the
additional satellite galaxies produced by having a larger value
of α contributes less clustering than does Mcut. As in Figure 9, κ
does very little to change the shape of the power spectrum. We
have also investigated these relationships at z = 0.5, as shown
in Figure 10. By this redshift, the number of massive halos has
been greatly reduced compared to z = 0. This in turn reduces
the influence of M1 and α on the HOD power spectrum, which
are only active parameters if M & 1014 M. Conversely, σ and
Mcut become more influential at higher redshift. We have also
tried varying the central point in parameter space from which
we calculate the derivatives of the parameter values. We found
our conclusions to be qualitatively unchanged when the ‘mid-
point’ is shifted to either edge of the parameter range, although
the overall amplitudes of ∂ logP/∂θi may be more or less pro-
nounced.
For the galaxy-dark matter cross power spectrum, Figure 11
shows that the dominant HOD parameter that determines its
amplitude and shape is the mass cut off for the central galax-
ies, Mcut. We can also expect to constrain, α, which controls
how many satellite galaxies to insert into each halo, much more
readily than the typical mass of the halo hosting the galaxies,
M1, while σ and κ make very little difference to the shape and
bias of the cross power spectrum.
Our results agree with Parejko et al. (2013), who found simi-
lar dependencies on the shape of the projected HOD correlation
function, wp, although their study probes much smaller scales
than our HOD power spectrum emulator.
7. NONLINEAR BIAS
We now investigate the nonlinear galaxy bias with our HOD
emulator. This is a difficult quantity to model analytically be-
yond the large scale, linear limit and our emulator offers a
means of easily accessing nonlinear predictions for the galaxy
bias. We define the galaxy bias as follows:
b(k) =
√
Pgg(k)
Pm(k)
, (17)
where Pm(k) can be chosen to be either the linear or nonlinear
matter power spectrum, defining two notions of galaxy bias. In
Figures 12 and 13, we show the evolution of the galaxy bias
as a function of scale at z = 0 and z = 1, respectively. As in
Figure 9, we have divided the parameter range into 10 bins, but
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FIG. 10.— Derivatives of the galaxy-galaxy power spectrum with respect to
the 5 HOD parameters, θi = {Mcut (red), M1 (green), σ (blue), κ (cyan) and α
(magenta) }. We compute each partial derivative at the midpoint of the design
at two redshifts, z = 0 (dashed) and z = 0.5 (solid).
FIG. 11.— As in Figure 10, but for the galaxy-dark matter cross power
spectrum. Note the change in scale on the y-axis.
in this section, we allow only Mcut to change, since this is the
parameter that the HOD power spectrum is most sensitive to, as
shown previously in Section 6.
Figures 12 and 13 show that the nonlinearity of the bias in-
creases with redshift when the HOD model is kept the same.
The scale dependence of the bias in relation to the nonlinear
matter power spectrum is quite moderate for the models with a
low Mcut and is approximately linear until k ∼ 0.1−0.2 Mpc−1.
The scale dependence is stronger at higher redshift, but this is
because a galaxy catalog at this redshift with the same HOD
parameters will contain rarer halos, i.e. there were much fewer
1015 M halos at z = 1 than z = 0 and so these are more biased
with respect to the matter density field.
In evaluating power spectra where the density field is recon-
structed from mass points, there is an unavoidable shot noise
contribution due to the finite mass resolution. At the highest k
values considered here, the shot noise in the matter power spec-
tra is insignificant, because the particle Nyquist wave number
in the simulation is sufficiently large (see Heitmann et al. 2010,
for detailed evaluations and tests). A similar situation exists
for the galaxy field: the preferential sampling of halos amongst
the dark matter distribution introduces an element of shot noise
in the galaxy power spectrum. We subtract a Poissonian shot
noise term, proportional to 1/n¯ in keeping with current analy-
ses of observational data, e.g Anderson et al. (2012). But halos
are biased tracers that tend to follow the highest peaks of the
dark matter density field, and by placing galaxies inside these,
we have inherently chosen positions that are not a fair sample
of the entire density field and so the generation of shot noise is
not entirely a Poisson process in the galaxy power spectrum. It
is important to note that the galaxy shot noise will make a sub-
stantial contribution to the bias shown in Figures 12 and 13 on
small scales.
FIG. 12.— Nonlinear galaxy bias determined from the HOD emulator cal-
culated using the linear Pm(k) (solid) and nonlinear Pm(k) (dashed) at z = 0.
We have varied Mcut between the maximum and minimum parameter ranges
to produce 10 different curves. The other HOD parameters are kept constant
at their midpoint values.
8. CONFIGURATION SPACE
We now consider the HOD power spectra in configuration
space. Certain features, e.g. the baryon oscillations, are more
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FIG. 13.— Galaxy bias, following Figure 12, but at z = 1.
prominent in configuration space than in Fourier space; addi-
tionally, the correlation function can be more readily measured
from galaxy surveys than can the power spectrum, making the
correlation function a more attractive quantity to model.
The correlation function is related to the power spectrum via
the following transformation:
ξ(r) =
1
2pi2
∫
k2 P(k) j0(kr)dk, (18)
where j0 is the spherical Bessel function. Performing this inte-
gral is numerically challenging because of the highly oscillating
integrand. Nonetheless, we attempt this brute force approach to
obtain a reference correlation function which can be compared
to more sophisticated methods. In order for the integral to con-
verge, we introduce a smoothing term by multiplying the inte-
grand with a damping factor of exp(−k2σ2) where σ = 0.5. We
tried two other methods in addition to the brute force approach,
a quadrature formula to approximate integrals over Bessel func-
tions introduced by Ogata (2005) and applied to the correlation
function by Szapudi et al. (2005) and FFTlog, an algorithm
that performs Fast Fourier or Hankel transforms over logarith-
mically spaced intervals (Hamilton 2000).
As shown in Ogata (2005), integrals involving Bessel func-
tions such as the one that appears in Equation 18 can be approx-
imated as:∫
f (x)Jν(x) dx
≈ pi
k∑
n=1
wνk f (piψνk(hrνk)/h)J(piψνk(hrνk)/h)ψνk′(hrνk)
(19)
where ψ(x) = x tanh[(pi/2)sinh(x)], h is the step length of the
integration, wνk(x) = Yν(x)/Jν+1(x) and rν are the zeros of the
Bessel function. For the correlation function, we want to con-
sider ν = 1/2, since j0(x) =
√
(pi/2x)J1/2. Two parameters, h,
the step size, and k, the number of steps performed, control the
accuracy of the integration. We use h = 1/150 and m = 500
and have verified that for f (x) = 1, the integral is indeed equal
to 1. We found that these parameters were a good compro-
mise between accuracy and the time taken to calculate the sum
in Equation 19. However, these two methods also require the
FIG. 14.— The matter correlation function produced by different schemes
for calculating the Hankel transformation from Fourier space. This shows that
the quadrature formula of Ogata (2005) and the extrapolations that we employ
to calculate the correlation function from the power spectrum only introduces
less than 1% error.
FIG. 15.— Similar to Figure 14 but now testing the Ogata (2005) integral,
FFTlog (Hamilton 2000) and brute force integration, using the HOD power
spectrum emulator as input. The power spectrum has been extrapolated into
both the linear and nonlinear regimes by a simple power law and using a Padé
approximant respectively.
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power spectrum to be known over a large range of wavelengths,
much larger than the range covered by the HOD emulator.
To extend the power spectrum to larger length scales, we use
the smoothed matter power spectrum multiplied by the linear
bias up to k = 0.001 Mpc−1 and beyond that, we match a sim-
ple power law extrapolation, P(k)∝ kn, to the amplitude of the
primordial power spectrum, where n = 0.963.
The smaller scales are extended to k = 103 Mpc−1 with a
scheme based on a Padé approximant, R(x), which is a series ap-
proximation defined as R[n,m](x) =
(∑n
i=0 anx
n
)
/
(
1+
∑m
i=1 bmx
m
)
for constants, a0,a1, ...,an, and b1,b2, ...bn. Fortunately, the be-
havior of the correlation function on the scales that we emulate
is not affected too much by the power spectrum on these ex-
tremely large scales; we only require a smooth extrapolation
that approaches zero as k increases. We chose a Padé approx-
imation of the form R[0,m](k) = a0/(1+ b1k + b2k2), because the
power spectrum appears to approach a power law, k−2, on small
scales. The constants a0,b1,b2 are set by matching the function
to P(k) at three points at k ≈ 0.699,0.848,0.995 Mpc−1. Be-
cause the amplitude of the power spectrum rapidly approaches
zero in the nonlinear regime, the correlation function is largely
insensitive to the exact form used to extrapolate the power spec-
trum to small scales; we only require that it exists for the inte-
gral to converge. Nonetheless, in Figure 14, we check each of
these assumptions in turn. We generate a power spectrum up
to k = 10 Mpc−1 using the extended Coyote matter power spec-
trum emulator (Heitmann et al. 2014) and this is transformed
into a correlation function via Equation 18 using a brute force
integration. This acts as a reference (Figure 14; black) to which
we can compare the effect of our extrapolation methods on the
resultant correlation function. In Figure 14, we show two more
correlation functions whose corresponding matter power spec-
trum was extrapolated to smaller scales using the Padé approx-
imation (red) and additionally extended with a power law to
model the linear regime (green). We also compare the methods
proposed by Ogata (2005) (cyan) and Hamilton (2000) (dark
blue). The bottom panel shows that the relative error as a result
of making these assumptions compared to the brute force ap-
proach is less than 1%. In Figure 15, we demonstrate that this
still holds for the galaxy power spectra produced by our emula-
tor. However, we are only able to test the various prescriptions
used to evaluate the Hankel transform in Equation 18 because
the k−range of the emulator is not wide enough for the brute
force method to work without some sort of extrapolation. The
three methods that we consider in Figure 15 all yield results
consistent to 1%.
9. GALAXY-GALAXY LENSING
We now demonstrate the usefulness of our emulator by ap-
plying our predictions for the galaxy-matter cross power spec-
trum to estimate the average tangential shear produced by galax-
ies residing in dark matter haloes. Galaxy-galaxy lensing in-
volves the distortion of background galaxy images by the dark
matter haloes of foreground galaxies. Because galaxy-galaxy
lensing is concerned with probing the halo profile of galactic
sized dark matter haloes, the HOD model is a natural candidate
for modeling the distribution of galaxies on small scales. In-
deed, some of the strongest constraints on small scale structure
have been derived from applying the HOD model to observa-
tions of galaxy-galaxy lensing.
The tangential shear from galaxy-galaxy lensing is given
by Moessner & Jain (1998); Guzik & Seljak (2001):
〈γt(θ)〉= 6piΩm
∫
dχ fχ(χ′,χ)
n1(χ)
a(χ)
∫
dkkPgm(k,χ)J2(k,θ,χ),
(20)
where f (χ′,χ) =
∫
dχ′n2(χ′)χ(χ−χ
′)
χ′ is defined as the lens effi-
ciency, χ is the comoving angular distance and a is the scale
factor. The normalized distributions of foreground (lens) and
background (source) galaxies are given by n1(χ) and n2(χ) re-
spectively.
Our emulator also calculates the excess surface density in the
plane of the lensing potential, ∆Σ via the following equation:
∆Σ(R) = Σcrit 〈γt(R)〉 , (21)
where Σcrit = c
2
4piG
Ds
DlDls
is the critical surface density and D is
the angular diameter distance in proper coordinates.
To evaluate the Hankel transform in Equation 20, it is nec-
essary to extend the galaxy-dark matter power spectrum to
smaller scales to allow the integral to converge. Again, we
adopt the Padé approximation because this approach involves
minimal assumptions about the high k behaviour of the galaxy-
dark matter cross power spectrum. This time, however, we add
an additional exponential damping term to prevent the bias from
becoming too large in the small scale regime. Another possi-
ble extension is to add a baryon model (such as ∝< M > /R2
to represent the stellar contribution as additional lensing with a
point mass) as in Velander et al. (2013) or model of sub-halo
clustering with truncated NFW profiles as in Li et al. (2014)
instead with additional fitted parameters.
In Figure 16, we show the dependence of the tangential shear,
〈γt(θ)〉, (grey) excess surface density, ∆Σ(r), on our five HOD
parameters. By far, the mass cut on centrals, Mcut, dominates all
the other HOD parameters and we can only expect to constrain
two parameters, Mcut and M1 easily. This motivates a joint anal-
ysis involving another statistic such as w(θ) to break the degen-
eracy between the HOD parameters. Furthermore, Figure 16
suggests that these HOD parameters may be more readily con-
strained from 〈γt(θ)〉 than ∆Σ(r).
The use of our emulator removes the reliance on halo model
based methods and provides a significantly more accurate es-
timate of the non-linear clustering in the large-k regime as
demonstrated in our comparisons with halo model in Section 5.
In addition, the emulator is substantially faster at evaluating
the cross galaxy-matter power spectrum than any of the an-
alytic methods that we have considered. Using the emulator
instead of an analytic model reduces the run time on a typ-
ical MCMC analysis with ∼ 104 steps for convergence from
∼10 hours to ∼ 15 minutes on a single processor, since each
evaluation of 〈γt(θ)〉 with the emulator saves about five sec-
onds. The emulator will be applied to observations of 〈γt(θ)〉
and ∆Σ(r) to determine the HOD of galaxies in the sample (in
prep). For this purpose, we have additionally built an emula-
tor with an extended parameter range covering halos down to
Mcut ∼ 1012.5M with only an additional 50 models per red-
shift, at the cost of downgrading the accuracy of the power
spectra to ∼ 5%1. Fortunately, this is not an issue for current
datasets. This allows our tool to be more robust against changes
in galaxy samples. The nested design demonstrates the flexibil-
ity of the Cosmic Calibration Framework as a powerful tool for
providing fast, nonlinear predictions for the purposes of deriv-
ing cosmological constraints from observations.
1This code is available from the authors by request.
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FIG. 16.— Derivatives of the averaged tangential shear 〈γt (θ)〉 (grey) and
excess surface density, ∆Σ(r) (black) with respect to the 5 HOD parameters,
θi = {Mcut (solid), M1 (dashed), σ (dotted-dashed), κ (dotted) and α (dotted-
dotted- dashed) }. We assume a redshift range of 0.2< z< 0.4 for the sources
and 0.5 < z < 1.3 for the lens catalog and a redshift distribution typical of the
Dark Energy Survey.
10. CONCLUSIONS
We present an emulator for an HOD-based galaxy-galaxy
and galaxy-dark matter cross power spectra (and correlation
functions) obtained from an N-body simulation. The emula-
tor is accurate to ∼1% (auto) and ∼2% (cross) over the range
0.01 ≤ k ≤ 1 Mpc−1 (1 ≤ r ≤ 180 Mpc) from 0 ≤ z ≤ 1. Us-
ing our emulator, we explore the parameter degeneracies of
the five-parameter HOD model of Zheng et al. (2009), find-
ing significant degeneracies between the parameters on large
scales. Changes in Mcut dominate both the shape and over-
all amplitude of the HOD power spectrum, while the param-
eter κ has a very small effect. We show how the emulator can
be used to extract scale-dependent galaxy bias. By compar-
ing against the emulator results, we find that that analytic halo
model predictions for the galaxy bias, such as that of Zheng
(2004) and Tinker et al. (2005), while reasonably accurate at
large length scales (k < 0.1 Mpc−1), cannot be used to derive
accurate constraints on cosmology or the HOD parameters as
the form of the resulting galaxy power spectrum is significantly
biased at the 20-40% level at smaller length scales. We also
extend the emulator to provide predictions for the averaged tan-
gential shear, 〈γt(θ)〉 and excess surface density, ∆Σ(r), which
are highly useful for obtaining the HOD of source galaxies from
galaxy-galaxy lensing. We explore the parameter degeneracies
in these statistics and find that the main parameter that affects
the measurement of the shear is Mcut .
Emulation is a powerful technique for efficiently generating
accurate models for highly nonlinear quantities in cosmology,
such as the galaxy power spectrum. The emulator only requires
a small number (100) of models to be directly computed from
the halo catalog of an N-body simulation, following which each
prediction from the emulator takes less than a second. This can
substantially reduce the run time needed for an MCMC anal-
ysis where, in the current approach e.g. White et al. (2011);
Parejko et al. (2013), the halo catalog and power spectrum are
recomputed at each step. To facilitate use by the community,
the emulator code has been publicly released.
Future plans to extend the emulator include the addition of
cosmological parameters to the HOD parameter space and the
modeling of redshift space distortions.
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