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Abstract
Let G be a compact Lie group, and consider the loop group LeG := { ∈ C([0,1],G); (0) = (1) = e}.
Let ν be the heat kernel measure at the time 1. For any density function F on LeG such that Entν(F ) < ∞,
we shall prove that there exists a unique optimal transportation map T :LeG → LeG which pushes ν
forward to Fν.
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1. Introduction
The Monge–Kantorovich problem is to consider how to move one distribution of mass to
another one as efficiently as possible. The efficiency is measured with respect to a cost function
c(x, y) specifying the transportation tariff per unit mass. For the quadratic cost c(x, y) = |x−y|2
in the Euclidean space Rd , the optimal transportation map was obtained by Brenier [3,4] (see
also Rachev, Rüschendorf [18] and Knott, Smith [13]). On a compact Riemannian manifold,
with respect to the square of the Riemannian distance d2M , such an optimal transportation was
constructed by McCann [17]. For c(x, y) = |x − y|, see [6,10]. We shall not mention here all
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survey paper [1] for more details.
Recently the Monge–Kantorovich problem meets two direction of development: one explored
essentially by K.T. Sturm [20,21], and Lott and Villani [15] to singular manifolds (of finite di-
mension) having length property such as cones or Alexandrov spaces; another one initiated by
Feyel and Üstünel [11] to carry out the programme on infinite-dimensional settings: they re-
solved completely the case of Wiener space. The main goal of this work is to deal with curved
infinite-dimensional spaces, namely loop groups.
The transportation cost inequality was first established by Talagrand [23] on Euclidean space
R
n in 1996. Therefore, sometimes this inequality is also called Talagrand’s inequality. This
inequality concerns two important quantities: the Wasserstein distance between probability mea-
sures and the entropy of the dynamical system.
Firstly, let us recall the definition of the L2-Wasserstein distance. Let μ, ν be two probability
measures on a complete separable metric space (X,d). The L2-Wasserstein distance between μ
and ν is defined as follows:
W2(μ, ν) = inf
π∈C(μ,ν)
{ ∫
X×X
1
2
d(x, y)2 dπ(x, y)
}1/2
where C(μ, ν) denotes the totality of the Borel probability measures on X × X with μ, ν as
marginal laws, equivalently all couplings of μ and ν. In the definition of Wasserstein distance,
1
2d(x, y)
2 acts as the cost function c(x, y). We shall say that the transportation cost inequality or
Talagrand’s inequality holds for μ if there exists a constant C > 0 such that
W 22 (fμ,μ)C Entμ(f ), f  0,
∫
X
f dμ = 1,
holds where Entμ(f ) =
∫
X
f logf dμ. Through this inequality, we can get an upper estimate of
the Wasserstein distance between two probability measures. On loop groups, we have established
in [8,9,19] that the transportation cost inequality holds for the heat kernel measure with respect
to several different distances including the Riemannian distance. In this paper, we guarantee the
Wasserstein distance to be finite through the transportation cost inequality.
The main interest of this paper is to deal with the Monge–Kantorovich problem on loop
groups. Our work will be based partly on the McCann’s paper [17], where he treated inge-
niously the singularity of the Riemannian distance; partly on the Feyel and Üstünel’s paper [11],
where the authors were the first to investigate the Monge–Kantorovich problem on an infinite-
dimensional setting; the procedure of finite-dimensional approximating will be very useful to
us.
Now let us explain more precisely the content of this paper. Let G be a connected compact
Lie group and G its Lie algebra equipped with AdG-invariant inner product 〈 , 〉. Consider the
based loop groups LeG:
LeG :=
{
 : [0,1] → G continuous; (0) = (1) = e},
where e is the unit element of G. Let H0(G) be the Cameron–Martin space of absolutely con-
tinuous curves h from [0,1] to G such that h(0) = h(1) = 0 and |h|2 = ∫ 1 |h˙(θ)|2 dθ < +∞.H0 0 G
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gebra of LeG. Consider a continuous curve γ : [0,1] → LeG; it is said to be admissible if there
exists zt =
∫ t
0 z
′
s ds ∈ H0(G) with
∫ 1
0 |z′s |2H0 ds < +∞ such that for θ ∈ [0,1],
dtγ (t, θ) = γ (t, θ)z′t (θ)dt, γ (0, θ) = e. (1.1)
For such a curve, we define
L(γ ) =
{ 1∫
0
∣∣z′t ∣∣2H0 dt
}1/2
.
Then the Riemannian distance dL on LeG is defined as
dL(1, 2) = inf
{
L(γ ); γ admissible connecting e and −11 2
}
, (1.2)
where e denotes the identity loop. It is clear that dL is left invariant: dL(1, 2) = dL(1, 2),
and it was proved in [9] that (1, 2) 	→ dL(1, 2) is lower semi-continuous on LeG×LeG.
Let
W0(G) =
{
w : [0,1] → G continuous; w(0) = w(1) = 0}.
Then (W0(G),H0(G)) together with the Brownian bridge measure μ0 on W0(G) is an abstract
Wiener space. Let x(t, ·) be a Brownian motion taking values on W0(G), with the covariance
operator 〈 , 〉H0 . For each θ ∈ [0,1], we consider the s.d.e.
dtgx(t, θ) = gx(t, θ) ◦ dtx(t, θ), gx(0, θ) = e, (1.3)
where dt denotes the Stratonovich stochastic differential relative to the time t . It was proved
in [16] that (t, θ) 	→ gx(t, θ) admits a continuous version, that we denote by the same nota-
tion. Then we get a continuous stochastic process t 	→ gx(t, ·) on LeG. Let ν denote the law of
x 	→ gx(1, ·) on LeG, which is called the heat kernel measure on LeG. Let F :LeG → R+ be
a nonnegative Borel function such that
∫
LeG F dν = 1. We introduce the Wasserstein distance
W2(ν,Fν) between ν and Fν:
W 22 (ν,Fν) = inf
π∈C(ν,Fν)
( ∫
LeG×LeG
1
2
dL(1, 2)
2π(d1,d2)
)
, (1.4)
where C(ν,Fν) denotes the totality of probability measures on LeG×LeG having ν and Fν as
marginal laws.
Theorem 1.1 (Monge problem). Suppose that Entν(F ) < +∞. Then there is a unique measur-
able map T :LeG → LeG such that
(i) T#ν = Fν,
(ii) W 22 (ν,Fν) =
∫
LeG
1
2dL(,T ())2 ν(d).
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mal transportation map in the case of Lie groups; our method has the advantage to be generalized
to infinite-dimensional settings. The proof of Theorem 1.1 will be done in Sections 3 and 4: we
resolve first Kantorovich dual problem in Section 3 following [11], our objective will be then
reached in Section 4, by developing McCann’s observation on the upper differentiability of the
Riemannian distance.
2. McCann’s optimal transportation map on compact Lie groups
The exponential map defined by Riemannian geodesics on a Riemannian manifold plays a
key role in McCann’s construction of the optimal transportation. The resolution for geodesic
equations meets a difficulty on infinite-dimensional settings; we refer to [14] for such kind of
discussions on the case of Riemannian path spaces; however, the exponential map is not well
defined. In this section, we shall develop an alternative approach of MaCann’s result in the case
of Lie groups.
Throughout this section, G will be a compact Lie group, and its Lie algebra G is endowed
with an inner product 〈 , 〉, which is not assumed to be Ad-invariant. The associated Riemannian
distance d is defined as
d(x, y) = inf
{
L(γ ) :=
( 1∫
0
∣∣∣∣γ (t)−1 ddt γ (t)
∣∣∣∣2
G
dt
)1/2}
,
where the infimum is taken over the set of all absolutely continuous curve connecting x and y.
Let ψ :G → R ∪ {±∞}be a measurable function. Consider
ψc(x) := inf
y∈G
{
1
2
d2(x, y)−ψ(y)
}
. (2.1)
If ψ is not bounded above, then ψc is identically equal to −∞; ψc = +∞ happens only if
ψ = −∞ everywhere; otherwise, ψc is a Lipschitz function; therefore it is differentiable out of
a null set of G.
Given two probability measures μ and ν on G, then the Wasserstein distance W2(μ, ν) is
defined as
W 22 (μ, ν) = inf
{ ∫
G×G
1
2
d(x, y)2π(dx,dy); π ∈ C(μ, ν)
}
,
where C(μ, ν) denotes the set of couplings of μ and ν. According to the Kantorovich dual
representation theorem (see [22, Chapter 1]), it holds
W 22 (μ, ν) = sup
(φ,ψ)∈Φc
J (φ,ψ), (2.2)
where J (φ,ψ) := ∫
G
φ dμ+ ∫
G
ψ dν and
Φc :=
{
φ,ψ :G → R continuous; φ(x)+ψ(y) 1d(x, y)2
}
. (2.3)2
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verifying ψ = (ψc)c , φ = ψc such that
W 22 (μ, ν) = J (φ,ψ). (2.4)
In particular, φ and ψ are Lipschitz continuous functions on G.
Proposition 2.1. Let (φ,ψ) ∈ Φc and φ = ψc. If for some x, y ∈ G, φ is differentiable at x and
φ(x)+ψ(y) = 1
2
d(x, y)2, (2.5)
then y is uniquely determined by the gradient ∇φ(x). More precisely, there exists a unique
geodesic γ such that γ (0) = e, γ (1) = x−1y and
1∫
0
Ad∗
γ−1t
(
γ−1t
d
dt
γt
)
dt = −∇φ(x), (2.6)
where Ad∗g denotes the adjoint operator of Adg .
Proof. Let γ be minimizing geodesic such that γ (0) = e, γ (1) = x−1y and
L(γ ) =
( 1∫
0
∣∣∣∣γ−1t ddt γt
∣∣∣∣2
G
dt
)1/2
= d(e, x−1y).
Set z′t = γ−1t ddt γt . Then
dγ (t) = γ (t)z′t dt, γ (0) = e.
For any a ∈ G, ε > 0, since (φ,ψ) ∈ Φc , we have
φ
(
xeεa
)+ψ(y) 1
2
d
(
xeεa, y
)2
.
Combining this with (2.5), we have
φ
(
xeεa
)− φ(x) 1
2
d
(
xeεa, y
)2 − 1
2
d(x, y)2. (2.7)
Let γε(t) = e−εtaγ (t), then γε(0) = e, γε(1) = e−εax−1y. We have
dtγε(t) = γε(t)
(
z′t − εAdγ−1t eεta a
)
dt.
It follows that
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(
xeεa, y
)2  1∫
0
∣∣z′t − εAdγ−1t eεta a∣∣2G dt
=
1∫
0
∣∣z′t ∣∣2G dt − 2ε
1∫
0
〈
z′t ,Adγ−1t eεta a
〉
G
dt + ε2
1∫
0
|Ad
γ−1t eεta
a|2G dt
or
1
2
d
(
xeεa, y
)2 − 1
2
d(x, y)2 −ε
1∫
0
〈
z′t ,Adγ−1t eεta a
〉
G
dt + 1
2
ε2
1∫
0
|Ad
γ−1t eεta
a|2G dt.
According to (2.7), we have, for each ε > 0,
φ(xeεa)− φ(x)
ε
−
1∫
0
〈
z′t ,Adγ−1t eεta a
〉
G
dt + 1
2
ε
1∫
0
|Ad
γ−1t eεta
a|2G dt.
Letting ε ↓ 0 gives that
(Daφ)(x)−
1∫
0
〈
z′t ,Adγ−1t a
〉
G
dt =
〈
−
1∫
0
Ad∗
γ−1t
z′t dt, a
〉
G
.
Let ∇φ(x) ∈ G be defined such that (Daφ)(x) = 〈∇φ(x), a〉G. Since a ∈ G is arbitrary, we get
the expression (2.6).
Set
Vt =
t∫
0
Ad∗
γ−1s
z′s ds. (2.8)
We shall prove that V1 determines uniquely the minimizing geodesic {γt , 0 t  1}. Let a ∈ G,
ε ∈ R and c ∈ C2([0,1],R) such that c(0) = c(1) = 0. Consider γε(t) = eεc(t)aγ (t). Then γε
joins e and x−1y. We have
dγε(t) = γε(t)
(
z′t + εc′(t)Adγ−1t e−εc(t)a a
)
dt.
Then
L(γε)
2 =
1∫ ∣∣z′t + εc′(t)Adγ−1t e−εc(t)a a∣∣2G dt.
0
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0 =
{
d
dε
L(γε)
2
}
ε=0
= 2
1∫
0
〈
z′t , c′(t)Adγ−1(t) a
〉
G dt,
or
1∫
0
〈
Ad∗
γ−1(t) z
′
t , c
′(t)a
〉
G
dt = 0.
Using the definition (2.8), the integration by parts yields to
〈
V1, c
′(1)a
〉
G
=
1∫
0
〈
Vt , c
′′(t)a
〉
G
dt. (2.9)
Now suppose that (γ˜t , 0  t  1) is another minimizing geodesic connecting e and x−1y˜
such that V˜1 = V1. Then by (2.9), for each c ∈ C2([0,1],R) such that c(0) = c(1) = 0, we have
1∫
0
〈
Vt , c
′′(t)a
〉
G
dt =
1∫
0
〈
V˜t , c
′′(t)a
〉
G
dt.
Since the set of such function t 	→ c′′(t)a is dense in L2([0,1],G), we deduce that Vt = V˜t almost
everywhere. By continuity, Vt = V˜t for each t ∈ [0,1]. Namely,
t∫
0
Ad∗
γ−1s
z′s ds =
t∫
0
Ad∗
γ˜−1s
z˜′s ds.
It follows that
Kt := Ad∗
γ−1t
z′t = Ad∗γ˜−1t z˜
′
t .
Note that γ and γ˜ both satisfy the differential equation
dtγ (t) = γ (t)z′t dt = γ (t)Ad∗γt Ktdt, γ (0) = e. (2.10)
By the uniqueness of solution, γ˜ coincides with γ . In particular, y˜ = y. 
Theorem 2.2. Let μ, ν be two probability measures on G. Suppose that μ is absolutely contin-
uous with respect to the Haar measure on G. Then there exists a unique measurable mapping
T :G → G which pushes μ forward to ν and (Id×T )#μ is a unique coupling measure in C(μ, ν)
which attains the Wasserstein distance W2(μ, ν).
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theorem, φ is differentiable almost surely with respect to the Haar measure, so does also with
respect to the measure μ. For a point x ∈ G where φ is differentiable, the compactness of G
yields the existence of y ∈ G such that φ(x) = 12d(x, y)2 − ψ(y). By Proposition 2.1, such y is
uniquely determined by (∇φ)(x). We shall denote it by
y = T (x), (2.11)
and prove that T :G → G is a measurable mapping. Let {βn, n  1} ⊂ C∞([0,1],R) be an
orthonormal basis of H(R) = {f : [0,1] → R; f (0) = 0 and ∫ 10 |f˙ (s)|2 < +∞}. Define
cn(t) =
t∫
0
βn(s)ds − t
1∫
0
βn(s)ds.
Let {e1, . . . , ed} be an orthonormal basis of G. Then {βnei, n 1, i = 1, . . . , d} is an orthonor-
mal basis of H(G). Let Ut =
∫ t
0 Vs ds. Then (2.9) can be rewritten as
〈
V1, c
′
n(1)ei
〉
G =
1∫
0
〈
U ′t , β ′n(t)ei
〉
G dt = 〈U,dnei〉H(G).
It follows that
U =
∑
n1
d∑
i=1
〈
V1, c
′
n(1)ei
〉
G
βnei,
converges in H(G). A fortiori,
Ut =
∑
n1
d∑
i=1
〈
V1, c
′
n(1)ei
〉
G
· βn(t)ei (2.12)
converges in G. Now replacing V1 by −∇φ(x), we see that for each t , Ut is a measurable function
of x so does Vt . The differential equation (2.10) can be rewritten in the form
dγ (t) = γ (t)Ad∗γt dVt , γ (0) = e.
Therefore for each t , γt is a measurable mapping of x. In this way, we get the measurability of
the mapping T (x) = xγ (1).
Take any Υ ∈ C(μ, ν) which attains W2(μ, ν). Then∫ (1
2
d(x, y)2 − φ(x)−ψ(y)
)
dΥ (x, y) = 0.G×G
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2 − φ(x)−ψ(y) 0, then Υ -a.s.
1
2
d(x, y)2 − φ(x)−ψ(y) = 0.
By construction of T , it holds that Υ -a.s.
y = T (x).
Furthermore, this implies also the uniqueness of the mapping T . Now for any bounded Borel
function f on G×G,∫
G×G
f (x, y)dΥ (x, y) =
∫
G×G
f
(
x,T (x))dΥ (x, y) = ∫
G
f
(
x,T (x))dμ(x).
Consequently, Υ = (Id×T )#μ. In particular, T#μ = ν. 
Theorem 2.3. (McCann [17].) The map T has the following explicit expression using the geo-
desic exponential map:
T (x) = expx
(−∇φ(x)). (2.13)
Proof. Let x, y ∈ G and γ the minimizing geodesic connecting e and x−1y. Consider ck(t) =
sin (kπt). Then (2.9) holds, or ∫ 10 〈Ad∗γ−1t z′t , c′k(t)a〉G dt = 0 where a ∈ G. Therefore for any
integer k  1,
1∫
0
Ad∗
γ−1t
z′t cos(kπt)dt = 0,
from which we get that t → Ad∗
γ−1t
z′t is a constant function over [0,1]. In particular,
γ ′(0) = z′(0) =
1∫
0
Ad∗
γ−1s
z′s ds.
Now combining (2.6) and the definition of geodesic exponential map, we get (2.13). 
3. Kantorovich dual problem
Let ν be the heat measure at the time 1 on LeG defined by (1.3). The objective of this section
is to resolve the Kantorovich dual problem for two probability measures ν and Fν on the loop
group LeG. More precisely, let G be a connected compact Lie group, G its Lie algebra endowed
with an AdG-invariant metric 〈 , 〉G. Recall that
LeG =
{
 : [0,1] → G continuous; (0) = (1) = e}
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H0(G) =
{
h : [0,1] → G; h(0) = h(1) = 0, |h|2H =
1∫
0
∣∣h˙(θ)∣∣2
G
dθ < +∞
}
.
For a cylindrical function F :LeG → R in the form
F() = f ((θ1), . . . , (θn)), f ∈ C∞(Gn),
and h ∈ H0(G), we define
(DhF)() =
{
d
dε
F
(
eεh
)}
ε=0
=
n∑
i=1
〈
∂if, (θi)h(θi)
〉
T(θi )G
, (3.1)
where ∂if denotes the ith partial derivative. The gradient operator ∇L on LeG is defined as
(∇LF )() = n∑
i=1
−1(θi)(∂if )G(θi, ·), (3.2)
where G(θi, θ) := θi ∧ θ − θiθ . Consider
E(F,F ) :=
∫
LeG
∣∣∇LF ∣∣2
H0
dν.
By Driver [5], the integration by parts formula holds for the heat kernel measure ν, so that
E(F,F ) is closable. Let D21(ν) be the domain of the associated Dirichlet form.
Now let P = {0 < θ1 < · · · < θN < 1} be a finite partition of [0,1]. For any h ∈ H0(G), we
define
ΠPh =
N∑
i,j=1
G(θi, ·)QPij h(θj ), (3.3)
where (QPij ) is the inverse matrix of (G(θi, θj ))ij . Note that (ΠPh)(θi) = h(θi) for 1 i  N .
Set
HP (G) =
{
ΠPh; h ∈ H0(G)
}
.
Then it is easy to see that 〈ΠPh,h〉H0 = 〈ΠPh,ΠPh〉H0 , so that ΠP is the orthogonal projection
from H0(G) onto HP (G). Define ΛP :H0(G) → GP by
ΛP (h) =
(
h(θ1), . . . , h(θN)
)
. (3.4)
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with the metric
〈a, b〉P =
N∑
i,j=1
QPij 〈ai, bj 〉G, a = (a1, . . . , aN), b = (b1, . . . , bN) ∈ GN. (3.5)
In the remainder of the paper, we use also the notation ΛP to denote the projection from LeG
to GP :
ΛP () =
(
(θ1), . . . , (θN)
)
.
Let gx(t, ·) be the continuous process on LeG defined by the s.d.e. (1.3), we denote
by gPx (t) = ΛP (gx(t, ·)) = (gx(t, θ1), . . . , gx(t, θN)) and xPt = ΛP (x(t, ·)) = (x(t, θ1), . . . ,
x(t, θN)). Then t 	→ xPt is a standard Brownian motion taking values in (GP , 〈 , 〉P ) and
dgPx (t) = gPx ◦ dxPt , gPx (0) = (e, . . . , e). (3.6)
Let νP = (ΛP )#ν. Then νP is the law of x 	→ gPx (1) on GP , which has a strictly positive density
with respect to the Haar measure on GP .
Proposition 3.1. Let (Pn)n1 be a sequence of partition of [0,1] such that Pn ⊂ Pn+1 and⋃
nPn is dense in [0,1]. Then for any , ′ ∈ LeG,
dn
(
Λn,Λn
′) ↑ dL(, ′) as n → +∞, (3.7)
where Λn = ΛPn and dn is the left invariant distance associated to 〈 , 〉Pn defined in (3.5).
Proof. We see first that if P1 ⊂P2, then
dP1
(
ΛP1(),ΛP1(
′)
)
 dP2
(
ΛP2(),ΛP2(
′)
)
. (i)
In fact, let γ : [0,1] → GP2 be a minimizing geodesic such that γ (0) = ΛP2(), γ (1) = ΛP2(′).
Set z′s = γ−1(s)γ ′(s) ∈ GP2 . We have
d2P2
(
ΛP2(),ΛP2(
′)
)= 1∫
0
∣∣z′s∣∣2P2 ds.
Let Λ−1P :G
P → HP (G) be the inverse map of ΛP . Then
d2P2
(
ΛP2(),ΛP2(
′)
)= 1∫
0
∣∣Λ−1P2 (z′s)∣∣2H0 ds.
Let γ˜ (s) = (γ (s, θ))θ∈P1 and z˜s = (z(s, θ))θ∈P1 . We have γ˜ (0) = ΛP1(), γ˜ (1) = ΛP1(′) and
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(
ΛP1(),ΛP1(
′)
)

1∫
0
∣∣z˜′s∣∣2P1 ds =
1∫
0
∣∣ΠP1(Λ−1P2 (z′s))∣∣2H0 ds

1∫
0
∣∣Λ−1P2 (z′s)∣∣2H0 ds = d2P2(ΛP2(),ΛP2(′)).
We get (i).
In the same way, we can prove that
dP
(
ΛP (),ΛP (′)
)
 dL(, ′). (ii)
Now we shall prove that
sup
n
dn
(
Λn(),Λn(
′)
)
 dL(, ′).
Suppose that M1 = supn dn(Λn(),Λn(′)) < +∞. Then there exist geodesics γn in
C([0,1],GPn) such that γn(0) = e ∈ GPn , γ (1) = Λn(−1′), and L(γn) = dn(Λn(),Λn(′)).
Set
z′n(s) = γ−1n (s)γ ′n(s) ∈ GPn
and
z˜′n(s) = Λ−1n
(
z′n(s)
) ∈ HPn(G).
Then
1∫
0
∣∣z˜′n(s)∣∣2H0 ds =
1∫
0
∣∣z′n(s)∣∣2Pn = dn(Λn(),Λn(′))M21 .
Therefore, {z˜n; n 1} is contained in a bounded set of
H
(
H0(G)
) := {zt = t∫
0
z′s ds;
1∫
0
∣∣z′s∣∣2H0 ds < +∞
}
.
Up to a subsequence, (z˜n)n1 converges weakly to some z ∈ H(H0(G)) such that∫ 1
0 |z′(s)|2H0 ds M21 . Consider the following differential equation on LeG:
dγ˜ (t, θ) = γ˜ (t, θ)z′t (θ)dt, γ˜ (0, θ) = e;
dγ˜n(t, θ) = γ˜n(t, θ)z′n(t, θ)dt, γ˜n(0, θ) = e.
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On the other hand, Λn(γ˜n(1, ·)) = γn(1) = Λn(−1′). This means that for each θ ∈ Pn0 , and
n n0, γ˜n(1, θ) = (−1′)(θ). As ⋃nPn is dense in [0,1], we get that γ˜ (1, ·) = −1′, therefore,
dL(, 
′)2 
1∫
0
∣∣z′s∣∣2H0 ds M21 .
The proof of (3.7) is completed. 
Now let F be a non-negative Borel function on LeG such that
∫
LeG F dν = 1. Set μ = Fν
and μP = (ΛP )#μ. Then μP = FPνP with FP ◦ ΛP = EBP (F ), where BP is the sub σ -field
on LeG generated by ΛP .
Theorem 3.2. We have
sup
P
W2(μP , νP ) = W2(μ, ν). (3.8)
Proof. Let Υ ∈ C(μ, ν). Define ΥP = (ΛP × ΛP )#Υ . Then ΥP ∈ C(μP , νP ). According to
(3.7), we have
W 22 (μP , νP )
∫
LeG×LeG
1
2
d2P (ΛP1,ΛP2)Υ (d1,d2)

∫
LeG×LeG
1
2
d2L(1, 2)Υ (d1,d2).
Taking the infimum over Υ ∈ C(μ, ν), we get W2(μP , νP )W2(μ, ν).
Conversely, take ε > 0 small enough so that any two points x, y ∈ G such that dG(x, y) < ε
can be connected by a unique minimal geodesic in G, where dG is the bi-invariant distance on G.
For any partition P = {0 < θ1 < · · · < θN < 1}, we set
UP =
{
(y1, . . . , yN) ∈ GP ; dG(yn, yn−1) < ε, i = 1, . . . ,N + 1
}
,
where y0 = yN+1 = e. UP is an open set of GP . For each y = (y1, . . . , yN), we define IP (y) ∈
LeG such that IP (y)(θi) = yi and yi , yi−1 are linked by the unique minimal geodesic. Then
IP :UP → LeG is well defined and continuous.
Take a sequence of partition Pn of [0,1] such that Pn ⊂ Pn+1 and ⋃nPn is dense in [0,1].
Then we have
(i) ΛPn ◦ IPn = Id on UPn , IPn ◦ΛPn → Id as n → +∞;
(ii) for each  ∈ LeG, lim 1UPn (ΛPn) = 1.n→∞
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W 22 (μPn , νPn) =
∫
GPn×GPn
1
2
dPn(x, y)
2Υn(dx,dy).
Define
Υ˜n = (IPn × IPn)#
( 1UPn×UPn
Υn(UPn ×UPn)
Υn
)
.
According to (ii),
lim
n→∞νPn(UPn) = limn→∞
∫
LeG
1UPn
(
ΛPn()
)
dν() = 1
and
lim
n→∞μPn(UPn) = limn→∞
∫
LeG
1UPn
(
ΛPn()
)
F dν() = 1.
We have (UPn ×UPn)c ⊂ (UcPn ×GPn)∪ (GPn ×UcPn). Then
Υn
(
(UPn ×UPn)c
)
 μPn
(
UcPn
)+ νPn(UcPn)→ 0 as n → ∞.
Therefore,
lim
n→∞Υn(UPn ×UPn) = 1.
Let f :LeG → R be a bounded continuous function. Then∣∣∣∣ ∫
GPn×GPn
1UPn×UcPn (x, y)
Υn(UPn ×UPn)
f
(
IPn(x)
)
dΥn(x, y)
∣∣∣∣
 ‖f ‖∞
Υn(UPn ×UPn)
νPn
(
UcPn
)→ 0 as n → ∞.
Therefore, ∫
LeG×LeG
f (1)dΥ˜n(1, 2) =
∫
GPn×GPn
1UPn×UPn (x, y)
Υn(UPn ×UPn)
f
(
IPn(x)
)
dΥn(x, y)
=
∫
LeG
1UPn (ΛPn(1))
Υn(UPn ×UPn)
f
(
IPnΛPn(1)
)
dμ(1)
−
∫
Pn Pn
1UPn×UcPn (x, y)
Υn(UPn ×UPn)
f
(
IPn(x)
)
dΥn(x, y)G ×G
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LeG
f ()dμ().
If we denote by μ˜n and ν˜n the marginal laws of Υ˜n, then μ˜n converges weakly to μ, as well as ν˜n
converges weakly to ν. It follows that the family {Υ˜n, n 1} is tight. Up to a subsequence, Υ˜n
converges weakly to a probability measure Υ0. Clearly, Υ0 ∈ C(μ, ν). Now following [24] and
according to (3.7) and to (i), for m n,
∫
LeG×LeG
1
2
d2Pn
(
ΛPn(1),ΛPn(2)
)
dΥ˜m(d1,d2)

∫
LeG×LeG
1
2
d2Pm
(
ΛPm(1),ΛPm(2)
)
Υ˜m(d1,d2)
 1
Υm(UPm ×UPm)
∫
GPm×GPm
1
2
d2Pm(x, y)Υm(dx,dy)
= 1
Υm(UPm ×UPm)
W 22 (μPm, νPm)
 1
Υm(UPm ×UPm)
sup
P
W 22 (μP , νP ).
Letting m → +∞ yields∫
LeG×LeG
1
2
d2Pn
(
ΛPn(1),ΛPn(2)
)
Υ0(d1,d2) sup
P
W 22 (μP , νP ).
Now letting n → +∞, by virtue of (3.7), we get
W 22 (μ, ν) supP
W 22 (μP , νP ). 
Theorem 3.3. There exists a constant C > 0 such that
W 22 (Fν, ν) C Entν(F ), (3.9)
for any positive Borel function F on LeG such that
∫
LeG F dν = 1.
Proof. Let P be a finite partition of [0,1]. Then it is known (cf. [2]) that
W 22 (FPνP , νP ) CP EntνP (FP ), (3.10)
240 S. Fang, J. Shao / Journal of Functional Analysis 248 (2007) 225–257where CP = 2(e‖RicP‖ − 1)/‖Ric‖P and RicP is the Ricci tensor on GP . By [7],
supP ‖RicP‖ < +∞, it follows that C := supP CP < +∞. Now
EntνP (FP ) =
∫
GP
FP logFP dνP =
∫
LeG
E
BP (F ) logEBP (F )dν  Entν(F ).
Hence (3.9) follows from (3.8) and (3.10). 
Theorem 3.4 (Kantorovich Dual problem). Suppose that Entν(F ) < +∞, then there exists a
Borel function φ ∈D21(ν) and ψ in L1(LeG,Fν) respectively such that
(i) φ()+ψ(′) 1
2
d2L(, 
′), for all , ′ ∈ LeG, and
(ii) W 22 (ν,Fν) =
∫
LeG
φ dν +
∫
LeG
ψF dν.
Proof. Take a sequence of finite partition Pn of [0,1] as above. On GPn , according to (2.4),
there exist two Lipschitz continuous functions φn, ψn on GPn such that
φn(x)+ψn(y) 12dPn(x, y)
2, x, y ∈ GPn , (3.11)∫
φn dνn +
∫
ψn dμn = W 22 (νn,μn) =
∫ 1
2
|∇φn|2Pn dνn. (3.12)
Since GPn is compact, we have λn =
∫
φn dνn is finite. Let C be the constant in (3.9), then∫
GPn
(φn − λn)2 dνn  C
∫
GPn
|∇φn|2Pn dνn  2C2 Entν(F ). (3.13)
Define a new sequence (φ¯n, ψ¯n) = (φn − λn,ψn + λn) which satisfies again (3.11) and (3.12).
Let
φ˜n() = φ¯n
(
Λn()
)
, ψ˜n() = ψ¯n
(
Λn()
)
.
From a classical result in the Dirichlet form theory, we see that φ˜n ∈D21(ν). By (3.1), we have,
for h ∈ H0(G),〈∇φ˜n(), h〉H0 = (Dhφ˜n)() = (DΛn(h)φ¯n)(Λn())= 〈(∇φ¯n)(Λn()),Λn(h)〉Pn .
It follows that
|∇φ˜n|H0() = |∇φ¯n|Pn ◦Λn().
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weakly to a function φˆ ∈D21(ν) such that
∫
LeG |∇φˆ|2H0 dν  C2 Entν(F ). By Banach–Saks the-
orem, again up to a subsequence, the Cesaro mean (φ˜1 + · · · + φ˜n)/n converges to φˆ in D21(ν).
Let Υ0 ∈ C(Fν, ν) such that
W 22 (Fν, ν) =
∫
LeG×LeG
1
2
dL(1, 2)
2Υ0(1, 2).
Set
Fn(1, 2) = 12dL(1, 2)
2 − φ˜n(1)− ψ˜n(2)
= 1
2
dL(1, 2)
2 − φ¯n
(
Λn(1)
)− ψ¯n(Λn(2))
which is positive by (3.7) and (3.11). Now using (3.8),∫
LeG×LeG
Fn(1, 2)Υ0(d1,d2) = W 22 (Fν, ν)−
∫
GPn
φ¯n dνn −
∫
GPn
ψ¯n dμn
= W 22 (Fν, ν)−W 22 (μn, νn) → 0,
as n → +∞. This means that Fn converges to 0 in L1(Υ0). A fortiori, (F1 + · · · + Fn)/n con-
verges to 0. Therefore (ψ˜1 + · · · + ψ˜n)/n converges in L1(Υ0) to ψˆ(2) := 12dL(1, 2)2 −
φˆ(1). Set
φ′n =
φ˜1 + · · · + φ˜n
n
, ψ ′n =
ψ˜1 + · · · + ψ˜n
n
.
Then we have
φ′n(1)+ψ ′n(2)
1
2
dL(1, 2)
2, 1, 2 ∈ LeG. (3.14)
Again up to a subsequence, φ′n converges Υ0-a.s. to φˆ and ψ ′n converges Υ0-a.s. to ψˆ ; therefore,
φ′n converges to φˆ ν-a.s. and ψ ′n converges to ψˆ μ-a.s. Now define
φ = lim
n→∞
φ′n, ψ = lim
n→∞
ψ ′n.
Then φ = φˆ ν-a.s. and φ = ψˆ μ-a.s., and
φ(1)+ψ(2) 12dL(1, 2)
2, 1, 2 ∈ LeG. (3.15)
We have
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LeG
φ dν +
∫
LeG
ψ dμ =
∫
LeG×LeG
(
φˆ(1)+ 12dL(1, 2)
2 − φˆ(1)
)
Υ0(d1,d2)
=
∫
LeG×LeG
1
2
dL(1, 2)
2Υ0(d1,d2) = W 22 (μ, ν).
As a byproduct of the above equality, we have
φ(1)+ψ(2) = 12dL(1, 2)
2, Υ0-a.s.  (3.16)
4. Proof of the main theorem
Let (φ,ψ) be the pair of Borel functions constructed in the proof of Theorem 3.4. We know
that φ ∈ D21(ν). According to [12, Lemma 4.14], for each h ∈ H0(G), there exists a full subset
Ωh ⊂ LeG w.r.t. ν such that for  ∈ Ωh, t 	→ φ(eth) is absolutely continuous and
〈
(∇φ)(),h〉
H0
=
{
d
dε
φ
(
eεh
)}
ε=0
. (4.1)
Let D ⊂ H0(G) be a dense countable subset. Then there is a full subset Ω such that for  ∈ Ω ,
(4.1) holds for all h ∈ D. Now consider
Θ = {(1, 2) ∈ LeG×LeG; 1 /∈ Ω}.
Let Υ0 ∈ C(ν,μ) which attains the Wasserstein distance W2(ν,μ). Then Υ0(Θ) = ν(Ωc) = 0.
In the sequel, we consider (1, 2) /∈ Θ and satisfies the relation (3.16). Under the hypothesis
Entν(F ) < +∞, we can assume that dL(1, 2) < +∞. By [9, Proposition 2.3(i)], there is a
minimizing curve γ : [0,1] → LeG such that γ (0) = e, γ (1) = −11 2 and
dL(1, 2)
2 =
1∫
0
∣∣z′(t)∣∣2
H0
dt = L(γ )2,
where
dtγ (t, θ) = γ (t, θ)z′t (θ)dt, γ (0, θ) = e. (4.2)
For h ∈ H0(G), define (
Q(γ, t)h
)
(θ) = Ad
γ−1t (θ)
h(θ). (4.3)
Proposition 4.1. We have ∣∣Q(γ, t)h∣∣
H0
 2
(
1 +L(γ )) · |h|H0 . (4.4)
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d
dθ
(
Q(γ, t)h
)= −γ−1t (θ)( ddθ γt (θ)
)
γ−1t (θ)h(θ)γt (θ)
+ γ−1t (θ)
(
d
dθ
h(θ)
)
γt (θ)+ γ−1t (θ)h(θ)
(
d
dθ
γt (θ)
)
= Ad
γ−1t (θ)
(
d
dθ
h(θ)−
[
d
dθ
γt (θ)γ
−1
t (θ), h(θ)
])
.
To complete the proof, we need the following formula.
Lemma 4.2. We have
dγt (θ)
dθ
γ−1t (θ) =
t∫
0
Adγs(θ)
(
d
dθ
z′s(θ)
)
ds. (4.5)
Proof. First suppose that (t, θ) → z′t (θ) is smooth. By (4.2), we have γ−1t ddθ γt (θ) = z′t (θ). If
we denote by Dldθ the left covariant derivative and
Dr
dθ the right covariant derivative on G, then
Dr
dt
dγt (θ)
dθ
= D
l
dθ
d
dt
γt (θ).
Therefore, (
d
dt
(
dγt (θ)
dθ
γ−1t (θ)
))
γt (θ) = γt (θ)dz
′
t (θ)
dθ
,
or
d
dt
(
dγt (θ)
dθ
γ−1t (θ)
)
= Adγt (θ)
(
dz′t (θ)
dθ
)
,
from which we get (4.5). The general case follows by density arguments. 
End of the proof of Proposition 4.1. Using the expression of ddθ (Q(γ, t)h) and according
to (4.5), we have
∣∣Q(γ, t)h∣∣
H0
=
( 1∫
0
∣∣∣∣Adγ−1t (θ)
(
d
dθ
h(θ)−
[
d
dθ
γt (θ)γ
−1
t (θ), h(θ)
])∣∣∣∣2
G
dθ
) 1
2
 |h|H0 + 2
( 1∫
0
∣∣∣∣dγt (θ)dθ γ−1t (θ)
∣∣∣∣2
G
dθ
) 1
2
· sup
θ
∣∣h(θ)∣∣G
 2
(
1 +
( 1∫
0
1∫
0
∣∣∣∣ ddθ z′s(θ)
∣∣∣∣2
G
dθ ds
) 1
2
)
|h|H0 ,
which is nothing but (4.4). 
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Definition 4.3. Set
Vt =
t∫
0
Q(γ, s)∗z′s ds. (4.6)
Proposition 4.4. We have
V1 = −(∇φ)(1), (4.7)
where φ is given in Theorem 3.4.
Proof. Let h ∈ D. Consider γε(t, θ) := e−tεh(θ)γ (t, θ). Then γε connects e and e−εh(−11 2).
We have
dtγε(t, θ) = −εh(θ)e−tεh(θ)γ (t, θ)dt + e−tεh(θ)dtγ (t, θ)
= γε(t, θ)
(
z′t (θ)− εAdγ−1(t,θ)etεh(θ)
(
h(θ)
))
dt.
Then
dL
(
1e
εh, 2
)2  1∫
0
∣∣z′t − εQ(γε, t)h∣∣2H0 dt
=
1∫
0
∣∣z′t ∣∣2H0 dt − 2ε
1∫
0
〈
z′t ,Q(γε, t)h
〉
H0
dt + ε2
1∫
0
∣∣Q(γε, t)h∣∣2H0 dt.
It follows that
1
2
d2L
(
1e
εh, 2
)− 1
2
d2L(1, 2)−ε
1∫
0
〈
z′t ,Q(γε, t)h
〉
H0
dt + 1
2
ε2
1∫
0
∣∣Q(γε, t)h∣∣2H0 dt. (4.8)
By (3.15) and (3.16), we have
φ
(
1e
εh
)− φ(1) 12d2L(1eεh, 2)− 12d2L(1, 2).
Using (4.1) and (4.8), we get
〈∇φ(1), h〉H0 −
1∫ 〈
z′t ,Q(γ, t)h
〉
H0
dt = −
〈 1∫
Q(γ, t)∗z′t dt, h
〉
H0 0 0
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∇φ(1) = −
1∫
0
Q(γ, t)∗z′t dt. 
4.1. Construction of the optimal transportation T
For further study, we need the explicit expression of Q∗(γ, t)−1 = Q∗(γ−1, t).
Lemma 4.5.
d
dθ
(
Q
(
γ−1, t
)∗
k
)= Ad
γ−1t (θ)
(
dk
dθ
)
−
1∫
0
dGσ (θ)
dθ
Ad
γ−1t (σ )
[
dγt (σ )
dσ
γ−1t (σ ),
dk
dσ
]
dσ. (4.9)
Proof. We have
d
dθ
(
Q
(
γ−1, t
)
h
)= Adγt (θ)( ddθ h(θ)+
[
γ−1t (θ)
dγt (θ)
dθ
,h(θ)
])
.
Let k ∈ H0(G), then〈
k,Q
(
γ−1, t
)
h
〉
H0
=
1∫
0
〈
Ad
γ−1t
(
dk
dθ
)
,
dh
dθ
+
[
γ−1t (θ)
dγt (θ)
dθ
,h(θ)
]〉
G
dθ
=
1∫
0
〈
Ad
γ−1t
(
dk
dθ
)
,
dh
dθ
〉
G
dθ −
1∫
0
〈[
γ−1t (θ)
dγt (θ)
dθ
,Ad
γ−1t
(
dk
dθ
)]
, h(θ)
〉
G
dθ.
Recall that Gθ is the function such that h(θ) =
∫ 1
0 〈 dh(σ )dσ , dGθ (σ)dσ 〉dσ . By Fubini theorem, the last
term in the above equality is equal to
−
1∫
0
〈
dh(σ )
dσ
,
1∫
0
dGθ(σ)
dσ
[
γ−1t (θ)
dγt (θ)
dθ
,Ad
γ−1t (θ)
(
dk
dθ
)]
dθ
〉
G
dσ.
Therefore by changing notations, we get the expression for ddθ (Q(γ
−1, t)∗k), which is equal to
Ad
γ−1t
(
dk
dθ
)
−
1∫
0
dGσ (θ)
dθ
[
γ−1t (σ )
dγt (σ )
dσ
,Ad
γ−1t
(
dk
dσ
)]
dσ
or
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γ−1t (θ)
(
dk
dθ
)
−
1∫
0
dGσ (θ)
dθ
Ad
γ−1t (σ )
[
dγt (σ )
dσ
γ−1t (σ ),
dk
dσ
]
dσ.
We get (4.9). 
In order to construct the Monge optimal transportation T (), we shall inject the minimizing
curve γ into an infinite-dimensional differential equation as in Section 2. To this end, we consider
P1e (G), the path group over G of finite energy
1∫
0
∣∣γ−1(s)γ˙ (s)∣∣2
G
ds < +∞.
On P1e (G), we consider the distance dP (γ1, γ2) defined by
dP (γ1, γ2) =
( 1∫
0
∣∣v−1(s)v˙(s)∣∣2
G
ds
)1/2
, where v = γ−11 γ2. (4.10)
Then dP is left invariant: dP (γ γ1, γ γ2) = dP (γ1, γ2).
Proposition 4.6. There exists a constant C > 0 such that
dP (γ1γ, γ2γ )
(
CdP (γ, e)+ 1
)
dP (γ1, γ2), (4.11)
where e denotes the identity path.
Proof. Let v = γ−1(γ−11 γ2)γ . We have
v˙ = −γ−1γ˙ γ−1(γ−11 γ2)γ + γ−1 ˙︷ ︸︸ ︷(γ−11 γ2)γ + γ−1(γ−11 γ2)γ˙ ,
v˙v−1 = −γ−1γ˙ + γ−1
˙︷ ︸︸ ︷(
γ−11 γ2
)(
γ−11 γ2
)−1
γ + γ−1(γ−11 γ2)γ˙ γ−1(γ−11 γ2)−1γ
= Adγ−1
( ˙(
γ−11 γ2
)(
γ−11 γ2
)−1 + (Ad
γ−11 γ2
− Id)γ˙ γ−1).
It follows that( 1∫
0
∣∣v−1v˙∣∣2G ds
)1/2
=
( 1∫
0
∣∣v˙v−1∣∣2G ds
)1/2

( 1∫
0
∣∣ ˙︷ ︸︸ ︷(γ−11 γ2)(γ−11 γ2)−1∣∣2G ds
)1/2
+
( 1∫ ∣∣(Ad
(γ−11 γ2)(s)
−Id)γ˙ γ−1(s)∣∣2
G
ds
)1/2
.0
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C sup
0s1
dG
(
γ1(s), γ2(s)
) · dG(γ, e) CdP (γ1, γ2) · dP (γ, e).
So we get (4.11). 
Now let γ : [0,1] →P1e (G) be a continuous curve, where P1e (G) is endowed with the uniform
topology. According to the expression (4.9), we define A(γ, t)h ∈ H(G) by
d
dθ
(
A(γ, t)h
)= Ad
γ−1t (θ)
(
dh
dθ
)
−
1∫
0
dGσ (θ)
dθ
Ad
γ−1t (σ )
[
dγt (σ )
dσ
γ−1t (σ ),
dh
dσ
]
dσ. (4.12)
Proposition 4.7. We have
∣∣A(γ, t)h∣∣
H

(
1 + 2dP (γt , e)
)|h|H . (4.13)
Proof. Note that | ddθ Gσ (θ)| = |1{θ<σ } − σ | 1. Then
∣∣∣∣∣
1∫
0
d
dθ
Gσ (θ)Adγ−1t (σ )
[
dγt (σ )
dσ
γ−1t (σ ),
dh
dσ
]
dσ
∣∣∣∣∣
G
 2
1∫
0
∣∣∣∣dγt (σ )dσ γ−1t (σ )
∣∣∣∣
G
∣∣∣∣ dhdσ
∣∣∣∣
G
dσ
 2
( 1∫
0
∣∣∣∣γ−1t (σ )dγt (σ )dσ
∣∣∣∣2
G
dσ
)1/2
· |h|H
= 2dP (γt , e) |h|H .
Using (4.12), we get that
∣∣A(γ, t)h∣∣
H
 |h|H + 2dP (γt , e)|h|H =
(
1 + 2dP (γt , e)
)|h|H . 
Proposition 4.8. We have
∥∥A(γ, t)−A(γ˜ , t)∥∥
op  2C
(
1 + dP (γt , e)
)
dP,∞(γ, γ˜ )+ 2dP (γ, γ˜ ), (4.14)
where dP,∞(γt , γ˜t ) := supθ dG(γt (θ), γ˜t (θ)).
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d
dθ
[
A(γ, t)h−A(γ˜ , t)h]
= (Ad
γ−1t (θ)
−Ad
γ˜−1t (θ)
)
(
dh
dθ
)
−
1∫
0
dGσ (θ)
dθ
{
Ad
γ−1t (σ )
[
dγt (σ )
dσ
γ−1t (σ ),
dh
dσ
]
− Ad
γ˜−1t (σ )
[
dγ˜t (σ )
dσ
γ˜−1t (σ ),
dh
dσ
]}
dσ.
Since
‖Ad
γ−1t (θ)
− Ad
γ˜−1t (θ)
‖ CdG
(
γ−1t (θ), γ˜−1t (θ)
)
C sup
θ
dG
(
γt (θ), γ˜ (θ)
)
,
then ∥∥∥∥(Adγ−1t (θ) −Adγ˜−1t (θ))dhdθ
∥∥∥∥
L2
CdP,∞(γt , γ˜t )|h|H .
For estimating the second term, we consider γ−1t γ˜t . Then
d
dσ
(
γ−1t γ˜t
)= −γ−1t dγtdσ γ−1t γ˜t + γ−1t dγ˜tdσ
= γ−1t (σ )
(
−dγt
dσ
γ−1t (σ )+
dγ˜t
dσ
γ˜−1t (σ )
)
γ˜t (σ )
and
(
γ−1t (σ )γ˜t (σ )
)−1 d
dσ
(
γ−1t γ˜t
)= Ad
γ˜−1t (σ )
(
dγ˜t
dσ
γ˜−1t (σ )−
dγt
dσ
γ−1t (σ )
)
. (4.15)
Therefore,
Mt(σ) := Adγ−1t (σ )
[
dγt (σ )
dσ
γ−1t (σ ),
dh
dσ
]
− Ad
γ˜−1t (σ )
[
dγ˜t
dσ
γ˜−1t (σ ),
dh
dσ
]
= (Ad
γ−1t (σ )
−Adγ˜t (σ ))
[
dγt
dσ
γ−1t (σ ),
dh
dσ
]
+ Ad
γ˜−1t (σ )
[
dγt
dσ
γ−1t (σ )−
dγ˜t
dσ
γ˜−1t (σ ),
dh
dσ
]
.
Then according to (4.15), we get
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∣∣∣∣
G
∣∣∣∣ dhdσ
∣∣∣∣
G
+ 2
∣∣∣∣(γ−1t (σ )γ˜t (σ ))−1 ddσ (γ−1t (σ )γ˜t (σ ))
∣∣∣∣
G
∣∣∣∣ dhdσ
∣∣∣∣
G
.
Finally,
1∫
0
∣∣Mt(σ)∣∣G dσ  2CdP,∞(γt , γ˜t )dP (γt , e)|h|H + 2dP (γt , γ˜t )|h|H .
Therefore,∥∥A(γ, t)−A(γ˜ , t)∥∥
op  2C
(
1 + dP (γt , e)
)
dP,∞(γt , γ˜t )+ 2dP (γt , γ˜t ). 
Let γ : [0,1] → P1e (G) defined by
dtγ (t, θ) = γ (t, θ)z′t (θ) dt,
where
∫ 1
0 |z′t |2H dt < +∞. Let Vt =
∫ t
0 V
′
s ds with
∫ 1
0 |V ′t |2H dt < +∞. In what follows, suppose
that γ resolve also the differential equation
dtγ (t, θ) = γ (t, θ)
(
A(γ, t)V ′t
)
(θ)dt, γ (0, θ) = e. (4.16)
Proposition 4.9. We have
dP (γt , e)
√
2 e4(
∫ 1
0 |V ′s |2H ds)
( 1∫
0
∣∣V ′s ∣∣2H ds
)1/2
. (4.17)
In particular, sup0t1 dP (γt , e) < +∞.
Proof. By Lemma 4.2, we have
d
dθ
γt (θ)γ
−1
t (θ) =
t∫
0
Adγs(θ)
(
d
dθ
A(γ, s)V ′s
)
ds. (4.18)
Therefore,
dP (γt , e) =
∥∥∥∥dγtdθ γ−1t (θ)
∥∥∥∥
L2(dθ)

t∫ ( 1∫ ∣∣∣∣ ddθ A(γ, s)V ′s
∣∣∣∣2
G
dθ
)1/2
ds,
0 0
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t∫
0
(
1 + 2dP (γs, e)
)∣∣V ′s ∣∣H ds.
Hence
d2P (γt , e)
( t∫
0
(
1 + 2dP (γs, e)
)2 ds)( 1∫
0
∣∣V ′s ∣∣2H ds
)
 2
1∫
0
∣∣V ′s ∣∣2H ds + 8
( 1∫
0
∣∣V ′s ∣∣2H ds
) t∫
0
d2P (γs, e)ds.
Then the Gronwall’s lemma yields
d2P (γt , e) 2
( 1∫
0
∣∣V ′s ∣∣2H ds
)
· e8
∫ 1
0 |V ′s |2H ds ,
so we get (4.17). 
Theorem 4.10. The differential equation (4.16) has at most one solution.
Proof. Let γt , γ˜t be two solutions. Using (4.15) and (4.18),∣∣∣∣(γ−1t (θ)γ˜t (θ))−1 ddθ (γ−1t (θ)γ˜t (θ))
∣∣∣∣
G
=
∣∣∣∣∣
t∫
0
{
Adγs(θ)
(
d
dθ
A(γ, s)V ′s
)
− Adγ˜s (θ)
(
d
dθ
A(γ˜ , s)V ′s
)}
ds
∣∣∣∣∣
G

t∫
0
‖Adγs(θ) − Adγ˜s (θ)‖ ·
∣∣∣∣ ddθ A(γ, s)V ′s
∣∣∣∣
G
ds +
t∫
0
∣∣∣∣ ddθ ((A(γ, s)−A(γ˜ , s))V ′s )
∣∣∣∣
G
ds.
It follows that
dP (γt , γ˜t )
t∫
0
CdP,∞(γs, γ˜s)
∣∣A(γ, s)V ′s ∣∣H ds +
t∫
0
∣∣(A(γ, s)−A(γ˜ , s))V ′s ∣∣H ds. (∗)
According to (4.13), the first term is dominated by
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t∫
0
dP,∞(γs, γ˜s)
(
1 + 2dP (γs, e)
)∣∣V ′s ∣∣H ds K1C
t∫
0
dP,∞(γs, γ˜s)
∣∣V ′s ∣∣H ds,
where K1 := 1 + 2 sup0t1 dP (γt , e) < +∞ by (4.17); according to (4.14), the second term in
(∗) is dominated by
2C
t∫
0
(
1 + dP (γs, e)
)
dP,∞(γs, γ˜s)
∣∣V ′s ∣∣H ds + 2
t∫
0
dP (γs, γ˜s)
∣∣V ′s ∣∣H ds.
Therefore,
d2P (γt , γ˜s) 10K21C2
( t∫
0
dP,∞(γs, γ˜s)ds
) 1∫
0
∣∣V ′s ∣∣2H ds
+ 8
( t∫
0
d2P (γs, γ˜s)ds
) 1∫
0
∣∣V ′s ∣∣2H ds.
Since dP,∞(γs, γ˜s) dP (γs, γ˜s), we deduce that
d2P (γt , γ˜t )
(
10K21C
2 + 8)( 1∫
0
∣∣V ′s ∣∣2H ds
) t∫
0
d2P (γs, γ˜s)ds.
Now the Gronwall’s lemma yields that
dP (γt , γ˜t ) = 0 for all t ∈ [0,1]. 
Let D be a countable dense subset of H0(G). For h ∈ D, ε ∈ R and c ∈ C2([0,1],R) such
that c(0) = c(1) = 0, consider γε(t, θ) := eεc(t)h(θ)γ (t, θ). Then γε is also a continuous curve
connecting e and −11 2.
dtγε(t, θ) = εc′(t)h(θ)eεc(t)h(θ)γ (t, θ)dt + eεc(t)h(θ)dtγ (t, θ)
= γε(t, θ)
(
z′t (θ)+ εc′(t)Q(γε, t)h(θ)
)
,
where Q(γ, t) was defined in (4.3). Hence
L(γε)
2 =
1∫
0
∣∣z′t + εc′(t)Q(γε, t)h∣∣2H0 dt
=
1∫ ∣∣z′t ∣∣2H0 dt + 2ε
1∫ 〈
z′t ,Q(γε, t)h
〉
H0
c′(t)dt + ε2
1∫ ∣∣c′(t)Q(γε, t)h∣∣2H0 dt.0 0 0
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0 =
{
d
dε
L(γε)
2
}
ε=0
= 2
1∫
0
〈
z′t ,Q(γ, t)h
〉
H0
c′(t)dt.
In what follows, we denote Vt =
∫ t
0 Q(γ, s)
∗z′s ds. Applying the integration by parts formula,
we get
〈
V1, c
′(1)h
〉
H0
=
1∫
0
〈
Vt , c
′′(t)h
〉
H0
dt. (4.19)
Now suppose that γ˜t is another curve connecting e with −11 ˜2 such that V˜1 = V1. Then by (4.19),
we get
1∫
0
〈
Vt − V˜t , c′′(t)h
〉
H0
dt = 0.
Since the set of such functions t 	→ c′′(t)h, for h ∈ D is dense in L2([0,1],H0(G)), we deduce
that Vt = V˜t almost everywhere. By continuity, Vt = V˜t for each t ∈ [0,1]. Hence Q(γ, t)∗z′t =
Q(γ˜ , t)∗z˜′t . By (4.2),
dtγ (t, θ) = γ (t, θ)z′t (θ)dt
= γ (t, θ)(A(γ, t)Q(γ, t)∗z′t)(θ)dt
= γ (t, θ)(A(γ, t)V ′t )(θ)dt.
According to Theorem 4.10, we have γ˜ (t, θ) = γ (t, θ) for (t, θ) ∈ [0,1] × [0,1]. In particular,
˜2 = 2. So 2 is uniquely determined by V1. And Proposition 4.4 says that V1 = −∇φ(1), so
2 is uniquely determined by (∇φ)(1). Denote
2 = T (1).
4.2. Measurability of T
In what follows, we shall establish the measurability of the map T .
Theorem 4.11. Let γt be the solution of (4.16). Then γt can be approximated by Euler scheme.
Proof. Let n 1. For t ∈ [l2−n, (l + 1)2−n[, consider
γn(t, θ) = γn
(
l2−n, θ
)
exp
{(
t − l2−n)2n(A(γn, l2−n)(V(l+1)2−n − Vl2−n))(θ)},
γn(0, θ) = e, (4.20)
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d
dθ
(
A
(
γn, l2−n
)
h
)
= Ad
γ−1n (l2−n,θ)
(
dh
dθ
)
−
1∫
0
dGσ (θ)
dθ
Ad
γ−1n (l2−n,σ )
[
d
dσ
γn
(
l2−n, σ
)
γ−1n
(
l2−n, σ
)
,
dh
dσ
]
dσ. (4.21)
Set V ′n(t) = 2n(V(l+1)2−n − Vl2−n) for t ∈ [l2−n, (l + 1)2−n[. Then (4.20) can be written in the
form
dγn(t, θ) = γn(t, θ)A(γn, tn)V ′n(tn)dt, γn(0, θ) = e, (4.22)
where tn = [t2n]2−n. Firstly, it is easy to see that
lim
n→∞
1∫
0
∣∣V ′s − V ′n(s)∣∣2H ds = 0. (4.23)
Again by expression (4.15),
dP
(
γt , γn(t)
)= ( 1∫
0
∣∣∣∣dγtdθ γ−1t (θ)− dγn(t, θ)dθ γ−1n (t, θ)
∣∣∣∣2
G
dθ
)1/2
.
Similarly, we have
∣∣∣∣dγtdθ γ−1t (θ)− dγn(t, θ)dθ γ−1n (t, θ)
∣∣∣∣
G

t∫
0
∣∣∣∣Adγs(θ) ddθ (A(γ, s)V ′s )− Adγn(s,θ) ddθ (A(γn, sn)Vn(sn)′)
∣∣∣∣
G
ds

t∫
0
‖Adγs(θ) − Adγn(s,θ)‖
∣∣∣∣ ddθ (A(γ, s)V ′s )
∣∣∣∣
G
ds
+
t∫
0
∣∣∣∣ ddθ (A(γ, s)V ′s )− ddθ (A(γn, sn)V ′n(sn))
∣∣∣∣
G
ds.
254 S. Fang, J. Shao / Journal of Functional Analysis 248 (2007) 225–257Then
dP
(
γt , γn(t)
)
 C
t∫
0
dP,∞
(
γs, γn(s)
)∣∣A(γ, s)V ′s ∣∣H ds
+
t∫
0
∣∣A(γ, s)V ′s −A(γn, sn)V ′n(sn)∣∣H ds. (4.24)
We have
A(γ, s)V ′s −A(γn, sn)V ′n(sn) = A(γ, s)
(
V ′s − V ′n(sn)
)+ (A(γ, s)−A(γ, sn))V ′n(sn)
+ (A(γ, sn)−A(γn, sn))V ′n(sn).
Then
∣∣A(γ, s)V ′s −A(γn, sn)V ′n(sn)∣∣H

∥∥A(γ, s)∥∥
op
∣∣V ′s − V ′n(sn)∣∣H + ∥∥A(γ, s)−A(γ, sn)∥∥op∣∣V ′n(sn)∣∣H
+ ∥∥A(γ, sn)−A(γn, sn)∥∥op∣∣V ′n(sn)∣∣H . (4.25)
Now for s ∈ [l2−n, (l + 1)2−n[, take h ∈ H ,
d
dθ
(
A(γ, s)h
)− d
dθ
(
A
(
γ, l2−n
)
h
)
= (Ad
γ−1s (θ) −Adγ−1l2−n (θ))
dh
dθ
−
1∫
0
d
dθ
Gσ (θ)
{
(Ad
γ−1s (θ) −Adγ−1l2−n (θ))
[
d
dσ
γs(σ )γ
−1
s (σ ),
dh
dσ
]}
dσ
−
1∫
0
d
dθ
Gσ (θ)Adγ−1
l2−n (θ)
[
d
dσ
γs(σ )γ
−1
s (σ )−
d
dσ
γl2−n(σ )γ
−1
l2−n(σ ),
dh
dσ
]
dσ.
It follows that for s ∈ [l2−n, (l + 1)2−n[,
∣∣A(γ, s)h−A(γ, l2−n)h∣∣
H
 CdP,∞(γs, γl2−n)|h|H
+ 2CdP,∞(γs, γl2−n)dP (γs, e)|h|H +Rn(s),
where
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1∫
0
∣∣∣∣ ddσ γs(σ )γ−1s (σ )− ddσ γl2−n(σ )γ−1l2−n(σ )
∣∣∣∣
G
∣∣∣∣ ddσ h
∣∣∣∣
G
dσ
 2
1∫
0
( s∫
l2−n
∣∣∣∣ ddσ (A(γ,u)V ′u)
∣∣∣∣
G
du
)∣∣∣∣ dhdσ
∣∣∣∣
G
dσ
 2
s∫
l2−n
∣∣A(γ,u)V ′u∣∣H |h|H du
 2K1|h|H
s∫
l2−n
∣∣V ′n∣∣H du
 2K1|h|H · 2−n/2
( 1∫
0
∣∣V ′s ∣∣2H ds
)1/2
.
Since sups dP,∞(γs, γsn) → 0 as n → +∞, there exists βn → 0 such that
sup
s
∥∥A(γ, s)−A(γ, sn)∥∥op  βn → 0.
Returning back to (4.25), we get∣∣A(γ, s)V ′s −A(γn, sn)V ′n(sn)∣∣H K1∣∣V ′s − V ′n(sn)∣∣H + 2CK1dP,∞(γsn, γn(sn))∣∣V ′n(sn)∣∣H
+ 2dP
(
γsn, γn(sn)
)∣∣V ′n(sn)∣∣H + βn∣∣V ′n(sn)∣∣H .
By (4.24),
d2P
(
γt , γn(t)
)
 2CK1
( t∫
0
d2P,∞
(
γs, γn(s)
)
ds
)
K2 + 2K21
( 1∫
0
∣∣V ′s − V ′n(sn)∣∣2H ds
)
+ 8C2K21
( t∫
0
d2P,∞
(
γsn, γn(sn)
)
ds
)
K2 + 8
( t∫
0
d2P
(
γsn, γn(sn)
)
ds
)
K2
+ β2nK2,
where K2 =
∫ 1
0 |V ′s |2H ds and
∫ 1
0 |V ′n(s)|2H ds 
∫ 1
0 |V ′s |2H ds = K2. It follows that
d2P
(
γt , γn(t)
)
 β2nK2 + 2K21
( 1∫
0
∣∣V ′s − V ′n(s)∣∣2H ds
)
+ 2CK21K2
t∫
0
d2P
(
γs, γn(s)
)
ds
+ (8C2K21K2 + 8K2)
t∫
d2P
(
γsn, γn(sn)
)
ds0
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sup
0t1
d2P
(
γt , γn(t)
)
 αn · eK → 0 as n → +∞. 
Proof of Theorem 1.1. Just as we have done in the case of Lie group, we take {βn, n  1}
and {cn, n  1} as in the proof of Theorem 2.2. Let {hi, i  1} ⊂ D be a basis of H0(G). Let
Ut =
∫ t
0 Vs ds, and rewrite (4.19) as
〈
V1, c
′
n(1)hi
〉
H0
=
1∫
0
〈
U ′t , β ′n(t)hi
〉
H0
dt = 〈U,βnhi〉H(H0(G)).
Therefore,
U =
∑
n1
∑
i1
〈
V1, c
′
nhi
〉
H0
βnhi ∈ H
(
H0(G)
)
and
Ut =
∑
n1
∑
i1
〈
V1, c
′
nhi
〉
H0
βn(t)hi ∈ H0(G).
Since V1 = −∇φ(1) is measurable function of 1, we see for each t ∈ [0,1], Ut is measurable,
so does Vt . By (4.20), we see that γn(t) is measurable for each t . According to Theorem 4.11,
γn(t) converges to γ (t), hence γ (t) is measurable for each t ∈ [0,1]. Therefore, T (1) = 1γ (1)
is a measurable function of 1 and Υ0 is supported by the graph {(1,T (1)); 1 ∈ LeG}. It
follows that Υ0 = (Id×T )#ν and T#ν = Fν. Furthermore, this result implies also the uniqueness
of the mapping T . The proof of Theorem 1.1 is complete now. 
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