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ABSTRACT
Unlike the rapid sea ice losses reported in the Arctic, satellite observations show an overall increase in
Antarctic sea ice concentration over recent decades. However, observations of decadal trends inAntarctic ice
thickness, and hence ice volume, do not currently exist. In this study amodel of the SouthernOcean and its sea
ice, forced by atmospheric reanalyses, is used to assess 1992–2010 trends in ice thickness and volume. The
model successfully reproduces observations of mean ice concentration, thickness, and drift, and decadal
trends in ice concentration and drift, imparting some confidence in the hindcasted trends in ice thickness. The
model suggests that overall Antarctic sea ice volume has increased by approximately 30km3yr21 (0.4%yr21) as
an equal result of areal expansion (203 103 km2yr21 or 0.2%yr21) and thickening (1.5mmyr21 or 0.2%yr21).
This ice volume increase is an order of magnitude smaller than the Arctic decrease, and about half the size of
the increased freshwater supply from the Antarctic Ice Sheet. Similarly to the observed ice concentration
trends, the small overall increase in modeled ice volume is actually the residual of much larger opposing
regional trends. Thickness changes near the ice edge follow observed concentration changes, with increasing
concentration corresponding to increased thickness. Ice thickness increases are also found in the inner pack in
theAmundsen andWeddell Seas, where themodel suggests that observed ice-drift trends directed toward the
coast have caused dynamical thickening in autumn and winter. Modeled changes are predominantly dynamic
in origin in the Pacific sector and thermodynamic elsewhere.
1. Introduction
Arctic sea ice extent has declined rapidly in recent
decades (2523 103km2yr21 for 1979–2010), butAntarctic
sea ice extent has slowly increased (1173 103 km2 yr21)
over the same period (Cavalieri and Parkinson 2012;
Comiso and Nishio 2008; Parkinson and Cavalieri 2012;
Zwally et al. 2002), raising fundamental questions of
why the two poles have evolved so differently in the
context of climate change. The small overall Antarctic
increase in ice area is actually the residual of a coherent
pattern of much larger regional increases and decreases
that almost compensate each other. These large local
areal changes (up to 2%yr21 increase and decrease, or
60% total over 30 yr; Turner et al. 2009) can also be
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viewed as changes in the length of the ice season (up to
3 days yr21, or 3months in total; Stammerjohn et al. 2012).
The local changes are of the same magnitude as those in
the Arctic, which does not feature the regions of ice
expansion that, in the Antarctic, more than offset the
regions of loss.
It is currently unclear exactly what causes the regional
pattern of changes that produces the overall increase in ice
cover. Proposed drivers include changes in atmospheric
temperature or wind stress (Lefebvre and Goosse 2005;
Liu et al. 2004; Turner et al. 2009), precipitation (Liu and
Curry 2010), ocean temperature (Jacobs and Comiso
1997), atmosphere and ocean feedbacks (Stammerjohn
et al. 2008; Zhang 2007), and increased freshwater flux
from theAntarctic Ice Sheet (Bintanja et al. 2013). Recent
work has shown that the trends in Antarctic ice concen-
tration are associatedwith trends in ice drift, and that both
are caused by changes in near-surface winds through
a combination of dynamic and thermodynamic effects
(Holland and Kwok 2012). However, the ultimate cause
of the relevant wind changes remains uncertain.
The current generation of coupled climate models is
unable to capture the increase in overall Antarctic sea
ice extent, instead hindcasting a decline in ice cover of
a similarmagnitude to theirmodeledArctic (Turner et al.
2013). This suggests that important deficiencies exist in
our understanding of ice and climate physics that will be
relevant to the prediction of climate at both poles. The
model projections of most aspects of Antarctic climate
are questionable if they cannot reproduce past observa-
tions of sea ice extent, since it is one of the better-
monitored polar climate variables. Improved climate
models are also required to answer top-level questions
about past changes in Antarctic sea ice that are of vital
importance to policy makers. For example, it is unclear
why Antarctic sea ice is not rapidly declining in response
to increased greenhouse gas concentrations and de-
pletion of stratospheric ozone, both of which are found to
decrease Antarctic sea ice in coupled climate models
(Bitz et al. 2006; Sigmond and Fyfe 2010). Several studies
have suggested that the observed increase is an unlikely
result of natural variability, which would consequently
only be captured by a small proportion of simulations
(Mahlstein et al. 2013; Polvani and Smith 2013; Swart and
Fyfe 2013).However, this result ismarginal, valid only for
the annual-mean circumpolar trend (Swart and Fyfe
2013), and relies upon the models having realistic natural
variability, which is not the case (Turner et al. 2013; Zunz
et al. 2013). In this study we investigate the Antarctic
ice trends further in a quest to provide additional insight
into these model weaknesses.
A critical gap in our understanding of Antarctic sea ice
and its trends is caused by the relative paucity of
Antarctic ice thickness data. Though spatially wide-
spread, in situ observations are severely lacking in spatial
and temporal detail (Worby et al. 2008). Ice thickness
can be determined from satellite altimetry by measuring
the ice freeboard and assuming that the ice is freely
floating with some choice of ice, snow, and seawater
properties. Radar altimeters have provided a relatively
long record of ice thickness in the Arctic, but are subject
to variable snow penetration in the Antarctic that cur-
rently precludes the reliable determination of ice free-
board (Giles et al. 2008). The freeboard of Antarctic ice
and snow can be accurately measured using laser al-
timeters, and this can be converted to ice thickness using
independent estimates of snow thickness and snow and
ice density (Markus et al. 2011; Xie et al. 2013; Zwally
et al. 2008). Recent studies demonstrate that ice thick-
ness can be derived to a reasonable level of accuracy
using the simple assumption that the snow–ice interface
is at sea level (Kurtz and Markus 2012; Ozsoy-Cicek
et al. 2013). However, the available laser altimeter data
are limited in temporal coverage, and therefore unable
to provide reliable trends in ice thickness. Instead, we
use a coupled ice–ocean model to investigate the ice
thickness trends and their drivers.
Models have previously been used to study various
sensitivities of Antarctic sea ice, including the effects of
surface precipitation (Powell et al. 2005), winds (Stossel
et al. 2011), and ice-shelf meltwater (Hellmer 2004).
Models have also been used to assess linkages be-
tween sea ice variability and large-scale climate modes
(Lefebvre and Goosse 2005, 2008). Several such models
have been validated against ice observations, including
those of ice thickness, with notable success (Fichefet et al.
2003a; Losch et al. 2010; Timmermann et al. 2002, 2004,
2005, 2009). However, only a few model studies consider
changes in Antarctic sea ice thickness or volume.
Proposing an ocean feedback on increasing Antarctic
sea ice, Zhang (2007) simulated a 1979–2004 increase
in ice volume of 200 km3 yr21. The mean ice area of
107 km2 thus implies an Antarctic-mean thickening of
2 cmyr21, or 0.5mover the period, which seems unfeasibly
large. This simulation had many shortcomings: over-
estimation of annual-mean ice volume by a factor of 2
(Kurtz and Markus 2012); overestimation of area trend
by a factor of 3; disagreementwith observed spatial pattern
of concentration trends; and disagreement with observed
temporal variability in total ice extent. Fichefet et al.
(2003a) found an area increase of 11 3 103km2yr21 over
1958–99 but no appreciable trend in ice thickness, though
considerable wind-driven decadal variability in ice thick-
ness and area were identified. Fichefet et al. (2003b) in-
vestigated 1955–2001 area and volume trends, finding an
overall decrease of 9 3 103km2yr21 and an increase of
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11km3yr21, respectively. However, reanalysis-forced mod-
els should be treated with extreme caution prior to the
onset of satellite sounding data assimilation in late 1978
(Bromwich and Fogt 2004), and the latter model produces
no trend in ice area during 1978–2001. Timmermann et al.
(2005) report little modeled trend in ice area or volume
during 1977–99, attributing this to their spinup technique of
repeating the reanalysis forcing twice. Timmermann et al.
(2009) model an ice area increase of 113 103km2yr21 for
1979–2006 but do not report the corresponding volume
trend. Crucially, the latter four studies do not show the
spatial distribution of ice concentration trends, so it is im-
possible to assess whether the physical processes driving
their overall trends are realistic.
A recent modeling study by Zhang (2014) specifically
investigates the effect of changes in winds on Antarctic
ice volume. The study finds an increase in ice volume
of 69 km3 yr21 over 1979–2010, but at 15 3 103 km3 the
annual mean ice volume in this model is approximately
twice that inferred from observation (Kurtz andMarkus
2012), which casts significant doubt on the value of the
volume trend. Since the ice extent is reasonable, this
implies that the ice thickness is approximately twice the
true value. The study does not examine in detail the
changes during different seasons, in different regions,
or the thermodynamic and dynamic mechanisms under-
lying the changes.
Probably the most reliable estimate of recent ice
volume trends are from the model of Massonnet et al.
(2013), which formally optimizes the estimate by assim-
ilating ice concentration data using an ensemble Kalman
filter. The results show an overall 1980–2008 increase in
ice volume of 366 34km3 yr21, with a regional pattern of
ice-thickness trends that are closely related to the changes
observed in ice concentration. The use of data assimila-
tion has strengths and weaknesses; the results should be
quantitatively as reliable as possible, but the adjustments
made to the model state vector do not have a directly
physical origin, and none of the ice or ocean variables are
conserved (Massonnet et al. 2013; Mathiot et al. 2012).
This implies that the physical processes underlying any
ice thickness changes cannot be examined. Also, the need
to run an ensemble of models limits the resolution pos-
sible in each case; Massonnet et al. (2013) run 25 en-
semble members at 28 resolution.
The goal of this paper is to produce a high-resolution,
free-running, observationally validated hindcast of trends
in Antarctic sea ice thickness and volume. This study is
complementary to those of Massonnet et al. (2013) and
Zhang (2014); the results will not be quantitatively
perfect but the use of a free-running (non–data assim-
ilating) model ensures that thickness trends are the re-
sult of calibrated model physics, which we examine in
temporal and spatial detail. We place particular em-
phasis on a detailed assessment of our model results
against satellite observations of the mean fields of
Antarctic ice concentration, drift, and thickness, and the
trend fields of ice concentration and drift. This valida-
tion provides a clear view of the relative confidence in
the hindcasted ice thickness trends in different regions
and seasons.
2. Methods
We use revision c62r of the Massachusetts Institute of
Technology general circulation model (MITgcm; http://
mitgcm.org) in a regionalmodel of all oceans, sea ice, and
ice shelves south of 308S. The ocean component solves the
Boussinesq Navier–Stokes equations on a generalized
curvilinear grid using an Arakawa C-grid finite-volume
discretization and z levels in the vertical (Marshall et al.
1997). All components use the same horizontalmesh, with
a locally isotropic resolution of 0.258 in longitude, pro-
ducing approximately square cells ranging from ;10km
on each side at 708S to ;18km at 508S. The ocean com-
ponent has 50 vertical levels ranging from 10-m resolution
over the top 100m to 457m in the layer beneath 5461m,
though the steplike representation of seabed and ice-
shelf topography is alleviated by the use of partial cells
(Adcroft et al. 1997). Horizontal diffusivity is parame-
terized following Gent and McWilliams (1990) with a
variable diffusivity (Visbeck et al. 1996) (limited to max-
imum 300m2 s21) and slope clipping (Large et al. 1997).
Horizontal viscosity is flow dependent (Leith 1996). Ver-
tical mixing is parameterized according to the K-profile
parameterization (KPP) scheme (Large et al. 1994), which
combines representations of ocean internal mixing and
the surface mixed layer, exerting a significant influence
upon the sea ice. A fully nonlinear equation of state is
used (McDougall et al. 2003).
The sea ice component (Losch et al. 2010) is also
formulated on a C grid. In this study we use an elastic–
viscous–plastic procedure to solve for ice dynamics with
an elliptic yield curve. Free-slip conditions are applied at
boundaries, and ice stress is applied directly to the sur-
face of the ocean. Ice thermodynamics are treated using
the ‘‘zero layer’’ approach, employing a constant ther-
mal conductivity and linear temperature profile within
the ice (Semtner 1976). The model has only two prog-
nostic ice classes (ice and water) but a linear distribution
of seven thickness classes is used in the thermodynamic
calculations. A prognostic snow layer floods into ice if
depressed below sea level. Ice salinity is neglected en-
tirely, which implies a slight overprediction of freshwa-
ter fluxes because sea ice is in reality slightly saline. All
prognostic variables are transported using first-order
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upwind advection. Far more sophisticated physical
treatments of ice processes are available (Hunke and
Lipscomb 2010), and it would be instructive to examine
the effect of those in a future study, but the sea icemodel
is demonstrably able to reproduce the relevant ice obser-
vations (see below), so we are confident that its features
are sufficient to support the conclusions of this study.
Initial conditions for ocean temperature and sa-
linity are taken from the World Ocean Atlas (Boyer
et al. 2009) (extrapolating southward where required)
and seabed and ice-shelf topography is taken from
the global 10 Refined Topography (RTOPO) dataset
(Timmermann et al. 2010). Steady climatological
boundary conditions are applied at 308S, with tempera-
ture and salinity taken from theWorld Ocean Atlas and
ocean velocities taken from the second phase of the
Estimating the Circulation and Climate of the Earth
(ECCO2) reanalysis (Menemenlis et al. 2005). The
ocean and sea ice surfaces are forced using 6-hourly
fields from the European Centre for Medium-Range
Weather Forecasts (ECMWF) Interim Re-Analysis
(ERA-Interim; Dee et al. 2011) at a resolution of 1.58
in both longitude and latitude. The forcing variables
consist of zonal and meridional 10-m winds, 2-m air
temperature and specific humidity, downward short-
wave and longwave radiation, air pressure loading, and
precipitation. The pressure loading and thermodynamic
interactions of steady ice shelves are also included (Losch
2008). Icebergmelting is a significant source of freshwater
to the Southern Ocean that occurs in a heterogeneous
pattern depending upon the distribution of the bergs. We
experimented with deriving this flux from third-party
model fields, but these were completely dependent upon
the modeled bergs and could never be truly represen-
tative of the time period used. Therefore, iceberg
melting was represented simply by distributing a fresh-
water flux of 2000Gt yr21 uniformly around the coast
(Jacobs et al. 1992). No ocean salinity restoring is used.
The paucity of in situ atmospheric data over the
SouthernOceanmeans that reanalysis forcing data contain
significant biases prior to the onset of satellite sounding
data assimilation in late 1978 (Bromwich and Fogt 2004).
Therefore, the model is first spun up by repeating 1980
forcings 10 times, and then run forward from 1981 to the
end of 2011. Starting the simulations in January avoids
the need for any initial sea ice distribution. Validation of
themodel against observed ice trends is essential to impart
confidence in the modeled ice thickness trends, so we an-
alyze only the period 1992–2010, for which reliable data of
trends in ice concentration and drift are available (Holland
and Kwok 2012). This provides a total of 22 yr of model
spinup time, and we are confident that the trends pre-
sented are the result of the atmospheric forcing, not ocean
adjustment from initial conditions. In particular, a test
simulation in which the 1980 forcings were repeated for
40yr shows no significant sea ice trends after year 20.
The model validation requires observations of ice var-
iables on an Antarctic-wide scale. Such observations
do not exist directly, but can be derived from quantities
observable by satellite. Daily ice concentration data gen-
erated from passive microwave emissions using the
bootstrap algorithm are used, with all values below 0.15
masked (Comiso 2000). Ice drift data generated by feature
tracking in the same passive microwave data are also
available daily for the entire period, though only from
April toOctober because of a high rejection rate of data in
theAustral summer (Holland andKwok 2012;Kwok et al.
1998). The only comprehensive ice thickness data avail-
able on the Antarctic-wide scale are from the Ice, Cloud,
and Land Elevation Satellite (ICESat) laser altimetry
campaigns, covering from one to three 1-month-long pe-
riods per year for 2003–08 (Kurtz and Markus 2012).
These ice- and snow-thickness data are derived from
measurements of freeboard and the assumption that the
snow–ice interface is at sea level (i.e., all freeboard is snow
and all draft is solid ice). This assumption is highly ques-
tionable in detail, but appears to provide a reasonable level
of agreement with in situ observations overall (Kurtz and
Markus 2012; Ozsoy-Cicek et al. 2013; Worby et al. 2008).
Various definitions of ice thickness are used in the
literature. Throughout this study, effective ice thickness
is defined as the volume of ice per unit area of ocean,
which is the quantity conserved by the model, while
average ice thickness is used to refer to the volume of
ice per unit area of ice, which is closer to the quantity
measured in the field. Effective ice thickness is the
product of the average ice thickness and the ice area
concentration. We generally investigate fields of effec-
tive ice thickness because that is the quantity most rel-
evant to the overall changes in ice volume, but the
Antarctic-wide average ice thickness is also examined.
We consider the thickness of ice only, rather than in-
cluding the iceborne snow layer, because the ice com-
ponent is of greater interest to many scientific questions
and is also better constrained in our model, which uses
uncertain reanalysis precipitation fields to generate
iceborne snow. We consider seasonal maps of means
and trends calculated from monthly-mean model output.
Mean fields for each season are the overall average of
all appropriate months from all years. To produce trend
fields, for each grid point we first convert the model
output into a time series of season-mean values, and then
calculate the interannual trend for each season from the
appropriate seasonal values over the different years. For
example, to calculate the trend in winter ice concentra-
tion, we create fields of the mean ice concentration for
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each winter and then plot, at each grid point, the inter-
annual trends in those fields.
3. Results
Before examining our results it is worth considering the
extent to which we would expect real ice thickness trends
to be represented in a free-running hindcast model. In any
model forced by atmospheric reanalyses, ice extent (the
ocean area covered by an ice concentration of at least
0.15) should be well captured; reanalysis models use ob-
served ice concentration in their surface boundary con-
dition, so the ice is imprinted onto their near-surface fields
and then recreated in the forced ocean model. However,
hindcasting ice area (the area integral of ice concentra-
tion) and thickness, hence volume, is more challenging.
Antarctic ice drift is dominated by surface winds, and
ERA-Interim is known to capture the appropriate wind
trends (Holland and Kwok 2012). ERA-Interim air tem-
peratures (Bracegirdle andMarshall 2012) and our model
ocean temperatures (see below) are also reasonable, im-
plying little limitation on the ice hindcast. However, ice
concentration and (crucially) thickness are strongly af-
fected by snow cover (Powell et al. 2005) and ocean
freshwater fluxes (Hellmer 2004; Zhang 2007), both of
which are limited by the large uncertainty in reanalysis
precipitation fields [although ERA-Interim is among the
best, according to Bromwich et al. (2011)]. Also, any
convergence-driven dynamical ice thickening will be de-
termined by the assumed rheology of the ice, of which
model treatments are uncertain (Feltham 2008; Tsamados
et al. 2013). We, therefore, expect modeled ice thickness
trends to be affected by poorly constrained details of the
forcing and models. As a result, we perform a qualitative
assessment of our model results against existing obser-
vations, and consider broad patterns of ice thickness
change rather than quantitative predictions for specific
regions, which are perhaps better provided by the data-
assimilating model of Massonnet et al. (2013).
a. Modeled ocean mean state
Since the ocean state and trends can potentially have
a significant effect on sea ice, we first assess themean state
of our modeled ocean over the period of interest, 1992–
2010 (Fig. 1). The long-term mean barotropic stream-
function of the model (Fig. 1a) reproduces the observed
path of the Antarctic Circumpolar Current (ACC; Orsi
et al. 1995; Sokolov and Rintoul 2009) and, crucially, also
captures the shape and strength of the subpolar Weddell
and Ross Gyres (Wang and Meredith 2008). Thus, to
the extent permitted by the sparse available data, we
can have some confidence that the dynamic coupling
between ocean and ice is accurate.
The thermodynamic interaction is harder to verify,
since there are very few relevant observations of the
ocean beneath Antarctic sea ice. Most of our knowledge
of ice–ocean interaction comes from summertime ob-
servations of the remnant winter water and shelf waters
formed by winter sea ice production. As summarized by
Petty et al. (2013), these observations show that in the
Weddell andRoss Seas the surfacemixed layer extends to
the seabed in winter, filling the shelf seas with cold and
saline shelf waters, while in the Amundsen and Belling-
shausen Seas the winter mixing only produces a shallower
layer of Winter Water, beneath which warmer Circum-
polar Deep Water is allowed to persist on the shelf. The
mean winter mixed layer depth (Fig. 1b) predicted by the
KPP scheme (defined as the shallowest depth forwhich the
overlying bulk Richardson number equals 0.3) shows that
the model is able to reproduce these features, with com-
plete destratification in the Weddell and Ross Seas and
progressively shallower convection in the Amundsen and
Bellingshausen Seas. This is also reflected in the long-term
mean temperature and salinity at the seabed, which shows
warm and relatively fresh Circumpolar DeepWater in the
Amundsen and Bellingshausen Seas and cold and saline
shelf waters in the Weddell and Ross Seas (Figs. 1c and
1d). Farther offshore, the wintermixed layer shallows over
the sea ice zone due to a reduction in surface stress and
buoyancy forcing, and then deepens offshore of the ice
edge. Thus, the vertical structure of the water column
seems to compare well to the limited observations that
exist, and we infer that the thermodynamic ice–ocean in-
teraction is reasonable as far as it can be tested.
b. Modeled ice mean state
We next compare the mean state of our modeled
Antarctic sea ice to observations over the period of in-
terest, 1992–2010. A comparison of mean ice concen-
tration by season (Fig. 2) shows that the modeled ice
concentration in austral autumn and winter are very
good, which is critical because these seasons have the
largest observed ice concentration trends (Turner et al.
2009) and are best covered by ice motion data. Con-
centrations in spring and summer are not as good, with
two persistent problems. First, the model fails to capture
a ‘‘halo’’ of low ice concentration near 08 in spring
(Lindsay et al. 2004), which leads to excessive summer
ice concentration in the eastern Weddell Sea. The halo
is thought to be caused by upward deformation of warm
isopycnals near theMaud Rise seamount (de Steur et al.
2007), which is a challenging feature to accurately cap-
ture in a large-scale z-level ocean model. Attempts were
made to produce this feature using a variety of ocean
mixing schemes, but these resulted in open-ocean con-
vection and a large polynya in the region (Timmermann
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and Beckmann 2004), strongly degrading the agreement
with observations. Second, low ice concentrations in the
Ross Sea polynya are poorly represented in both spring
and summer. Northward ice export in this region is
reasonable (see below), so this problem is due to ex-
cessive importation of ice from the east.
A similar comparison of effective ice thickness (Fig. 3)
shows reasonable results, although some ice concentration
errors are also apparent in effective thickness. The model
captures the general magnitude of ice thickness and
correctly produces thicker ice in the Weddell, Belling-
shausen, and Amundsen Seas, though the spatial pat-
terns within each region are imperfect. The model
underrepresents the thickest ice in the northwest corner
of the Weddell Sea, though this problem is minimal in
autumn, the season of greatest interest here. Ice is too
FIG. 1. Modeled mean 1992–2010 ocean fields: (a) barotropic streamfunction [contours every 10 Sv, magenta contour 5 0 Sv (1 Sv [
106m3 s21) ]; (b) winter [June–August (JJA)] mean mixed layer depth from KPP calculation (contours every 25m, magenta contour 5
100m); (c) potential temperature at seabed (contours every 0.28C, magenta contour 5 08C); and (d) salinity at seabed (contours every
0.025, magenta contour 5 34.65).
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thick in the eastern Weddell Sea, in accordance with the
aforementioned lack of halo in this region, and the model
overpredicts effective ice thickness in the Ross Sea po-
lynya in all seasons. A similar validation of effective snow
thickness (Fig. 4) is perhaps worse, with the model failing
to reproduce the correct thicknesses in summer and au-
tumn, and producing the wrong pattern in the Weddell
Sea in spring. This is unsurprising given the uncertainty
FIG. 2. (top)Modeled and (bottom) observed 1992–2010 mean ice concentration by (left)–(right) season. Observed ice concentration is
calculated using the bootstrap algorithm (Comiso 2000). The two-letter descriptors areWeddell Sea (WS), Cosmonaut Sea (CS), Mawson
Sea (MS), Ross Sea (RS), Amundsen Sea (AS), and Bellingshausen Sea (BS).
FIG. 3. (top) Modeled mean 1992–2010 effective ice thickness and (bottom) observed mean 2003–08 effective ice thickness by (left)–
(right) season. Effective ice thickness is defined as volume of ice per unit area of ocean, neglecting the iceborne snow layer. Observed
effective ice thickness is derived from ICESat measurements (Kurtz and Markus 2012). Areas with respective ice concentration ,0.5
are masked in both datasets.
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surrounding reanalysis precipitation fields, but does place
a limitation on our results because snow flooding is an
important component of Antarctic sea ice growth (Powell
et al. 2005). The model produces a relatively good rep-
resentation of effective snow thickness in the Pacific
sector in spring.
Given the model’s better performance in autumn and
winter, and the larger ice trends and greater availability of
data in those seasons, the rest of this study concentrates
primarily on those seasons. Figure 5 shows the mean ice
velocities predicted by the model, which agree with the
observations rather well. The focused northward ice ex-
port from the Ross Sea and widespread export in the
Weddell Sea are reproduced well, as is the westward
coastal current around East Antarctica. Ice drift is a little
too rapid near coastlines and the ice edge. This may be
a feature of the coarse sampling of the ice observations in
these regions, but is more likely to be inaccuracy in the
modeled ice dynamics (Uotila et al. 2013, manuscript
submitted toOceanModell.). Near the coast this could be
caused by problems with the coarse wind forcing or ice
rheology. The overzealous coastal current in the Pacific
sector transports too much ice from the Bellingshausen
and Amundsen Seas into the Ross Sea, explaining the
excessive ice concentration in the latter.
The modeled seasonal cycle in total Antarctic ice area
(the area integral of ice concentration) compares ex-
tremely well with observations (Fig. 6a), which is an
important result because ice area is much harder to re-
produce in a model than ice extent. The mean cycle of
total Antarctic ice volume (Fig. 6b) is also in excellent
agreement with the data that exist. The modeled
Antarctic-wide average ice thickness (total ice volume
divided by total ice area; Fig. 6b) is remarkably constant
throughout the year, varying by less than 20%. This
implies that autumn–winter ice thickening is offset by
the growth of large areas of thin ice, and spring/summer
ice thinning is offset by the melting of large areas of thin
ice. The observations suggest the possibility that thicker
ice in summer is missed by the model, but this is un-
certain because the observations are derived with dif-
ferent assumed values for snow density in each season. If
a uniform snow density were used for all seasons, the
derived ice thickness would be larger in spring and
smaller in summer, in closer agreement with the model.
c. Modeled ice trends
Figure 6 also provides an overview of modeled and
observed trends in Antarctic sea ice. Monthly anomalies
of ice area from themean seasonal cycle for the respective
datasets are remarkably consistent between model and
observations (Fig. 6c), with a few exceptions, leading to
a good prediction of the overall magnitude of the area
trend. Given the difficulty inherent in hindcasting ice
area, this is an encouraging result that leads to some
confidence in the modeled trends. Building on this con-
fidence, Fig. 6d shows a primary conclusion of this model
study, that overall Antarctic ice volume and Antarctic-
wide average ice thickness have both increased over
1992–2010. The overall volume increase of 29km3yr21 is
FIG. 4. As in Fig. 3, but for snow. Effective snow thickness is defined as volume of iceborne snow per unit area of ocean.
15 MAY 2014 HOLLAND ET AL . 3791
in good agreementwith the centralMassonnet et al. (2013)
estimate of 36 km3 yr21 for 1980–2008 using data as-
similation. The ice volume anomaly time series largely
follows that of ice area (Fig. 6c), but there are several
occasions where anomalies in average ice thickness con-
tribute significantly to ice volume, such as in the pro-
longed negative anomaly in both variables between 2002
and 2004. As fractions of their mean annual values, the
increases inAntarctic average ice thickness (1.5mmyr21/
0.7m ; 0.2%yr21) and total area (20 3 103 km2yr21/
107 km2 ; 0.2%yr21) contribute equally to the trend in
ice volume (30 km3 yr21/7 3 103 km3 ; 0.4%yr21). The
Antarctic average ice thickness trend produces a feasi-
ble increase of 2.6 cm over the period considered. It is
noteworthy that the simulation of Zhang (2014) produces
a similar fractional trend in ice volume (0.46%yr21) de-
spite having ice that is approximately double the observed
thickness; this suggests that the Zhang (2014) thickness
and volume trends are approximately twice the real value
(since the extent trend is accurate in that study).
These overall time series hide a strong pattern of re-
gional variation in the trends, much of which compen-
sates, so that the overall Antarctic-mean trends are the
residual of much larger regional changes. Figure 7 com-
pares, by season, the maps of linear trend in modeled and
observed ice concentration. The general agreement is
exceptionally good, with the model clearly reproducing
the wavelike pattern of ice concentration trends during
FIG. 5. (top)Modeled and (bottom) observed 1992–2010mean ice concentration (%, colors) and ice drift velocity
(vectors with the reference vector of 0.1m s21 at center of top-left panel) for (left) autumn and (right) winter
seasons. Observed ice concentration is calculated using the bootstrap algorithm (Comiso 2000) and ice velocities
are from passive microwave feature tracking (Holland and Kwok 2012). Model velocities are shown every tenth
grid point.
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this period: decreasing ice cover in Bellingshausen,
Weddell, and Mawson Seas, and increasing ice cover in
Ross, Amundsen, and Cosmonaut Seas (Holland and
Kwok 2012). The model trends are least reliable in
summer, which is unsurprising given the above validation
of mean ice concentration in this season. It is interesting
to note that the modeled concentration trends seem to be
shifted eastward relative to the observed trends. We are
unsure why this is, but speculate that the reanalysis winds
place the climatological lows in the circumpolar pressure
trough (and thus their trends) too far east as a result of
poorly representing the deepening of low pressure sys-
tems as they navigate Antarctic topography.
We again restrict our attention to autumn and winter,
and investigate the agreement of trends in ice drift be-
tween model and observations (Fig. 8). Since ice thick-
ness is strongly affected by convergence and divergence,
it is essential to have confidence in our modeled ice-drift
trends if we are to believe our modeled thickness trends.
As shown in Fig. 8, the dynamical trends in autumn
are in good agreement with observations, particularly
considering how challenging it is to correctly model ice
velocities, let alone their linear trend. This agreement is
largely the result of accurate surface wind trends in
ERA-Interim (Holland and Kwok 2012). In autumn the
model correctly produces the observed decadal increase
in northward ice export in the Ross, Amundsen, and
Cosmonaut Seas, and the observed decrease in north-
ward export in the Weddell and Mawson Seas (Holland
and Kwok 2012). Wind and ice-dynamical trends in
winter do not fit the observations quite as well, but the
broad features of a southward trend in theBellingshausen
Sea and northward trend around 08 are found in both
model and observations.
These observational assessments of modeled trends in
ice concentration and velocity allow us to critically
consider the pattern of trends in effective ice thickness
(Fig. 9) that cause the overall increase in Antarctic sea
ice volume. It is immediately apparent that the regional
trends in effective ice thickness are at least an order of
magnitude larger than the Antarctic-mean trend (Fig. 6),
which is their residual. The largest effective thickness
trends (up to 5 cmyr21) are found in the Amundsen Sea
in winter. This further demonstrates that, while overall
FIG. 6. The 1992–2010 temporal variability of total Antarctic sea ice variables from model
(gray lines) and observation (black lines). (a) Mean seasonal cycle in total ice area (the area
integral of ice concentration) (Comiso 2000). (b) Mean seasonal cycle in total ice volume and
mean ice thickness (total ice volume divided by total ice area) with dots representing individual
ICESat campaigns and shaded areas representing the interannual mean61 standard deviation
for each season; Kurtz and Markus (2012). (c) Monthly anomalies in total ice area from the
respective climatologies in (a). (d) Monthly anomalies in modeled total ice volume and mean
ice thickness from the respective climatologies in (b). All trends shown [straight lines in (c) and
(d)] are significant at the 99% level.
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Antarctic ice trends may be subtle, the local changes can
be of a considerable magnitude. Unsurprisingly, we find
that around the ice edge the spatial distribution of ef-
fective ice thickness trends (Fig. 9) mimics the trends in
ice concentration (Fig. 8), although there are differences
in the relative magnitude of these trends. More impor-
tantly, the model also produces effective ice thickness
trends in the internal ice pack near the coast, which are
not apparent in the concentration trends because the ice
is close to full cover throughout the periods considered.
These ‘‘internal’’ thickness trends have the largest regional
magnitudes, and are an important finding of this study.
There are three main regions of internal ice thickness in-
crease: the northwest Weddell Sea in autumn, southern
Weddell Sea in autumn and winter, and the Amundsen
and Bellingshausen Seas in winter. Similar trends appear
in the model results of Massonnet et al. (2013) and Zhang
(2014), though their seasonal structure and physical ori-
gin have not been fully examined.
It is important to note that the maps of trend in ef-
fective ice thickness (volume ice per area of ocean) are
nearly identical to maps of trend in average ice thickness
(volume ice per area ice). Away from the ice edge, the
concentration remains near full cover throughout, so the
effective and average thickness are practically the same.
Near the ice edge the average ice thickness is of order
10 cm, so the observed changes in ice concentration
alone, of order 1%yr21, would give a change in effective
ice thickness of order 1mmyr21. This is negligible
compared to themodeled effective ice thickness changes
of order 1 cmyr21, which are therefore demonstrated to
be the result of large changes in average ice thickness. In
other words, the trends in effective ice thickness (volume
ice per area of ocean) near the ice edge in Fig. 9 are
negligibly affected by the trends in ice concentration (area
ice per area ocean) in Fig. 8; they are instead almost en-
tirely trends in average ice thickness (volume ice per area
ice). To investigate these trends further we now consider
a diagnostic decomposition of the ice-thickness equation.
d. Analysis of ice trends
An overview of the processes governing the evolution
of effective ice thickness can be obtained by separating
the total tendency of effective thickness into dynamic
and thermodynamic parts. Effective thickness is gov-
erned by a simple conservation equation:
›h
›t
52$  (uh)1 f ,
where h is effective thickness and u is velocity. The first
term on the right-hand side is the thickness change
caused by ice-flux divergence, as determined by the mo-
mentum balance, while f is the change in thickness due
to thermodynamic processes.We record the values of each
of these terms separately, and the total tendency, in the ice
code. Examination of the mean fields of these tendency
terms is highly instructive, as shown in an observational
FIG. 7. (top) Modeled and (bottom) observed 1992–2010 linear trends in ice concentration by (left)–(right) season. Observed ice
concentration is calculated using the bootstrap algorithm (Comiso 2000).
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assessment by Holland and Kwok (2012), but here our
purpose is to assess trends in ice thickness, for which we
assess trends in the tendency terms. This analysis is per-
formed for autumn andwinter only, the seasons for which
we have the greatest confidence in the model results.
As with all such calculations, maps of interannual
trend in the tendency terms are generated by constructing
seasonal means of the terms at each grid point and then
calculating the interannual trend in the values for each
season. The tendency terms represent the rate of change
of effective ice thickness during a particular season, so
our calculated trends represent the change in that rate
over the decadal time period considered. For this reason,
the trends in effective ice thickness (e.g., Fig. 10a) do not
exactly match trends in effective ice thickness tendency
(e.g., Fig. 10b). The former is the trend in mean autumn
effective ice thickness, while the latter is the trend in the
mean change in effective ice thickness over autumn. For
example, some of the trends in autumn ice thickness are
caused by thicker ice being present at the end of sum-
mer, and this would cause the two quantities to disagree.
However, trends in the autumn effective thickness ten-
dency (Fig. 10b) do explain many of the features in the
autumn effective thickness trend map (Fig. 10a). The
only significant regions of disagreement are the areas
of ice thickness increase in the southern Amundsen
and Ross Seas and northwest Weddell Sea, which are
therefore revealed to be the result of summertime trends.
The model performance is imperfect in summer, so these
features should be treated with caution.
The majority of the trends in effective ice thickness
(Fig. 10a) are reflected in the trends in effective thickness
FIG. 8. As in Fig. 5, but for linear trends in ice concentration (%yr21, colors) and drift velocity (reference
vector of 5mms21 yr21).
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tendency (Fig. 10b), which we can decompose exactly into
dynamic (Fig. 10c) and thermodynamic (Fig. 10d) parts.
This decomposition reveals that the trends in the Pacific
sector are mostly explained by changes in ice dynamics
(cf. Figs. 10b,c). The autumn thickness trend in the
southern Weddell Sea is also caused by dynamics, but
the thinning in the northern Weddell Sea, and most of
the changes around East Antarctica, are due to ther-
modynamic changes. Changes in wind stress (Fig. 10a)
succinctly explain all of these changes. In the Amundsen
and Ross Seas, increased northward ice transport in
autumn causes thinning in the south and thickening in
the north. In the Bellingshausen Sea, a southward trend
in wind stress causes the exact opposite, a loss of ice
from the ice edge, and a strong thickening near the coast.
In the Weddell Sea a decrease in northward ice export
away from the coast causes strong thickening. The ther-
modynamic ice loss to the north could be a result of the
decreased export of cold and dry air from Antarctica, or
perhaps a southward shift of the warmer waters of the
ACC, either of which could be caused by the wind
trends. The remaining trends all follow the same pattern
of increased (decreased) northward wind stress causing
ice thickness increase (decrease) near the ice edge,
through a varying combination of changes in air-ice drag
and cold- or warm-air advection. These results are in
complete agreement with the analysis of Holland and
Kwok (2012),whousedobservations to performanautumn
decomposition of the conservation equation for ice
concentration. Wind-driven ice convergence and a re-
sultant thickening in the Pacific sector and southern
Weddell Sea were also obtained by Zhang (2014). Fi-
nally, we note that the decomposition suggests an in-
creased ice divergence and thermodynamic ice growth in
the Ross Sea coastal polynya (Figs. 10c,d), and a de-
crease in divergence and growth in the Ronne polynya,
Weddell Sea, both in agreement with observed trends
(Drucker et al. 2011).
The results in winter (Fig. 11) illustrate the difference
between trends in effective ice thickness and effective
ice thickness tendency. In this season few of the large ice
thickness trends (Fig. 11a) are observed in the tendency
terms (Fig. 11b), implying that the thickness trends are
the result of changes occurring in previous seasons. For
example, the ice thinning trend in the northern Weddell
Sea (Fig. 11a) is revealed as being a lasting effect of
previous seasons; the trend in winter tendency (Fig. 11b)
is toward thickening. On average, there is thinner ice
in the northern Weddell Sea during winter, but this ice
is thickening more during winter. The ice is thickening
less during autumn, and the ice remains thinner during
winter as a result. The increased thickening during winter
is revealed as being dynamical in origin (Fig. 11c), be-
cause the wind trend in this region is toward increased
northward flow (Fig. 11a).
Some effective thickness trends that are very clearly
caused by wintertime changes are in the Bellingshausen
and Amundsen Seas, where strong wind trends toward
the south lead to a significant winter thickening of the ice
near the coast that is entirely dynamic in origin (Fig. 11).
It is virtually certain that these thickening trends have
occurred in reality, since they are the logical extension
FIG. 9. Modeled 1992–2010 linear trends in effective ice thickness (cmyr21, colors) and ice drift velocity (vectors
with the reference vector of 5mms21 yr21 at center of left panel) for (left) autumn and (right) winter seasons.
Effective ice thickness is defined as volume of ice per unit area of ocean, neglecting the iceborne snow layer. Model
velocities are shown every tenth grid point. The largest trends, up to 5 cmyr21, are in the Amundsen Sea in winter.
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of known trends in ice concentration, winds, and ice drift
in this region (Holland and Kwok 2012; Turner et al.
2009). The model is clearly responding sensibly to the
wind stress it receives from ERA-Interim (Fig. 11a).
However the magnitude and pattern of this thickening
must be regarded as merely indicative, for two reasons.
First, the ice model cannot be expected to convert wind
stress changes into ice thickness changes with a high
level of quantitative skill, because this process is heavily
dependent upon the poorly constrained rheological
properties of the ice (Feltham 2008; Tsamados et al.
2013). Second, the detailed pattern of the southward
trend in modeled ice motion in this region in winter is
imperfect (Fig. 8); the observed ice drift trend is toward
the Antarctic Peninsula, while the reanalysis wind stress
trend (Fig. 11a) drives the ice toward the coast in the
eastern Bellingshausen Sea and the Amundsen Sea.
However, ice drift trends in autumn are well represented
(Fig. 8), and these do drive ice westward in the obser-
vations. In summary, the observations strongly support
a significant coastal ice thickening in this region, but the
model may place it too far east, and with an uncertain
magnitude. Massonnet et al. (2013) also model a narrow
zone of coastal thickening in this region; Zhang (2014)
does not.
4. Discussion
The model results presented here reproduce obser-
vations of mean ice concentration, drift, and thickness,
FIG. 10. Modeled autumn [April–June (AMJ)] 1992–2010 linear trends in effective ice thickness and related
quantities. (a) Modeled effective ice thickness and ERA-Interim wind stress (vectors shown every tenth grid point
with reference vector of 0.005Nm22 yr21). (b)–(d) Ice-thickness equation terms: evolution, dynamic, and thermo-
dynamic parts, respectively. The color bar for (c),(d) is as in (b).
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and trends in ice concentration and drift. The simulated
ice thickness trends also agree with those of Massonnet
et al. (2013), which can be regarded as a best estimate
because of their use of data assimilation. This gives us
confidence that the physical processes in the model re-
flect those operating in reality, offering insight into the
processes causing trends in Antarctic sea ice. Holland
and Kwok (2012) showed that autumn ice concentration
trends are dominated by dynamics in the Pacific sector
of the Southern Ocean and thermodynamics elsewhere;
this modeling study shows that the same pattern holds
for ice thickness, and hence ice volume, in autumn and
winter.
This finding has significant consequences. Ice dy-
namical changes can occur either because the driving
stresses have changed, or because the ice is responding
differently to a constant stress. The latter can occur if the
ice thins, since weaker ice responds more readily to an
applied stress, and this is the case in the Arctic, where
the ice is accelerating in excess of trends in wind forcing
(Kwok et al. 2013). In the Antarctic the trends in ice
motion and wind agree closely (Holland and Kwok
2012) and the thickness changes modeled here are much
smaller. Thus, the ice-dynamical changes can only be
caused by changes air-ice drag and/or ocean-ice drag,
which both ultimately result from changes in the winds
since surface ocean currents are predominantly wind
driven. The dynamic origin of the modeled changes
in the Pacific sector in autumn and winter, therefore,
implies little or no contribution from changes due
to precipitation (Liu and Curry 2010), feedbacks
(Stammerjohn et al. 2012; Zhang 2007), or atmosphere
or ocean warming (Jacobs and Comiso 1997; Lefebvre
andGoosse 2005; Liu et al. 2004). This certainly does not
FIG. 11. As in Fig. 10, but for winter [July–September (JAS)].
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rule out a contribution from these mechanisms in sum-
mer and spring, or around East Antarctica. A detailed
analysis of the trends in ice thermodynamics, in a model
capable of accurately representing the warmer seasons,
is clearly required to advance this question.
The results also suggest that it is unlikely that in-
creased ice-sheet melting is implicated in the Antarctic
sea ice increase, as proposed by Bintanja et al. (2013).
The vast majority of increased freshwater discharge
from the Antarctic Ice Sheet has entered the Amundsen
Sea (Shepherd et al. 2012) and followed the coastal
current westward into the Ross Sea, where it has caused
a significant freshening (Jacobs and Giulivi 2010). If ice-
shelf meltwater were to contribute to the sea ice trends,
the largest effect would thus be expected to occur in the
increasing ice volume in the western Pacific. Our results,
and the observational analysis of Holland and Kwok
(2012), show quite clearly that the trends in that region
are predominantly dynamic in origin in autumn and
winter. In addition, the model presented here has no
overall trend in ice-sheet meltwater input (the pre-
scribed iceberg discharge is steady, and total ice-shelf
melting contains no significant trend), yet is able to re-
produce most features of the observed Antarctic ice
concentration increase. Thus, our results are in agree-
ment with the study of Swart and Fyfe (2013), who found
that the Antarctic sea ice trends were not affected by
trends in Antarctic Ice Sheet freshwater flux.
5. Conclusions
There are no observations of decadal trends in Ant-
arctic sea ice thickness and volume, so we hindcast them
for the period 1992–2010 using a numerical ice–ocean
model that is extensively validated against observations.
The model accurately simulates mean fields of ice con-
centration, drift, and thickness in autumn and winter,
and reproduces observed trends in ice concentration and
drift. This validation allows us to maintain some confi-
dence in the corresponding modeled trends in ice
thickness.
Unsurprisingly, the model shows that the observed
ice-concentration trends near the ice edge have corre-
sponding trends in ice thickness, with areas of increasing
thickness associated with increasing concentration.
Model diagnostics show that these thickness trends are
driven dynamically in the Pacific sector and thermody-
namically elsewhere, in agreement with an observa-
tional decomposition of ice concentration trends (Holland
andKwok 2012). Themodel also reveals that the observed
southward trends in ice drift in the Bellingshausen
and Weddell Seas have caused ice to thicken near the
coast, a trend that does not appear in ice concentration
measurements because the ice remains at full cover
throughout. The Weddell Sea thickening occurs in re-
sponse to decreased export early in the year, while the
Bellingshausen Sea thickening occurs in winter due to
a strong trend toward southward ice flow. These results
are the logical extension of known trends in ice con-
centration, winds, and ice drift. The dynamic origin of
the autumn and winter trends in the Pacific sector imply
that they must be forced by changes in the winds, rather
than other atmospheric or oceanic forcings or feedbacks.
Spatial patterns of increasing and decreasing trends in
ice concentration and thickness largely compensate, so
that neither variable has a large Antarctic trend overall.
Thickening in the interior of the ice pack enhances the
overall thickness trend relative to the concentration trend.
As fractions of their mean annual values, the modeled
increases in Antarctic-wide ice thickness (1.5mmyr21 ;
0.2%yr21) and area (20 3 103 km2 yr21 ; 0.2%yr21)
contribute equally to the overall trend in ice volume
(30 km3 yr21 ; 0.4%yr21). This small gain contrasts
markedly with the observed Arctic sea ice volume loss
of 500–1000 km3 yr21 [;(3–6)%yr21] (Kwok and
Rothrock 2009; Laxon et al. 2013). In terms of Southern
Ocean freshwater forcing, the small increase in sea ice
freshwater extraction is outweighed by the;70km3 yr21
increase in freshwater input from theAntarctic Ice Sheet
(Shepherd et al. 2012).
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