We investigated the capacity of visual short-term memory (VSTM) in a phase discrimination task that required judgments about the configural relations between pairs of black and white features. Sewell et al. (2014) previously showed that VSTM capacity in an orientation discrimination task was well described by a samplesize model, which views VSTM as a resource comprised of a finite number of noisy stimulus samples. The model predicts the invariance of P i ðd 0 i Þ 2 , the sum of squared sensitivities across items, for displays of different sizes. For phase discrimination, the set-size effect significantly exceeded that predicted by the sample-size model for both simultaneously and sequentially presented stimuli. Instead, the set-size effect and the serial position curves with sequential presentation were predicted by an attention-weighted version of the sample-size model, which assumes that one of the items in the display captures attention and receives a disproportionate share of resources. The choice probabilities and response time distributions from the task were well described by a diffusion decision model in which the drift rates embodied the assumptions of the attention-weighted sample-size model.
a b s t r a c t
We investigated the capacity of visual short-term memory (VSTM) in a phase discrimination task that required judgments about the configural relations between pairs of black and white features. Sewell et al. (2014) previously showed that VSTM capacity in an orientation discrimination task was well described by a samplesize model, which views VSTM as a resource comprised of a finite number of noisy stimulus samples. The model predicts the invariance of P i ðd 0 i Þ 2 , the sum of squared sensitivities across items, for displays of different sizes. For phase discrimination, the set-size effect significantly exceeded that predicted by the sample-size model for both simultaneously and sequentially presented stimuli. Instead, the set-size effect and the serial position curves with sequential presentation were predicted by an attention-weighted version of the sample-size model, which assumes that one of the items in the display captures attention and receives a disproportionate share of resources. The choice probabilities and response time distributions from the task were well described by a diffusion decision model in which the drift rates embodied the assumptions of the attention-weighted sample-size model. 
Introduction
Visual short-term memory (VSTM), or working memory, has been identified as one of the primary bottlenecks or sources of capacity limitation in simple cognitive tasks, particularly in those tasks requiring decisions about briefly presented stimuli. Because of VSTM's theoretical importance as a source of capacity limitations, researchers have devoted considerable effort to attempting to characterize the structure and function of VSTM and the way in which its properties interact with other cognitive processes, such as perception, attention, and decision-making. Recent theoretical and experimental work has focused on whether VSTM capacity is best characterized as an item (or ''slot") capacity limitation (Awh, Barton, & Vogel, 2007; Rouder et al., 2008; Shibuya & Bundesen, 1988) , a feature capacity limitation (Fougnie & Alvarez, 2011) , a resource capacity limitation (Bays, Catalao, & Husain, 2009; Vogel, Woodman, & Luck, 2001) , or some combination of these (Alvarez & Cavanagh, 2004; Donkin, Nosofsky, Gold, & Shiffrin, 2013; van den Berg, Awh, & Ma, 2014) . A variety of different experimental methods have been used to investigate how stimulus representations in VSTM are affected by memory load, including change detection (Kyllingsbaek & Bundesen, 2009; Pashler, 1988; Vogel, Woodman, & Luck, 2006) , two-alternative forced choice (2AFC) discrimination (Pearson, Raškevičius, Bays, Pertzov, & Husain, 2014; Sewell, Lilburn, & Smith, 2014) , confidence ratings (Donkin, Tran, & Nosofsky, 2014; Rouder et al., 2008) , and continuous report (Wilken & Ma, 2004; Zhang & Luck, 2008) . Sewell et al. (2014) investigated VSTM for Gabor patch stimuli (Gaussian vignetted sinusoidal gratings) in small (one to four item) displays using an orientation discrimination task, and found that memory for these stimuli was well described by a sample-size model (Bonnel & Hafter, 1998; Bonnel & Miller, 1994; Heath, 1972; Lappin & Bell, 1976; Lindsay, Taylor, & Forbes, 1968; Palmer, 1990; Shaw, 1980; Swets, Shipley, McKey, & Green, 1959; Taylor, Lindsay, & Forbes, 1967) . The sample-size model views VSTM as a resource, comprised of a set of independent, noisy, evidence samples that are available to represent the stimuli. If samples are recruited at a constant rate during stimulus exposure, then the number of evidence samples, n, will be proportional to exposure duration. When there is only one stimulus in the display, all n samples are available to represent it. When there are m stimuli in the display, and if there is no preferential weighting of items by attention, then each stimulus will be represented by n=m samples.
The signature prediction of the sample-size model is the invariance of 
Eq. (2) states that the sum of squared item sensitivities will be the same for displays of different sizes, m. These predictions follow from elementary sampling theory. The model assumes that stimulus discriminability depends on the sum (or equivalently, the mean) of the sample values that represent it. The expected value of the sum and the variance of the sum will both be proportional to n=m. Signal detection d 0 is a measure of signal-to-noise ratio, which depends on the ratio of the mean to the standard deviation. For a statistic based on the mean of n samples, the standard deviation is the standard error of the mean, and the ratio of the mean and standard deviation is proportional to ffiffiffiffiffiffiffiffiffi ffi n=m p . For fixed n; d 0 will be inversely proportional to ffiffiffiffi ffi m p . Eqs.
(1) and (2) follow from this fact. A striking feature of the sample-size model is that its predictions are entirely parameter-free, at least to a first approximation. For a given exposure duration, Eq. (1) predicts performance on displays of two or more items from performance on single-item displays, with no free parameters. Sewell et al. (2014) showed that the sample-size model provided a good account of both individual and group data for displays of one, two, three, and four items, exposed for 50, 100, 150, and 200 ms and then backwardly masked. They also showed that the model provided a good account of performance for both simultaneous displays, in which all stimuli were presented at the same time, and sequential displays, in which stimuli were presented one at a time, with brief intervals between them. Because there was only one item in the display at a time in the sequential condition, the finding of virtually identical performance with simultaneous and sequential presentation allowed Sewell et al. to rule out an encoding bottleneck as the locus of the sample-size effect and suggested that it represents a resource limitation of VSTM, as argued by Palmer (1990) . Earlier studies by Eriksen and Spencer (1969) and Shiffrin and Gardner (1972) showed that visual search for a target letter among distractors was virtually identical for simultaneous and sequential presentation. Sewell et al.'s paradigm differed from the paradigms used in those studies in that the item to be reported was not identified until display offset, so that all items in the display had to be encoded in memory.
The sample-size model is a form of resource model, whose predictions are only expected to hold within the constraints of any overall item-capacity limit, often estimated to be around four items (Awh et al., 2007; Cowan, 2001; Dyrholm, Kyllingsbaek, Espeseth, & Bundesen, 2011; Luck & Vogel, 1997; Todd & Marois, 2004; Vogel & Machizawa, 2004; Vogel et al., 2001) . Although a variety of experimental data and physiological markers of memory load support the idea of an item capacity limit (Shibuya & Bundesen, 1988; Todd & Marois, 2004; Vogel & Machizawa, 2004; Xu & Chun, 2006) , the existence of such limits remains highly controversial (van den Berg, Shin, Chou, George, & Ma, 2012; van den Berg et al., 2014) . To avoid the problem of interacting item and resource capacity limits in their study, Sewell et al. restricted the maximum set size in their study to four items.
Aims of the present research
In this article, we report a partial replication of Sewell et al.'s (2014) study, but with attentionally demanding stimuli. Our aim was to investigate whether the predictions of the sample-size model would still hold with stimuli that make very different attentional capacity demands than those used by Sewell et al. Their study used an orientation discrimination task (horizontal/vertical), whereas we used a phase discrimination task, which required judgments about the configural relations between stimulus features (a black feature to the left of, or to the right of, a white feature). Thornton and Gilden (2007) showed that the attentional demands of these two tasks are very different. They measured response time (RT) in 21 different perceptual judgment tasks in a redundant targets paradigm (Townsend, 1990) and, on the basis of comparative model fits, rank ordered the tasks on a parallelserial continuum.
1 They found that orientation discrimination and phase discrimination fell at opposite ends of the continuum: orientation discrimination was strongly parallel and phase discrimination was strongly serial. The difference between the two tasks is consistent with differences found in visual search experiments with stimuli that vary in complexity and/or confusability, which have been characterized by theories such as feature integration theory (Treisman & Gelade, 1980) , similarity theory (Duncan & Humphreys, 1989) , and guided search theory (Wolfe, 1994 (Wolfe, , 2007 Wolfe, Cave, & Franzel, 1989) . Given the very different attentional demands of the two tasks, it was not evident to us that the sample-size model would continue to hold for the more attentionally demanding phase discrimination task and we wished to evaluate the model's generality. To foreshadow our results, in Experiment 1, in which we presented stimuli simultaneously, the sample-size model failed. The invariance of P i ðd 0 i Þ 2 predicted by the model provides a metric for VSTM load as a function of single-item performance that is theoretically independent of item complexity.
1 The task of distinguishing unambiguously between parallel and serial processes is a challenging one and one that has spawned a large literature. Thornton and Gilden (2007) used a redundant targets paradigm in which multiple copies of the target stimulus were presented in the display with no distractors. The logic of this paradigm is that, if stimuli are processed by racing, unlimited capacity, parallel channels, with the response based on the first channel to finish processing, then increasing the number of targets in the display should produce shorter RTs. In contrast, if stimuli are processed serially, then the first item processed will always be a target, so there should be no change in RT with changes in the number of targets.
However, we found that decision accuracy decreased with increasing set size much more rapidly than predicted by the model: The effective load for two items was more than twice the load for a single item and the effective load for three items was more than three times the load for a single item, and so on. Because the m-item memory load was more than m times the individual item load as predicted by the model, we refer to this as the excess load effect. In Experiment 2, in which we presented stimuli sequentially, we found a similar violation of the sample-size model. We also found a strikingly simple pattern of serial position effects. There was a large primacy effect, which appeared around 100-150 ms after display onset, but no recency effect of any kind. Discrimination accuracy, as a function jointly of set size, exposure duration, and serial position, was well described by an attention-weighted sample-size model, in which resources are allocated unequally across display locations. The model assumes that the first stimulus captures attention, and receives a disproportionately large share, c a , (0 < c a < 1), of VSTM capacity or resources. The remaining resources are allocated equally among subsequent stimuli: The proportion of resources allocated to each of these stimuli is ð1 À c a Þ=ðm À 1Þ. Consistent with the known properties of the exogenous attentional orienting system (Cheal & Lyon, 1991; Jonides, 1981; Theeuwes, 1991) , attentional capture takes around 100-150 ms to complete. When the model's predictions are averaged (marginalized) across serial positions, they accurately account for the excess load effect. We conclude that the excess load effect found with simultaneous presentation is likely due to a similar process of attentional capture by individual display items, resulting from the attentionally demanding nature of the stimuli, which leads to an unequal allocation of resources across the display. In a subsequent section, we show that the distributions of RTs from the phase discrimination task are well described by a diffusion model in which the drift rates are equal to the memory trace strengths predicted by the attention-weighted sample-size model.
Experiment 1: Simultaneous presentation
Experiment 1 investigated VSTM capacity as a function of set size and stimulus exposure duration using a two-choice, probed recall task like the one used by Sewell et al. (2014) . In probed recall, participants report the contents of a single display location that is probed after display offset (Downing, 1988) . Because the task only requires report of a single display location, it controls the complexity of the decision task as the number of stimuli in the display is varied. Like Sewell et al. we were interested in performance under conditions in which any item capacity limits of VSTM were unlikely to have been exceeded and in which items in memory had not yet been identified by a decision process. We therefore restricted the maximum set size to four items and the maximum exposure duration to 200 ms.
Method

Stimuli and apparatus
Stimuli were presented on a linearized 21 00 Sony Trinitron G520 monitor driven by a Cambridge Research Systems ViSaGe framestore. The monitor refresh rate was set at 100 Hz, giving a frame rate of 10 ms. The mean luminance of the display was 30 cd/m 2 . Software written in C++ controlled stimulus presentation and recorded responses. Response times were measured using the ViSaGe's hardware clock. Stimuli were Gaussian vignetted disks, each subtending approximately 1°of visual angle, divided vertically into a black half and a white half, as shown in Fig. 1 . The participant's task was to decide whether the left or the right of the stimulus was black, and to indicate the decision with a button press. To allow us to better assess the time course of VSTM processing, we followed Sewell et al. and embedded the stimuli in dynamic noise to reduce the rate of VSTM encoding (Ratcliff & Smith, 2010; Smith, Ratcliff, & Sewell, 2014) . The noise patches were constructed by assigning to each 4 Â 4 pixel area in the stimulus a luminance value sampled from a truncated Gaussian distribution with mean set equal to the background display luminance. The truncated distribution was scaled to fit within 20% of the total contrast range. Participants viewed the display from a distance of 100 cm. Viewing position was stabilized with a chinrest.
Participants
Data were collected from six volunteer undergraduate participants, who provided informed consent prior to data collection, who were naive to the purposes of the experiment, and who were paid A$12 per session for their participation. Each participant completed six or seven practice and calibration sessions prior to completing six experimental sessions. In the calibration sessions, stimulus contrast was adjusted by the experimenter to obtain a range of performance from near chance to near perfect with the smallest set size. Each session lasted approximately 35 min.
Design and procedure
We used a 4 (Set Size: 1, 2, 3, or 4 stimuli) Â 4 (Exposure Duration: 50 ms, 100 ms, 150 ms, 200 ms) within-subjects design. Each experimental session consisted of 384 trials, yielding 2304 trials per participant, 144 trials for each of the 16 stimulus types. Each 32-trial experimental block contained equal numbers of each of the 16 stimulus types, presented in random order. The sequence of events on a trial is depicted in the panel on the right of Fig. 1 . Each trial began with a two-second uniform field, followed by a 0.29°fixation cross for two seconds, which remained on the screen for the duration of the trial. The stimulus array was then presented by interleaving 10-ms duration frames of stimulus and noise patches. Stimuli could appear 2.3°from fixation at any of the four locations depicted in Fig. 1 . Each location containing a stimulus was backwardly masked with a high-contrast, circularly symmetrical mask, consisting of alternating, concentric, black and white rings. For displays containing fewer than four items, the assignment of stimuli to display locations was random. The randomization of trial types within blocks and display locations within trial types meant that the number of items in the display and the configuration of filled and empty display locations varied unpredictably from trial to trial. Fifty milliseconds after the mask onset, a report cue was presented at a single location, instructing participants to report the identity (black on the left or black on the right) of the stimulus at the probed location via a button-press response. Masks and report cues remained on the screen until a response was made. Auditory accuracy feedback via distinctive tones was given immediately after each response.
Results
We present the results in two parts. In this section, we consider only response accuracy, as measured by the proportion of correct responses, PðCÞ, focusing on the predictions of the sample-size Fig. 1 . Illustration of the stimulus display (left) and the event sequence (right) on a trial. The event sequence shows the fixation field, alternating stimulus and noise frames, the backward mask, and the report cue.
model. After presenting the corresponding accuracy results for Experiment 2, we describe a diffusion model of the joint RT and accuracy data. As we foreshadowed in the Introduction, the main result from Experiment 1 was that the memory load in the phase discrimination task exceeded that predicted by the sample-size model. To quantify the VSTM load, we considered an alternative, empirical model that, like the sample-size model, used single-item performance as a metric to characterize performance on larger displays. Unlike the sample-size model, the set-size parameter in the empirical model was not theoretically constrained, but was estimated from the data. Sensitivity in the empirical model is written as a generalization of Eq. (1),
where u m denotes the effective VSTM load for an m item display. In fitting the model to data, we set u 1 ¼ 1, and allowed u m ; m ¼ 2; 3; 4, to be non-integer multiples of u 1 .
3.2.1. Set-size effect Fig. 2 shows the proportion of correct responses as a function of exposure duration and display size averaged across the six participants. Before fitting the models, to characterize the effects of our experimental manipulations, we carried out a 4 (Set Size) Â 4 (Exposure Duration) repeated measures ANOVA on the group data. This analysis revealed a significant main effect of set size, Fig. 2 and those of Sewell et al. using Gabor patches is that the separation between the curves for set sizes of three and four in Fig. 2 are less pronounced than they were in the earlier study. Fig. 3 shows the fits of the two models, described below, to the accuracy data. 
where Uð:Þ is the normal distribution function.
Although Eq. (1) predicts performance for displays of size two, three, and four with no free parameters, this prediction relies on the statistically restrictive assumption that performance on single-item displays is measured without experimental error. Sewell et al. (2014) found that a parameter-free sample-size model successfully accounted for their group data, but at the individual participant level, the model performed better if the observed accuracy for single-item displays was assumed to be a combination of a true, or latent, value and measurement error. To allow for error, they fitted the model to the data for all 16 stimulus conditions simultaneously, treating d 0 1 for each of the four exposure durations as a latent quantity that was estimated to optimize the fit. This is the approach we take here. The sample-size model then has four free parameters, while the empirical model has seven. The addi-2 There are two conventions for scaling d 0 from 2AFC tasks. For an unbiased observer, these conventions lead either to
z½PðCÞ. The latter arises as the result of dividing the z-score difference between the means of the signal and noise distributions by ffiffiffi 2 p . This scaling is designed to put d 0 from 2AFC and yes-no tasks on the same scale (Wickens, 2002, p. 97) . We have used both scalings at various places in our previous work. Here we followed Sewell et al. (2014) and used the simpler 2z½PðCÞ scaling.
tional free parameters for the empirical model are the values of u m in Eq. (3) for displays of size 2, 3, and 4.
To fit the models, we minimized the likelihood ratio chi-square (G 2 ) statistic,
iteratively in Matlab using the simplex routine (fminsearch). In this equation, i indexes the stimulus condition (16 in total), j indexes the response (correct, error); p ij is the observed proportion of j responses to stimulus i; p ij is the corresponding proportion of responses predicted by the model, and N i ¼ 144 is the number of observations in stimulus condition i. When binomial sampling assumptions are satisfied, G 2 will be distributed as chi-square with 16 À q degrees of freedom, where q is the number of free parameters in the model. We carried out model fits both at the group (average) level and for each of the participants individually. Fig. 3 shows the fits for the two models to the group data and Table 1 shows the associated goodness-of-fit statistics. In addition to the G 2 statistics, Table 1 also reports the Akaike Information Criterion (AIC), which penalizes models for their free parameters via the function
where q is the number of free parameters (Burnham & Anderson, 2002) . For reasons discussed below, behavioral data frequently fail to satisfy binomial or multinomial sampling assumptions, so our use of the AIC should be taken as a rough guide only (see footnote 5). None of our results depend critically on the results of model selection methods so we have chosen to report the AIC, as the simplest such statistic. Fig. 3 shows that the sample-size model systematically underpredicted the set-size effect at all exposure durations. The reduction in accuracy as the set size increased from one to four items was much greater than the ffiffiffiffi ffi m p reduction predicted by the model. The difference is apparent at all exposure durations, but is especially obvious at longer exposures. We have termed this the ''excess load effect" because it exceeds what would be predicted from single-item performance. The magnitude of the effect is reflected in the memory loads estimated from the empirical model. The effective memory loads estimated from the fit to the group data were u m ¼ f1; 3:2; 5:4; 7:7g, as shown inset in the right-hand panel of Fig. 3 .
The picture that emerges from the model fits to the individual data in Table 1 agrees with that obtained from the group data. For all participants, the G 2 fit of the empirical model was better than that of the sample-size model, although -as is typically found for psychophysical accuracy datathe fit statistics for the individual participants are several times larger than those of the group fits.
In comparison with theoretical binomial sampling variance, group data is underdispersed (less variable than binomial), because of averaging, whereas individual data can be overdispersed (more variable than binomial) by a factor of between two and three (Smith, 1998) because of variability across blocks and experimental sessions. For the majority of participants in Table 1 , the difference in the fits of the sample-size model and the empirical model was substantial, with the exception of S 2 . For four of the six participants, the AIC favored the empirical model over the sample-size model, with the exceptions of S 2 and S 6 . The AIC also favored the empirical model over the sample-size model in the fit to the group data. The average of the VSTM load estimates from the individual participant fits was u m ¼ f1; 3:2; 8:2; 9:9g. Like the group data, these estimates suggest that the effective VSTM load increased with display size at a rate that was at least twice that predicted by the sample-size model.
Time growth of sensitivity
As well as predicting the set-size effect, the sample-size model also predicts the growth of accuracy over time with increases in stimulus exposure duration. This prediction follows from the assumption that samples are recruited at a constant rate. If so, then the model predicts that d 0 will increase in proportion to the square root of exposure duration, or equivalently, that ðd 0 Þ 2 will increase linearly with Note. ''Group" is fit to group data; ''Mean" is average of individual fits.
exposure (Swets et al., 1959) . Because the growth rate predictions depend on an additional, auxiliary assumption about the sample recruitment rate, the set-size predictions and the growth rate predictions are logically independent of each other. If VSTM is a finite neural or cognitive resource and samples are recruited without replacement, then ðd 0 Þ 2 linearity will at best be an approximation that we might expect to hold for short and intermediate exposure durations but to fail for long durations.
There is no similar constraint on the set-size predictions, which we would expect to fail only if the item capacity limits of VSTM are exceeded. Sewell et al. (2014) found that the linearity property was well supported for their data (see their Fig. 9 ; also Smith & Sewell, 2013, Fig. 8 ) over the same 50-200 ms exposure range we used here. Fig. 4 shows the corresponding growth curves for Experiment 1. The error bars in the figure are asymptotic standard deviations of ðd 0 Þ 2 obtained using the delta method (Gourevitch & Galanter, 1967; Smith, 2000) . 3 In contrast to the results of Sewell et al., in the phase discrimination task ðd 0 Þ 2 shows sigmoid rather than linear growth. There is a rapid increase during the period 100-150 ms followed by a plateau. This is particularly evident for displays of two, three, and four items, for which there is little growth in sensitivity after 150 ms. This pattern, along with the differences in the set-size effect, highlights the differences in performance in phase discrimination and orientation discrimination.
Discussion
The main result of Experiment 1 was that the sample-size model comprehensively fails. For both the group data and the average of the individual fits, the estimated VSTM load in the empirical model increased with m at around double the rate predicted by the sample-size model. The failure of the sample-size model in Experiment 1 contrasts with the results of Experiment 1 of Sewell et al. (2014) , who found that orientation discrimination was well described by the sample-size model using the same experimental design. Their experiment used the same apparatus, the same exposure 3 For an unbiased process, the variance of d 0 is varf2 z½PðCÞg 2 ¼ 16 varfz 2 ½PðCÞg. Smith (2000) derived an expression for the variance of a squared z-score, which leads to an asymptotic expression for the standard deviation of ðd 0 Þ 2 :
where N is the number of trials and /ð:Þ is the normal density function evaluated at the specified abscissa.
durations, the same memory set sizes, and the same probe-display timing parameters as our Experiment 1, so any difference in VSTM performance between the two tasks must be attributed to differences in the stimuli and the demands of the associated perceptual judgment rather than to any aspect of the procedure or experimental design. The most obvious difference between phase discrimination and orientation discrimination is in the complexity of the stimuli and the feature load they impose on memory. The orientation discrimination task used by Sewell et al. (2014) required coding of only a single feature or attribute (horizontal/ vertical) of each stimulus, whereas phase discrimination requires coding of a pair of features and the relationship between them. Given this difference, studies like those of Alvarez and Cavanagh (2004) and Fougnie and Alvarez (2011) that have linked VSTM to the feature composition of stimuli might be seen as providing support for an item-complexity or feature-load account of the difference between the tasks. The former study showed that VSTM load depends on both the number of items in memory and item complexity, while the latter study provided evidence of independent memory representations for individual features (via independence of retrieval failure probabilities). As noted previously, however, the VSTM load metric of the sample-size model is theoretically independent of item complexity, because it characterizes load in item rather than feature units. We therefore need to look somewhere other than at the total feature load for an explanation of the excess load effect in phase discrimination.
In Experiment 2, in which we consider sequential presentation of stimuli, we report evidence that the failure of the sample-sample size model is due to the unequal weighting of items in memory by attention. Prior to carrying out Experiment 2, we considered several feature confusion models of the memory load in phase discrimination. The intuition underlying these models was that the effective VSTM load may be a reflection, not only of the total number of features encoded in memory, but also of the likelihood of confusing features belonging to different stimuli. This idea seemed plausible to us in the light of the claims of feature integration theory (Treisman & Gelade, 1980) , which holds that features that are not bound by spatial attention are free floating, and liable to combine in illusory conjunctions.
Of the feature confusion models we considered, the best was a model that assumed that each stimulus contributes one unit of VSTM load (reflecting the black-white relationship between its pair of constituent features) and that the black-white relationships between the probed and unprobed items contribute one additional unit of VSTM load for each unprobed item in the display. The logic underlying this model is that the relationship between the features of the probed item determines the identity of the item to be reported on a given trial, say, black to the left of white. The addition of another item elsewhere in the display tends to provide evidence for the opposite relationship, that is, black to the right of white. For displays of two, three and four items, the number of additional confusable between-item relations are one, two, and three, respectively, giving a theoretical load metric of u m ¼ f1; 3; 5; 7g, which matches the estimates from the empirical model fairly well.
We omit details of the fits of the feature confusion models because they struck us, ultimately, as theoretically unsatisfying. While the idea that VSTM load may depend on confusable feature relations among different stimuli is a plausible one and is supported by the visual search literature, the models are not grounded in any formal theory of item coding or resource allocation. Our dissatisfaction with the theoretical grounding of the models led us to investigate a sequential-presentation paradigm in Experiment 2, and ultimately to prefer what we believe to be a more compelling account of the excess load effect, based on attentional capture.
Experiment 2: Sequential presentation
To try to gain further insight into the excess load effect found in Experiment 1, we carried out a second experiment using a similar design, but in which stimuli were presented sequentially. This experiment was based on Experiment 2 of Sewell et al. (2014) , which investigated orientation discrimination of Gabor patches in a 3 Set Size Â 3 Exposure Duration Â 2 Presentation Mode design, using simultaneous and sequential presentation. They found that performance was similar for the two presentation modes and, in both cases, was well described by the sample-size model. For four-item displays, which was the only condition for which they analyzed sequential effects, there were significant sequential effects, in the form of a substantial primacy effect and a weaker recency effect. The magnitude of the primacy effect (the drop in accuracy from the first to the second sequential position) was similar for all exposure durations, whereas the magnitude of the recency effect (the recovery in accuracy in the third and fourth sequential positions) was greater at longer exposure durations.
Method
The experiment used the same stimuli and apparatus as used in Experiment 1, and the same 4 Â 4 (Set Size and Exposure Duration) experimental design. The only difference between the two experiments was that stimuli were presented sequentially, with 50 ms interstimulus (offset-to-onset) intervals, following Sewell et al. (2014) . The assignment of stimuli to display locations was randomized across trials and stimuli were individually masked at offset, as in Experiment 1. A report probe was presented at one of the stimulus locations at the end of the sequence.
Participants
Data were collected from five volunteer undergraduate participants, who provided informed consent prior to data collection, who were naive to the purposes of the experiment, and who were paid A $12 per session for their participation. Each participant completed between three and eight practice and calibration sessions prior to completing six experimental sessions. Stimulus contrast was adjusted for each participant individually during the calibration sessions to obtain a range of performance from near chance to near perfect for single item displays. Each session lasted approximately 35 min.
Design and procedure
All aspects of the design and procedure were the same as in Experiment 1, with the exception that stimuli were presented sequentially rather than simultaneously. As in Experiment 1, and following the design of Experiment 2 of Sewell et al. (2014) , the report probe was presented 50 ms after the onset of the mask for the last item in the sequence. The allocation of stimuli to display locations and to serial positions within the presentation order was randomized across trials, as was the location of the report cue. This double randomization meant that report cues were equally likely at each serial position.
Results
Set-size effect
Fig . 5 shows the proportion of correct responses, averaged across participants, as a function of set size and exposure duration. The pattern is very similar to that found with simultaneous presentation in Experiment 1, shown in Fig. 2 . As in Fig. 2 , there are clear set-size differences for displays of size one, two, and three, but little evidence that increasing the set size from three to four items further worsened performance. Prior to fitting models we carried out a 4 (Set Size) Â 4 (Exposure Duration) repeated measures ANOVA on the group data. The results of this analysis replicated that for Experiment 1. There was a significant main effect of set size, Fð3; 15Þ ¼ 30:65; p < 10 À5 ; MS e ¼ 0:0316, a significant main effect of exposure duration, Fð3; 15Þ ¼ 41:89; p < 10 À5 ; MS e ¼ 0:0085, and a significant Set Size Â Exposure Duration interaction, Fð9; 45Þ ¼ 3:185; p ¼ :006; MS e ¼ 0:0029. As in Experiment 1, these results show that accuracy increased with increasing exposure duration, decreased with increasing set size, and increased with exposure duration more rapidly with smaller set sizes. Fig. 6 shows the fits of the sample-size model and the empirical model to the group data. Table 2 reports the fit statistics for both the group data and the individual participants, together with the average individual fits. As in Experiment 1, the sample-size model fails, and for the same reason it failed there, because the empirical set-size effect systematically exceeded that predicted by the model. The fit of the empirical model in the right-hand panel of Fig. 6 shows that it provided a much better account of the set-size effect. Table 2 shows that, for both the group and individual participant data, the G 2 fit of the empirical model was better than that of the sample-size model -in most cases, substantially so. When differences in the numbers of free parameters are taken into account via the AIC, the preferred model was the empirical model for four of the five participants. The estimates of the empirical load effect were u m ¼ f1:0; 3:3; 6:5; 6:7g for the group data and u m ¼ f1:0; 3:8; 7:6; 7:8g for the average of the individual participants. These estimates are similar to those obtained with simultaneous presentation in Experiment 1.
Our results replicate those of Sewell et al. (2014) in showing very similar probed VSTM performance with simultaneous and sequential presentation. But unlike their study, in which the samplesize model provided a good account of performance with both modes of presentation, we found the two modes of presentation produced similar excess load effects. As Sewell et al. argued, the finding of a similar set-size effect with simultaneous and sequential presentation is strong evidence against a stimulus encoding locus for the set-size effect and implies, instead, that it is an expression of a resource limitation of VSTM itself. If the excess load effect were a reflection of the need to focus attention serially on individual display items as they were presented, then we would have expected it to be reduced or eliminated with sequential presentation. To better understand the excess load effect, we carried out an analysis of serial position effects.
Serial position effects
Fig . 7 shows the proportion of correct responses as a function of serial position for each of the 16 conditions in the Set Size Â Exposure Duration design. The four panels in the figure, top to bottom, are for one, two, three, and four item displays. The four functions in each figure are for 50, 100, 150, and 200 ms exposure durations. The symbols and the dashed lines are the empirical data; the solid lines are predictions of the attention-weighted sample-size model, which we discuss subsequently. The serial positions on the x-axis are numbered from stimulus onset (i.e., forward in time); they do not count backwards from the report cue. Fig. 7 shows that there were strong serial position effects, which had a particularly simple form. There was a large primacy effect associated with the first presented item for m P 2 displays, but no evidence of systematic recency effects. Although there is some variability in accuracy among the individual stimulus conditions at later serial positions, to a reasonable approximation, accuracy tends to remain fairly constant at all serial positions after the first. The primacy effect takes between 100 and 150 ms to appear. There is no evidence of a primacy effect for 50 ms stimuli; there is a weak effect, increasing with set size, for 100 ms stimuli, and large and consistent effects for 150 ms and 200 ms stimuli. Fig. 7 is even more marked. For displays of size one and two, the linear growth predicted by the constant recruitment rate assumption is clearly apparent for exposure durations above 100 ms for the first item. The functions are less clearly linear for displays of size three and four, although the error variance associated with these estimates is large. For displays of size two to four, the growth in ðd 0 Þ 2 with exposure duration for items after the first is too gradual to infer the functional form of the curve. Figs. 7 and 8 agree in highlighting the degree to which the pattern of average performance in Fig. 5 masks considerable heterogeneity across serial positions. We believe this heterogeneity is the key to understanding the excess load effect in phase discrimination.
Time growth of sensitivity
Discussion
Because the report probe in Experiment 2 was presented immediately after the offset of the last item in the sequence, the interval from the onset of the first item to the onset of the report probe varied from as little as 100 ms to as much as 1000 ms, depending on the set size and the exposure duration. However, we do not believe this variation is the cause of the excess VSTM load in the experiment for several reasons. First, Downing (1988) , in a pioneering investigation of the post-stimulus probe method in spatial attention, used an experimental design in which she consecutively probed each of four display locations. She found no change in report accuracy as a function of probe order, suggesting there was minimal decay of the VSTM trace over the second or two required to probe and report multiple display locations. Variations in retention interval over the range in which it varied in our task are therefore unlikely to be the cause of the large set-size effect we have found. Second, and consistent with this, the range of retention intervals in Experiment 2 was much greater than the range of intervals associated with simultaneous presentation in Experiment 1, which varied from 100 ms to 250 ms, but the estimated effective VSTM load in the two experiments was almost the same. Third, and most important, Sewell et al. (2014) in their Experiment 2 used the same range of retention intervals, but nevertheless found the effective VSTM load was well-described by the sample-size model. Like Experiment 1, then, the failure of the sample-size model in Experiment 2 appears to be due to the cognitive demands of phase discrimination rather than to any features of the procedure or experimental design. The previous section showed that phase discrimination differs from orientation discrimination in the serial position curves that are found when stimuli are presented sequentially. The strong primacy effect in Fig. 7 is most simply explained by assuming that the first stimulus captures attention. This assumption is consistent with the evidence that stimuli in the phase discrimination task are attentionally demanding, and indeed, appear to require serial processing (Thornton & Gilden, 2007) . The attention capture interpretation is consistent with the time course of the primacy effect, which appears around 100-150 ms after stimulus onset. There is general agreement in the attention literature that attentional effects mediated by the exogenous or reflexive orienting system take around 100-150 ms to reach their peak (Cheal & Lyon, 1991; Jonides, 1981; Theeuwes, 1991) . One would therefore expect that attentional capture effects would only become apparent after sufficient time had elapsed for an attentional shift to occur. The dependence of the primacy effect on exposure duration is consistent with this expectation.
We use the term ''attentional capture" in relation to first-item processing to emphasize that the processing of attentionally-demanding stimuli is likely to require reallocation of resources and, in particular, of VSTM capacity. We do not intend to imply that this reallocation is either involuntary or that it is contrary to the participant's strategic goals for the task. Indeed, the contingencies of the task were such that, if it were not possible to form representations of all stimuli by allocating attention equally among them, then it would be most advantageous to allocate it to the first item. As all items in a display were equally likely to be probed and all four set sizes were equally likely on any trial, the probability that the first-presented stimulus would be probed for report was ð1=4Þð1 þ 1=2 þ 1=3 þ 1=4Þ ¼ 0:52. In contrast, the probability of one of the other three display locations being probed was only 0.16. Automatic allocation of attention to a display item when it matches the participant's filter or template settings for the task is termed contingent capture in the attention literature (Folk, Remington, & Johnston, 1992) . We use the term ''attention capture" in this sense.
The lack of a recency effect, that is, the lack of a recovery in accuracy at long exposures, contrasts with the sequential effects in orientation discrimination reported by Sewell et al. (2014, Experiment 2) . For four-item displays they found both primacy and recency effects, using an experimental design and display timing that were virtually identical to those used here. As the main difference between their experiment and ours was in the kind of perceptual judgment required, it seems likely that the difference in the patterns of serial position effects in the two studies was due to differences in the attentional demands of the two kinds of judgment. Whereas phase discrimination appears to be serial and highly attention demanding, orientation discrimination appears to be parallel and not attention demanding or capacity limited (Thornton & Gilden, 2007; Smith, 2010a) . With sequentially presented stimuli, differences in the attentional demands of the two kinds of judgments may translate into differences in the time course of the release or recovery from attentional capture, with associated differences in whether or not a recency effect is observed. We discuss this further in the Computational Modeling section.
The lack of a recency effect in Experiment 2 also contrasts with the results of a recent study by Nosofsky and Donkin (2016) who found a large recency effect in a change detection experiment using highly discriminable colored squares as stimuli. The main difference between our study and theirs that is likely to have produced a different pattern of serial position effects is the larger range of set sizes in their study. We purposely limited our maximum set size to four items to avoid the effects of any item-capacity limits of VSTM, whereas Nosofsky and Donkin used two, five, and eight item displays. The recency effect in their study was most pronounced with larger displays. Although, as we noted previously, the existence of item-capacity limitations is controversial, a number of lines of evidence support the idea of a VSTM capacity limitation of around four items (Cowan, 2001; Dyrholm et al., 2011) . If so, then a straightforward interpretation of the large recency effect observed by Nosofsky and Donkin is that it arises when the number of items in the display exceed the item capacity of memory. A recency effect would be observed if, with some probability, new items overwrite items already in memory, as argued by Pietsch and Vickers (1997) in relation to expanded-judgment decision tasks.
Computational modeling
The attention-weighted sample-size model
The idea that the first stimulus captures attention and, as a result, receives a disproportionate share of processing resources, leads to a natural generalization of the sample-size model. There are a number of different processing resources that might be engaged by the allocation of attention, including the allocation of a limited-capacity decision process and the representational capacity of VSTM itself. Potentially these resources may be linked (Petersen, Kyllingsbaek, & Bundesen, 2012) , as we describe in the General Discussion. The model we consider here assumes that attention determines the proportion of the samples used to represent items in VSTM. The attention-weighted sample-size model assumes that an attended item in an m-item display presented for t ms receives some proportion of the available VSTM resources, c a ðm; tÞ. The unattended items receive the remaining resources, 1 À c a ðm; tÞ, which are divided equally among them. Each unattended item thus receives a fraction c u ðm; tÞ ¼ ½1 À c a ðm; tÞ=ðm À 1Þ of the resources.
The sample-size model of Eqs. (1) and (2) 
where d 0 ð1; tÞ is sensitivity in a single-item, t ms display.
For the special case of two-item displays, the locus of sensitivity, or attention operating characteristic (AOC), that is swept out as the fraction of resources allocated to a particular location is varied has the form of a quadrant of a circle (Bonnel & Hafter, 1998; Bonnel & Miller, 1994; Norman & Bobrow, 1975) . 4 Bonnel and colleagues showed that a weighted sample-size model provided a good account of performance in divided attention tasks in which people are required to allocate varying fractions of their resources to simultaneous auditory and visual stimuli. When the task involves attentionally demanding discrimination judgments, the points of the empirical AOC lie on the quadrant of a circle, as the model predicts (Bonnel & Hafter, 1998; Bonnel & Miller, 1994) .
To fit our model to data, we parameterized it using a set of attention weights, wðtÞ, as follows: 
This parameterization is similar to the parameterization of response strengths in the Luce choice model (Luce, 1959) . The function wðtÞ denotes the weight given to the first, attended, item as a function of exposure duration, t. We allow the weight to depend on exposure duration because the primacy effect in Fig. 7 is greater at long exposures. Values of wðtÞ greater than 1.0 mean the first item is allocated a disproportionately large share (i.e., greater than 1=m) of VSTM resources. When wðtÞ ¼ 1; c a ðm; tÞ and c u ðm; tÞ are both equal to 1=m and the model reduces to the sample-size model of Eqs. (1) and (2). Eqs. (8) and (9) together satisfy the constraint in Eq. (7), as required. We considered three versions of the attention-weighted sample-size model, which differed in their numbers of free parameters. The first, most richly parameterized, model had eight free parameters, {d 0 ð1; tÞ; wðtÞg; t 2 f50; 100; 150; 200g ms. The first four parameters are latent sensitivities for single item displays as a function of exposure duration; the next four are attention weights, again as a function of exposure duration. After investigating the fit of this first model, we considered a restricted version of it, with seven free parameters, in which wð50Þ, the attention weight for 50-ms-item displays, was set to 1.0. This constraint is consistent with the theoretical properties of the model and with evidence that attention capture takes 100 ms or longer to complete. We also considered a further, restricted three-parameter model, fwð100Þ; wð150Þ; wð200Þg, in which the latent single-item sensitivities were constrained to equal their observed values. Table 3 shows the fits of these models to the group data and to the data of the individual participants, together with the average of the individual fits. As in the earlier model fits, there are appreciable individual differences among participants and the individual fit statistics are several times larger than the group statistics, for the reasons discussed earlier. On average, the best model for the individual participants was the seven-parameter model, in which the latent single-item sensitivities were free to vary and the capacity fractions for 50-ms-item displays were constrained to be equal. For the group data, the best model was the three-parameter model, in which the attention weights for the 100-msitem through 200-ms-item conditions were free to vary and the single-item latent sensitivities were constrained to equal the values estimated from the data.
5 This difference is a reflection of the greater regularity of the group data, and parallels the findings of Sewell et al. (2014) who found their group data could be explained satisfactorily by a parameter-free sample-size model. The solid lines in Fig. 7 are the fitted values of the three-parameter model to the group data. As Table 3 shows, for the group data, the fit statistics for all three versions of the model are similar to one another. We have chosen to show the fit of the most parsimonious version of the model (in an AIC sense), which captures 40 data points (data degrees of freedom) fairly well using only three free parameters. Although the fit of the model is not perfect, it satisfactorily captures all of the main qualitative features of the data. It captures the primacy effect, the lack of systematic recency effects, and the way in which the magnitude of the primacy effect varies with exposure duration. Because the model assumes that all items after the first receive the same fraction of resources, it predicts flat serial position curves for serial positions two through four.
For the group data, the best-fitting attentional weights for the seven-parameter model were wðtÞ ¼ f1:00; 2:46; 9:70; 6:40g; for the individual participants, the average of the best fitting weights was wðtÞ ¼ f1:00; 3:55 11:68; 11:52g. The decrease in the estimates of wðtÞ from 150 to 200 ms in the group data is suggestive, in the light of evidence that attention shifts mediated by the exogenous or 5 The 2q penalty for the number of free parameters in the AIC is correct only when the fit statistic is based on a true likelihood.
For data which are underdispersed or overdispersed relative to a theoretical binomial or multinomial sampling distribution, the penalty term can be too large or too small. This is also the case for other penalized likelihood statistics like the Bayesian information criterion (BIC). Burnham and Anderson (2002, pp. 67-70) , describe a method for correcting the AIC for overdispersed (and underdispersed) data. As our argument does not rely crucially on a detailed comparison of AICs, we have dispensed with such refinements.
reflexive orienting system are transient in nature, and begin to dissipate after about 150 ms (Müller & Rabbitt, 1989; Nakayama & Mackeben, 1989) . Because the time elapsing between onset of the first item and the probe varied with set size and exposure duration in our paradigm, and was as long as 1000 ms for four 200-ms-item displays, we might expect to see a recovery in accuracy at later serial positions for long exposures, as occurs in sequential attentional paradigms like the attentional blink and attentional dwell time paradigms (Duncan, Ward, & Shapiro, 1994) . In those paradigms, performance begins to recover around 600-800 ms after the first of two sequentially presented targets. Indeed, Fig. 7 suggests there may be a slight tendency for accuracy to recover after the second serial position for three and four 200-ms-item displays, although it is hard to infer this with any reliability given the variability in the data. A recovery at long exposures is not predicted by our attentionweighting model, which only parameterizes the exposure duration of the first item, but not the time between the first item and the probe. Consequently, it predicts equal performance for all serial positions after the first. The estimate wð150Þ ¼ 9:70 > wð200Þ ¼ 6:40 for the group data implies that, according to the fitted model, the residual capacity available to process items in the second and later serial positions was greater for 200-ms-item than for 150-ms-item displays, which is consistent with a transient rather than a sustained shift of attention. When we constrained wð150Þ ¼ wð200Þ, the model fit worsened by around 10% and the fitted values slightly underpredicted performance for 200-msitem displays at later serial positions.
It would be straightforward to construct more elaborate models that embody time-dependent attentional weighting of items in VSTM which would predict recovery at later serial positions for long exposure durations. We have not attempted to do so because the number of trials at each serial position in our experiment is not sufficient to provide a meaningful test of such models. Moreover, we are cautious about overinterpreting the estimates from the group data, because they are not replicated in the averaged estimates for the individual participants. For our purposes, the important result in Fig. 7 is that the simplest version of an attention-weighted version of the sample-size model provides an account of most of the systematic trends in the accuracy data in the sequential presentation condition. Fig. 9 shows the marginal predictions of the weighted sample-size model, averaged across serial positions, together with the empirical data. For this figure, we used the more general sevenparameter model, which treats single-item sensitivity as a latent quantity, so as not to force the observed and fitted values for single-item displays to be equal. The performance of the threeparameter model is similar, but all of the discrepancies between the model and data are then concentrated at the larger set sizes. Fig. 9 gives a more balanced picture of the performance of the model across the data set as a whole. The implications of this picture are striking. It shows that the marginal predictions of the weighted sample-size model and the marginal proportions of correct responses coincide quite closely. Notably, the model predicts a set-size effect that is very similar to the one that is found empirically. From the perspective of the original sample-size model, in which items are assumed to receive an equal share of VSTM resources, the set-size effect in the phase discrimination task is an ''excess load effect," but when items in VSTM receive unequal shares of the resources, the predicted set-size effect increases and agrees with what is found empirically. The excess load effect is captured parsimoniously by a model that assumes the VSTM resource share depends on unequal weighting of items in memory, mediated by attentional capture by the first item in the display, for displays of 100 ms duration or longer. In light of the similar set-size effects found in Experiment 1 and Experiment 2, this suggests to us that an attention capture process is likely to have been responsible for the performance on both tasks. Sewell et al. (2014) found that the set-size effects in orientation discrimination were almost identical with simultaneous and sequential presentation, and were well described by the sample-size model in either case. Here we have found the same result for phase discrimination, except that the set-size effect exceeded that predicted by the sample-size model. It seems plausible to us that a process of attentional capture may operate with simultaneous displays, resulting in a similarly unequal distribution of VSTM resources, and a similar set-size effect. With sequential presentation the first item reliably captures attention, but with simultaneous presentation capture will be unpredictable. The fact that the distribution of VSTM resources in phase discrimination appears to depend on attentional capture, but in orientation discrimination it does not, is most likely attributable to the different attentional demands of stimulus processing in the two tasks.
Marginal load predictions
Apart from attention capture, other factors may potentially have contributed to unequal weighting of stimulus locations with simultaneous presentation in Experiment 1, leading to the excess load effect found there. These include pre-existing attentional biases towards particular locations and anisotropies of visual processing at different locations in the visual field. Carrasco, Talgar, and Cameron (2001) showed that orientation discrimination was better for stimuli located on the horizontal midline than on the vertical midline and better for stimuli above the horizontal midline than below it, and that these anisotropies or ''performance fields" were independent of spatial attention. While these factors might potentially have been at play in our task, they do not explain the differences between the results of Sewell et al. (2014) and our results here, which is why we favor the attention capture account.
Diffusion model of VSTM capacity
The sample-size model is a signal detection model, which can predict accuracy but not RT. Our aim in this section is to extend the model to a diffusion decision model (Ratcliff, 1978; Ratcliff & McKoon, 2008) , which predicts both accuracy and RT. The main elements of the diffusion model are shown in Fig. 10 . In the model, noisy evidence is accumulated continuously in time until it reaches one of two response criteria, or decision boundaries, which represent the amounts of evidence needed for each response. The criterion that is reached first determines the decision that is made and the time taken to reach it determines the decision time. Fig. 10 shows the usual way of parameterizing the model: Evidence accumulation starts at a point z, which is located somewhere between the criteria, which are located at 0 and a. The irregular trajectories, or sample paths, in Fig. 10 depict the noisy evidence accumulation process on three different experimental trials. Because of the cumulative effect of moment-by-moment noise in the process, it can terminate at either the upper or lower criterion with some probability, as shown in the figure.
For a given stimulus (e.g., black on the right) one of the criteria is identified with correct responses and the other is identified with errors and the associated probabilities are the predicted probabilities of correct responses and errors to that stimulus. For the other stimulus, this identification reverses. For symmetrical decision tasks like the one here, responses are pooled across the two stimuli and the starting point is set to a=2 to yield one distribution of correct responses and one distribution of errors per stimulus condition.
The presence of noise in the accumulation process means that the time to reach criterion will vary from one trial to the next. This variability determines the distribution of decision times. The model predicts unimodal, positively skewed distributions of decision times, like those found experimentally. The amount of noise in the accumulation process depends on the diffusion coefficient, s 2 . In most applications of the model, the square root of the diffusion coefficient, termed the infinitesimal standard deviation, is held fixed across experimental conditions, commonly to s ¼ 0:1. Donkin, Brown, and Heathcote (2009) and Smith et al. (2014) discussed the implications of relaxing this constraint.
The quality of the information in the stimulus representation, which determines the rate at which evidence accumulates, is given by the drift rate of the process. Drift rate, n, is assumed to vary normally across trials with mean v, and standard deviation g, denoted symbolically as Nðv; gÞ. Trial-to-trial variability in drift rate expresses the idea that the quality of the stimulus representation entering the decision process varies randomly across trials. With variability in drift rate, the model predicts that, on average, error responses will be slower than correct responses. This pattern is typically found in difficult discrimination tasks when accuracy of responding is stressed (Luce, 1986) .
Response time in the model is the sum of the decision time and the time required to encode the stimulus and to program and execute a motor response. These latter components of RT are combined into a single nondecision time component, denoted T er , which is assumed to be uniformly distributed with range s t . The standard implementation of the model also includes a component of across-trial variability in the starting point of the accumulation process. Starting point variability allows the model to predict errors that are faster than correct responses, as found in easy discrimination tasks in which speed of responding is stressed (Luce, 1986) . When fitting the model to difficult discrimination tasks like the one here, we usually omit starting point variability because it improves computational efficiency and because the associated model parameter is difficult to estimate reliably when there is no speed stress condition in the experimental design.
The diffusion model and the sample-size model can be linked theoretically via the concept of response strength normalization (Smith, 2015; Smith & Sewell, 2013; . Normalization is a process in which the excitatory activity in a perceptual or cognitive mechanism is scaled by dividing it by the sum of all of the excitatory and inhibitory influences in its neighborhood (Reynolds & Heeger, 2009 ). Smith and Sewell's (2013) competitive interaction theory of attentional selection predicts VSTM trace strengths that scale inversely with the square root of set size, m, because of competitive interactions of this kind. Smith (2015) subsequently showed how a diffusion model with constant diffusion coefficient and drift rates that scale inversely as ffiffiffiffi ffi m p can be obtained from competitive interaction theory by assuming that normalization acts within a pool of neurons that represent stimuli in VSTM, and in which the neural firing rates are represented by Poisson processes. A similar process of normalization of Poisson firing rates by competition among stimuli occurs in NTVA, the neural version of Bundesen's theory of visual attention (Bundesen, 1990; Bundesen, Habekost, & Kyllingsbaek, 2005 . The upshot of these theoretical considerations is that a normalization model of VSTM predicts that drift rates in the diffusion model will vary with experimental conditions in the same way as does d 0 in the attention-weighted sample-size model. Sewell, Lilburn, and Smith (in press ) reported fits of a diffusion model to the data of Sewell et al. (2014) , in which the mean drift rates for displays of different sizes were constrained to equal
. The model provided a reasonable account of the choice probabilities and the distributions of RT as a function of set size and exposure duration, particularly for correct responses, but failed to properly account for the distributions of error RTs. In comparison to correct responses, the distributions for errors were shifted to the right by around 200 ms, in a way that could not be accommodated by the standard diffusion model. The shift in the error distributions replicated a similar shift reported by Lilburn, Sewell, and Smith (2015) in a VSTM task involving fine orientation discrimination. Such a pattern is highly unusual for two-choice decision tasks. Typically, the largest difference between the distributions of correct responses and errors is found in the upper quantiles (the median RT and slower responses); the fastest correct and error responses show little or no difference (Ratcliff & McKoon, 2008; Ratcliff & Smith, 2004) . This pattern of RT distributions is well-described by the standard diffusion model. In contrast, the shift reported by Sewell et al. and Lilburn et al. was in the 0.1 distribution quantile (the leading edge), which characterizes the fastest 10% of responses, and suggested the involvement of an additional process in the generation of errors. Sewell et al. (in press) proposed that the shift in the error RT distributions was associated with memory retrieval failures. On some proportion of trials, there is a failure to retrieve the probed item from memory. After an extended search of memory, a response is made with low accuracy and long RT. Most current models of working memory include a retrieval failure component of this kind. Retrieval can fail either because the probed item is not in memory, which leads to guessing (Rouder et al., 2008; Zhang & Luck, 2008) , or because the retrieved item is in memory, but not at the probed location (Bays et al., 2009; van den Berg et al., 2014) . Bays et al. (2009) found evidence for both kinds of retrieval failure in a task involving memory for color patches: On some trials errors were random, suggesting the probed item was not in memory; on others, errors were associated with items elsewhere in memory, suggesting the error arose because of a failure to link the retrieval cue to the item in memory at that location. Sewell et al. (in press ) assumed that retrieval failure errors in their task were driven primarily by processes of this second kind. Because their task involved noisy near-threshold stimuli, they expected that there would be random variability in the quality of the memory representations at different display locations, which could affect the ease with which the probed item could be accessed and reported. To model this process, they assumed that the same diffusion decision process is engaged on trials in which the probed item is successfully retrieved from memory and on trials in which retrie-val fails. The only difference between the two kinds of trials is that, when retrieval fails, the drift rate is zero and the diffusion process is driven by noise alone rather than by stimulus information, and the onset of the decision process is delayed, relative to successful retrieval trials, while memory is searched. Sewell et al. found that the addition of a time-dependent retrieval failure process substantially improved their model fits, and provided a good account of the distributions of RT for both correct responses and errors.
Attention-weighted diffusion model
We implemented a diffusion model in which the distributions of drift rates followed the attentionweighted sample-size model. We only modeled the simultaneous presentation results of Experiment 1 because there is a likelihood with sequential presentation that the decision process will terminate before the probe on some trials (Ratcliff, 2006) 
where nðm; tÞ denotes the drift rate on trials when there are m stimuli in the display exposed for t ms and the tilde ''$" denotes ''is distributed as." Eq. (10) (9) and were parameterized in the same way, via a time-dependent attention weighting function, wðtÞ, that determined the resources allocated to the attended item.
We considered three versions of the attention-weighted diffusion model, one in which there were no retrieval failures and two in which retrieval fails on a proportion of trials. In both of the retrieval failure models we assumed that the distribution of drift rates on failure trials was Nð0; gÞ. 
where g m is the failure probability for displays of size m. We followed Sewell et al. (in press) and assumed that the nondecision time on successful retrieval trials was T er ðmÞ for m ¼ 1; . . . ; 4, and on failure trials was T er ð0Þ for all display sizes. 6 Sewell et al. found they needed different nondecision times to account for the distributions of RT with displays of different sizes and that the estimates of T er increased progressively with m. They interpreted this finding using Oberauer's concentric activation theory (Oberauer, 2002 (Oberauer, , 2009 Oberauer & Bialkova, 2009 ). According to this theory, when there is more than one item in working memory, there is a delay before the selected item is brought into the focus of attention, which must be done before the item can be reported. Sewell et al. interpreted this delay as a delay in the onset of the decision process, which is reflected in the model as an increase in the value of T er . The models with retrieval failure differed only in the way in which they parameterized failure probability. In both models, we assumed that retrieval failure occurs only for displays of more than one item; with single-item displays, the item is already in the focus of attention, in Oberauer's sense of the term, and does not need to be retrieved. In one of our models, we followed Sewell et al. (in press) 6 Sewell et al. (in press) parameterized the retrieval failure time as an offset from the nondecision time, TerðmÞ, whereas we treated it as a constant. We assumed that, given the attention demanding nature of our task, the onset of the decision process on retrieval failure trials would depend on the time of release from attention capture, which would be largely independent of set size. We also considered the alternative parameterization used by Sewell et al. and obtained fits of a similar quality. and allowed the retrieval failure probability, g m ; m P 2 to be a free parameter. This model required three free failure probability parameters, together with the failure nondecision time parameter, T er ð0Þ, to characterize retrieval failure.
The other retrieval failure model was based on a suggestion by Lilburn et al. (2015) , who proposed that retrieval failures are a function of the amount of conflicting stimulus information in the display, that is, of the proportion of the evidence favoring the competing (unprobed) alternative. The intuition behind this model was that retrieval failure becomes more likely as displays become more heterogeneous, either because of the greater complexity of heterogeneous displays or because larger display are more likely to produce feature binding errors and illusory conjunctions. The model assumed that failure probability is zero for single item displays and increases monotonically for m P 2. We implemented this idea in a very simple way, by assuming that the failure probability was proportional to EfBinomialðx; m À 1; 0:5Þg=m, the expected value of a binomial proportion, x=m, on m À 1 unprobed locations with conflict probability 0.5. The actual proportion of conflicting information on any trial will depend on the stimulus configuration and will vary randomly, but we replaced this more complex mixture distribution with its expected value for the sake of computational simplicity. For displays of two, three, and four items, the expected values are 0.250, 0.333, 0.375, respectively, and is zero for single-item displays, as required.
In fitting the model, we assumed that the retrieval failure probabilities were proportional to these values with proportionality constant g 0 . This meant that the effects of retrieval failure could be characterized using only two free parameters: the constant g 0 and the nondecision time T er ð0Þ. The stimulus information on retrieval failure trials in Eq. (11) is characterized by a normal distribution of drift rates with a mean of zero. The properties of this distribution reflect the idea that retrieval-failure decisions may be based on different kinds of information on different trials. They could be based on no stimulus information (zero drift rate), distractors whose drift rates have the same sign as the target, distractors whose drift rates have the opposite sign to the target, or an aggregate, nonlocalized impression of the contents of the display as a whole. We found that this comparatively parsimonious representation led to an appreciable improvement in fit and, indeed, at the group level, the estimated proportionality constant was close to unity, allowing it to be eliminated from the model entirely. Table 4 lists the parameters used to fit the models, together with their values estimated from the group data. The column labeled ''Constrained" is the model in which the probability of retrieval failure was proportional to the conflicting evidence in the display; the column labeled ''Unconstrained" is the model in which it was a free parameter. Apart from the parameters already discussed, we allowed the mean drift rate for single-item displays, v i , to vary freely for each of the four exposure durations. There was a single decision criterion a, that was the same for all exposure durations and all set sizes. The assumption that all decisions are made using the same decision criterion is usually made when stimuli are randomized within experimental blocks, as here, and reflects the widely-held belief that decision criteria are set before rather than after stimulus presentation. We tested this assumption directly by also considering a model in which criteria varied as a function of set size. The improvement in fit obtained with the more flexible model was less than 4% (a change in G 2 of 4.11) at the cost of three extra free parameters, which is less than the change in the AIC penalty term. We concluded that the constant criterion assumption was an appropriate one for our data. We assumed a symmetrical decision process, with starting point z ¼ a=2, located equidistantly between the boundaries, consistent with the lack of systematic bias in the task. We assumed that drift standard deviation, g, varied with set size but was constant for a given exposure duration, and that nondecision times were uniformly distributed with the same range, s t . In fitting the model to data, we found we obtained better convergence if the values of the attention weighting function of Eqs. (8) and (9) were constrained to equal unity for the 50 ms and 100 ms conditions and allowed to vary freely only for the 150 ms and 200 ms exposures. This constraint implies that the effects of attentional orienting only appear for exposure durations of longer than 100 ms.
We evaluated our models using similar methods to those described by Ratcliff and Smith (2004) , Smith and Sewell (2013) , and Sewell et al. (in press) , and elsewhere. We wished to account simultaneously for response accuracy and for the distributions of RT for correct responses and errors. We summarized the information in the RT distributions using five distribution quantiles: the 0.1, 0.3, 0.5, 0.7, and 0.9 quantiles. Five quantiles suffice to characterize the shape of the distribution while being relatively insensitive to outliers (Ratcliff & Tuerlinckx, 2002) . The .1 quantile characterizes the fastest responses in the distribution (the leading edge); the .5 quantile characterizes its central tendency (the median), and the .9 quantile characterizes the slowest responses (the distribution tail).
We fitted our models to the individual participant data and to the quantile-averaged group data. To obtain group data we averaged the five distribution quantiles across participants to obtain group RT distributions, for correct responses and errors. We also averaged the choice probabilities (response accuracy) across participants. The diffusion model satisfies the conditions for quantile-averaging identified by Thomas and Ross (1980) , namely, that the model generates linear families of distribution quantiles as its parameters are varied (Smith, 2016, Fig. 10) . Linearity is a sufficient condition for the quantile-averaged distribution to belong to the same class as its constituents. Consistent with this, Ratcliff and colleagues have repeatedly shown that parameter estimates obtained by fitting the diffusion model to quantile-averaged group data agrees closely with the averages of parameter estimates obtained by fitting it to individual participant data (e.g., Ratcliff, Thapar, Gomez, & McKoon, 2004; Ratcliff, Thapar, & McKoon, 2003 , 2004 . Quantile-averaging yielded a total of 32 RT distributions: 16 distributions of correct responses and 16 distributions of errors, for a total of 16 Â 11 ¼ 176 data degrees of freedom. (One degree of freedom is lost for each correct and error distribution pair, because the probability masses in the 12 bins in the two joint distributions must sum to unity.) We fitted the model by minimizing the G 2 statistic computed across the 12 bins of the 16 pairs of joint RT distributions using the Matlab simplex algorithm. Fig. 11 shows the fit of the model with no retrieval failures to the quantile averaged group data for Experiment 1. Fig. 12 shows the fit of the constrained model with the constant of proportionality fixed Retrieval failure probability binomial weight g
Note. ''⁄" denotes a fixed parameter.
to g 0 ¼ 1. When we allowed this parameter to vary its estimated value was 0.947, implying nearequality rather than just proportionality. When we constrained it to equal unity and refitted the model, there was virtually no change in G 2 . The estimates of g 0 for the individual participants were more variable, ranging from 0.623 to 1.554, with a mean of 1.018. The G 2 values for the fits to the group data and the individual participant data are shown in Table 5 . As in the previous fits to the accuracy data, the G 2 statistics are much smaller for the group fit than for the individual participant fits, for the reasons discussed previously. If multinomial sampling assumptions are satisfied, G 2 for a wellfitting model is expected to equal the residual degrees of freedom (i.e., data degrees of freedom -number of free model parameters). 7 The residual degrees of freedom for our models were 160 (no failures), 158 or 159 (constrained model), and 156 (unconstrained model). Table 5 shows the G 2 statistics for the fits of the three models to the individual and group data. One of the participants (S 3 ) had very short .1 7 Heathcote, Brown, and Mewhort (2002) called the minimization of a G 2 -type statistic computed on bins formed from distribution quantiles ''quantile maximum likelihood." Their assumption of a multinomial likelihood function was criticized by Speckman and Rouder (2004) because it uses data-dependent bins, contrary to the classical definition of multinomial likelihood, although Speckman and Rouder also noted that the method had good parameter recovery properties. In fact, as discussed by Moore (1986, pp. 75-76) , data-dependent bins lead to valid multinomial likelihoods and asymptotic chi-square distributions in CressieRead divergence statistics (a class that includes G 2 and the Pearson X 2 ), providing the random cell boundaries converge in probability to a set with fixed boundaries. Distribution quantiles are order statistics and evidently possess this property. error quantile RTs in two of the 16 stimulus conditions, which appeared to be outliers (likely due to anticipations). To improve parameter recovery, we replaced these two quantile estimates with the averages of the .1 error quantiles for the four exposure durations for those set sizes. The fits in Figs. 11 and 12 are shown in the form of a quantile probability plot, which have been described in many places (e.g., Ratcliff & McKoon, 2008; Ratcliff & Smith, 2004; Sewell et al., in press; Smith & Ratcliff, 2009) . These plots allow the effects of experimental manipulations on choice probabilities and the distributions RT to be shown simultaneously. To construct such a plot, the quantiles of the RT distributions are plotted on the y-axis against choice probabilities on the x-axis. The five functions in each figure (lines and symbols), bottom to top, are the predicted and observed .1, .3, .5, .7, and .9 distribution quantiles, respectively. The four distributions on the right of each figure (dark gray, response probabilities greater than 0.5) are for correct responses; the four distributions on the left (light gray, response probabilities less than 0.5) are for errors. As is characteristic of psychophysical decision tasks, the quantile probability plot has an asymmetric, bowed appearance. If the distributions for correct responses and errors were identical, the plot would be symmetrical around its vertical midline. In our data, the plots are bowed upward to the left, which is the typical slow-error pattern found in difficult discrimination tasks performed under accuracy-stress instructions. Also, as is typical of such plots, the effect of changing exposure duration on RT is most apparent in the upper quantiles of the distributions (the .5-.9 quantiles). There is comparatively little effect on the distribution's leading edge. Importantly, however, the pattern of shifted error distributions reported by Sewell et al. (in press ) is again present. The empirical .1 quantile function has a dog-leg appearance, in which the .1 error quantiles are shifted upwards relative to the corresponding correct response quantiles by around 100 ms, on average. This pattern is not typically seen in decision tasks in which there is only a single stimulus in the display, but it appears characteristic of probed VSTM tasks, having been reported by both . Fig. 11 shows that the model without retrieval failure provides a reasonable account of the data but misses the fine detail. The attention-weighted sample-size constraint on the drift rates captures the change in response accuracy (the horizontal extent of the plot) as a function for set size, but underestimates it for small set sizes (m ¼ 1) and overestimates it for large set sizes (m ¼ 3 and m ¼ 4). The model also provides a reasonable account of the shapes of the RT distributions, but misses the details of the leading edge, particularly the shift of the .1 error quantile that appears in most conditions. These shortcomings are largely rectified by the addition of retrieval failures. Fig. 12 shows the fit of the constrained model with g 0 ¼ 1:0. As shown in Table 5 , the addition of a retrieval failure process produced more than a 40% improvement in fit (G 2 ð159Þ ¼ 78:6 vs. G 2 ð160Þ ¼ 136:1) at the cost of only one additional free parameter. The model does a much better job of capturing the accuracy changes across set sizes and exposure durations and of accounting for the RT distributions, including the .1 distribution quantiles for correct responses and errors. The individual participant data is more variable than the group data and, like the fits to the accuracy data in Table 3 , the fits were poorer. The model captures the main features of the data but misses details of the RT distributions and the range of accuracy values. These misses are likely due in large part to the noisiness of the individual data, which is removed by quantile averaging. Although the individual fits were poorer, they agree with the group fits in showing (a) that models with retrieval failure perform appreciably better than a model that does not, and (b) of the models with retrieval failure the constrained model performs almost as well as the unconstrained model.
General discussion
Our aim in this research was to investigate whether the sample-size model of VSTM holds for an attentionally demanding phase discrimination task. Converging evidence from various sources suggests that the orientation discrimination task used by Sewell et al. (2014) is noise-limited but not limited by attentional capacity, whereas the phase discrimination task is tightly capacity limited. Like Sewell et al. we found similar performance on the simultaneous and sequential versions of our task, but unlike them, we found that the estimated VSTM load was greater than predicted by the sample-size model. Our main finding was that the excess load effect in phase discrimination can be explained by an attention-weighted version of the model, in which items in VSTM are weighted unequally. This unequal weighting is sufficient in itself, without any other mechanism, to predict the excess load found in phase discrimination. The attention-weighted sample-size model provided a parsimonious characterization of the pattern of serial position effects found with sequential presentation in Experiment 2 and the predictions of this model, marginalized across serial position, predicted the overall set-size effect. We argued in the Discussion of Experiment 2 that the time course of the serial position effects was consistent with attention capture by the exogenous orienting system and that a similar process of attentional capture is likely to have operated with simultaneous presentation in Experiment 1 to have produced a load effect of a similar magnitude.
We also showed that a diffusion decision model in which the drift rates were given by the attention-weighted sample-size model accounted for both the choice probabilities and the distributions of RT for correct responses and errors. Like Sewell et al. ( in press), we found that the fit of the model was greatly improved if we assumed that memory retrieval fails on a proportion of trials. Retrieval failures are assumed in most current models of VSTM, although, to date, the focus of these models has been on accuracy rather than RT. The extra assumption needed to account for the RT distributions was that retrieval failures are associated with a delayed onset of the decision process. This delay leads to an increase in the nondecision time and a decision based on low-quality stimulus information. We found that a model in which retrieval failure was proportional to the amount of conflicting stimulus information in the display gave a good account of our data.
The need for a retrieval failure mechanism in the diffusion model arises because of the additional complexity involved in accounting for both RT and accuracy and the relationship between them. Any pattern of response probabilities that can be captured by a Gaussian signal detection model can also be captured by a diffusion model (Smith, 2015) , because the diffusion model predicts response probabilities that have the same form as those obtained from the logistic form of signal detection theory (Link, 1975) , and the predictions of the logistic and Gaussian forms of signal detection theory are essentially indistinguishable (Ingleby, 1973) . This implies that there will be an equivalent diffusion model for any set of response probabilities that are predicted by signal detection theory. Equivalence follows theoretically but we verified it empirically by fitting our data with a version of the attention-weighted sample-size model based on logistic rather than Gaussian signal detection theory and confirmed that the two models performed equivalently.
The comparatively poor fit to the response probabilities of the diffusion model with no retrieval failures in Fig. 11 arises because the model is attempting to account for both RT and accuracy with the same set of parameters. The substantially improved fit in Fig. 12 shows that a diffusion model in which the drift rates are predicted by an attention-weighted sample-size model can account for both RT and accuracy. In other words, the addition of the retrieval failure process does not materially alter or disrupt the accuracy predictions of the underlying memory model. Sewell et al. (in press) showed essentially the same thing in their reanalysis of Sewell et al.'s (2014) data, namely, that the response probabilities and distributions of RT for orientation discrimination were well described by a diffusion model with retrieval failures in which the drift rates on non-failure trials were predicted by an (unweighted) sample-size model. Like our study, the addition of a retrieval failure process did not materially disrupt the predictions of the underlying memory model. The results of our modeling therefore agree with those of Sewell et al. (in press ): We found the same distinctive shift in the leading edge of the error RT distributions as they did and found that it was well described by the same kind of retrieval-failure model.
The sample-size model is a signal detection model, which characterizes VSTM capacity statistically as a set of stimulus samples that are available to represent items in memory and which are recruited progressively over time. As discussed by Smith and Sewell (2013) and developed by Smith (2015) , the model can be given a neural interpretation by assuming that the each sample represents a Poisson neuron in a population that can be recruited to represent stimuli in VSTM. A similar neural model of VSTM resources was proposed by Bays (2014) .
Several of our findings are predicted by the competitive interaction theory of attentional selection and VSTM trace formation of Smith and Sewell (2013) . This theory represents attentional selection using systems of competitively interacting shunting equations of the kind proposed by Grossberg and colleagues (Grossberg, 1987a (Grossberg, , 1987b . Shunting equations represent the growth of activity in a mechanism whose rate is controlled multiplicatively by external stimulus inputs and which is inhibited by the sum of the activity in other mechanisms in its neighborhood (Smith, 2015) . As Grossberg has pointed out, shunting equations are a natural way to represent the distributed computations that occur in biological systems. Normalization of stimulus representations is a mathematical consequence of these kinds of computations.
In Smith and Sewell's (2013) theory, stimuli selected by attention compete to enter VSTM. When there is more than one stimulus, trace strengths are normalized as predicted by the sample-size model. When items are presented sequentially, the available VSTM capacity is dynamically reallocated by competitive interaction each time a new stimulus is presented. As a result of this interaction, performance with simultaneous and sequential presentation is predicted to be the same, as found by Sewell et al. (2014) and as we have replicated here. The theory envisages two distinct modes or loci of attentional action. It assumes that attention affects the rate at which representations of selected stimuli are formed, which determines the priority with which they enter VSTM. It also assumes that attention affects the weighting of items in VSTM, which affects the quality of the final VSTM representation. The model we used to fit our data here is an expression of this second mechanism.
Bundesen's TVA (Bundesen, 1990; Bundesen et al., 2005 , Bundesen, Habekost, & Kyllingsbaek, 2011 ) also assumes two modes or loci of attentional action, although they are conceptualized in a different way than in Smith and Sewell's (2013) competitive interaction theory. The modes of attentional action in TVA are related theoretically to Broadbent's (1971) cognitive mechanisms of filtering and pigeonholing. Filtering is a mechanism by which attention selects items into VSTM based on their match to a target category. In TVA, the degree of match is expressed by the rate of a Poisson process and the probability of an item being selected into VSTM is given by a Luce choice rule (Luce, 1959) computed on a ratio of Poisson rates. In NTVA, the neural version of the theory (Bundesen, 1990; Bundesen et al., 2005 Bundesen et al., , 2011 , the attention weights that determine the rates of the Poisson processes arise as a result of competitive interactions among neural mechanisms in the dorsal and ventral processing streams. These interactions result in a ''K winners-take-all" dynamic, in which the K most strongly selected items are established in VSTM. The attentional selection mechanism in Smith and Sewell's theory, which they called the where pathway, implements a similar selection process. The second attentional mechanism in TVA, pigeonholing, biases the decision process to change the likelihood of a stimulus being assigned to one versus another target category. One of the principal differences between TVA -at least in its original form -and Smith and Sewell's theory is that, in TVA, items are encoded in VSTM in categorical form. Selecting an item into VSTM is equivalent to categorizing it, whereas in competitive interaction theory VSTM is assumed to encode items in a precategorical form (e.g., Phillips, 1974) . Items are not categorized (i.e., identified) until a decision process has acted on the precategorical representation. In later versions of TVA (e.g., Bundesen et al., 2005) , a similar extended process of decision making by a sequential sampling mechanism is envisaged, which leads to a representation of the decision process as a Poisson counter model (Townsend & Ashby, 1983) . Kyllingsbaek, Markussen, and Bundesen (2012) showed that a Poisson counter model provided a good account of the accuracy of single stimulus identification in two-choice and n-choice decision tasks, but the theory has not yet been extended to distributions of RT.
As we noted previously, the strong first-stimulus advantage we obtained with sequential presentation in Experiment 2 is reminiscent of performance in other serial attention tasks like the attentional blink and attentional dwell time paradigms (Duncan et al., 1994) . In these paradigms, attentional engagement with the first of two sequentially presented targets impairs identification of the second target. When the second target is at a different spatial location to the first, the impairment is found for immediately succeeding items and persists for several hundred milliseconds afterwards (Visser, Bischof, & Di Lollo, 1999) . Petersen et al. (2012) modeled performance in the attentional dwell paradigm using a temporal extension of NTVA. The substantive assumption made in their model was that retention of an item in VSTM takes up visual processing resources that are required for stimulus encoding, creating a temporary bottleneck. Until a stimulus in VSTM is recoded into a nonvisual form, the resources are locked and subsequent stimuli cannot be encoded into VSTM. In Petersen et al.'s model, the rate of the Poisson process that governs whether or not second and subsequent items are encoded into VSTM depends on whether or not the resources allocated to the first item are locked or free. Petersen et al. successfully used this model to account for accuracy in attentional dwell time experiments in which both the interstimulus interval and the stimulus durations were varied.
The main difference between TVA and the attention-weighted sample-size model is that TVA views stimulus encoding as an all-or-none phenomenon that occurs at random times, which are governed by Poisson rates. The sample-size model is a signal detection model, which assumes that decisions are based on graded representations whose strengths vary randomly across trials with the quality of stimulus encoding. Logan (2004) compared and contrasted these two alternative frameworks for modeling attention and noted that they often make very similar predictions and are difficult to distinguish empirically. Sewell et al. (2014) found that, for their data, the sample-size model provided a better account than did a model with all-or-none Poisson encoding, although the overall performance of the latter model was quite reasonable.
The two accounts of VSTM encoding -the all-or-none representations of TVA and the graded signal-detection representations of the sample-size model -can be reconciled theoretically with each other by a slight change of viewpoint: if one assumes that the encoding dynamics described by the rate equation of TVA refer, not to whole objects or stimuli, but to the ''samples" of the sample-size model. Under this interpretation, an item in VSTM is not represented by the outcome of a single encoding event but by clusters of encoding events, whose temporal properties are governed by a Poisson process . The cluster as a whole forms a time-dependent graded representation of the evidence for a particular perceptual categorization or decision alternative. Such clusters could be formed according to the spatial grouping principles elaborated in Logan's (1996) CODE theory of object-based attention. Smith and Sewell (2013) had this identification in mind when they proposed that the VSTM trace strength processes in their competitive interaction theory could be interpreted as rates of time-varying Poisson processes. Smith (2010b Smith ( , 2015 and Smith and McKenzie (2011) showed how the properties of such Poisson-based representations could be linked mathematically to a diffusion decision process.
The assumption made by Petersen et al. (2012) was that stimuli in VSTM inhibit new VSTM encodings until they have been recoded into a nonvisual form -that is, identified. In the theory we have presented here, stimulus identification is carried out by a diffusion decision process. Translated into the language of our current theory, Petersen et al.'s assumption is that the decision process used to identify stimuli creates a bottleneck in performance. Perhaps the earliest and simplest expression of this idea was Welford's (1952 Welford's ( , 1968 single channel theory. According to this theory, the cognitive system is only able to make one decision at a time and the bottleneck in performance is created by the serial nature of the decision process. A modern interpretation of Welford's theory is that the bottleneck is due to the allocation of a sequential-sampling decision process that takes around a second or so to identify a stimulus.
Perhaps the most intriguing aspects of our results comes from the contrast with those of Sewell et al. (2014) . They showed that VSTM for stimuli that, in visual search, do not appear to require attention, was well described by a sample-size model in which items were equally weighted. We have shown that VSTM for stimuli that, in visual search, are highly attentionally demanding, was well described by a sample-size model in which items were unequally weighted and in which the weighting appeared to depend on the allocation of attention. The simplest interpretation of these findings is that the allocation of attention during stimulus encoding determines their subsequent weighting in VSTM. They are therefore compatible with theories like feature integration theory (Treisman & Gelade, 1980) in which attention is required to solve the binding problem, that is, to spatially bind the features of an object to each other and to their location in the display. Our findings suggest that attention is involved in the formation of stable VSTM representations of stimuli that are comprised of multiple features.
One question our article has not addressed is how VSTM capacity changes with larger set sizes. As noted in the Introduction, the issue of whether VSTM has an item capacity limit or not is currently a controversial one. Item-capacity, or slot, models assume that when the size of the display exceeds the capacity of memory, only a proportion of items can be remembered. Performance is thus a mixture of recalled items and pure guesses. Resource models assume that VSTM resources are spread more thinly as the set size increases with a consequent loss of representational fidelity. Both kinds of model predict a decline in performance with set size, but the patterns of decline they predict are different. Although adjudicating between these two kinds of models should be a straightforward exercise in model comparison (e.g., van den Berg et al., 2014) , it raises some important questions about model complexity Pitt, Myung, & Zhang, 2002 ) that have not yet been systematically investigated. For this reason, we followed Sewell et al. (2014, in press) and purposely limited our maximum set size to four items to avoid exceeding any item capacity limit. Focusing on the properties of VSTM for small displays allowed us to obtain a parsimonious representation of its capacity over this range of set sizes. How and why performance declines with larger displays and its effect on RT is a question for future research. The recent article by Nosofsky and Donkin (2016) represents progress in this direction.
Another question our article has not addressed is that of the relationship between our experimental task and other tasks used in the VSTM literature. Our choice of a probed two-choice discrimination task was motivated by our desire to understand the memory representations that support speeded decision making, but, as noted in the Introduction, a variety of tasks have been used in the recent literature. Some, such as change detection, can be characterized in a signal detection theory framework (e.g., Sewell et al., 2014) and admit a sample-size interpretation. However, many recent studies have used a continuous report task, in which participants reproduce the value of a continuously distributed stimulus attribute stored in VSTM by matching it to a representation of the attribute in the stimulus display (Ma, Husain, & Bays, 2014) . Continuous report tasks yield a measure of report precision, which is a measure of how well the remembered attribute matches the true one, and which can be interpreted as a measure of the quality or fidelity of the memory representation. Although twoalternative decision tasks seem to have no obvious analogue of precision and might therefore be thought to provide less information about memory than continuous report, Smith (2016) recently proposed a diffusion process theory of continuous report that can predict both report accuracy and RT. He showed that there is a close correspondence between the theoretical properties of the diffusion model for continuous report and those of the standard diffusion model of two-choice decisions. In both models, precision, or its two-choice counterpart, can be decomposed into the product of two components: one (drift rate) representing the quality of the representation of the stimulus, and the other (decision criterion) representing the amount of evidence needed for a response. His analysis implies that inferences made using two-choice tasks and continuous report tasks should yield comparable results.
Conclusion
In this article we investigated VSTM for stimuli in an attentionally demanding phase discrimination task. Our primary aim was to extend the results of Sewell et al. (2014, in press ) to more complex stimuli than theirs. They found that VSTM capacity in orientation discrimination was well described by a sample-size model, in which all items in VSTM are equally weighted. We found that the simple sample-size model failed for phase discrimination, but that an attention-weighted version of it provided a good account of performance. We also found that a diffusion decision model, in which the drift rates were given by the attention-weighted sample-size model, provided a good account of the choice probabilities and the distributions of RT. We have also replicated what appears to be a characteristic pattern of RT distributions for probed VSTM tasks, in which the fastest error quantile RTs are slower than the fastest correct quantile RTs. We showed that this pattern of RTs can be predicted by a retrieval failure process, and that the RT distributions were well described by a model in which memory retrieval fails on a proportion of trials that increases with set size.
Although simplicity of a theory is no guarantee of its truth, we have been repeatedly struck by the parsimony of the sample-size model of VSTM as we have sought to apply it to data. As we emphasized in several places in this article, for the orientation task investigated by Sewell et al. (2014, in press ) the sample-size model provides a parameter-free account of VSTM capacity. For the attentionally demanding phase discrimination task, a simple extension of the model in which items in VSTM are weighted by attention sufficed to explain our results. The attentional properties needed to do so, specifically, the time course of attentional capture by the exogenous orienting system, agree with those of the system reported in the literature. The model also provides a satisfying computational account of VSTM capacity that has a direct neural interpretation: VSTM capacity is determined by the number of noisy stimulus samples available to represent stimuli and these samples can be identified with the statistical properties of Poisson neurons in the memory system. Australian Postgraduate Award to Simon Lilburn, and by the Danish Agency for Independent Research Sapere Aude program to Søren Kyllingsbaek. David Sewell is now at the University of Queensland.
