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В современном мире оцифровка текста нейронными сетями находит все 
больше различных применений. Условия и источники получения образов для 
распознания задают основные требования к используемой системе и алгорит-
мам. Основными характеристиками решений чаще всего являются точность и 
эффективность использования ресурсов. Использование ассоциативных сетей в 
решении подобных задач получило широкое распространение. 
Целью работы является разработка автоматизированной системы, реали-
зующей функционал для проведения ряда экспериментов по распознаванию 
символов, сбора необходимой статистики и наглядного представления резуль-
татов для последующего анализа возможностей и сравнения эффективности 
нейронных сетей. 
Обучающие и распознаваемые векторы для сетей будут формироваться 
по изображениям символов. В ходе векторизации изображение будет преобра-
зовано в монохромное и сегментировано в соответствии с выбранной размерно-
стью сети. 
Для обучения сети Хопфилда, будет использован алгоритм задания мат-
рицы весов, основанный на методах псевдоинверсии, как один из наиболее эф-
фективных. Матрица весов рассчитывается по формуле[1]: 
W = X ∗ (XT ∗ X)−1 ∗ XT, 
где W – матрица весов сети размерностью N x N, а X – прямоугольная матрица 
размерностью N x p, составленная из p последовательных обучающих векторов. 
Устойчивость определения образов обеспечивает выбор размерности сети 





где M – максимальное количество хранимых образов, N – количество нейронов 
в сети. 
При обучении сети Хемминга, веса входного слоя сети выставляются в 
соответствии с очередными векторами обучающих образов. Нейроны слоя 
MAXNET функционируют в режиме WTA, усиливая собственный сигнал и 
ослабляя остальные. Веса этого слоя будут определены формулами, предло-
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где 𝑊(𝑚) – матрица весов слоя MAXNET, p – количество нейронов сети,  – 
случайная величина с достаточно малой амплитудой. 
По результатам тестирования разработанной системы можно сделать вы-
вод, что сеть Хемминга превосходит сеть Хопфилда по точности распознания 
образов. 
      
     Рис.1 Сеть Хопфилда       Рис. 2 Сеть Хемминга 
 
 Даже при сопоставимых результатах точности распознания образов, сеть 
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В настоящий момент помимо непосредственно алгоритмов машинного 
обучения  интерес представляют также любые их модификации, позволяющие 
улучшить их качество работы, добиться более высокой точности вычислений. 
Во время обучения модели многослойного персептрона нередко возника-
ет проблема переобучения, когда модель предсказывает выходные значения для 
известных ей примеров из тренировочной выборки с высокой точностью, но на 
новых примерах (из тестовой выборки) точность сильно снижается. То есть мо-
дель подстраивается под каждый конкретный пример из тренировочной выбор-
