Abstract
Introduction
Free space optoelectronic information processing systems are key components of the next generation of computers and communications networks. Currently the state of the art for design and analysis of these systems is to use a set of ad-hoc procedures to generate end-to-end system performance estimates based on empirical characterizations of the component devices. This painstaking technique results in rough approximations, which must then be refined by actually prototyping each of the particular systems under consideration. As a result, while many systems have been proposed, few free space optoelectronic systems have been designed, and fewer still have been built. This is in sharp contrast to the growth of rapid prototyping systems in the electronic (VLSI) domain, where the path from concept to system is often as short as a few weeks.
The reasons for this problem become clear when we look at an example of a simple optoelectronic system. Figure 1 shows a system consisting of a digital logic module interfaced to a modulator array that supports parallel information channels. These are switched by a spatial light modulator (SLM) and directed to a detector array where the channels are received and passed on to another digital sub-system. The two digital sub-systems could be composed of simple logic modules, or could be as complex as an array of processing elements (i.e., CPUs), making the system a tightly coupled parallel processor. In this The design of these complex systems has been impeded because currently, there are no complete O/E system level modeling tools. To address this need, we have created Chatoyant, a design framework and simulation tool that uses system level models of optoelectronic components. The framework provides bridges to existing specialized tools with analysis filters to sort and aggregate their results. The simulation tool provides system level simulation and analysis for optoelectronic devices (e.g., modulators and sources) with a high-level optical system simulator based on Gaussian beam propagation.
To date, there has been some work on CAD systems exclusively for fiber networks [5] . Other researchers have focused on mechanical issues [6] . Also, several researchers have proposed to implement systems level tools by extending an existing simulation language such as VHDL [7] [8] [9] , SPICE [10] [11] , or by using a prototype microelectronics CAD tool such as Genesys [12] . Other groups have built their work on extending signal propagation models [13] [14] or device models [15] [16] . The problems with these techniques come from the limitations imposed by trying to extend existing tools beyond their original capabilities. It is difficult to successfully generalize these tools for a wide range of O/E system level concerns.
An important distinction needs to be made between the functional simulation that Chatoyant performs and more abstract parametric or performance analysis provided by other techniques. Chatoyant provides system-level end-to-end simulations of the computation performed by the system using actual data values provided by the user, as well as ensemble performance information on speed, power, BER, etc. [17] The rest of this paper is organized as follows. We first discuss the issues involved in optoelectronic system design. We then give some examples of our models for optoelectronic signals and components, appropriate for dynamic system-level simulation. Finally, we present results from simulations of several simple systems and show how Chatoyant can be used to perform technological and architectural tradeoffs. We conclude with our plans for future work.
Optoelectronic System Design
The design of optoelectronic systems encompasses the traditional concerns of complex digital electronic systems such as decomposition, functionality, performance, and cost. As in analog design, it must also include explicit input/output analysis of the components at each level of the decomposition hierarchy. Additionally, it must define the appropriate technology, among electronic, optical, and packaging choices, for each component. After those decisions are made, the components themselves can be refined.
These issues are summarized in Figure 2 . The figure shows how optoelectronic system design incorporates a number of design disciplines, shown horizontally, from electronics to mechanical tolerancing. It also shows various levels of abstraction in each discipline, shown vertically, from the higher or abstract system levels to more detailed component and device levels of analysis and simulation. On the right side of Figure 2 , we show the corresponding levels of simulation and analysis from higher to lower, where the trade-offs for analysis tools are in terms of accuracy vs. computation time.
Figure 2 also shows how Chatoyant supports the design flow for such mixed technology optoelectronic systems with the ability to provide simulation and analysis at the optoelectronic system level. At this level, modeling and analysis of complete sub-systems allows the designer to perform design trade-offs in terms of both technology and architecture. This enables a system architect to perform truly system-wide "what-if" analyses, rather than merely analyzing a subset of the system constraints.
On the left side of Figure 2 , we show the relationship of top down and bottom up design decisions, where analysis from the lower levels allow the designer to make design choices at the higher levels. Or, conversely, design questions at the higher levels can be pushed down to lower levels for detailed analysis. This is provided for in Chatoyant by the use of parameterized component models, created by the use of lower level tools and abstraction techniques, that interface both vertically and horizontally to provide system level optimization, between disparate technology, "point" tools. Many of these tools, in fact, exist outside of Chatoyant. However, by providing a common framework and software interfaces to these tools, we support the designer in their exploration of a multi-technology design space.
For example, as indicated in Figure 2 with bold arrows, electrical simulations that give results on the power dissipation of optoelectronic components can be tied through thermal analysis to packaging and alignment models. That analysis can give positional variance information to the Gaussian beam propagation models in order to characterize noise, insertion loss and crosstalk.
The next section of this paper discusses our technique for providing system level models, and gives several examples of signal and component models, followed by a discussion of how Chatoyant incorporates these models. Finally, we show the use of Chatoyant to perform system-level trade off analyses across multiple domains. 
Chatoyant Design Environment

Increasing
System Level Modeling
A system level model can be defined in terms of its models of modules, the signals which pass between them, and the dynamics of the system behavior in terms of the ways in which the modules affect the signals. For optoelectronic systems, our signals are represented as electronic waveforms, mechanical movements, and modulated carriers, i.e., beams of light. For light, the characteristics of the optical carrier are as important to model as the signal itself. It is also important that we have the ability to support multiple representations, at different levels of detail. This provides for the choice of accuracy vs. speed of computation within the analysis framework. Therefore, we need to have a flexible model for the propagation of both electronic and optical signals. Using the characteristics of the optical and electronic signals, which carry information between the components, we have defined models for the system component modules in terms of the ways they transform the characteristic parameters of these signals. Finally, our model of the dynamic system behavior is based on a time domain analysis of the propagation of the signals through the components.
Models of Signals
Our methodology for modeling optoelectronic signals has been defined to meet our needs for system level simulation. These can be summarized as representing digital data throughout the system for functional simulation as well as analog waveforms for accurate modeling of speed, noise and crosstalk, Additionally, we must allow the user to control the trade-off between speed of simulation and accuracy of simulation at run time. Finally, we must provide compatibility with other, existing simulation and analysis tools, both digital and analog. Therefore, we model electronic signals as piece-wise linear voltage amplitudes with characteristic source impedance. We can vary the speed and accuracy of our electronic simulations by simply varying the sampling rate for the piece-wise linear signals. Of course, for optical signals there are additional concerns.
Optical Signals
There is a range of abstractions that can be used for modeling optical signal propagation. For system level design and analysis, we have chosen to support geometric optics for the most basic analysis and Gaussian beam models for more accurate simulations [18] . We capture the intensity, position, angle, and wavelength, for ideal optical rays, as well as depth of focus and spot size for Gaussian optical beams.
However, one problem with the Gaussian beam model is that the approximation fails in several instances. In particular, it is inaccurate when sources do not generate a Gaussian intensity wavefront, when the direction of propagation of the light does not meet the paraxial criteria, and when diffractive effects must be considered.
Most important to us are the cases where the beams are clipped by the optical components through which they pass. In those cases, the classic equations for intensity, and beam waist break down. These cases can occur for systems with arrays of microlenses, or lenslets, where logical or physical constraints on the system cause splitting or clipping of the Gaussian beams. Figure 3 shows a picture of a 3x3 lenslet system drawn by Chatoyant, using an interface to Sced [19] and rendered with POV [20] . It is for these kinds of systems, where the size of the lenses themselves are on the order of the dimensions of the Gaussian beams (5-40µm), that we must concern ourselves with clipping as well as mis-alignment and tolerancing.
When a Gaussian beam is clipped, a power loss related to the size of the lenslet occurs. In our clipping models, we model the lenslet as a small aperture [21] . The power lost in a Gaussian beam that is clipped by an aperture is ) 1 (
is the ratio of the diameter of the aperture to the beam's waist size at the aperture. For k>2.12 the clipping is less than 0.1% and diffractive effects are negligible. For severe clipping (k<1) the beam intensity profile is no longer Gaussian, and the Gaussian approximation breaks down completely. For moderate clipping (1<k<2.12), the beams are weakly diffracted and a Gaussian approximation can be used with a slight modification [22] . In this moderate range, the power loss varies from 13% to 0.1%. However, the loss in power is not the most significant change of a clipped beam. The diffractive effects cause the beam to distort its shape. This distortion is modeled by propagating a new "effective" Gaussian beam with a new effective beam waist.
This effective beam replaces the original Gaussian beam, and normal thin lens propagation models are used to model the clipped beam [23] .
While the clipping at the aperture will decrease the total power, it is interesting to note that the cosine term can be either positive or negative allowing the effective waist to become either larger or smaller than the initial waist. This diffractive effect on the waist is shown in Figure 4 , with the effective waist being a function of p, seen above, and the clipping ratio, k.
To test this approximation technique, we compared the results of Chatoyant with another optical CAD tool, LightPipes [24] . LightPipes uses Fourier analysis for the propagation of light through space and optical components. The optical system used in this comparison is a 2f system with both the source and detector arrays placed 100µm away from a lenslet array (f=50µm). The source beams are 850nm, 10µm spots, which gives a p value of 1.7. This system is the same as shown in Figure 3 . The lenslet's diameter is varied to produce different amounts of clipping. Figure 5 shows a graphical comparison between Chatoyant and LightPipes for the power lost due to Gaussian beam clipping within the moderate clipping range (1<k<2.12). Our results show that the worst case difference between the two CAD tools is approximately 0.85%, with an average difference of about 0.29%. Therefore, for the case 
Modeling Components
Similar to our signal models, component, or device, models have also been developed at varying levels of abstraction. In general, we have developed three techniques for capturing component models: analytic models, empirical models, and lumped-parameter models. By analytic models we mean those models which are based directly on equations which model the physical processes of the device. These equations can be simplifications of the true behavior of the device, or capture as much detail as desired. In any case, they are distinct from empirical models that are based on measured data represented either as continuous curves or simply tabular data. Our third modeling technique takes advantage of the support for multiple abstractions within the Chatoyant framework. Lumped parameter models are those derived from the execution of lower level simulation and analysis tools. While these models are also approximations, they are accurate at the level of abstraction required for system level design and analysis. We give examples of each of these modeling techniques below for a few of the components we have modeled to date.
Empirical Models for MQW Modulators
As an example of empirical modeling, we present our model for multiple quantum well (MQW) modulators. Figure 6 shows both the driver electronics and a MQW modulator reflecting a portion of the incident light, P om , as modulated optical power, P optic . Both reflective and transmissive modulators are possible. In either case, the key parameter is the amount of optical power that is absorbed by the modulator as a function of the controlling voltage.
The relationship of the modulation voltage to absorbed optical power is modeled using a Lorentzian line shape: The function k(V) is the absorption slope of the MQW, I s (V) is the saturation intensity of the MQW, and A is the area of the modulator. k(V) and I s (V) are interpolated from empirical measurements of MQW modulators [25] . 
Analytic Models for VCSELs
An example of a simple analytic model is the technique we use for vertical cavity surface emitting lasers (VCSELs). Figure 8 shows a schematic of the VCSEL and drive circuitry. R s is the series resistance, and C is the total parasitic capacitance associated with the VCSEL and the assembly technology that connects the VCSEL array to a VLSI chip.
Modeling VCSELs analytically, we concentrate on the relationship between the input electrical power and the output optical power. 
Where, I th is the laser threshold current, V th is the laser threshold voltage, η LI is the laser slope efficiency, and P in is the input electrical power.
One of the main concerns of VCSEL researchers is the VCSEL's threshold power [26] . For the laser to emit, the input power must overcome the threshold power. In general, this power threshold is much larger than that of the MQW. The VCSEL driver must be larger (up to 20 times as large) than the MQW driver, to overcome the power threshold and drive enough current to allow the laser to emit. Therefore, as will be discussed below, accurate modeling of the driver electronics becomes important.
Lumped-Parameter Models for Receivers
A generic single ended receiver is shown in Figure 9 . The two primary components are a photodiode and a transimpedance amplifier. This circuit was simulated with SPICE, and the parameters were extracted and used to define the s-domain transfer function for system level simulation. We use the transfer function of a transimpedance amplifier with a feedback resistance, where R is the total resistance, C is the total capacitance, and A is the gain of the amplifier.
By performing the inverse Laplace transform on the transfer function, the time domain relationship of the input optical power to the output voltage for the single stage transimpedance amplifier can be determined. The voltage output function is dependent on both the signal input and the state of the transimpedance amplifier. Using a piece-wise linear waveform, the final equation in the time domain is:
We use similar methods to approximate the dynamic response of each of the optoelectronic modules in the system. 
Driver Models
For some components our modeling technique is a mixture of analytic and lumped-parameter models. We develop an analytic model, and use lower level tools to "tune" our models to match the performance of these more accurate, but slower analysis tools. This is the case for our models of driver electronics.
As previously mentioned, modeling the dynamic response of the electronic drivers for both MQW and VCSEL sources are crucial for Chatoyant to correctly model the optoelectronic interface. These models enable the user to make fast evaluations of mixed technology designs without to use of a more accurate tool, e.g., SPICE.
Many drivers in opto-electronic circuits are created by placing CMOS inverters together to create a multistage driver. Therefore, we concentrate our efforts on modeling a simplified model for a CMOS inverter. However, for reasonable accuracy this model depends on the dynamic values for the gain and the input and output impedances throughout the entire range of the input signal. Therefore, we find that small signal model analysis is impractical due of the large signal nature of the input signal. These electronic driver models also include the effect of both internal and parasitic RC delays.
The starting points for our model are the ideal, first order equations of Shockley [27] . In ideal conditions, these equations describe the behavior of an nMOS transistor in its typical three regions: cutoff, saturation and nonsaturarion (both linear and triode).
In a CMOS inverter, two transistors switch between these three states according to the excitatory input. Using classical small signal methods, this transition of states is modeled as five possible states in which the transistor pair can be found [28] . The simplification is due to the assumption that the inverter does not have any electrical load in its output. Consequently, the output current is defined for the matching point of operations of both transistors. Therefore, dynamic analysis using this model is only possible as a small signal model. However, when we need to perform large signal analysis, to account for amplifier saturation effects (e.g., overdriving the input produces square waves) we must model the inverter with fixed power supplies and load conditions. Under these conditions, the classical method for determining the small signal parameters, g m, the amplifier transconductance and g ds , the output conductance, are no longer valid. Both terms dynamically change throughout the different ranges of operation, and need to be calculated continuously. Therefore, output values for both voltage and current at time t + ∆t can be obtained using these dynamic parameters and the previous output values at time t. Here, the effect of the external load is considered as a temporary current sink or source.
In our model, the inverter's state of operation is only used to determine the dynamic parameters of g m and g ds . These parameters are derived from the Shockley equations considering the appropriate partial derivatives. The final expressions for the CMOS inverter model are: Figure 10 (A) shows a SPICE simulation and 10(B) shows our simulation for an inverter input and response with a load of 1fF operating at a frequency of 100 MHz. Figure 11 (A) and 11(B) again show SPICE and Chatoyant simulations for a 100MHz system, with a comparatively large load capacitance of 1pF.
Comparing the simulations in Figure 10 , we see that the SPICE and Chatoyant results are similar. Both show the inverter operation working correctly with the output saturating at the power supply. However there are slight differences. The main differences observed are caused by the influence of the input signal over the output circuit through C gd , the gate-drain capacitance. We have not yet included this capacitance in our models.
In Figure 11 , we again see that the results are very close between SPICE and Chatoyant. In this simulation, the load capacitance is too large for it to be completely charged by the inverter. Therefore, the output swing does not complete its transition before the input value changes. Also, both the simulations show the result of the fact that the p-transistor (pull-up) has a lower β than the n-transistor, causing the output of the inverter, in the steady state, to be centered at approximately 1 V instead of at Vdd/2. 
System Level Simulations with Chatoyant
In Chatoyant, system simulation is based on the Ptolemy environment developed by the University of California at Berkeley [29] . Ptolemy is an object-oriented platform designed to support complex and heterogeneous simulations. Above, we noted that the key elements of a systems level simulation were the representation of component models, communications, and interaction. In Ptolemy, a component model is implemented as a programming object called a star. Written in a C++ like style, each star defines the behavior of a component at a specific level of abstraction chosen by the user. Like C++ object classes, each star also defines a set of signals for communication with other stars in the system model. The specific interactions between the stars is determined by a combination of this communication model and a specific Ptolemy domain which defines the scheduling discipline used during simulation computations. A number of built-in stars also exist within Ptolemy for stimulus generation and graphic display of results. In addition, the system provides a graphical user interface in which users can construct systems by graphically interconnecting icons representing the stars that model particular devices.
Our models for signals are implemented as a "message class" in the object-oriented framework of Ptolemy. This means that the characteristics of the signal are an encapsulated data-type that can be changed as needed. Currently, we capture the voltage and the characteristic source impedance of electronic signals, and the intensity, position, angle, and wavelength, for optical signals, as well as depth of focus, spot size and profile for Gaussian optical beams. Figure 12 shows a simple 4f system as modeled in Chatoyant. Each icon, or star, represents a basic optoelectronic component or input/output function. The ModArray input star allows us to simulate arrays of arbitrary data patterns that are modulated onto an array of laser light beams. The XMgraph output star displays either the voltage or optical intensity of a single pixel during simulation. For the simulations, the ModArray interpolates a sequence of arrays of bit patterns (read from a file) into piecewise linear voltage waveforms that drive the MQW modulator models described above. The resulting optical intensity waveform is passed through the lens models using the Gaussian propagation equations. The PowerGrid star is used to observe power in a x-y cross-section of the optical signals. Additionally, it can show the placement and power received by an array of ideal detectors. On the other hand, the DetectArray star models the dynamics of the receiver models by first integrating the intensity from each Gaussian beam over the area of each detector, and then transforming the optical power waveforms into voltages, as shown above. Figure 13 shows the way that Chatoyant can simulate beam shape, position and detected power for this simple nine-channel link. Figure 13 (A) graphically illustrates the modulation voltages for a 3x3, Figure 12 4f System Described in Chatoyant 20µm spotsize, 40µm spacing, MQW modulator array. Black squares represent 0 Volts and white squares represent 10V modulation. The source power comes from nine 1mW spots generated by an 850nm laser. Table A, right below, shows the optical power reflected into the system by each of the modulators. The table shows the lack of modulation depth (a contrast ratio of 1.17 or about 1.4db) typical of MQW modulators. Figures 13 (B-F) show graphically, and tables B-F show numerically, the power (in µWatts) detected by an array of receivers after the light has passed through a 4f imaging lens system. In all the figures, one can see the Gaussian intensity profile of the 20µm beams. Note that the image is inverted in intensity, due to the inverting properties of the modulators, and is inverted spatially, due to the 4f lens system. Figure 13(B) shows the array of modulated beams imaging on an array of detectors, where the photo-diode of each detector is 5µm x 5µm. Figure 13 (C), (D), and (E) show 10µm x 10µm, 20µm x 20µm, and 35µm x 35µm detectors respectively. Note that for the 35µm detectors, almost all of the power from the modulators is recovered. Figure 13(F) shows the power detected by the 20µm x 20µm detector array for the case that the second lens of the 4f system has a small (10µm) mis-alignment in both x and y positions. This simple example shows how Chatoyant can be used to estimate the required mechanical tolerances of optoelectronic systems.
Beam Shape, Position and Power
Another feature of our system is the ability to show the y-z cross-section of a Gaussian beam as it propagates through a system. This is useful because it allows the user to analyze the waist of the beam at any point in the system and determine where the focus of a complex lens system will be. Figure  14 (A) shows a Chatoyant representation of a system that uses the GaussCross star. Again, the system is a 4f system; however, now a 3x3 VCSEL array with a spotsize of 20µm, and 40µm is used as sources in the system. For the purposes of illustration, lenslets with a diameter of 36µm are used in this system, which are too small to provide perfect imaging due to clipping. Figure 14(B) shows the Gaussian crosssection between the components throughout the system. Notice that at the lenses, the waist diameter is approximately 33.5µm, which gives a k clipping ratio of 1.07. The beams at these interfaces lose approximately 10.1% of their power. Also, notice that the diffractive clipping effects also alter the final size of the Gaussian waist at the detectors. The initial 20µm spot is distorted and is detected as approximately a 25µm spot. 
Dynamic Response, Noise and BER
For the same MQW nine-channel link system shown in Figure 12 , Chatoyant can also perform dynamic simulations of data streams through the link. Figure 15 shows one piece-wise linear signal at the two XMgraph monitor points: the output of one of the modulators, showing intensity in W/m 2 , and the output of one of the detectors, in volts. The Xscope output star shows a voltage "eye" diagram for this random sequence of bits. Figure 15(A) shows operation at 100MHz, and Figure 15 (B) shows bit rates of 300MHz. Here, the detectors were each 20µm and the receiver model parameters were A=1, R=4kΩ and C=250fF. As explained below, noise was added to the system for more realistic dynamic modeling. In this example, the incident laser power that is modulated by the MQW was lowered to 10µW. We show the degradation of the noise margin that occurs due to the lack of dynamic response of these relatively large detectors, from 100MHz to 300MHz. The noise margin is defined as the ratio V 1 /V 2 , in terms of V 1 , the minimum excursion, and V 2 , the maximum excursion, of the received signal. We can see that the noise margin drops from 96% to 52%.
We model a noisy signal using classical Gaussian noise methods. This requires determining the noiseless signal, which has no variance, and adding to it a noisy random signal, that has a mean understood to be zero. Presently in our system, noise is accounted for only in the photoreceiver and the input into the transimpedance amplifier. The detector's noise sources that we model include the thermal, or Johnson, noise, the shot, or quantum noise, and the thermal noise that is found in the conducting channel of the amplifier drive transistors using Gaussian noise distributions [30] . An important characteristic of Gaussian noise distributions is that the distributions are additive. Therefore, each noise source determines its own contribution to the total noise, and then all the noise sources are added together to find the total Gaussian noise variance of the system [31] . From the total Gaussian variance, a random noise component is calculated which is added to the photocurrent as it is produced by the PIN detector diode. This noisy photocurrent is then amplified and converted into voltage through the transimpedance amplifier. From this noise modeling, the system automatically calculates the bit error rate (BER) of the data stream propagating from the source to detector, as described below.
BER Simulation
Chatoyant can also be used to predict the bit error rate (BER) of free space optoelectronic systems. We have concentrated our efforts on modeling the relationship of sampling times and decision threshold levels to mechanical and thermal tolerances.
The BER can be determined by simulation in many different ways, such as with Monte Carlo simulations, importance sampling, the extreme value technique, and the tail extrapolation technique [32] . We use a quasi-analytical approach in our determination of the BER. Similar to determining a noisy signal, as seen in the last section, the quasi-analytical approach separates the BER determination into two parts. The first part determines the noiseless signal, and the second part analytically determines the noise distributions. Using this method, the following equation gives the BER in a series of detected bits [33] . 
In this equation, N is the total number of bits in the simulated process, V i is the received noiseless signal value for the transmitted bit at the sample time, V th is the threshold level, and σ is the standard deviation value of the noise. The step function, u, is used in the equation to determine if V i is greater or less than V th .
The BER is dependent on the sampling time and the decision threshold. The sampling time is defined as the instant that the received data is sampled to determine its logic level. To get the lowest BER, the sampling time needs to be at the most open portion of the eye diagram. The significance of the sample time is graphically seen in Figure 16(A) . Here, the BER of a 300MHz, 4f system with a received photocurrent level between 4µA and 5µA is determined at different sampling points. The noise variance for this system was approximately 9.7x10 -16 A 2 . The "ideal" sampling point is set in the middle of the graph (at 0ps), and the BER of this system with sampling times offset from the ideal sampling time are calculated. This ideal sampling point refers to approximately 2.1ns on the eye diagram found in Figure  15 (B). From the graph in Figure 16 (A), a bit error rate of approximately 10 -8 can be achieved in a sampling window of about 120ps. Notice that if the sampling time is not exact, the BER can increase by 3.5 orders of magnitude with only a 300ps offset from the ideal sampling time.
The next example shows how the received photocurrent effects the BER. For a 250MHz system, the received photocurrent is varied and the BER is plotted with respect to the received photocurrent. Figure  16 (B) shows this BER/photocurrent relationship. The photocurrents that were measured and plotted were approximately 1.9, 2.6, 3.2, 4.7, 5.8, and 6.4µA. Notice that to have a bit error rate lower than 10 -9 , a received photocurrent of approximately 5.2µA is required. The BER drops substantially once the received current is greater than about 5.8µA. Krishnamoorthy et al. have published results on this photocurrent to BER relationship for a similar receiver circuit [34] . They also examined a 250Mb/s system and found a minimum photocurrent of 3.5µA is needed to achieve less than a 10 -9 BER. Their system used a three stage amplifier, which accounts for this small difference. Insertion Loss and Crosstalk In this example, we modeled a 4f (f=2mm) system with a single 850nm, 20µm spot-size source and a receiver spacing of 25µm. Different sized detectors (5, 10, 20 , and 25µm) were used to detect the beams. Crosstalk was measured by comparing the amount of power detected on an adjacent detector with that of the power detected on the desired detector. Since crosstalk can affect many detectors, the worst case received power on any single detector was used. Insertion loss is the ratio of the received to transmitted power. We simulated lateral and longitudinal displacement in the detectors, and plotted both the insertion loss and crosstalk in the system.
The graph in Figure 17 shows the insertion loss, graphed on the left y-axis, and the crosstalk, graphed on the right y-axis, for a system experiencing the lateral displacement, shown on the x-axis. The crosstalk will always be 0dB at a distance of half the detector spacing, 12.5µm, due to the beam being directly between two detectors, and each detector receiving an equal amount of power. Figure 18 again shows the insertion loss and the crosstalk, in this case for longitudinal displacement from the ideal focusing point of the system. Notice that the system was much more sensitive to lateral displacement than longitudinal displacement. For example, the 20µm detector has the same insertion loss (approximately -2.3dB) for a lateral displacement of 8.5µm as it does with a longitudinal displacement of 500µm. At these same displacements, the crosstalk is much larger at the lateral displacement (-7dB) than at the longitudinal displacement (-13dB). Figure 19 shows a free space optoelectronic system used for intra-chip neighborhood interconnections. By fixing a mirror facet at a specific angle, interconnections can be made from one node to another node on the chip. We use this system to show how we can use Chatoyant to perform trade-offs between the detector size, mechanical tolerance on the position of the mirror, the BER, and the operating speed of the system. In this system, the source beam propagates through a lens, reflects off of a mirror, propagates through another lens, and then is received by a photo-detector. The source beams are 10µm spots, placed in a 4x1 array, spaced by 125µm. The distance between each of the components on the optical path is 10mm, with the lenses also having a focal length of 10mm. Thus this system is just an ideal 4f system with a mirror placed between the two lenses.
This system is operated within the range of 100MHz to 500MHz, and the BER is calculated for the received bit pattern with different sized detectors. The detectors have side lengths of 5µm, 10µm, 15µm, and 20µm. Each of these detectors has a lumped capacitance relative to the detector size and a fixed parasitic capacitance, giving total capacitances of 100fF, 125fF, 200fF, and 325fF, respectively. The advantage of using the larger detectors is the amount of power that the detectors can receive; however, the higher capacitances degrade the systems dynamic performance.
A graph of speed verses the BER of the system is shown in Figure20(A) . This graph shows the simulation for an ideal mirror position, meaning the angle of the mirror is exact and there is no offset or misalignment. Notice that at slower speeds (< 200 MHz), all of the detectors have a BER of less than 10 -12 . Above approximately 250 MHz, the largest detector (20µm) has the worst system BER. The large capacitance associated with the 20µm detector affects both the calculated noise variance, σ 2 , and the received signal amplitude. With the high noise variance and deteriorating noise margin, the BER of the 20µm detector increases quickly. The BER for the 15µm detector is continuously smaller throughout the range of frequency compared to the 20µm detector and the 10µm detector appears to be the best detector for this system. This detector has a good mix of size and speed, meaning that it is big enough to capture most of the transmitted signal, but small enough to have a good dynamic response. In contrast, the 5µm detector has the best dynamic response; however, the detector misses much of the beam power.
Next, we simulate the same system with the mirror misaligned by a 0.025 degrees in the x direction. This small misalignment causes the beam to move approximately 8.7µm from the ideal detector position. With this shift, the 5µm detector misses almost the entire beam. This can be seen in Figure  20 (B), which shows the BER for this detector to be very high throughout the entire frequency range. However, the most interesting curves in Figure 20 (B) are found for the 10µm and 15µm detectors. The 10µm detector also misses much of the propagating beam, and as a result, the BER performance is not as good as in the previous example. The 15µm detector now becomes the best detector to use for lower speeds. At approximately 350MHz, the larger capacitance of the 15µm detector degrades the system Speed vs. BER
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Not only can we use Chatoyant to simulate simple changes to the device parameters, such as noise, operating speed and detector size. We can also easily make changes in the technology chosen for the sources and detectors by simply replacing the icons in the simulation. Further, we can make changes in the architecture of such a system, such as replacing the multi-facet mirror with a single mirror and tilted lenses.
Summary and Conclusions
We have shown how Chatoyant can be used for modeling and simulation of hybrid optoelectronic free space systems. We used analytical, empirical and lumped-parameter models for optoelectronic components and a Gaussian beam propagation model for optical signals. We showed static analysis of systems showing the effects of detector size, lens misalignment and clipping. For the dynamic simulations we use a time-domain analysis of the each of the optoelectronic components, introduced noise sources and calculated insertion loss, cross talk and bit error rates.
Our system is the only system level simulation tool to date that can model Gaussian optical signal propagation with mechanical tolerancing as well as the dynamics of optoelectronic components. On the other hand, we have not yet modeled noise in our drivers, sources, or modulators. Additionally, cross talk between electrical signal channels and power supplies is also important. On the other hand, modulation and coding methods, differential signaling, adaptive thresholding and other techniques are typically used to reduce the bit error rate. Therefore, we need to develop models for the effects of these techniques.
Our goal has been to provide the designer with a system level design environment that can address the mixed technology concerns of optoelectronic system design. With system level models, designers are able to perform the trade-offs, optimizations, and technology choices necessary to realize highquality free space optoelectronic systems without recourse to expensive fabrication, testing and iteration using hardware prototypes.
