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Abstract
We consider first passage times for piecewise exponential Markov processes that may be viewed as
Ornstein–Uhlenbeck processes driven by compound Poisson processes. We allow for two-sided jumps and
as a main result we derive the joint Laplace transform of the first passage time of a lower level and the
resulting undershoot when passage happens as a consequence of a downward (negative) jump. The Laplace
transform is determined using complex contour integrals and we illustrate how the choice of contours
depends in a crucial manner on the particular form of the negative jump part, which is allowed to belong
to a dense class of probabilities. We give extensions of the main result to two-sided exit problems where
the negative jumps are as before but now it is also required that the positive jumps have a distribution of
the same type. Further, extensions are given for the case where the driving Le´vy process is the sum of
a compound Poisson process and an independent Brownian motion. Examples are used to illustrate the
theoretical results and include the numerical evaluation of some concrete exit probabilities. Also, some of
the examples show that for specific values of the model parameters it is possible to obtain closed form
expressions for the Laplace transform, as is the case when residue calculus may be used for evaluating the
relevant contour integrals.
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1. Introduction
The main aim of this paper is to determine the distribution of the first passage time across a
given level l for a class of piecewise exponential processes. These time-homogeneous Markov
processes, referred to as X below, may also be viewed as Ornstein–Uhlenbeck (OU) processes
driven by Le´vy processes that are compound Poisson processes and include shot-noise processes
as special cases.
We standardize the passage time problem so that we consider the time to passage below l
from an initial state x > l. Also, we shall concentrate on the more difficult case where the
passage can occur through a downward jump across l, and we therefore assume throughout that
downward (negative) jumps are always present. In some cases a continuous passage through l,
sometimes referred to as “creeping”, is also possible and we then distinguish between passage
through jump or passage through continuity. We allow for two-sided jumps, i.e. upward (positive)
jumps may be possible but need not be present. Throughout we think of X as a real valued
process so that subject to x > l, either of the initial state x and the level l may be positive or
negative.
The distribution of the passage time is determined through its Laplace transform (for an
arbitrary given value of x) which is found by exploiting certain stopped martingales derived
from using bounded partial eigenfunctions for the infinitesimal generator for X . Here only one
partial eigenfunction is required if passage by jump is the only possibility, while two are required
if the continuous passage is also possible. The same technique, virtually without any extra effort,
yields the joint Laplace transform for the passage time and the undershoot at passage.
Although our main purpose is to study one-sided passage times, we also include results on the
distribution of exit times for X from bounded intervals. Further, at the end of the paper, we show
how the results carry over to OU processes that are driven by Le´vy processes that are the sum of
a compound Poisson process and an independent Brownian motion.
We wish to determine the passage time Laplace transform explicitly and therefore devote
special effort to finding a suitable class of driving compound Poisson processes. For the selected
class we impose a special structure, namely it is assumed that the distribution of downward jumps
has a density which is a linear (not necessarily convex) combination of exponential densities. This
allows us to describe the required number of partial eigenfunctions as linear combinations of
functions given by certain contour integrals in the complex plane (see (14) below) — sometimes
integrals of real valued functions along intervals may also be used. The structure of the contours
depends in a crucial manner on whether the drift pulls X towards 0 (the case κ < 0; cf. (3) below)
or pushes it away to ±∞ (the case κ > 0) and is also intimately related to the exact form of the
distribution of the negative jumps.
For a given process X of the type we consider, it is the sign of l that determines whether
one or two partial eigenfunctions are needed to find the desired Laplace transform: since we
allow the sign to change, it is interesting to note that the resulting switch in the number of
eigenfunctions in quite an intricate manner is reflected in a matching change in the number of
integration contours that one is allowed to use. This is a feature of our basic model only, since for
the model with the Brownian motion present, both passage by jump and passage by continuity
are always possible — in this respect the basic model is more interesting than the seemingly
more complicated jump-diffusion model. A guiding principle, applicable much more generally
than to just the models considered in this paper, is that always exactly the required number of
bounded partial eigenfunctions can be found, whether one considers one-sided or two-sided exit
problems (where in our set-up up to four may be needed).
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The existing literature contains only a few results on the distribution of passage times for
OU processes of the types we consider when passage by jump is possible and most of these
refer to the stable (positive recurrent) case. Tsurui and Osaki [18], Section 4, give an explicit
form of the Laplace transform for the passage time of a shot-noise process with exponentially
distributed jumps (in our standardization, 0 > x > l, κ < 0, the negative jumps follow an
exponential distribution and there are no positive jumps); for the results the authors need some
integer valued constraints between the parameters of the model. The same model is considered
by Kella and Stadje [9] where, Theorem 3.1, the Laplace transform is expressed in terms of
real valued integrals. Recently Novikov et al. [12] determined the Laplace transform, not only
when the jumps are exponential but also – which is quite surprising – when the jumps have a
uniform distribution. For the exponential case the formulae involve Kummer series (or integral
representations thereof), while for the uniform distribution case, Bessel functions are used. Perry
et al. [16], Theorem 4, give the Laplace transform when the distribution of the one-sided jumps
is arbitrary, but their expression involves the typically unknown distribution functions for the
transition probabilities of the process X .
None of the results quoted above allow for two-sided jumps. For this case, Jensen [7] using the
partial eigenfunction technique finds the Laplace transform in terms of integrals when the jumps
follow a Laplace distribution (symmetric exponential); see also Chapter 2 of the Ph.D. Thesis of
Jensen [8].
For OU processes driven by a general class of Le´vy processes, explicit results for the passage
time distribution are known only for processes where continuous passage is the only possibility,
in particular two-sided jumps for the Le´vy process are not allowed. Hadjiev [3] then obtains
the Laplace transform in terms of real valued integrals under a certain condition; in particular
it suffices that the Le´vy process has a Brownian component. For the same type of process
Novikov [11] also finds the Laplace transform, but under more general conditions.
The classical results for the Laplace transform of the passage time of the Gaussian OU process
(Ot ) date back to Siegert [17]. The density of the passage time was derived recently by Alili
et al. [1]. Lachal [10] determines the joint Laplace–Fourier transform of the passage time τ and
Yτ where Yt = y+
∫ t
0 Osds. These results have been generalized by Patie [13] who considers OU
processes driven by spectrally one-sided Le´vy processes with a Brownian component allowed,
but where only passage by continuity occurs. Results of the same type with two-sided jumps,
necessarily exponential in one of the two directions, are given in Chapter 4 of the Ph.D. Thesis
of Patie [14], where also the case of one-sided stable processes is studied in more detail.
Most of the literature treats the one-sided exit problem but an early paper, Harrison and
Resnick [4], Section 5, gives the probability of exit from a bounded interval for a piecewise
deterministic Markov process driven by a compound Poisson process of the form (3) below with
the drift κx there replaced by an arbitrary function −r (x) with r ≥ 0, r (0) = 0. The process
itself is ≥ 0 with positive jumps only and the resulting formula for the exit probability involves
the repeated iterates of a kernel determined by r and the distribution of the jump sizes.
Virtually all the results above refer to the stable case κ < 0 only, one well known exception
being the continuous Gaussian OU process where a simple change of measure allows one to
switch from the case κ < 0 to κ > 0; see e.g. Alili et al. [1], Remark 2.3. More relevant for
the results below are the four examples of Paulsen and Gjessing [15], pp. 970–978. In our set-up
the models considered there correspond to taking κ > 0, 0 < l < x , with only negative jumps
possible. The jumps are either exponential, a mixture of two exponentials or Γ distributed with
shape parameter 2, the latter being a model not covered by our results. In one of the two examples
with exponential jumps a Brownian component is included in the description of the process: this
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model is the simplest of the models treated in Section 7 below. For the examples Gjessing and
Paulsen determine the probability (which is < 1 since κ > 0) of ever crossing l, and the Laplace
transform of the time to crossing.
One possible explanation for this focus on the stable case could be that, as we shall see below,
if κ > 0 it is natural to involve complex valued contour integrals rather than just real valued
integrals over intervals.
As noted above, our results yield the joint Laplace transforms of the passage time and the
undershoot. We have found no results like this in the literature.
For the derivation of many of the results quoted above, the authors rely on martingale
techniques. The approach mostly resembling the one we use below is perhaps that of Novikov
et al. [12]. There they argue via Dynkin’s formula that as a function of the initial state x , the
Laplace transform that they determine is, in our terminology, a partial eigenfunction for the
generator and therefore it solves the integro-differential equation (5) below; see also (2). Note
though that in their set-up, only one partial eigenfunction is needed.
Partial eigenfunctions were used systematically in the earlier papers of Jacobsen [5,6], but
had been used earlier also by other authors, e.g. Paulsen and Gjessing [15], Theorem 2.1.
The processes studied in [6] were certain types of Markov modulated Le´vy processes where
essentially the partial eigenfunctions may be expressed as linear combinations of exponential
functions. For the OU processes treated here the building blocks for the partial eigenfunctions
are more involved, using functions that can be represented as integrals. But for our results it is
vital to assume that the jumps arrive according to a Poisson process whereas in [5,6] renewal
arrivals with waiting times of phase type were considered.
The paper is now organized as follows. The model that we consider is presented in Section 2
together with the concept of ‘partial eigenfunctions’ and it is shown howmartingales and optional
sampling allow one to determine the desired Laplace transform in terms of one or two partial
eigenfunctions. In Section 3 we introduce the ‘linear combination of exponentials’ distribution
of the negative jumps used throughout. We then proceed to show how the required number of
partial eigenfunctions can be obtained as a linear combination of a sufficient number of complex
valued functions given as contour integrals. This leaves us with the basic problem of finding
the appropriate number of contours and this is done in Section 4 for the case of exponentially
distributed negative jumps, where the main novelty in comparison with the existing literature is
that two-sided jumps of a general nature are allowed. We then proceed in Section 5 to present a
recipe for determining the required number of contours for our general model. Both Sections 4
and 5 include several examples. The two-sided exit problem is treated in Section 6 and we
conclude with Section 7 where we show how the Laplace transforms for the one-sided passage
times may be determined when a Brownian component is included in the process.
Using our results it is in principle easy to compute the Laplace transforms numerically: what
is required is the numerical computation of the relevant contour integrals combined with the
solution of a linear system of equations. We illustrate this in two of the examples with the
computation of a probability of a passage by jump in Example 9 and the probabilities of exit
from a bounded interval in Example 10, where both boundaries may be crossed by continuity or
through a jump.
2. Notation and set-up
Let X = (X t )t≥0 be a right-continuous piecewise deterministic Markov process (PDMP) on
R with iid jumps that arrive according to a Poisson process with intensity λ and exponential
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deterministic paths in between jumps given by φt x = x exp(κt) where κ 6= 0, i.e.
X t = φt−TNt (YNt ), (1)
Nt denoting the number of jumps on [0, t], Tn the time of the nth jump and Yn the state reached
by that jump with T0 ≡ 0 and Y0 the initial state of the process. The piecewise exponential
behaviour is also reflected in the structure of the following function:
a(x) := lim
t→0+
φt x − x
t
= κx
(cf. (2)). The jump sizes (Vn) are assumed to be iid with distribution G and independent of the
location of jump times. It follows that the generator of X is given by
A f (x) = κx f ′(x)+ λ
∫
f (x + y)G(dy)− λ f (x). (2)
The PDMP X may also be described as an Ornstein–Uhlenbeck process solving a stochastic
differential equation of the form
dX t = κX tdt + dUt (3)
driven by the compound Poisson process (Ut ) given by
Ut =
Nt∑
n=1
Vn .
The long term behaviour of X depends in a critical manner on the sign of the drift coefficient
κ: under mild assumptions on the distribution of the Vn , e.g. that E |Vn| < ∞, it may be argued
directly that if κ < 0, X is (positive) recurrent and in particular will cross beyond an arbitrary
level in finite time, while if κ > 0, X is transient with in fact |X t | → ∞ almost surely. In the
sequel we shall just use that these recurrence/transience properties hold but note that in principle
they may be deduced from our expression for the joint Laplace transform (4), taking ζ = 0 there
and then letting θ ↓ 0.
Notation. For x ∈ R we write Px for a probability measure such that X0 = x Px -almost surely,
and we write Ex for the matching expectation.
For an arbitrary level l, consider the first hitting time
τ = inf{t > 0 : X t ≤ l}
of the interval ]−∞, l] and the undershoot
Z = l − Xτ ,
defined on the set (τ <∞). The recurrence/transience properties of X imply that for all x ,
Px (τ <∞) = 1 if κ < 0 and is < 1 if κ > 0. The main purpose of the present paper is to
derive the joint Laplace transform
Ex exp(−θτ − ζ Z) (θ, ζ ≥ 0) (4)
for x > l, first for the case θ > 0. For θ = 0 the expectation should be understood as the limit
when θ ↓ 0 with θ > 0, i.e.
Ex
[
exp (−ζ Z) ; τ <∞] (ζ ≥ 0)
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and it is for determining this that it is convenient to exploit the recurrence/transience properties
of X .
The solution strategy is to look for partial eigenfunctions fθ,ζ for the generator corresponding
to the eigenvalue θ , i.e. functions defined on all ofR that are bounded and differentiable on [l,∞[
and satisfy
A fθ,ζ (x) = θ fθ,ζ (x) (x ≥ l) (5)
and furthermore take the particular form
fθ,ζ (x) = Cθ,ζ exp(−ζ(l − x)) (x < l) (6)
where Cθ,ζ is a constant. In the following we shall mostly assume that θ and ζ are given but
arbitrary and simply write f and C , suppressing θ and ζ from the notation.
Note. As will be apparent below it is essential to allow for complex valued f .
By Itoˆ’s formula, for any bounded f , differentiable on [l,∞[ and with A f bounded (on all
of R),
e−θ(τ∧t) f (Xτ∧t ) = f (X0)+
∫ τ∧t
0
e−θs (A f (Xs)− θ f (Xs)) ds + Mt (7)
where (Mt ) is the mean-zero martingale under Px given by
Mt =
∫
]0,t]×R
e−θs ( f (Xs− + y)− f (Xs−)) 1 (τ ≥ s)M◦ (ds, dy) .
Here M◦ is the basic martingale measure emanating from the Poisson jump structure, i.e.
M◦(ds, dy) = µ(ds, dy)− λdsG (dy)
with µ the counting measure given by, for all t ≥ 0 and all Borel sets B,
µ (]0, t] × B) = the number of jumps on ]0, t] of a size within B.
A note concerning the validity of (7): what is critically important is that the jumps of the
processes on the left and right hand sides agree for t = τ . The integrand in the Lebesgue integral
on the right is well defined for s < τ since then Xs > l and therefore f is differentiable at Xs .
Note however that A f (Xs) also depends on the definition of f (x) for x < l.
Assume that f is a bounded partial eigenfunction satisfying (5). Taking expectations and
letting t →∞ in (7), dominated convergence yields that for θ > 0,
Ex exp (−θτ) f (Xτ ) = Ex f (X0) = f (x) . (8)
Furthermore, for θ = 0 and if A f (x) = 0 for x ≥ l, it holds for all t ≥ 0 that
Ex [ f (Xτ∧t )] = Ex [ f (Xτ ) ; τ ≤ t]+ Ex [ f (X t ) ; τ > t] = f (x)
which for t →∞ implies that
Ex [ f (Xτ ) ; τ <∞] = f (x)
provided either limx→∞ f (x) = 0 (as is seen using that limt→∞ X t = ∞ almost surely on the
set (τ = ∞)) or Px (τ <∞) = 1.
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Introducing the events Ac = (τ <∞, Xτ = l) and A j = (τ <∞, Xτ < l) we get for θ > 0,
see (8),
CEx
[
exp(−θτ − ζ Z); A j
]+ f (l)Ex [exp(−θτ); Ac] = f (x). (9)
Here A j corresponds to the case where X enters ]−∞, l] as a consequence of a jump, and Ac
to the case where X crosses continuously below level l. If lκ ≥ 0 the event Ac happens with
Px -probability zero and one term of (9) vanishes allowing us to evaluate the Laplace transform
of τ and the undershoot Z as
Ex exp(−θτ − ζ Z) = 1
C
f (x). (10)
If lκ < 0 both events A j and Ac have strictly positive Px -probability and to find the Laplace
transform we need to solve (9) for the two partial Laplace transforms Ex
[
exp(−θτ); Ac
]
and
Ex
[
exp(−θτ − ζ Z); A j
]
. This will be done by finding two partial eigenfunctions forA resulting
in two equations of the form (9).
For θ = 0, if A f (x) = 0 for x ≥ l and either limx→∞ f (x) = 0 or Px (τ <∞) = 1, we
have as an analogy to (9),
CEx [exp(−ζ Z); A j ] + f (l)Px (Ac) = f (x). (11)
3. The structure of the partial eigenfunctions
In this section we present the mathematical results needed to obtain partial eigenfunctions for
A, when the negative jump part comes from a linear combination of exponential densities. The
main trick is to come up with a class of functions with an integral representation that fits suitably
with the form of the negative jumps.
We decompose the distribution of the jumps into
G = pG− + qG+
where 0 < p ≤ 1 with q = 1 − p, G+ is a probability on R+ = ]0,∞[, while the negative
jump part, G−, is from now on assumed to have the following special structure: G− is a linear
combination of exponentials, i.e.
G−(dy) = g− (y) dy =
r∑
k=1
αkµkeµk ydy (y < 0) (12)
where r ∈ N, 0 < µ1 < · · · < µr and the αk satisfy that they are 6= 0 and such that g− is a
density on R− = ]−∞, 0[. In particular∑αk = 1 and the condition g− ≥ 0 forces α1 > 0. It
is not difficult to see that the class G− of probability measures on R− with densities of the form
g− is dense (for the topology of weak convergence) in the class of all probabilities on R−. Also,
G− includes all convex combinations of exponentials on R−, a subclass which is of course not
dense.
The assumption that p > 0 is maintained throughout the paper and ensures that negative
jumps are always present.
Recall from Section 2 that our strategy is based on finding partial eigenfunctions for the
generator, A, of X . As we are interested in the joint Laplace transform of the hitting time and
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the undershoot the eigenfunctions must have form x 7→ exp(−ζ(l − x)) on the interval ]−∞, l[;
cf. (9).
For fixed ζ we therefore initially consider f0 = f0,ζ : R→ C of the form (cf. (6))
f0(x) =
{
0 (x ≥ l),
C exp(−ζ(l − x)) (x < l), (13)
where C is some complex constant.
Lemma 1. For f0 given as above it holds that
(A− θ I ) f0(x) = pλC
r∑
k=1
αk
µk
µk + ζ exp(−µk(x − l)) (x ≥ l).
The proof follows by a straightforward calculation of A f0 using (2).
For fixed θ consider now fΓ = fΓ ,θ : R→ C of the form
fΓ (x) =

∫
Γ
ψ0(z) exp(−xz)dz (x ≥ l),
0 (x < l),
(14)
whereψ0 is some complex valued kernel and Γ is a rectifiable Jordan curve in the complex plane.
Recall that if Γ is a rectifiable Jordan curve we may write
Γ = {γ (t) : γ1 < t < γ2}
for some −∞ ≤ γ1 < γ2 ≤ ∞ and some continuous function γ , differentiable except possibly
at finitely many points.
We introduce the generalized Laplace transform (always well defined if Re z ≥ 0)
L+(z) =
∫ ∞
0
e−zyG+(dy)
of the positive jumps and in the following we will consider only the kernel
ψ0(z) = z−θ/κ−1
(
r∏
k=1
(z − µk)−pλαk/κ
)
exp
(
−qλ
κ
H(z)
)
(15)
where H is a primitive of
H ′(z) = 1− L+(z)
z
, (16)
(always well defined if Re z ≥ 0 and z 6= 0 and also defined for z = 0 if ∫ y G+(dy) <∞).
Note that there is an ambiguity in the description of ψ0 as the definition involves complex
powers, necessitating in particular that one should choose suitable versions of log z and the
log (z − µk), i.e. the logarithms should vary continuously along each of the contours Γ involved.
However, we note already that mostly it will suffice to consider the principal value of the
logarithms. We also note that along R+ we may use |ψ0| instead of ψ0 since the absolute value
still satisfies the differential equation (21) below (except at the point 0 and at the µk), which is
all that matters.
Notation. In the sequel, we write C+ = {z ∈ C : Re z ≥ 0}.
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Proposition 2. Let Γ = {γ (t) : δ1 < t < δ2} ⊆ C+ be a rectifiable Jordan curve such that
there exists a version of ψ0 (cf. (15)) that is holomorphic in a domain containing the contour Γ .
Define the function
g0(z) = zψ0(z) (17)
and assume that
(i)
∫
Γ
|ψ0 (z)| e−lRe zdz <∞,
(ii)
∫
Γ
|ψ0 (z)| |z| e−lRe zdz <∞,
(iii) g0 (γ (δ1)) exp(−xγ (δ1)) = g0 (γ (δ2)) exp(−xγ (δ2)) (x ≥ l) ,
(iv)
∫
Γ
|ψ0 (z)|
|z − µk |e
−lRe zdz <∞. (18)
Then with fΓ given as above it holds for x ≥ l that
(A− θ I ) fΓ (x) = pλ
r∑
k=1
αkµk
(∫
Γ
ψ0(z)
z − µk exp(−lz)dz
)
exp(−µk(x − l)). (19)
Remark 3. Since we wish to have fΓ bounded on [l,∞[ it is natural to consider Γ only that
are contained in C+. Condition (i) from (18) then ensures that fΓ is well defined by (14) and
bounded. Condition (ii) shows fΓ to be differentiable on [l,∞[ with
f ′Γ (x) =
∫
Γ
ψ0 (z) (−z) e−xzdz.
Condition (iii) is essential for the conclusion of the proposition to hold while condition (iv) is
needed for (19) to make sense.
Note also that with Γ ⊆ C+ it is guaranteed that the Laplace transform L+ (z) is well defined
for z ∈ Γ .
Proof. By computation, for x ≥ l,
(A− θ I ) fΓ (x) = κx
∫
Γ
ψ0 (z) (−z) e−xzdz
+ pλ
∫ 0
l−x
r∑
k=1
αkµkeµk y
∫
Γ
ψ0 (z) e−(x+y)zdzdy
+ qλ
∫ ∞
0
∫
Γ
ψ0 (z) e−(x+y)zdz G+ (dy)
− (λ+ θ)
∫
Γ
ψ0 (z) e−xzdz.
The first line in this display is
= −κx
∫ δ2
δ1
γ ′ (t) ψ0 (γ (t)) γ (t) e−xγ (t)dt
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which using partial integration and condition (iii) from (18) reduces to
−κ
∫
Γ
(
ψ ′0 (z) z + ψ0 (z)
)
e−xzdz.
The integral in the second line converges because of (i) and is
= pλ
∫
Γ
ψ0 (z)
(
r∑
k=1
αkµk
µk − z
)
e−xzdz + pλ
r∑
k=1
αkµk
(∫
Γ
ψ0 (z)
z − µk e
−lzdz
)
eµk (l−x),(20)
while the third line is
= qλ
∫
Γ
ψ0 (z) L+ (z) e−xzdz.
Combining the
∫
Γ (· · ·) e−zxdz terms from all four lines it is seen that they cancel because
ψ ′0 (z) z = ψ0 (z)
(
− θ
κ
− 1−
r∑
k=1
pλαk
κ
z
z − µk −
qλ
κ
zH ′ (z)
)
(21)
as is verified directly from the definition of ψ0. Hence we are left with the last term of (20) which
is precisely the statement in the proposition. 
In general there may be many choices, Γi , of rectifiable Jordan curves for which the conditions
of Proposition 2 hold. In particular curves joining zeros of g0 will be used. As the generator is
linear note that the above results allow us to evaluate
(A− θ I ) f (x)
for functions f that are linear combinations of the function f0 from Lemma 1 and the fΓ from
Proposition 2. What is all important is that for such f , the resulting (A− θ I ) f is
a linear combination of the exponential functions x 7→ e−µk x , (22)
an observation that immediately implies the following main result.
Theorem 4. For a given θ ≥ 0, ζ ≥ 0, let fΓi , i = 1, . . . ,m with all Γi ⊆ C+ and f0 be as in
(14) and (13) and define
f (x) =
m∑
i=1
ci fΓi (x)+ f0(x) (23)
for suitable constants C, c1, . . . , cm ∈ C. Then
(A− θ I ) f (x) = pλ
r∑
k=1
exp(−µk(x − l))αk
(
m∑
i=1
ciMik + C µk
µk + ζ
)
(x ≥ l)
where for 1 ≤ i ≤ m, 1 ≤ k ≤ r ,
Mik = µk
∫
Γi
ψ0(z)
z − µk exp(−lz)dz. (24)
In particular, if the fΓi satisfy the conditions of Proposition 2 and
m∑
i=1
ciMik + C µk
µk + ζ = 0 (25)
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for 1 ≤ k ≤ r , then f given by (23) is a bounded partial eigenfunction for A on the interval
[l,∞[ with eigenvalue θ .
Proposition 2 and Theorem 4 are aimed specifically at the models where negative jumps are
possible. However, if there are no downward jumps, i.e. p = 0, passage through l is possible
only if κl < 0 (with passage by continuity the only possibility) and it is quite easy to find the
one partial eigenfunction required: just use
ψ0(z) = z−θ/κ−1 exp
(
−λ
κ
H(z)
)
together with the contour Γ = ]0,∞[ if κ < 0 and Γ = {µ+ it : t ∈ R} for an arbitrary µ > 0
if κ > 0; then fΓ is a partial eigenfunction corresponding to the eigenvalue θ > 0, defined and
used only on [l,∞[, and
Ex exp (−θτ) = fΓ (x)
fΓ (l)
(θ > 0) . (26)
When κ < 0 and l > 0, this is a simple and special case of the model treated by Hadjiev [3]
and Novikov [11] where one also finds sufficient conditions that must be imposed on G+ for the
formula (26) to be valid.
In the following sections we again assume that negative jumps are possible and then discuss
the nontrivial problem of determining the necessary number of contours Γi and how to choose
them.
4. Exponentially distributed negative jumps
In this section we derive explicit expressions for the joint Laplace transform of the first hitting
time τ of ]−∞, l] and of the undershoot Z = l − Xτ in the case where the negative jump part is
an exponential distribution. In the notation of Section 3 we assume that
G−(dy) = µeµydy (y < 0)
for some µ > 0. Note that then trivially, given that X crosses l by a jump, the undershoot Z is
exponential at rate µ. If κl < 0, then the level, l, may also be crossed by continuity in which
case the undershoot is zero. Further, when κ > 0 the probability of ever (down) crossing level
l is strictly less than one. However, in all three cases the lack of memory of the exponential
distribution implies that the undershoot follows a (possibly defective) exponential distribution.
It follows immediately from Theorem 4 that
f (x) =

∫
Γ
ψ0(z)e−xzdz (x ≥ l),
C exp(−ζ(l − x)) (x < l),
is a partial eigenfunction ofAwith eigenvalue θ provided that Γ andψ0 are chosen in accordance
with the assumptions of Proposition 2, in particular
ψ0(z) = z−θ/k−1(z − µ)−pλ/κ exp
(
−qλ
κ
H(z)
)
,
while
C = −
∫
Γ
µ+ ζ
z − µψ0(z) exp(−lz)dz. (27)
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4.1. Two-sided exponential jumps and negative drift
It turns out that it is the sign of the drift, κ , and not the form of the positive jumps that
is important for choosing the contour Γ . That the sign of κ plays a critical role we shall now
demonstrate by discussing in detail the case when the positive jumps are also exponential, since
this leads to particularly simple expressions for the joint Laplace transform.
Thus, assume that the positive jump part G+ is exponential with parameter ν so that
L+(z) = ν
ν + z , (Re(z) > −ν).
The kernel (15) reduces to
ψ0(z) = z−θ/κ−1(z − µ)−pλ/κ(z + ν)−qλ/κ (28)
where at this point the particular choices of the power functions are left unspecified. As in
Section 3 we further introduce the function
g0(z) = zψ0(z) = z−θ/κ(z − µ)−pλ/κ(z + ν)−qλ/κ
(cf. (17)). Proposition 5 below states the results when κ < 0. The key formulas involve integrals
of real valued functions over intervals. In contrast, if κ > 0 it is necessary to use complex contour
integrals (cf. the general discussion in Section 5) but, as will be shown in Section 4.2, closed form
expressions are available under special constraints on the parameters.
Proposition 5. Suppose that κ < 0.
(i) If l > 0, exit by jump and by continuity are possible, and for θ > 0, ζ ≥ 0,
Ex
[
e−θτ−ζ Z ; A j
]
= f1 (l) f2 (x)− f1 (x) f2 (l)
C2 f1 (l)− C1 f2 (l)
Ex
[
e−θτ ; Ac
] = C2 f1 (x)− C1 f2 (x)
C2 f1 (l)− C1 f2 (l)
(29)
where for i = 1, 2 (cf. (27)), taking I1 = ]0, µ[ and I2 = ]µ,∞[
fi (x) =
∫
Ii
ψ0(z)e−xzdz (x ≥ l)
Ci = −
∫
Ii
µ+ ζ
z − µψ0(z)e
−lzdz.
(ii) If l ≤ 0 only exit by jump is possible and for θ > 0, ζ ≥ 0,
Ex
[
e−θτ−ζ Z ; A j
]
=
∫ µ
0 t
−θ/κ−1(µ− t)−pλ/κ(t + ν)−qλ/κe−xtdt
(µ+ ζ ) ∫ µ0 t−θ/κ−1(µ− t)−pλ/κ−1(t + ν)−qλ/κe−ltdt .
Remark 6. The integrals given under (ii) in the proposition may also be expressed in terms of
hypergeometric series; see formula 3.385 of [2].
Proof. Since κ < 0, the deterministic part pulls the process towards zero in between jumps. On
R0 = [0,∞[ the function g0 has zeros at 0, µ and ∞ which consequently, in the light of (18)
(iii), are natural choices of endpoints for the contour Γ . It turns out that a solution can be given
without reference to complex analysis: for t > 0 one may replace ψ0(t) by |ψ0(t)| and then, with
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Γ equal to the interval I1 = ]0, µ[, the conditions of (18) are clearly satisfied for all x ≥ l. For the
case where l > 0 another solution satisfying (18) is obtained by choosing Γ to be the unbounded
interval I2 =]µ,∞[. As the two eigenfunctions are easily seen to be bounded on [l,∞[ we may
now obtain the Laplace transform of (τ, Z) by solving the system of equations given by (9).
For l ≤ 0 the integral over I2 does not converge and we are left with only one partial eigen-
function. However, this is exactly what is needed since for l ≤ 0 the event Ac happens with Px
probability 0 and (9) directly gives us the Laplace transform. 
We return now to the case l > 0. Because κ < 0, Px (τ <∞) = 1 and we then aim to find
the individual probabilities Px (A j ) and Px (Ac). This problem is in principle solved by taking
ζ = θ = 0 in (29) and here we note that since the integral ∫ µ0 |ψ0(t)| exp(−xt)dt diverges, we
are left with only one partial eigenfunction
f (x) =

∫ ∞
µ
t−1 (t − µ)−pλ/κ (t + ν)−qλ/κ e−xtdt (x ≥ l) ,
−µ
∫ ∞
µ
t−1 (t − µ)−pλ/κ−1 (t + ν)−qλ/κ e−ltdt (x < l) .
(30)
With C the constant value of f (x) for x < l it follows from (11) that
Px
(
A j
) = 1− Px (Ac)
= f (l)− f (x)
f (l)− C
=
∫∞
µ
t−1 (t − µ)−pλ/κ (t + ν)−qλ/κ e−lt (1− e−(x−l)t) dt∫∞
µ (t − µ)−pλ/κ−1 (t + ν)−qλ/κ e−ltdt.
A particularly nice special case arises when G is a Laplace distribution (see Jensen [7]): then
p = 12 , ν = µ and e.g. for κ = −1, λ = 2 the formula
Px
(
A j
) = eµl(µl)2
2µl + 1
∫ ∞
1
(t2 − 1)t−1e−µlt (1− e−µ(x−l)t )dt
results.
For the derivation of Px (A j ) we used that Px (τ <∞) = 1, but for this simple example it is
fairly easy to deduce this directly from the form of Ex
[
e−θτ ; A j
]
and Ex
[
e−θτ ; Ac
]
for θ > 0
as given by (29) for ζ = 0: let θ ↓ 0 in (29), note that f2 (x) → f (x) and C2 → C with f as
in (30) and C as above the value of f (x) for x < l, and finally use that for θ > 0, ε > 0 both
small, good approximations to f1 (x) for x ≥ l and C1 are
f1 (x) ∼ εν−qλ/κµ−pλ/κ−κ
θ
ε−θ/κ , C1 ∼ εµν−qλ/κµ−pλ/κ−1−κ
θ
ε−θ/κ
as is justified by discarding the finite limiting integral (as θ ↓ 0) from ε to µ, retaining only in the
limit the diverging integral from 0 to ε. Inserting the approximate values into (29) and noting that
in fact the approximations to C1 and f1 (x) (for all x ≥ l) are the same, the desired conclusion
Px
(
A j
)+ Px (Ac) = 1 follows.
4.2. Two-sided exponential jumps and positive drift
For κ > 0 the process is pulled away from zero and the probability of exiting from [l,∞[ is
strictly less than 1. The kernel (28) now has poles at 0 and µ and we have to be careful when
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choosing Γ in order for the boundary condition (18)(iii) to be satisfied. There is no canonical way
to choose Γ ; cf. the discussion in Section 5. Instead we shall indicate how it may be possible to
write down analytic solutions for very specific values of the parameters.
Assume from now on that l ≥ 0 (so that Px (Ac) = 0) and that m := pλ/κ > 0 is an integer.
Then the kernel
ψ0 (z) = z−θ/κ−1 (z − µ)−m (z + ν)−qλ/κ
can be defined in an open disk centered at µ (excluding the point µ itself) using the series
expansions
(z + ν)−qλ/κ = (µ+ ν)−qλ/κ
∞∑
n=0
(−1)n(qλ/κ)n
n! (µ+ ν)
−n(z − µ)n (31)
z−θ/κ−1 = µ−θ/κ−1
∞∑
n=0
(−1)n(θ/κ + 1)n
n! µ
−n(z − µ)n, (32)
writing
(r)n = r (r + 1) · · · (r + n − 1)
for the ascending factorials. In particular if Γ denotes a circle centered at µ, i.e. take
γ (t) = reit + µ (t ∈ [0, 2pi ]) (33)
with 0 < r < µ, then the kernel satisfies the conditions (18) of Proposition 2 along Γ . We now
have that a bounded partial eigenfunction (2) is given by
f (x) =

∫
Γ
z−θ/κ−1(z − µ)−m(z + ν)−qλ/κe−xzdz (x ≥ l) ,
−e−ζ(l−x)
∫
Γ
(µ+ ζ )z−θ/κ−1(z − µ)−m−1(z + ν)−qλ/κe−lzdz (x < l) .
Combining (31) and (32) with the series expansions for z 7→ e−xz and z 7→ e−lz explicit
expressions for f may be obtained using residue calculus. Since Px (Ac) = 0 only one partial
eigenfunction is needed to solve (9) for the Laplace transform. For m = 1 we find that (see (10)
and (27))
Ex exp(−θτ − ζ Z) = exp(−µ(x − l))
lµ+ qλ
κ
µ
µ+ν + 1+ θκ
µ
µ+ ζ
Px (τ <∞) = (lµ+ qλ
κ
µ
µ+ ν + 1)
−1 exp(−µ(x − l)).
This shows in particular that τ follows a defective exponential distribution and confirms that
given τ <∞, the undershoot Z is exponentially distributed (µ) and independent of τ .
If m ≥ 2 the probability of ultimate exit can be evaluated by taking θ = 0 in (32). One finds
that
Px (τ <∞) =
m−1∑
s=0
(qλ/κ)s/s!
(
µ
µ+ν
)s
Γm−s(µx)
m∑
s=0
(qλ/κ)s/s!
(
µ
µ+ν
)s
Γm−s+1(µl)
,
where Γ i denotes the survival function for a gamma distribution with density t i−1e−t/Γ (i).
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It has been assumed so far that l ≥ 0. If l < 0 two partial eigenfunctions are needed and we
therefore require one more contour Γ : one may use Γ = {µ′ + it : t ∈ R} for some µ′ > 0 and
6= µ; cf. the discussion on the choice of contours in Section 5 below.
4.3. General positive jumps
For many applications where numerical solutions are sufficient there are no potential problems
in considering general forms, rather than just exponential, of the positive part, G+, of the jump
distribution. Even some of the more theoretical results obtained in the previous subsection hold
for a rather general G+. In the next example we demonstrate that for pλ/κ = 1, τ follows a
defective exponential distribution under weak conditions on the Laplace transform, L+, of G+.
Thus, assume that the ratio pλ/κ = 1, in particular κ > 0, and that l ≥ 0, so that exit by
continuity happens with probability zero. Repeating the arguments of the previous example we
deduce that a bounded partial eigenfunction for A is given by
f (x) =

∫
Γ
ψ0(z)e−xzdz exp(−ζ(l − x)) (x ≥ l),
−
∫
Γ
µ+ ζ
z − µψ0(z)e
−lzdz (x < l) ,
where Γ is a small circle centered at µ and H entering in (15) has the derivative (16) in a domain
containing µ. Representing the individual factors of ψ0 as Laurent series around µ one finds that
Ex exp(−θτ − ζ Z) = exp(−µ(x − l))
µl + qλ
κ
(1− L+(µ))+ 1+ θκ
µ
µ+ ζ ,
from which the probability Px (τ <∞) = Px (A j ) is obtained for θ = ζ = 0. We recognize the
distribution of the time to ruin as a defective exponential distribution!
5. A general class of negative jumps
In this section we return to the case where the distribution of the negative jumps belong to the
class G−, i.e.
G (dy) = pG− (dy) = p
r∑
k=1
αkµkeµk ydy (y < 0)
for some 0 < p ≤ 1 as in (12).
If there are positive jumps, p < 1, we shall below impose one condition on the behaviour of
the distribution G+; see (37). A main example to keep in mind where this condition is satisfied
is when G+ has the same structure as G−, i.e.
G (dy) = qG+ (dy) = q
s∑
k=1
βkνke−νk ydy (y > 0) (34)
for some s ∈ N, βk 6= 0 with∑βk = 1, 0 < ν1 < · · · < νs and the density of course ≥ 0 (in
particular β1 > 0). This form of G+ is used in Section 6 below for the study of two-sided exit
problems and entails the following form of the kernel (15):
ψ0(z) = z−θ/κ−1
(
r∏
k=1
(z − µk)−pλαk/κ
)(
s∏
k=1
(z + νk)−qλβk/κ
)
. (35)
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Fig. 1. The graph displays possible choices of the contours when the drift, κ , is negative (left) and positive (right).
In order to determine the joint Laplace transform of τ and Z we use the recipe presented in
Section 3 and look for partial eigenfunctions of the form given in Theorem 4. Thus, in order for
such an f to solve the equation
(A− θ I ) f (x) = 0 (x ≥ l)
we must solve the system of r linear equations (25) with respect to ci ,C ∈ C. Since we need
to determine both Ex
[
e−θτ ; Ac
]
and Ex
[
e−θτ−ζ Z ; A j
]
from (9) we must be able to produce
one and sometimes even two linearly independent partial eigenfunctions or equivalently one or
two linearly independent solutions to (25). To be precise two eigenfunctions are needed in the
case where exit by continuity is possible, Px (Ac) > 0, that is when lκ < 0. As the system (25)
consists of r equations with m + 1 unknowns it is required that one find m = r (when lκ ≥ 0)
or m = r + 1 (when lκ < 0) different functions fΓ of the form (14) where Γ satisfies the
assumptions of Proposition 2.
There is no canonical way to choose the desired number of contours Γ ⊆ C+, mainly for
the reason that integration along paths often depends only on endpoints of the contour. Presently
we shall give a general description of how the necessary number of contours may be obtained
without offering formal arguments that the corresponding eigenfunctions are actually linearly
independent. To fully understand the description it may be an advantage to consult Fig. 1.
For the discussion of the general choice of contours, it is natural to consider the two cases
κ < 0 and κ > 0 separately. With the specific choice to be given below, in order to define the
kernel ψ0 it suffices to use the principal value of the complex logarithm when evaluating powers
of z and z − µk : what is important is that all arguments arg z and arg (z − µk) should vary
continuously along the contour. In order for the contours to satisfy the integrability conditions
of Proposition 2 it is necessary to impose some a priori condition on the distribution G+ of the
positive jumps. These implicit conditions involve the behaviour of the kernel ψ0 from (15) for
|z| small and |z| large respectively. For |z| = r small we shall assume that if κ < 0, for θ > 0
there exists ρ = ρ (θ) > 0 such that as r → 0,
|ψ0 (z)| = O(r−ρ/κ−1), (36)
a condition clearly satisfied with ψ0 of the special form (35).
For |z| = R large, with the specific choice of contours presented below, conditions (i) and (ii)
from (18) are automatic if κ < 0 but if κ > 0, where the contours Γ ⊆ {µ+ it : t ∈ R} for some
µ > 0 are vertical lines or half-lines (see Fig. 1), a natural condition for (ii) to be satisfied is that
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as R →∞, for some ρ = ρ (θ) > 0,
|ψ0 (z)| = O(R−ρ/κ−2) (37)
in which case (i) also holds. It is essential that we are able to handle the case where G+ is as in
(34) with ψ0 accordingly given by (35). By inspection (37) is then satisfied if θ + λ > κ , which
holds for all θ ≥ 0 iff λ > κ . However, it is possible to cover the missing case λ ≤ κ and also
to deal with more general G+ by relaxing (37) as follows: with Γ ⊆ {µ+ it : t ∈ R} as above,
assume that for any a 6= 0 there is a ρ > 0 such that as |t | = R →∞
|ψ0 (µ+ it)− ψ0 (µ+ i (t + a))| = O(R−ρ/κ−2). (38)
Note that with ψ0 given by (35), this condition holds with ρ = θ + λ.
The condition (38) implies that
|ψ0 (z)| = O(R−ρ/κ−1),
and hence (i) from (18) holds and it may then be argued that even though the integral in (ii) may
diverge, it still holds that for x 6= 0,
Dx fΓ (x) = −
∫
Γ
ψ0 (z) ze−xzdz (39)
with the right hand side understood as the limit
lim
R→∞−
∫
ΓR
ψ0 (z) ze−xzdz
where ΓR = {µ+ it ∈ Γ : |t | < R}. (All this follows by standard arguments, exploiting the
simple fact that for any x 6= 0, t 7→ eixt is periodic with eix(t+pi/x) = −eixt .)
Together with (i), (iii) and (iv) from (18), it is the differentiation formula (39) that ensures the
validity of the conclusions from Proposition 2.
Negative drift, θ > 0:
By the arguments given above we need to describe r (if l ≤ 0) or r + 1 contours (if l > 0),
which can be done in the following way. Since κ < 0, by (36) the function g0 from (17) has a
zero at 0. Because α1 > 0 always, g0 (and ψ0) also has a zero at µ1. As the first contour we
therefore use the interval
Γ = ]0, µ1[
substituting as one may (see Section 3), |ψ0| for ψ0 in the integrand.
As for the remaining µk , g0 will have a root or a pole depending on whether αk > 0 or αk < 0.
If µk is a zero of g0, choose a semicircle in the lower (or upper; it does not matter) half-plane
centered on the real axis passing through µ1 and µk :
Γ =
{
1
2
(µ1 + µk)+ 12 (µk − µ1) e
is : −pi < s < 0
}
.
If µk is a pole of g0, choose a circle passing through µ1 that contains µ1, . . . , µk but not
µk+1, . . . , µr :
Γ =
{
1
2
(µ1 + µ)+ 12 (µ− µ1) e
is : −pi < s < pi
}
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where µk < µ < µk+1 and fΓ is the same for all choices of such µ (use Cauchy’s theorem to
verify this). Thus we have obtained r different contours and as the last curve use a contour in the
lower right quadrant joining zero and the point +∞, e.g.
Γ =
{
1
2
(µ1 + µ)+ 12 (µ− µ1) e
is : −pi < s < 0
}
∪ {µ+ s : s ≥ 0} (40)
with µ = µr if µr is a root and µ > µr if µr is a pole. This r + 1st contour should be used only
if l > 0 and indeed: if l ≤ 0 and l ≤ x ≤ 0, the contribution to fΓ consisting of the integral∫∞
µ
|ψ0 (t)| e−xtdt diverges!
Negative drift, θ = 0:
For θ = 0 the integral ∫ µ10 |ψ0 (t)| e−xtdt = ∞ so the first contour from the case θ > 0 can
no longer be used while the remaining contours from above are still available. If ζ = 0 these
latter suffice since for l > 0 we have Px (Ac) + Px
(
A j
) = 1 for x ≥ l wherefore only one
partial eigenfunction is needed, and for l ≤ 0 we know that Px (A j ) = 1 so there is nothing to
compute. If ζ > 0 we must however find a substitute for the diverging integral and this is done
as follows: as new contour Γ use a circle centered in the interior of ]0, µ1[, crossing R at µ1 and
a point µ < 0 such that ψ0 is holomorphic in an open disk containing the circle, except for the
singularity of order 1 at the origin. A straightforward application of residue calculus shows that
the resulting fΓ is proportional to
f ∗(x) =
{
1 x ≥ l,
0 x < l.
Positive drift, all θ ≥ 0:
For κ > 0, µ1 is always a pole for g0. We now associate one contour with each µk as follows:
If αk < 0 then g0 in (17) has a zero at µk and we use the half-line
Γ = {µk + it : 0 < t <∞}. (41)
In the case of αk > 0 so that µk is a pole, we use the line
Γ = {µ+ it : −∞ < t <∞} (42)
where µ belongs to the open interval ]µk−1, µk[ using the convention µ0 = 0; the integrals
defining fΓ converge because of (37) and all the fΓ are the same for all choices of µ ∈
]µk−1, µk[, see Remark 7. Thus r contours are obtained which is all that is needed if l > 0.
As the last curve, required when l < 0, if µr is a zero for g0 we may choose
Γ = {µr + it : −∞ < t < 0}
and if µr is a pole we can use a contour of the form (42) with µ > µr : it is indeed the case that
the resulting fΓ is nonzero and bounded on [l,∞[ exactly when l < 0; cf. Remark 7.
The contours given here are because of the transience of the process X relevant for all θ ≥ 0:
e.g. for θ = ζ = 0, for l < 0 we still need to find both Px (Ac) and Px
(
A j
)
since both are > 0
and Px (Ac)+ Px
(
A j
)
< 1.
Remark 7. It is important to understand why in the case κ > 0 all fΓ with Γ as in (42)
and an arbitrary µ ∈ ]µk−1, µk[ are identical: suppose µ′ ∈ ]µk−1, µk[ with µ < µ′. By
Cauchy’s theorem the integral fΓR (x) = 0 (for all x ∈ R) where for R > 0, ΓR is the closed
rectangle consisting of the (non-orientated) vertical line segments {µ + it : −R ≤ t ≤ R}
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and {µ′ + it : −R ≤ t ≤ R} and the horizontal line segments {t + iR : µ ≤ t ≤ µ′} and{
t − iR : µ ≤ t ≤ µ′}. Because of (37) the contributions along the horizontal bits vanish as
R →∞ and the desired conclusion follows.
It is also important to understand the more subtle reason why if κ > 0 the function fΓ
with Γ = {µ + it : −∞ < t < ∞} for µ > µr is nonzero and bounded exactly
when l < 0. But now fΓR ≡ 0 with ΓR the closed contour defined by the line segment{µ+ it : −R ≤ t ≤ R} and the semicircle CR =
{
µ+ Reit : −pi2 ≤ t ≤ pi2
}
. For x ≥ 0 we have∣∣ fCR (x)∣∣ ≤ ∫CR |ψ0(z)| e−µxdz and since the length of the semicircle is O(R) as R → ∞ it
follows from (37) that limR→∞ fCR (x) = 0 and consequently we see that fΓ (x) = 0 for x ≥ 0;
in particular fΓ ≡ 0 on [l,∞[ if l ≥ 0! For x < 0 the exponential function e−xz in the integral
fCR is unbounded as R → ∞ so there is no reason why the limit should vanish. That fΓ is
bounded on [l,∞[ if l < 0 is obvious from∫
Γ
|ψ0(z)|
∣∣e−xz∣∣ dz ≤ e−lµ ∫
Γ
|ψ0(z)| dz <∞,
the last integral converging because of (37).
The choices for Γ listed above constitute just one possible selection among many. We shall
briefly discuss various alternatives, some of which are quite natural while others may be easier
to use for numerical calculations. It should be noted that any resulting alternative function fΓ
(assuming it to be bounded and continuous on [l,∞[) must be a linear combination of the fΓ ’s
obtained from the selection above as may be verified using Cauchy’s theorem and other results
from the theory of contour integration in C.
A particularly simple choice of contours, i.e. intervals, is possible when κ < 0 and G− is
a convex combination of exponentials. Then all the µk are zeros for g0 and one may use the
integrals∫
Ik
|ψ0(t)| e−xtdt (43)
for 1 ≤ k ≤ r with Ik = ]µk−1, µk[ (with I1 allowed only if θ > 0), adding the interval
Ir+1 = ]µr ,∞[ when l (and therefore x) is > 0. More generally the integral (43) may be used if
κ < 0 whenever g0 (µk−1) = g0 (µk) = 0.
An alternative choice of contours involves half-lines and (boundaries of) wedges of the
following form: for some µ > 0, c+ > 0, c− > 0
Γµ,c+ = {(µ+ t)+ ic+t : t > 0} , Γµ,c− = {(µ+ t)− ic−t : t > 0} ,
Γµ,c+,c− = {(µ− t)+ ic−t : t < 0} ∪ {(µ+ t)+ ic+t : t ≥ 0} ,
(essentially Γµ,c+,c− = Γµ,c+ ∪ Γµ,c− ). For Γµ,c+ ,Γµ,c− it is fine to use principal values of
all logarithms log z and log (z − µk) when defining ψ0, but for Γµ,c+,c− it may be necessary
to switch to other versions in order that the logarithm vary continuously along the wedge. The
half-lines and wedges just described are applicable no matter what is the sign of κ although one
must check the integrability conditions from (18) first, e.g. the integral∫
Γµ,c+
ψ0(z)e−xzdz
converges only if x > 0 or if x = 0 and κ > 0 (cf. (37)).
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We conclude this section by presenting two examples, one with explicit analytic calculations,
the second involving numerical integration along contours in the complex plane.
Example 8. For the first example, let l > 0 and consider the case where p = 12 , κ = 1, λ = 4
with the jump distribution given by
G(dy) =

1
2
e−ydy (y > 0) ,
1
2
(
1
2
ey + e2y
)
dy (y < 0) .
With (cf. (35))
ψ0(z) = z−θ−1(z + 1)−2(z − 1)−1(z − 2)−1
and Γi , i = 1, 2, small circles centered at i define
gi (x) =
∫
Γi
ψ0(z)e−xzdz
Mik =
∫
Γi
k
z − kψ0(z)e
−lzdz, i, k = 1, 2.
If, corresponding to taking ζ = 0, c1, c2,C are chosen such that (see (25))
c1M11 + c2M21 + C = 0
c1M12 + c2M22 + C = 0
then
f (x) =
{
c1g1(x)+ c2g2(x) (x ≥ l) ,
C (x < l) ,
is a partial eigenfunction for A and we conclude that
Ex exp(−θτ) = f (x)
C
.
Using calculus of residues one finds that, ignoring the common factor 2pi i,
g1(x) = −14e
−x ,
g2(x) = 192
−θ−1e−2x ,
M11 = 14 (θ + l + 1)e
−l ,
M12 = 12e
−l ,
M21 = 192
−θ−1e−2l ,
M22 = −192
−θ−1
(
θ + 2l + 13
3
)
e−2l ,
and it is now easy to determine the constants c1, c2 and C . For l = θ = 0 taking C = 1 we
find c1 = − 6419 , c2 = − 5419 and the probability of ultimate exit as a function of the initial value
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Fig. 2. The graphs display the probability of exit by jump for Example 9.
becomes
Px (τ <∞) = 16
19
e−x − 3
19
e−2x (x > 0).
Similarly, for ζ ≥ 0 one finds
Ex
[
e−ζ Z ; A j
]
= 1
19 (1+ ζ ) (2+ ζ )
(
(32+ 19ζ ) e−x − 6e−2x
)
leading in particular to the following quaint expressions for the limiting Laplace transforms of
the undershoot given that ruin occurs in finite time:
lim
x→∞E
x
[
e−ζ Z |τ <∞
]
= 32+ 19ζ
16 (1+ ζ ) (2+ ζ ) ,
lim
x→0E
x
[
e−ζ Z |τ <∞
]
= 26+ 19ζ
13 (1+ ζ ) (2+ ζ ) .
Example 9. For the second example, assume that l > 0, κ = −1, and r = 2 with α1 = 2,
α2 = −1, µ1 = 1, µ2 = 2 and s = 1 with ν = 1. Thus the density for the negative jumps is
2ey (1− ey) for y < 0 while the positive jumps are exponential at rate 1. We have that µ1 is
a zero for g0 and µ2 is a pole; hence to determine the Laplace transform for τ we need three
integrals and choose f]0,µ1[, fΓµ1,c+ and fΓµ1,c− . In order to find the probability of exit by jump
pi j (x) = Px
(
τ <∞; A j
)
only fΓµ1,c+ and fΓµ1,c− (for θ = 0) are required since ruin is certain
(and for θ = 0, the integral f]0,µ1[ diverges).
In Fig. 2 we display on the left the exit probability pi j (x) for x = 2 and λ = 1 fixed, but for
different values of the ruin level l and different values of p. In the figure on the right pi j (x) is
displayed for x = 2, p = 0.8, and different values of l and λ. The computations were done by
taking θ = 0, using c+ = c− = 1 and solving the resulting equation system for the coefficients
c1 and c2 when assuming that C = 1. Note that the ruin probabilities computed here depend on
the ratio λ/κ only; for the general Laplace transforms this is not the case.
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6. Exit times for two-sided intervals
Let l < u and consider the two-sided exit time
τ = inf{t > 0 : X t < l or X t > u}
from the closed interval [l, u]. Assuming, as we shall for the remainder of this section, that
0 < p < 1, the process can always exit the interval by jumping to a level above u or below l.
Further, depending on the signs of κ, l, and u the process may with positive probability leave the
interval by moving continuously through either of the barriers l or u. Corresponding to the four
types of exit, consider the events
A j,l = (τ <∞, Xτ < l), A j,u = (τ <∞, Xτ > u)
and
Ac,l = (τ <∞, Xτ = l), Ac,u = (τ <∞, Xτ = u),
the last two designating exit by continuity.
Let θ > 0, ζ ≥ 0 and ρ ≥ 0 be given. If f is differentiable on [l, u] and takes the form
C exp(−ζ(l − x)) (x < l) ,
C exp(−ρ(x − u)) (x > u) ,
then, provided f is a partial eigenfunction,
A f (x) = θ f (x) (l ≤ x ≤ u) , (44)
we have in analogy with (9) that
f (x) = CEx
[
e−θτ−ζ(l−Xτ ); A j,l
]
+ CEx
[
e−θτ−ρ(Xτ−u); A j,u
]
+ f (l)Ex [e−θτ ; Ac,l]+ f (u)Ex [e−θτ ; Ac,u] (45)
for l ≤ x ≤ u. Note that the third term on the right is nonzero if and only if lκ < 0 and the
fourth is nonzero exactly when uκ > 0. In order to determine the partial Laplace transforms
for τ appearing on the right of (45), we need to find up to four linearly independent partial
eigenfunctions. We shall now outline how this can be done when considering
G− (dy) =
r∑
k=1
αkµkeµk ydy (y < 0)
as before and assuming a similar structure for the positive jumps exactly as in (34):
G+ (dy) =
s∑
k=1
βkνke−νk ydy (y > 0)
with s ∈ N, 0 < ν1 < · · · < νs , all βk 6= 0 and the density ≥ 0.
We shall replicate the procedure from Section 3 and look for partial eigenfunctions of the
form
f (x) =
m∑
i=1
ci fΓi (x)+ fC,C (x) (46)
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for suitable constants C,C, c1, . . . , cm ∈ C. Here each Γi is a contour in C and
fΓi (x) =

∫
Γi
ψ0 (z) e−xzdz (l ≤ x ≤ u)
0 (x < l or x > u)
with the kernel ψ0 given by (35), the form matching the structure of the positive jumps. Further,
the function fC,C is defined through
fC,C (x) =
C exp(−ρ(x − u)) (x > u)0 (l ≤ x ≤ u)C exp(−ζ(l − x)) (x < l). (47)
In analogy with (24), introduce
M lik = µk
∫
Γi
ψ0 (z)
z − µk e
−lzdz, Muik = νk
∫
Γi
ψ0 (z)
z + νk e
−uzdz
and note that if the conditions from (18) together with their counterparts obtained by replacing l
by u are satisfied then
(A− θ I ) fΓi (x) = pλ
r∑
k=1
αkM like
−µk (x−l) − qλ
s∑
k=1
βkMuike
−νk (u−x),
for l ≤ x ≤ u. Since also
(A− θ I ) fC,C (x) = pλC
r∑
k=1
αk
µk
µk + ζ e
−µk (x−l) + qλC
s∑
k=1
βk
νk
νk + ρ e
−νk (u−x),
it follows that a function of the form (46) is a partial eigenfunction on [l, u] in the sense of (44)
provided the following system of linear equations holds (for ρ = ζ = 0):
m∑
i=1
ciM lik + C = 0 (1 ≤ k ≤ r) ,
m∑
i=1
ciMuik − C = 0 (1 ≤ k ≤ s) .
(48)
The necessary number of partial eigenfunctions, or equivalently the number of nonzero terms in
(45), is 2 + 1(lκ < 0) + 1(uκ > 0). As (48) consists of r + s equations with m + 2 unknowns
we must have
r + s + 2+ 1(lκ < 0)+ 1(uκ > 0) = m + 2
and therefore need to specify m = r+s+1(lκ < 0)+1(uκ > 0) contours Γi . On Fig. 3 we have
sketched how the first r + s contours may be chosen with the contours located in the negative
half-plane constructed in analogy with those in the positive half-plane from Section 5. We now
illustrate how the additional one or two contours required may be chosen when the continuous
passage across either boundary is possible.
Negative drift, θ > 0:
If κ < 0 exit from [l, u] by continuity is possible if either 0 < l < u or l < u < 0. In the
first case the remaining contour corresponds to the ‘semicircle’ joining zero and +∞ (cf. (40)),
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Fig. 3. The graph displays possible choices of the contours when the drift, κ , is negative (left) and positive (right).
Table 1
The four exit probabilities for Example 10
p l
−0.1 −0.5 −1 −3
0.1 0.592 0.351 0.596 0.354 0.599 0.356 0.603 0.359
0.002 0.054 0.010 0.041 0.018 0.027 0.031 0.006
0.3 0.548 0.274 0.555 0.279 0.562 0.283 0.571 0.289
0.006 0.172 0.031 0.136 0.056 0.099 0.106 0.034
0.5 0.494 0.194 0.503 0.199 0.509 0.203 0.519 0.208
0.011 0.301 0.053 0.246 0.097 0.191 0.191 0.083
0.7 0.434 0.114 0.440 0.117 0.445 0.120 0.451 0.123
0.015 0.437 0.074 0.369 0.137 0.298 0.278 0.149
0.9 0.367 0.037 0.369 0.038 0.371 0.039 0.373 0.039
0.020 0.577 0.095 0.498 0.176 0.414 0.361 0.227
0.95 0.349 0.018 0.350 0.019 0.351 0.019 0.352 0.019
0.021 0.612 0.100 0.530 0.186 0.444 0.380 0.248
whereas in the latter case the r + s + 1st contour is described by the corresponding ‘semicircle’
joining zero and −∞.
Positive drift, θ > 0:
When the deterministic part pulls the process away from zero (κ > 0), it can move
continuously across the upper barrier when u > 0 and across the lower barrier when l < 0.
Note (see Fig. 3) that the vertical line to the left of −νs gives rise to a nonzero integral exactly
when u > 0 and that the vertical line to the right of µr yields a nonzero integral when l < 0.
For θ = ρ = ζ = 0 since always Px (τ <∞) = 1, no matter what the sign of the drift is,
one partial eigenfunction less is required; cf. the discussion of the one-sided exit problem from
Section 5. We shall not go into the details but instead present a numerical example involving the
computation of four exit probabilities.
Example 10. Assume that κ = 1, λ = 1 and consider the same jump structure as in Example 9:
r = 2 with α1 = 2, α2 = −1, µ1 = 1 and µ2 = 2 while s = 1 and ν1 = 1. Table 1 lists the four
exit probabilities, for p and l < 0 varying, assuming that the initial state of the process is x0 = 12
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and that u = 2. In each cell the four probabilities are listed according to the pattern
Ac,u A j,u
Ac,l A j,l .
The calculations were done using the vertical half-lines or full lines discussed above; see (41)
and (42).
7. An extension
As noted in (3), the PDMP X is an Ornstein–Uhlenbeck process solving a stochastic
differential equation driven by a compound Poisson process. It is easy to generalize this to
dX t = (α + κX t ) dt + dUt
since if X solves this SDE, then X˜ solves (3) where X˜ t = X t + ακ and thus Laplace transforms
of exit times and undershoots etc. are immediately available from the results presented so far.
A much more interesting extension is obtained by introducing a standard Brownian motion
(Bt ) independent of (Ut ) and considering X = (X t ) solving
dX t = κX tdt + dUt + σdBt
with σ > 0 corresponding to the generator
A f (x) = κx f ′(x)+ 1
2
σ 2 f ′′(x)+ λ
∫
f (x + y)G(dy)− λ f (x)
(cf. (2)). Going through the analysis exactly as in Section 3 one finds that a new kernel function
ψ1 emerges which can be found by solving explicitly a first-order differential equation,
ψ1(z) = z−θ/κ−1
(
r∏
k=1
(z − µk)−pλαk/κ
)
exp
(
−qλ
κ
H(z)
)
exp
(
σ 2
4κ
z2
)
,
i.e.ψ1 isψ0 multiplied by a factor, exponential in z2. It is now possible to study the one-sided and
two-sided exit problems exactly as was done for the original model (3) (σ = 0) and even to use
exactly the same contours as are presented in Section 5 for the case σ = 0. There is however one
difference that should be noted: consider e.g. the one-sided exit problem consisting in crossing
the level l from an initial state x > l. The presence of the Brownian component implies that
crossing l continuously is always possible where if σ = 0 a continuous exit is possible precisely
when lκ < 0. This means that relative to the discussion in Section 5 it is necessary to find one
more contour Γ if (i) κ < 0 and l ≤ 0 or (ii) κ > 0 and l ≥ 0. But in case (i) one may now
also use the contour (40) if l ≤ 0 since the presence of the factor exp
(
σ 2
4κ z
2
)
when κ < 0 of
course ensures convergence of the integral along the real line from µ to infinity. And in case (ii),
if e.g. µr is a pole for g0 we may use the contour Γ given by (42) for some µ > µr ; in particular
the argument given in Remark 7 that fΓ vanishes for l ≥ 0 is invalidated due to the influence of
the extra exponential factor.
A brief comment concerning integrability: for bounded contours the extra factor does not
create problems and as we have seen, if κ < 0 it is fine to integrate z 7→ ψ1(z)e−xz from µ > µr
to∞. If κ > 0 we need integrability along the contours given by (42) for different µ > 0 which
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is fine because∣∣∣∣exp(σ 24κ (µ+ it)2
)∣∣∣∣ = exp(σ 24κ (µ2 − t2)
)
goes to 0 rapidly as t →±∞.
If formally we take λ = 0 we are back to the standard continuous Gaussian
Ornstein–Uhlenbeck process in its positive recurrent (κ < 0) or transient (κ > 0) form and
obtain the following form for ψ1:
ψ2(z) = z−θ/κ−1 exp
(
σ 2
4κ
z2
)
.
For the one-sided exit problem across l from x > l, since we can now only cross by continuity
only one partial eigenfunction f is needed and (9) reduces to
Ex exp(−θτ) = f (x)
f (l)
.
The analogue of Proposition 2 simply states that for θ > 0, (A− θ I ) fΓ ≡ 0 on [l,∞[
with fΓ (x) =
∫
Γ ψ2(z)e
−xzdz provided Γ is such that the first three conditions from (18) are
satisfied. Since A is a pure differential operator, to obtain A fΓ on [l,∞[ we only need fΓ (x)
for x ≥ l and therefore obtain the following bounded partial eigenfunctions for the cases with
negative and positive drift respectively, considered for x ≥ l only:
f (x) =
∫ ∞
0
ψ2(t)e−xtdt if κ < 0,
f (x) =
∫ ∞
−∞
ψ2 (µ+ it) e−x(µ+it)dt if κ > 0
with µ > 0 in the last expression. In the case κ < 0 this yields the well known expression
Ex exp(−θτ) = exp
(
− κ
2σ 2
(x2 − l2)
) Dθ/κ (x/√−σ 2/2κ)
Dθ/κ
(
l/
√−σ 2/2κ)
with Dθ/κ the parabolic cylinder function given by
Dθ/κ(x) = e
−x2/4
Γ (−θ/κ)
∫ ∞
0
t−θ/κ−1e−t2/2−xtdt;
see e.g. Proposition 2.1 in Alili et al. [1].
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