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1.1 Complexity in living systems 
“Thou know’s ‘tis common; all that lives must die, 
passing through nature to eternity” 
    ‐ William Shakespeare, Hamlet, Act I, scene 2, lines 72‐73 
 
Life actually is all around. It is quite likely that you, dear reader, are alive yourself, but 
cannot say how life comes about. As it turns out, nobody does, and the enigma of life 
remains one of the greatest scientific challenges yet to be resolved.[1] For a long time 
mankind required celestial  intervention, a spark of  life or spontaneous generation to 
explain the origins of our existence.[2] Nowadays, a more scientific hypothesis is pursued, 
which states that life is a property that emerges from the interactions between trillions 
of molecules.[3] Intriguingly, the difficulty of finding out how a soup of dead molecules 
leads  to  life  goes  beyond  the  sheer  number  of  chemical  species  involved.  The 
interactions  between  molecules  in  living  organisms  lead  to  vast  chemical  reaction 
networks  (CRNs)  and  create a highly  complex physicochemical  environment within  a 
cell, which we hardly understand from a chemical point of view.   
  Furthermore, all  living organisms temporarily avoid reaching thermodynamic 
equilibrium by exchanging molecules with their environment, thereby acting as an open 
system. The phrase “temporarily avoid” in the previous sentence is ominous, because it 
indicates  that  all  that  lives  will  eventually  reach  an  equilibrium  (i.e.  they  die)  as 
Shakespeare already eloquently noted. Living cells operate far‐from‐equilibrium and are 
inherently dynamic to stay alive, and all the interactions and reaction rates need to be 
suitably  balanced.  These  features  are  very  different  from  classical  synthetic  organic 
chemistry  where  one  reaction  at  a  time  is  performed  in  a  closed  flask,  reaching 
equilibrium at a rate that typically is of no interest to the chemist. Studying the dynamic 
nature  of  life  therefore  requires  new  approaches  and  a  different  chemical  intuition, 
which are an important focus of this thesis.   
  Naturally, there are multiple views on which approach to take: cell biologists 
map all the interactions within cellular CRNs,[4] mathematicians try to model CRNs with 
elegant  equations,[5]  while  others  try  to  make  the  cell  less  complex  by  creating  a 
minimal,  synthetic  genome  in  a  top‐down  approach.[6,7]  Our  group,  amongst  others, 
does  the exact opposite of  the  latter example. We employ a bottom‐up approach  in 
which  we  use  general  frameworks  to  create  CRNs  with  ever  increasing  complexity 
showing  ever  more  exotic  behaviour.[8]  Initially,  these  CRNs  and  their  output  are 
relatively simple, but as we learn more about reaction networks, the more complex the 
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behaviour can become. Ultimately, the goal  is to synthesize a living cell from scratch, 
and many believe  this  feat will  complete our understanding of  life,  in which  respect 
Richard Feynman is often quoted (“What I cannot create, I do not understand”).  
  The purpose of this Chapter is to give a sense of how complex the question of 
life  is,  and  to describe  examples of  the bottum‐up  approach  towards  answering  this 
question. Additionally, this Chapter will deal with how scientists emulate the dynamic 
properties of living organisms to create new, life‐like materials. Finally, an outline of this 
thesis is presented.   
1.1.1 Reaction networks in the cell 
The cell  is generally considered to be the basic unit of  life, and can be seen as a tiny 
biocomputer with remarkable properties.[9] Cells are able to sense their environment, 
communicate  with  it,  and,  if  necessary,  respond  to  the  signals  they  perceive  in  an 
appropriate way. These signalling pathways comprise myriad proteins, nucleic acids and 
small molecules that are organised in CRNs with highly nonlinear kinetics.[10] Just like in 
a computer, the transfer of information is regulated by feedback loops that activate or 
inhibit certain species along the signal transduction cascade.[11] The properties of the 
network  depend  on  the  types  and  number  of  feedback  loops  involved,  called  the 
network  topology,  and  the  reaction  rates.  Several  complex  behaviours  arise  from 
different topologies, such as bistability, adaptation, oscillations, and patterns, which will 
now be discussed in more detail.   
  Bistable switches are relatively simple, but enable the transition to a different 
stable state upon receiving a transient signal as depicted in Figure 1.1A. A small topology 
suffices  to  obtain  bistability,  for  example  by  combining  a  positive  feedback  loop 
(necessary  to create nonlinearity) and a process antagonizing autocatalysis.  In Figure 
1.1A, a bistable system switches between two stable states depending on temperature. 
At intermediate temperature (stages I, III, and V in Figure 1.1A), the state of the system 
depends on its history, a property called hysteresis. Outside the bistable regime, only 
one  state  can  be  adopted,  in  this  case  either  high  levels  of  molecule  A  (high 
temperature)  or  low  concentrations  of  A  (low  temperature).  Bistable  switches  are 
pivotal  in  all‐or‐none  responses  within  the  living  cell,  for  example  in  cell  cycle 
control[12,13] and apoptosis.[14]   
  Other  relatively  simple  CRNs  are  feedforward  loops,[15,16]  that  can  result  in 
transient, pulse‐like responses even when the input signal is maintained at a constant 
level. This behaviour is called adaptation, which is frequently used in Nature to detect 
fold changes or to cancel noise propagation in networks.[17]    
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  More complex already are oscillations,  in which  the concentration of one or 
multiple  components  varies  in  time.  A  wide  range  of  topologies  can  give  rise  to 
oscillations, of which two are depicted in Figure 1.1B. Oscillatory behaviour is abundant 
in Nature, e.g. in calcium signalling pathways and proteins that determine the timing of 
cell division, but also at an organismal level where circadian rhythms are regulated.[18] 
 
Figure  1.1  | Various  examples  of  complex  behaviour. A) A  bistable  switch.  The  network  topology  shows 
autocatalysis of component A, which is inhibited by compound B. At intermediate temperatures (stages I, III, 
and V of the right panel) two different stable states can be adopted (bistability is observed) that depend on 
the history of the system (a property called hysteresis). Outside the bistable regime (low or high temperature, 
stages II and IV, respectively) can adopt only one stable state. B) Two different topologies leading to temporal 
oscillations in the concentration of component A. C) Pattern formation in a hydrogel. Compound A is formed 
autocatalytically, but diffuses slowly. A also forms its own inhibitor B, which diffuses rapidly.  In a reaction‐
diffusion setup, stable spots with high concentrations of A can arise. 
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Chapter 1 – A quest for life 
Chemical oscillations are able to synchronise or can become entrained, comparable with 
physical oscillators such as a pendulum.   
  Chaos arises when under specific conditions oscillations develop into a more 
complex trajectory that never repeats itself, and is deterministic yet unpredictable due 
to extreme sensitivity to parameter values.[19] Chaotic oscillations are encountered  in 
cardiac  arrhythmia,[20]  and  interestingly,  some  cells  prevent  chaos  by  oscillating  at 
appropriate  frequencies  away  from  the  critical  transitions  that  lead  to  chaos.[21] 
  Reaction‐diffusion (RD) networks, in which the components diffuse and react 
at similar timescales,[22] can result in quorum sensing, where particles or organisms can 
sense their environment (for example cell density). In addition, RD networks may lead 
to the formation of spatiotemporal patterns (Figure 1.1C).[23] These patterns might be 
static or dynamic, and can display a wide variety of distinct shapes. In Nature many of 
these patterns are  found,  for example  in animal skin, although the exact mechanism 
how these patterns arise is still debated.[24,25] The static pattern of spots in Figure 1.1C 
arises because the autocatalyst A diffuses slowly, while it produces its own, fast‐diffusing 
inhibitor B. Locally, both A and B are produced, but B quickly diffuses away from the site 
of production. Consequently, in the middle of the spot autocatalysis dominates and a 
high concentration of A is reached. However, as A slowly diffuses away, it is inhibited by 
the high concentration of B as a result of the latter’s diffusive behaviour. Therefore, the 
autocatalysis stays contained within the spot of high concentration of A, and a static 
pattern is observed.   
  When these patterns affect the properties of the material in which the network 
is embedded, morphogenesis (i.e. shape formation) may arise as first postulated by Alan 
Turing in his seminal 1952 paper.[26] Morphogenesis is extensively studied in embryonic 
development,[27] and  is one of the most complex processes of which we have a basic 
understanding.     
1.1.2 The importance of kinetics 
The importance of kinetics in a reaction network is exemplified in Figure 1.2A, where 
one of the topologies is depicted that may result in oscillatory behaviour (see also Figure 
1.1B). In this CRN, compound A is produced autocatalytically, but A also forms its own 
inhibitor  B  with  a  certain  delay.  To  keep  the  system  out‐of‐equilibrium,  one  would 
typically flow in the precursors of A and B (A* and B*, respectively) into a continuously 
stirred tank reactor (CSTR) with a certain flow rate and follow the output of the CRN in 
time (Figure 1.2B). Sometimes, a catalytic amount of A is also necessary to kickstart the 
reactions in the network.    
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  More complex already are oscillations,  in which  the concentration of one or 
multiple  components  varies  in  time.  A  wide  range  of  topologies  can  give  rise  to 
oscillations, of which two are depicted in Figure 1.1B. Oscillatory behaviour is abundant 
in Nature, e.g. in calcium signalling pathways and proteins that determine the timing of 
cell division, but also at an organismal level where circadian rhythms are regulated.[18] 
 
Figure  1.1  | Various  examples  of  complex  behaviour. A) A  bistable  switch.  The  network  topology  shows 
autocatalysis of component A, which is inhibited by compound B. At intermediate temperatures (stages I, III, 
and V of the right panel) two different stable states can be adopted (bistability is observed) that depend on 
the history of the system (a property called hysteresis). Outside the bistable regime (low or high temperature, 
stages II and IV, respectively) can adopt only one stable state. B) Two different topologies leading to temporal 
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  Suppose that the positive feedback loop operates at a much shorter timescale 
than the negative loop (i.e. there is a long delay in the production of B, Figure 1.2C). In 
this case, autocatalysis will outrun inhibition, and B* will be flushed out of the reactor 
before it can be converted into sufficient concentrations of B to significantly inhibit A. 
Consequently, a stable, high concentration of A is measured in the reactor.   
  If the opposite would be true, the kinetics of the negative feedback loop would 
be faster than those of the positive feedback (i.e. a short delay in inhibitor production, 
Figure  1.2D).  Now,  after  initially  a  tiny  amount  of  A  is  formed,  enough  B  is 
 
Figure  1.2  |  The  importance  of  kinetics  in  a  chemical  oscillator. A)  The  network  topology.  Compound  A 
autocatalytically  produces  more  of  itself  from  its  inactive  precursor  A*.  Furthermore,  A  catalyzes  the 
formation of inhibitor B from the inactive compound B*. B) A typical experimental setup using a continuously 
stirred tank reactor (CSTR). A*, B*, and a catalytic amount of A flow into the reactor, and all contents of the 
CSTR (including B formed in the network) are flushed out. C‐E) Different responses in the system depending 
on the relative rates of the positive and negative feedback loops. 
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created to inhibit A before it can be amplified. As a result, the concentration of A may 
remain low after an initial, small peak. If the negative feedback loop is extremely fast, 
the resulting concentration of A may never even exceed a baseline level, as the catalytic 
amount of A added continuously already produces enough B to fully inhibit A.   
  Finally,  if  the kinetics within the CRN are suitably balanced, oscillations arise 
(Figure 1.2E). In this case, A is formed and amplified through autocatalysis for some time, 
but then after a delay inhibition by B dominates and the concentration of A returns to a 
basic level, enabling the CRN to go through another cycle. Thus, sustained oscillations 
are achieved. Naturally, this explanation is inherently oversimplified, as the rates of the 
different feedback loops during an oscillation change continuously as the concentrations 
constantly fluctuate. Furthermore, flow rate is also important in this case, as a low value 
would resemble batch conditions (and would inevitably lead to reaching thermodynamic 
equilibrium). On the other hand, a high flow rate would not allow the molecules the time 
to react, and the outflow would be almost identical to the inflow.     
  Importantly,  in  living  cells  the  reaction  rates  are  heavily  dependent  on  the 
spatiotemporal  distribution  of  biomolecules,  which  is  tightly  regulated  by  diffusion, 
active transport, supramolecular interactions, and reactions in the CRNs themselves.[28] 
Moreover, the overall high concentration of proteins inside the cell (~ 300 g/L) leads to 
macromolecular  crowding,  which  affects  reaction  rates  and  diffusion  constants  of 
biomacromolecules.[29] In addition, low local concentrations of species lead to stochastic 
effects,  in which  reactions  happen by  chance,  causing  variations  between  otherwise 
identical cells.[30] For  these reasons,  the physicochemical environment within  the  cell 
adds even more layers of complexity to life.  
1.2 Creating complex chemical reaction networks 
It is clear that unravelling how life emerges from a soup of non‐alive molecules is still an 
incredibly  difficult,  if  not  impossible  task.  Furthermore,  the  design  of  artificial  CRNs 
showing any form of complex behaviour is still a challenge in itself.[8,31] The first hurdle 
consists  of  finding  the  right  network  topology,  as  only  certain motifs may  yield  the 
desired behaviour.[18] Secondly, the appropriate chemistry and compounds need to be 
selected to fulfill the requirements set by the network topology. As explained before, 
the kinetics of production and consumption of compounds in the network need to be 
balanced to obtain the desired dynamics, and as a consequence, background reactions 
may only marginally interfere with the main reactions within the CRN.[32]    
  The  next  part  of  this  Section  will  deal  with  examples  of  the  bottom‐up 
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approach, ranging from networks based on inorganic chemistry to genetic circuits and 
comprising  a  wide  variety  of  complex  behaviours.  Many  of  these  networks  were 
serendipitously  discovered  rather  than  designed,  and  it  is  generally  difficult  to 
understand and control the kinetics in these CRNs.    
1.2.2 CRNs based on inorganic reactions    
In  the  second  half  of  the  nineteenth  century,  German  chemists  Friedlieb  Ferdinand 
Runge and Raphael Eduard Liesegang were the first to experimentally observe complex 
behaviour in a chemical system.[33,34] They found periodic precipitation of insoluble salts 
when they performed experiments with reagents (Figure 1.3A), typically silver nitrate 
and  potassium  dichromate,  that  diffused  through  blotting  paper  (Runge)  or  gels 
(Liesegang).    
  In 1921, William C. Bray discovered damped oscillations  in  iodine concentra‐
tion  in  a  homogeneous,  stirred  reaction  containing  hydrogen  peroxide,  potassium 
iodate,  and  sulphuric  acid.[35]  The  reaction  was  performed  without  in‐  or  efflux  of 
reagents  and  hence,  an  equilibrium  was  eventually  reached.  At  the  time,  Bray’s 
discovery was met with considerable scepticism from fellow chemists, who believed that 
his results defied the Second Law of thermodynamics.   
  Thirty years later, Boris Belousov’s serendipitous discovery of another oscillator 
that produced spatiotemporal patterns in an RD network was again criticised by other 
scientists. After Belousov published his work  in an obscure  journal, his  investigations 
were eventually continued by Anatol Zhabotinsky, who gained more recognition for the 
now famous Belousov‐Zhabotinsky (BZ) reaction.[36] The problem of the Second Law was 
solved  around  the  same  time  by  Prigogine  and  colleagues,  who  mathematically 
described how a combination of nonlinear reactions and an open system can lead to a 
(local) increase in order and hence, complex behaviour.[37]    
  Although  there  are  many  recipes  for  the  BZ  reaction,[38]  they  all  result  in 
oscillations of bromide ions and changes in the redox state of the reaction mixture. The 
rich behaviour observed  in the BZ reaction ranges  from bistability and oscillations,[19] 
chaos,[39–41]  synchronization,[42–44]  and  quorum  sensing  (see  Figure  1.3B)[45]  in  CSTRs. 
Moreover,  in RD systems  the BZ  reaction displays wave propagation  (Figure 1.3C),[46] 
spatiotemporal pattern formation,[19] and Turing patterns,[47] the latter even observed 
in three‐dimensional systems (Figure 1.3D).[48]    
  Multiple groups have described  the BZ  reaction mathematically with  sets of 
ordinary  differential  equations.[49,50]  Although  these  computational  models  have 
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Figure  1.3  |  Complex  behaviour  in  inorganic  reaction  networks. A)  Periodic  precipitation  as  observed  in 
blotting experiments by Friedlieb Ferdinand Runge  in 1855. Figure adapted from reference 33. B) Quorum 
sensing by beads containing an immobilized catalyst for the Belousov‐Zhabotinsky reaction. Oscillations are 
only observed above a certain bead density threshold. Image taken from reference 45. C) Inwardly rotating 
spiral  waves  in  the  Belousov‐Zhabotinsky  reaction  under  reaction‐diffusion  conditions.  Image  taken  from 
reference 46. D) Static Turing patterns in three dimensions as observed in the Belousov‐Zhabotinsky reaction. 
Image from reference 48.  
yielded useful insights on dissipative structures, they do not describe all the processes 
as they happen in the reaction network, and can never lead to a full understanding of 
the  system.  Even  though  some  attempts  to  design  rather  than  discover  inorganic 
reaction  networks  have  been  fruitful,[51–53]  due  to  the  complexity  of  the  reaction 
network  the  individual  rate  constants  cannot  be  measured  in  isolated  reactions, 
precluding detailed studies on the effects of kinetics on the dynamic behaviour. Another 
disadvantage  of  the  BZ  reaction  and  other  inorganic  oscillators  such  as  the 
Briggs‐Rauscher  reaction[54]  is  that  they  operate  under  harsh  conditions  and  are 
therefore difficult to couple to other processes.   
1.2.3 CRNs based on genetic circuits 
From  the  late 1990s onwards  the  field of  synthetic biology  started,  inspired by both 
research  on  inorganic  networks  and  the  circuitry  within  the  living  cell.  The  first 
accomplishments were the design of a genetic bistable switch[55] and a transcriptional 
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approach, ranging from networks based on inorganic chemistry to genetic circuits and 
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Figure  1.3  |  Complex  behaviour  in  inorganic  reaction  networks. A)  Periodic  precipitation  as  observed  in 
blotting experiments by Friedlieb Ferdinand Runge  in 1855. Figure adapted from reference 33. B) Quorum 
sensing by beads containing an immobilized catalyst for the Belousov‐Zhabotinsky reaction. Oscillations are 
only observed above a certain bead density threshold. Image taken from reference 45. C) Inwardly rotating 
spiral  waves  in  the  Belousov‐Zhabotinsky  reaction  under  reaction‐diffusion  conditions.  Image  taken  from 
reference 46. D) Static Turing patterns in three dimensions as observed in the Belousov‐Zhabotinsky reaction. 
Image from reference 48.  
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oscillator,[56]  both  implemented  in  Escherichia  coli.  These  networks  were  based  on 
transcriptional  regulators  that  activate  or  repress  expression  of  gene  products  using 
resulting  fluctuations  in  the  concentration  of  fluorescent  protein  as  a  readout.  This 
approach enables the rational design of multiple network topologies, as exemplified by 
Hasty and co‐workers, who implemented a positive feedback loop in their oscillator to 
make  the  behaviour  more  robust  (Figure  1.4A).[57]  Furthermore,  subsequent 
achievements  in  in  vivo  systems  included  synchronization  of  oscillations  through 
quorum  sensing,[58,59]  construction  of  Boolean  logic  gates,[60,61]  and  analog 
computation.[62]   
  Recently,  the  most  impressive  work  to  date  was  reported  by  Hasty  and 
colleagues,  who  showed  that  quorum‐sensing  populations  of  bacteria  improved  the 
survival times of mice with liver cancer through the periodic release of an anti‐cancer 
medicine in combination with conventional chemotherapy.[63] Although research on in 
vivo genetic networks starts to deliver biomedical applications and therapies, challenges 
remain to further increase the complexity of the genetic networks and to integrate the 
circuits  in  mammalian  cells.[64,65]  Moreover,  it  is  difficult  to  control  and  predict  the 
precise  dynamic  behaviour  in  vivo,  hampering  forward  engineering  of  networks  that 
operate within a predefined parameter space.   
  The  early  successes  in  in  vivo  systems  sparked  interest  in  cell‐free,  in  vitro 
genetic networks. An important breakthrough for this field was the realization of cell‐
free protein synthesis (CFPS), using cell extracts[66] or purified compounds[67] to perform 
the transcription and translation processes  in vitro. Maerkl and co‐workers employed 
CFPS to create an oscillator in a microfluidic chip that enabled continuous replenishment 
of reagents.[68] Interestingly, they were able to regulate the network at all the different 
stages of protein synthesis.    
  A  different  approach  was  chosen  by  Bar‐Ziv  and  colleagues,  who  grafted 
strands of DNA in a chamber on a single microfluidic chip.[69] The proteins produced from 
the  grafted  DNA  enhanced  or  inhibited  CFPS,  creating  feedback  loops  (Figure  1.4B). 
Thus,  autocatalytic  protein  production  and  oscillations  were  observed.  Coupling  of 
multiple  chambers  with  grafted  DNA  along  a  single  microfluidic  channel  resulted  in 
communication between the chambers through the diffusion of gene products. Their 
system can be controlled by the geometries of the channels and chambers on the chip, 
making  it  a  versatile  tool  to  study  reaction‐diffusion  networks  displaying  e.g.  wave 
propagation.[70]   
  Rondelez  and  co‐workers  have  also  focused  on  in  vitro  reaction‐diffusion 
systems, but they exploit a different toolbox for gene‐based circuits. Their networks are 
based on single‐stranded DNA that acts as a template for a smaller strand that  is the 
trigger  in the system. When the signal DNA binds the template,  the smaller strand  is 
elongated  by  a  DNA  polymerase  using  the  information  stored  in  the  template  DNA. 
 
11 
 
Chapter 1 – A quest for life 
Figure 1.4 | Complex behaviour arising from genetic circuits. A) A transcriptional oscillator implemented  in 
vivo. Panel i) depicts the network and ii) shows the resulting intracellular oscillations in concentrations of green 
fluorescent protein. Image taken from reference 57. B) Grafted strands of DNA inside a chamber fed through 
a microfluidic channel. Autocatalysis alone results in a steep and stable increase of fluuorescence caused by 
the production of green fluorescent protein. An additional feedback loop leads to oscillations. Image taken 
from reference 69. C) Predator‐prey‐type waves in a reaction‐diffusion setup. The prey (strand N) is amplified 
by grass (G, reaction 1), but consumed by the predator (P, reaction 2). Both predator and prey are constantly 
degraded by an exonuclease (exo, reactions 3 and 4). Image taken from reference 74.      
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Figure 1.4 | Complex behaviour arising from genetic circuits. A) A transcriptional oscillator implemented  in 
vivo. Panel i) depicts the network and ii) shows the resulting intracellular oscillations in concentrations of green 
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a microfluidic channel. Autocatalysis alone results in a steep and stable increase of fluuorescence caused by 
the production of green fluorescent protein. An additional feedback loop leads to oscillations. Image taken 
from reference 69. C) Predator‐prey‐type waves in a reaction‐diffusion setup. The prey (strand N) is amplified 
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After  elongation  a  nickase  cleaves  the  elongated  strand  into  two,  but  leaves  the 
template strand intact.  If the strands resulting from nickase cleavage are the same, a 
positive feedback loop is created. In contrast, if elongation results in a strand that cannot 
perform  further  reactions,  a  negative  feedback  loop  is  the  result.  Importantly,  an 
exonuclease is present that continuously consumes the trigger molecules, but does not 
recognize  the  templates.  This  PEN‐(polymerase‐exonuclease‐nickase)‐toolbox  was 
employed to produce a bistable switch[71] and an oscillator[72,73] that produced multiple 
peaks  in  a  closed  system. Moving  towards  reaction‐diffusion  setups,  they  observed 
predator‐prey‐type  waves  in  unstirred  reactors  (Figure  1.4C),[74]  pursuit‐and‐evasion 
waves  in  microfluidic  chips,[75]  propagating  autocatalytic  waves,[76]  and  quorum 
sensing[77] and pattern formation[78] when using DNA‐functionalized beads. Importantly, 
Rondelez and colleagues were able to measure the kinetics and diffusion constants in 
their networks. Therefore, computational modelling was often exploited to search the 
vast parameter space for the desired behaviour, and to obtain a better understanding 
of their networks.   
  Another frequently used method for building genetic circuits is based on strand 
displacement.[79] In these cases, two strands of DNA are partially hybridized, leaving a 
so‐called toehold for another strand to bind. Depending on the dissociation constants 
of  the  respective  strands,  the  incoming  strand  can  displace  and  release  the  initially 
bound  one.  Early  efforts  using  this  technique  resulted  in  the  construction  of  logic 
gates.[80]  Furthermore,  a  consensus  network  was  constructed,  in  which  the  ratio 
between two signals A and B is sensed by the network.[81] If signal A is in the majority, it 
will be amplified and simultaneously, B will be depleted, leading to a final saturation of 
signal A. Others have coupled strand displacement networks to reaction‐diffusion, and 
achieved edge detection in a pattern created by UV irradiation.[82]    
  As  shown  above,  genetic  networks  are  versatile,  bio‐compatible  and  can 
display a wide range of complex behaviours. One of the most impressive examples is the 
spontaneous  formation  of  a  hypercycle  (i.e.  a  network  of  networks)  emerging  in  a 
mixture of catalytic RNA strands.[83] Here, researchers found that a cooperative network 
outcompeted a group of selfish autocatalytic cycles, implying that cooperation might be 
evolutionarily  beneficial.  This  and  the  abovementioned  examples  indicate  the 
impressive progress in the field of genetic networks.   
    
1.2.4 CRNs based on enzymatic reactions   
Even though enzymatic reaction networks are abundant in the living cell, few examples 
are found in literature on designed enzymatic CRNs. Rather than constructing artificial 
networks,  typically  cellular  systems  are  reconstituted  in  vitro,  such  as  the  KaiC 
oscillations in phosphorylation,[84] parts of the bacterial cell division machinery,[85] or the 
Min system that controls the position of cell division.[86–88]    
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  Nevertheless, enzymes are attractive to build artificial networks, due to their 
specificity  and  the  wide  range  of  available  substrates.  This  advantage  is  nicely 
exemplified in recent work by Van Hest and colleagues, who designed an enzymatic CRN 
that produces a constant level of hydrogen peroxide over an extended period of time 
under batch conditions (Figure 1.5A).[89] Impressively, their CRN could be encapsulated 
in a stomatocyte that was propelled by the oxygen produced by the enzymatic reactions. 
Thus, prolonged movement of a nanomotor was achieved.   
  Additionally, the activity of most enzymes displays a bell‐shaped dependency 
on pH, and early efforts used this principle to design pH oscillations based on enzymatic 
reactions with glucose oxidase[90] or urease.[91] The latter enzyme was also used to cross‐
regulate  the  activity  of  an  artificial  metalloenzyme.[92]  Because  of  the  inherent 
continuous  changes  in  pH,  these  oscillators  cannot  operate  under  physiological 
conditions  that  require a  constant pH.  In Chapters 2  and 3 of  this  thesis,  a different 
approach  is  presented  that  results  in  oscillations  of  enzymatic  activity  at 
 
Figure 1.5 | Enzymatic reaction networks. A) An enzymatic reaction network embedded within a polymeric 
stomatocyte. The network produces oxygen bubbles that propel the nanomotor. Importantly, the network is 
designed in such a way that a constant speed is achieved over extended periods of time. Image from reference 
89 B) Pattern recognition in an enzymatic reaction‐diffusion setup. A patterned stamp containing the enzyme 
trypsin (Tr) is placed on another gel for 4 minutes. Within the second gel, autocatalysis of Tr by conversion of 
trypsinogen (Tg) competes with inhibition of Tr by inhibitor (I). Only in places where the pillars of the top gel 
are dense enough, the signal will propagate through the middle gel. In the bottom gel, a fluorogenic substrate 
(S) is converted into fluorescent product (P) in the presence of Tr. Indeed, after 1.5 hours the letter A appears 
in the bottom gel, while no fluorescence is observed below the less densely packed pillars. Image adjusted 
from reference 94.    
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  Nevertheless, enzymes are attractive to build artificial networks, due to their 
specificity  and  the  wide  range  of  available  substrates.  This  advantage  is  nicely 
exemplified in recent work by Van Hest and colleagues, who designed an enzymatic CRN 
that produces a constant level of hydrogen peroxide over an extended period of time 
under batch conditions (Figure 1.5A).[89] Impressively, their CRN could be encapsulated 
in a stomatocyte that was propelled by the oxygen produced by the enzymatic reactions. 
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Figure 1.5 | Enzymatic reaction networks. A) An enzymatic reaction network embedded within a polymeric 
stomatocyte. The network produces oxygen bubbles that propel the nanomotor. Importantly, the network is 
designed in such a way that a constant speed is achieved over extended periods of time. Image from reference 
89 B) Pattern recognition in an enzymatic reaction‐diffusion setup. A patterned stamp containing the enzyme 
trypsin (Tr) is placed on another gel for 4 minutes. Within the second gel, autocatalysis of Tr by conversion of 
trypsinogen (Tg) competes with inhibition of Tr by inhibitor (I). Only in places where the pillars of the top gel 
are dense enough, the signal will propagate through the middle gel. In the bottom gel, a fluorogenic substrate 
(S) is converted into fluorescent product (P) in the presence of Tr. Indeed, after 1.5 hours the letter A appears 
in the bottom gel, while no fluorescence is observed below the less densely packed pillars. Image adjusted 
from reference 94.    
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physiological conditions. Furthermore, our CRN combines enzymes with small molecules 
that are amenable by organic synthesis, and consequently, we are able  to probe the 
influence of kinetics on the properties of the oscillator.   
  Earlier work in our group focused on reaction‐diffusion of the endopeptidase 
trypsin in hydrogels. In the first efforts, an agarose stamp soaked with trypsin was placed 
on top of a polyacrylamide gel containing a non‐diffusive, fluorogenic trypsin substrate 
for  detection.[93]  Experiments  with  this  setup  showed  that  the  addition  of  an 
immobilized inhibitor resulted in a steeper trypsin gradient, creating an ultrasensitive 
response. Moreover, when a mobile inhibitor was used the propagation of trypsin into 
the polyacrylamide gel could be stopped altogether. This phenomenon is called wave 
pinning and arises at the point where the influx of trypsin from the agarose stamp equals 
the influx of strong inhibitor from other parts of the gel.    
  In  a  follow‐up  paper,[94]  an  important  new  feature  was  the  introduction  of 
trypsinogen into the system, which is the inactive precursor of trypsin. The latter enzyme 
is able to autocatalytically activate trypsinogen, creating a positive feedback loop. An 
autocatalytic,  propagating  wave  was  observed  when  trypsin  was  introduced  to  a 
polyacrylamide  gel  containing  trypsinogen.  In  a  final  experiment,  the  setup  was 
extended  by  stacking  three  layers  of  gels.  The  top  one was  again  an  agarose  stamp 
loaded  with  trypsin,  the  middle  one  now  contained  both  trypsin  inhibitor  and 
trypsinogen, and  the  fluorogenic  trypsin  substrate was present  in  the bottom gel  for 
detection purposes. Now, only in places where enough trypsin diffused into the middle 
gel,  autocatalysis  outcompeted  inhibition  and  the  trypsin  signal  propagated  to  the 
detection  layer. Therefore, pattern recognition was achieved when a micropatterned 
agarose stamp was used. Fluorescence  in the bottom layer was only observed below 
places where the pattern was dense enough to ensure sufficient influx of trypsin into 
the middle layer (Figure 1.5B). This fairly simple system already yielded quite complex 
properties, and was a strong inspiration for the work described in Chapters 2‐5 of this 
thesis. 
1.2.5 CRNs based on organic reactions 
Small,  organic molecules  that  produce  complex  behaviour  are  interesting  in  various 
ways, but in particular they are studied as model systems for the origin of life. On the 
early Earth, there were no enzymes to catalyze reactions, but an increase in complexity 
due to interactions between small molecules is bound to have happened. Even though 
many synthetic self‐replicators have been reported,[95,96] only a few examples are found 
in literature of complex behaviour arising from small‐molecule networks. For instance, 
Philp  and  colleagues produced a  travelling wave  in  a  reaction‐diffusion  system using 
template‐directed  autocatalysis  (Figure  1.6A).[97]  The  chemistry  involved 
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Figure 1.6 | Reaction networks based on organic reactions. A) Nitrone 1 reacts with with maleimide 2 to form 
template  3  as  shown  in  panel  i.  Panel  ii  depicts  the  templating  effect  compound  3  has,  which  leads  to 
autocatalysis. When a solution of 1 and 2 is put into a syringe (panel iii), an autocatalytic wave can be observed 
(panel iv). Images adjusted from reference 97. B) An organic oscillator designed by Semenov et al. i) schematic 
and simplified scheme of the reaction network based on thiols  (RSH), thioesters (AlaSEt), and  inhibitors of 
thiols (only strong inhibitor maleimide (Mal) depicted here). ii) Bistability in thiol concentration controlled by 
space velocity (i.e. the ratio of flow rate over reactor volume). iii) Oscillations in thiol concentrations when 
both a strong (maleimide) and a weak (acrylamide) inhibitor for thiols are present. Different space velocities 
(red and black curves) lead to changes in amplitude and frequency. Graphics adapted from reference 101. 
the reaction between a nitrone and a maleimide which yielded a molecule that acted as 
a template for its own formation.[98] Although the background reactions are fast at the 
timescale  of  the  wave  propagation,  their  system  is  an  interesting  starting  point  for 
synthetic RD networks.   
  One  example  of  bistability  in  a  non‐enzymatic  network  was  described  by 
Ashkenasy and co‐workers.[99] In their system, a small peptide was formed through thiol‐
thioester exchange reactions, that assembled in a trimer which could act as a template 
for  further  reactions.  Bistability  arose  due  to  disparity  between  the  rates  of 
(dis)assembly  and  folding  of  the  peptide. One  possible  steady  state  resulted  in  non‐
assembled peptides, while the other consisted of folded trimeric peptides.   
  A completely different approach was taken by Armao and Lehn, who used an 
evaporating acidified droplet of acetonitrile to obtain out‐of‐equilbrium conditions.[100] 
Inside the droplet, two different aldehyde and two amine species constitute a dynamic 
network based on reversible imine formation. Importantly, one of the imines is far less 
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soluble  than  the  others,  and  precipitates  quickly,  depleting  the  solution  from  one 
aldehyde  and  amine.  Furthermore,  a  concentration  gradient  within  the  droplet  is 
established due to capillary flow resulting from a coffee stain effect. In the end, different 
rings of precipitated imines are seen after some time.   
  The most impressive example of a small‐molecule network emerged recently 
from  the  Whitesides  lab  (Figure  1.6B).[101]  In  their  CRN,  thiols  are  produced 
autocatalytically  through  consecutive  steps  of  thioester  hydrolysis,  thiol‐disulfide 
exchange,  and  the Kent  ligation.  In  a  CSTR  the  addition of maleimide, which quickly 
reacts with all thiol species, leads to bistability in thiol concentration. Interestingly, when 
acrylamide is added, which slowly reacts with thiols, oscillations in thiol concentration 
are observed. This CRN is the first to show such complex behaviour in a synthetic system 
without  catalysts,  and  has  the  advantage  that  the  kinetics  of  both  the  positive  and 
negative  feedback  loop  are  easily  altered  by  synthesizing  different  thioesters  and 
disulfides.    
  After this overview of artificial CRNs currently known in literature, progress in 
the field of life‐like materials will now be discussed.   
1.3 Life‐like materials  
First, a distinction has to be made between biomimetic and life‐like materials. In both 
cases inspiration is drawn from Nature, but life‐like materials emulate the properties of 
living  systems  by  including  dynamic  reactions  and  feedback  loops  that  control  the 
material properties.[102] In contrast, biomimetic materials use structural designs found 
in  Nature  and  are  not  by  definition  dynamic.[103]  Exquisite  examples  of  the  latter 
category are materials that are efficient water collectors,[104] act as scaffolds for tissue 
regeneration,[105] or collect oil from an oil/water interface.[106]  
  Here, we focus on recent advances in the field of life‐like materials. Self‐healing 
materials are one of the most successful areas  in this broad field. Many strategies to 
obtain  self‐healing  have  been  described,  and  can  rely  on  dynamic  
covalent  bonds,[107]  supramolecular  interactions,[108]  or  lubricated  surfaces.[109]  Self‐
healing  materials  have  found  many  applications  in  for  example  coatings. 
  Others have ventured into the direction of materials with a certain lifetime,[110] 
analogous  to dynamic  filaments within  the  cytoskeleton. An  important  factor here  is 
that the transience of the material  is derived from a balance between formation and 
destruction  of  at  least  one  of  the  components.  Typically,  as  long  as  a  sufficient 
concentration of “fuel” is present, the material state persists, but collapses when fuel 
runs out. Therefore, the system is said to be dissipative, i.e. it requires a constant input 
 
17 
 
Chapter 1 – A quest for life 
of energy to maintain its steady state.   
  Van  Esch  and  colleagues  were  the  first  ones  to  grasp  this  concept  (Figure 
1.7A).[111]  In  their  seminal  work,  the  two  carboxylates  of  dibenzoylcystine  were 
methylated with methyl iodide (the fuel), and the resulting di‐methyl ester formed fibers 
through  supramolecular  interactions  that  led  to hydrogel  formation.  In  contrast,  the 
methyl  esters  are  prone  to  hydrolyze  under  alkaline  conditions,  thus  establishing 
competition between hydrogel formation and destruction. The lifetimes of the gels ere 
typically in the order of weeks, and a new cycle of formation‐destruction was initiated 
by  the addition of  fresh methyl  iodide.  The methanol  formed after hydrolysis of  the 
methyl  esters  eventually  led  to  fatigue  in  the  system,  as  the  experiments  were 
performed in batch mode and the methanol concentration kept increasing over time. In 
later work, dimethyl sulfate was used as fuel and the pH of the system was optimized, 
reducing the hydrogel lifetime to hours.[112] Interestingly, microscopic analysis of fiber 
growth revealed dynamics that were similar to those of microtubuli.    
  Subsequent  research  focused  on  hydrogel  lifetimes  governed  by  enzymatic 
reactions. Ulijn exploited the activity of the endopeptidase chymotrypsin to catalyze the 
formation of a hydrogelator  from a protected amino acid and a  range of amino acid 
amides (Figure 1.7B).[113,114] The same enzyme also degraded the hydrogelator, resulting 
in  hydrogel  lifetimes  depending  on  the  rates  of  the  competing  enzymatic  reactions. 
Later,  they  reported  on  competition  between  two  different  enzymes  for  peptide 
substrates.[115] In this system, four different peptide species could be formed that all had 
their own nanoscale morphology (spheres, fibers, tubes or sheets). Again, kinetics of the 
different enzymatic reactions were key to control the lifetimes of the different species.
  Both the groups of Taylor and Walther have employed the urease reaction to 
control  pH‐sensitive  hydrogelation.  The  bell‐shaped  pH  profile  of  urease  activity 
provides  an  opportunity  to  rapidly  switch  from  low  to  high  pH  as  urease  produces 
ammonia from urea. Walther and co‐workers coupled the pH changes during the urease 
reaction to a dipeptide that forms a hydrogel at pH < 5.8 (Figure 1.7C).[116] Starting from 
a solution with alkaline pH, acid was injected and a hydrogel was created. After an initial 
lag time, the urease reaction quickly increased the pH again, and the hydrogel became 
liquid. The lifetime of the hydrogels was controlled by the concentration of urease. In 
later work,  the  same  reaction was employed  to  control pH‐dependent  reflectance  in 
photonic  gels,  in  which  reaction‐diffusion  fronts  were  investigated  as  well.[117] 
Moreover, the inclusion of esterase offered an additional feedback loop in the system, 
as  its  activity  lowers  the  pH  by  producing  acids  from  esters.[118]  The  competition 
between  urease  and  esterase  was  used  to  control  the  lifetime  of  a  DNA  hydrogel.
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  Others have ventured into the direction of materials with a certain lifetime,[110] 
analogous  to dynamic  filaments within  the  cytoskeleton. An  important  factor here  is 
that the transience of the material  is derived from a balance between formation and 
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of energy to maintain its steady state.   
  Van  Esch  and  colleagues  were  the  first  ones  to  grasp  this  concept  (Figure 
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through  supramolecular  interactions  that  led  to hydrogel  formation.  In  contrast,  the 
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by  the addition of  fresh methyl  iodide.  The methanol  formed after hydrolysis of  the 
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later work, dimethyl sulfate was used as fuel and the pH of the system was optimized, 
reducing the hydrogel lifetime to hours.[112] Interestingly, microscopic analysis of fiber 
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  Both the groups of Taylor and Walther have employed the urease reaction to 
control  pH‐sensitive  hydrogelation.  The  bell‐shaped  pH  profile  of  urease  activity 
provides  an  opportunity  to  rapidly  switch  from  low  to  high  pH  as  urease  produces 
ammonia from urea. Walther and co‐workers coupled the pH changes during the urease 
reaction to a dipeptide that forms a hydrogel at pH < 5.8 (Figure 1.7C).[116] Starting from 
a solution with alkaline pH, acid was injected and a hydrogel was created. After an initial 
lag time, the urease reaction quickly increased the pH again, and the hydrogel became 
liquid. The lifetime of the hydrogels was controlled by the concentration of urease. In 
later work,  the  same  reaction was employed  to  control pH‐dependent  reflectance  in 
photonic  gels,  in  which  reaction‐diffusion  fronts  were  investigated  as  well.[117] 
Moreover, the inclusion of esterase offered an additional feedback loop in the system, 
as  its  activity  lowers  the  pH  by  producing  acids  from  esters.[118]  The  competition 
between  urease  and  esterase  was  used  to  control  the  lifetime  of  a  DNA  hydrogel.
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Figure 1.7 | Hydrogels with programmed lifetimes. A) Transient fibers formed by methylation of a carboxylic 
acid and degraded through hydrolysis of the resulting ester (panel i). The addition of “fuel” (methylating agent) 
initially  leads  to gel  formation, but  the  system returns  to a  liquid  state after  some  time  (panel  ii).  Images 
adjusted from reference 112. B) Transient hydrogel formation by enzymatic activity (green and blue circular 
sectors)  from reference 114. C) Programmed hydrogel  lifetimes controlled by the urease reaction. Starting 
from  an  acidic  environment  in  a  hydrogel,  the  urease  reaction  produces  ammonia  that  raises  the  pH, 
deprotonating carboxylic acids of the hydrogel component (panel i). Consequently, the hydrogel turns into a 
liquid after some predefined time. In panel ii, urea is only added to the right gel, that liquefies and disappears 
after some time, while the left gel stays intact. Graphics adjusted from reference 116. 
  In  contrast,  Taylor and colleagues  started at a  low pH and programmed  the 
urease  reaction  to  time  the  jump to a higher pH.[119] Gelation was achieved by  thiol‐
Michael addition between a crosslinker containing three thiol groups and polyethylene 
diacrylate. As the pKa of the thiol groups is in the alkaline regime, gelation only occurs 
at higher pH. Travelling waves of polymerization in reaction‐diffusion setups were also 
observed. Furthermore, since the polyethylene diacrylate contains ester groups, the gel 
went  back  to  a  solution  state  after  sufficient  ester  hydrolysis  had  taken  place  at  a 
timescale of several hours.    
  Yoshida et al. pushed their system a bit further still by producing a system that 
oscillates autonomously between sol‐gel states.[120] They coupled the aforementioned 
BZ reacton to micelles containing a ruthenium catalyst for the BZ reaction. Depending 
on the reversible oxidation state of the ruthenium, a gel or a sol was macroscopically 
observed. Multiple oscillations  in gel‐sol transitions were achieved as the BZ reaction 
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produced temporal changes in the redox state.    
  The  same  group  also  reported  a  self‐walking  gel  that  moved  forward  by 
propagating waves of the BZ reaction (Figure 1.8A).[121] The gel was cast in a mould to 
provide a curved structure of the gel, and essentially, the top of the gel was made more 
hydrophobic  than  the bottom. Therefore, asymmetric  (de)swelling was achieved and 
was controlled by the redox changes provided by the propagating waves. Impressively, 
the gels autonomously “walked” forward when placed on an asymmetrically structured 
ratchet surface.    
  Not many more examples are known in literature of materials which properties 
are  controlled  by  reaction  networks.  One  impressive  contribution  was  made  by 
Aizenberg and co‐workers, who constructed a homeostatic material  that maintains a 
predefined  temperature  (Figure  1.8B).[122]  Their  design  is  based  on  chemo‐mechano‐
chemical  feedback,  achieved  by  embedding  micrometer‐sized  pillars  inside  a 
temperature‐responsive hydrogel. Depending on the temperature, the hydrogel swells 
or contracts, making the pillars stand upright or bend, respectively. Ingeniously, the tips 
of the pillars contain a platinum species that catalyzes an exothermic reaction. When 
the hydrogel is immersed in a liquid bilayer of which the top layer contains the reagents 
for this reaction, the chemo‐mechano‐chemical feedback arises. Initially, the hydrogel 
swells at temperatures below its lower critical solution temperature (LCST), allowing the 
now  upright  pillars  to  make  contact  with  the  upper  liquid  layer.  Consequently,  the 
exothermic  reaction catalyzed by  the platinum species  raises  the  temperature within 
the system until it exceeds the LCST and the hydrogel rapidly contracts, shutting down 
 
Figure 1.8 | A) A self‐walking gel moving by local swelling and shrinking controlled by propagating waves of 
the Belousov‐Zhabotinsky reaction.  Image from reference 121. B) A homeostatic material that maintains a 
predefined  temperature.  The  chemo‐mechano‐chemical  feedback  is  achieved  by  the  combination  of  a 
temperature‐responsive  hydrogel  and  a  catalyst  for  an  exothermic  reaction.  The  catalyst  is  applied  to 
microstructures  within  the  hydrogel,  and  the  exothermic  reaction  only  occurs  when  the  hydrogel  is  in  a 
swollen  state.  Upon  a  rise  in  temperature,  the  hydrogel  shrinks,  stopping  the  reaction,  lowering  the 
temperature. Thus, the hydrogel swells again and a new cycle can be  initiated.  Image from reference 122.  
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the heat production and moving  the system back to  its  initial  state. As a  result,  low‐
amplitude  oscillations  around  the  LCST  of  the  hydrogel  emerge,  and  homeostasis  is 
established. The LCST can be tuned to a certain degree, and laminar flow in the liquid 
bilayer  ensures  out‐of‐equilibrium  conditions,  making  this  design  an  outstanding 
example of life‐like materials. 
1.4 Aim of the research and thesis outline 
At  the  moment,  it  is  still  unclear  how  a  soup  of  dead  molecules  results  in  a  living 
organism. One of the possible ways to elucidate the enigma of life is to design, build and 
understand reaction networks that emulate the ones ubiquitous in cells. As described in 
this Chapter, the field of network chemistry has seen an enormous surge in the past few 
years. In 2013, when the research was initiated that resulted in this thesis, the focus of 
investigations was still on inorganic networks or in vivo genetic circuits. There were no 
examples of networks  in which  the  kinetics were  known  in detail,  or  could be  finely 
tuned,  preventing  a  precise  mathematical  description  of  the  network  and  the 
opportunity  to experimentally probe the  influence of kinetics on network properties.
   
  Therefore, the research presented  in this thesis aimed to design and control 
enzymatic reaction networks, as enzymes may have small‐molecule substrates of which 
the  structure  (and  hence  the  kinetics within  the network)  can  be  altered by  organic 
synthesis. The methodology relied on an  iterative process  involving synthesis, kinetic 
studies, computational modelling, and experiments. Gratifyingly, this approach enabled 
the construction of networks displaying bistability (Chapter 2) or oscillations (Chapter 
3), and the properties of both networks were explored as a function of kinetics obtained 
by  the  synthesis  of multiple  small molecules.  In  addition,  Chapters  4  and  5  present 
another methodology to systematically  integrate an enzymatic reaction network with 
the  crosslinking  chemistry  within  a  hydrogel.  Thus,  we  ventured  into  the  realm  of 
network‐controlled  life‐like materials.  This work  enhances  our  chemical  intuition  for 
designing networks,  and  lays  the basis  for  further  studies on  reaction networks,  and 
ultimately, life. 
  Chapter 2  describes  the  construction of  a  trypsin‐based bistable  switch  in  a 
continuously  stirred  tank  reactor.  The  switch  arises  from  the  competition  between 
autocatalytic  production  of  trypsin  and  its  deactivation  by  an  irreversible  trypsin 
inhibitor  and  outflow  from  the  reactor.  Multiple  small‐molecule  inhibitors  were 
 
21 
 
Chapter 1 – A quest for life 
synthesized to test the influence of the inhibition rate on the performance of the switch. 
Importantly,  the  experimental  behaviour  was  well  described  by  computational 
simulations using rate constants determined in kinetic studies.  
  Chapter  3  is  devoted  to  more  complex  behaviour  than  presented  in  its 
preceding  Chapter.  Here,  oscillations  in  trypsin  concentration  are  achieved  by 
implementing  a  positive  and  a  negative  feedback  loop  in  one  network.  The  delay  in 
trypsin  deactivation  is  achieved  by  decoupling  the  negative  feedback  loop  into  two 
separate reaction steps. Again, synthesis of small molecules was combined with kinetic 
studies  and  computational  analyses  to  obtain  the  desired  behaviour.  After 
characterizing  the  properties  of  the  oscillator,  further  investigations  focused  on  the 
influence of the rate of the initial step in the negative feedback loop on the robustness 
of the oscillator.  
  The focus  is shifted to networks governing material properties  in Chapters 4 
and 5. In the first of these Chapters, a hydrogel is developed that undergoes gel‐liquid‐
gel  transitions  upon  exposure  to  trypsin.  The  hydrogel  contains  two  orthogonal 
crosslinks, one of which  is degraded and the other  is  formed by trypsin activity. Rate 
studies were employed to find the right molecules for phase transitions at convenient 
timescales  (hours).  In Chapter 5, an enzymatic  reaction network  is  introduced to  the 
hydrogel  that  governs  the  timing  of  the  phase  transitions.  Depending  on  the  input 
concentration  of  trypsin,  different  gel  responses  were  observed.  A  step‐by‐step 
approach  is  presented  that  enables  the  integration  of  networks  into  responsive 
materials.  
  Finally, Chapter  6  presents  the  conclusions  of  this  thesis  and  gives  a  broad 
outline for future research on chemical reaction networks and life‐like materials.  
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inhibitor  and  outflow  from  the  reactor.  Multiple  small‐molecule  inhibitors  were 
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synthesized to test the influence of the inhibition rate on the performance of the switch. 
Importantly,  the  experimental  behaviour  was  well  described  by  computational 
simulations using rate constants determined in kinetic studies.  
  Chapter  3  is  devoted  to  more  complex  behaviour  than  presented  in  its 
preceding  Chapter.  Here,  oscillations  in  trypsin  concentration  are  achieved  by 
implementing  a  positive  and  a  negative  feedback  loop  in  one  network.  The  delay  in 
trypsin  deactivation  is  achieved  by  decoupling  the  negative  feedback  loop  into  two 
separate reaction steps. Again, synthesis of small molecules was combined with kinetic 
studies  and  computational  analyses  to  obtain  the  desired  behaviour.  After 
characterizing  the  properties  of  the  oscillator,  further  investigations  focused  on  the 
influence of the rate of the initial step in the negative feedback loop on the robustness 
of the oscillator.  
  The focus  is shifted to networks governing material properties  in Chapters 4 
and 5. In the first of these Chapters, a hydrogel is developed that undergoes gel‐liquid‐
gel  transitions  upon  exposure  to  trypsin.  The  hydrogel  contains  two  orthogonal 
crosslinks, one of which  is degraded and the other  is  formed by trypsin activity. Rate 
studies were employed to find the right molecules for phase transitions at convenient 
timescales  (hours).  In Chapter 5, an enzymatic  reaction network  is  introduced to  the 
hydrogel  that  governs  the  timing  of  the  phase  transitions.  Depending  on  the  input 
concentration  of  trypsin,  different  gel  responses  were  observed.  A  step‐by‐step 
approach  is  presented  that  enables  the  integration  of  networks  into  responsive 
materials.  
  Finally, Chapter  6  presents  the  conclusions  of  this  thesis  and  gives  a  broad 
outline for future research on chemical reaction networks and life‐like materials.  
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2.1 Introduction 
All‐or‐none  responses  are  crucial  in  cellular  processes  such  as  differentiation,1  cell 
motility,2  apoptosis,3  and  cell  cycle  control.4,5  This  type  of  response  is  typically 
regulated by bistable  switches,6‐8  that are able  to maintain a  stable  state A until  a 
trigger switches the system to state B, after which this new state persists even when 
the trigger is removed, a property called hysteresis. As described in Chapter 1, in the 
past decade artificial networks have been developed that display bistability, including 
ones  based  on DNA  circuits,9  enzymes,10  inorganic  chemistry,11  and most  recently, 
small  organic molecules.12  In  addition,  mathematical  analyses  have  indicated  that 
many network motifs can lead to bistability as long as they contain a sufficient degree 
of nonlinear kinetics.13,14 We propose  to use a basic motif, displayed  in Figure 2.1, 
where an autocatalytic, positive feedback loop in which the serine protease trypsin 
(Tr) catalyzes its own formation from its precursor trypsinogen (Tg), is combined with 
a  trypsin  inhibitor  (Inh).  Importantly,  trypsinogen  displays  self‐activation  due  to 
residual tryptic activity, which ensures a slow, but continuous production of trypsin.15 
This motif  is  comparable with  the one  that was described  recently,  in which  thiols 
were  constantly  produced  through  thioester  hydrolysis,  amplified  through  native 
chemical  ligation,  and  inhibited  by  maleimides.12  Importantly,  bistability  is  only 
obtained under out‐of‐equilibrium conditions  in these systems, and to that end we 
implement a flow reactor. In  this  Chapter,  we  combine  kinetic  studies  with  batch 
experiments  and  computational modelling  to  predict  the  conditions  necessary  for 
bistability in a flow reactor. Previously, we developed this strategy to design a trypsin 
oscillator  based  on  a  different  network  motif  than  the  one  used  here,  which  is 
described  in  Chapter  3.16  Furthermore,  we  now  synthesize  new,  more  potent  
Figure  2.1  | The  enzymatic  reaction  network  used  to  obtain  bistability.  Trypsin  (Tr)  is  autocatalytically 
produced from trypsinogen (Tg), but deactivated by an inhibitor (Inh).  
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inhibitors  of  trypsin,  and  probed  the  influence  of  the  inhibition  kinetics  on  the 
properties  of  the bistable  system. As we observed  in  the  trypsin oscillator,17  small 
modifications in molecular structure can have a profound influence on the behavior 
of complex, out‐of‐ equilibrium networks (see also Chapter 3). 
2.2 Results and discussion 
Under  batch  conditions  (i.e.  no  flow)  autocatalytic  reactions  show  a  characteristic 
sigmoidal shape, because the reaction rate is dependent on the amount of product 
formed. Initially, hardly any product is present and the reaction is slow, but is sped up 
considerably as product is generated. Finally, the reaction slows down as the starting 
compound  is  depleted.  In  a  reactor,  the  autocatalytic  formation  of  trypsin  is 
antagonized by the outflow of reaction products.18 Intuitively, at extremely high flow 
rates, the outflow of the reactor is similar to its inflow, because trypsinogen is washed 
out of  the  reactor before  it can be activated. Conversely, one  imagines  that under 
batch conditions  (no  flow)  the  reaction will proceed until  all  trypsinogen has been 
converted  into  trypsin  and  thermodynamic  equilibrium  is  reached.  Under  all 
circumstances, the addition of inhibitor counteracts the autocatalysis.   
  In a bistable system, a regime exists  in which the starting concentration of 
trypsin  determines  the  final,  stable  state  of  the  system.  At  low  concentrations  of 
trypsin, outflow and inhibition outcompete autocatalysis, but at higher concentrations 
of  trypsin,  the  rate of  autocatalysis  is  increased  tremendously due  to  its nonlinear 
nature, and a high concentration of trypsin is maintained. This feature means that it 
is  important whether you approach  the bistable  regime  from  the  flow‐determined 
state (i.e. low [Tr]) or the autocatalysis‐determined state (i.e. high [Tr]).   
  For these reasons, it is necessary for the inhibitor to strongly oppose trypsin 
formation  (i.e.  relatively  high  rate  of  inhibition),  while  allowing  the  trypsin 
concentration  to  quickly  increase  when  autocatalysis  outcompetes  inhibition  (for 
instance when all inhibitor has reacted). These are the properties we are looking for 
below, when we test two different trypsin inhibitors.  
  Our  group  synthesized  analogues  of  the  commercially  available  trypsin 
inhibitor 4‐(2‐aminoethyl)benzenesulfonyl fluoride (AEBSF, compound 1 in Figure 2.2) 
with a methyl (AMBSF, 2) or a propyl (APBSF, 3) group rather than the ethyl moiety in  
AEBSF.19 Now, we create arginine‐like analogues of these inhibitors (see Figure 2.2) by 
guanylating  their  respective  amines  using  a  standard  two‐step  procedure  (one 
example  shown  in  Figure 2.3).20  It  is  known  from  literature  that  trypsin  substrates 
containing an arginine moiety bind more strongly to trypsin (i.e. lower KM) than ones 
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Figure 2.2 | Structures of the inhibitors used in this Chapter. Inhibitors 2 and 3 were synthesized by Wong 
et al.19 
with a lysine.21 Therefore, we expected that guanylated inhibitors may be more potent 
than the amine ones.    
  In the first step of the synthesis, inhibitor 1 reacts with N,N’‐di‐boc‐thiourea 
(compound 8) to form a boc‐protected guanidinium group (compound 9), after which 
a  simple  boc‐deprotection  step  yields  the  desired  compound  4‐(2‐guanidinoethyl)‐
benzenesulfonyl fluoride (GEBSF, 5). Similarly, 4‐(2‐guanidinomethyl)benzenesulfonyl 
fluoride  (GMBSF, 4), 4‐(2‐guanidinopropyl)benzenesulfonyl  fluoride  (GPBSF, 6), and 
the thiophene analogue of 5, 5‐(2‐guanidinoethyl)thiophenesulfonyl fluoride (GETSF, 
7) were synthesized.   
  Next, we investigated the inhibitory properties of the arginine‐like inhibitors 
by mixing  inhibitor  (4‐7, 40 µM) with trypsin  (29.4 µM). The activity of  trypsin was 
measured over time by a fluorogenic assay (see the Experimental section). The results 
shown in Figure 2.4 indicate that 4, 5, and 7 are indeed potent inhibitors of trypsin as 
they rapidly reduce the activity of trypsin, while 6 seems to be only a weak inhibitor 
of  trypsin.  The  experimental  data  were  fitted  to  a  bimolecular  reaction  model  in 
COPASI (dashed lines in Figure 2.4A), and a parameter estimation procedure resulted 
in the inhibition rate constants listed in Table 2.1. Some values in Table 2.1 are much 
higher than the trypsin inhibition rate constants for inhibitors 1‐3 (47‐148 mM‐1 h‐1) 
we measured before, but also considerably larger than the kcat/KM value (a measure 
of  enzymatic  efficiency)  of  trypsinogen  conversion  by  trypsin  (63  mM‐1  h‐1).16 
Therefore, it is expected that inhibitors 4, 5, and 7 would be more suitable to  
Figure 2.3 | Modification of the trypsin inhibitor AEBSF by guanylation of its amine. Inhibitors 4, 6, and 7 
were  synthesized  in  an  analogous  fashion.  Details  of  the  synthesis  are  described  in  the  Experimental 
Section. 
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Figure 2.4 | Kinetics of inhibitors 4‐7. A) Inhibition of Tr ([Tr]0 = 29.6 µM) by the various inhibitors ([Inh]0 = 
40 µM)  in 0.1 M Tris‐HCl, pH 7.7, 20 mM CaCl2 at 22  °C. The experimental data  (dots) were  fitted by a 
bimolecular reaction model in COPASI (dashed line) to estimate the inhibition rate constant. B) Hydrolysis 
of the sulfonyl fluoride moieties of inhibitors 5 and 7 in 50 mM Tris‐HCl, pD 7.7, 20 mM CaCl2 at 22 °C in 
D2O.    
antagonize autocatalytic trypsin production than inhibitor 1.   
  Hydrolysis of the sulfonyl fluoride moiety is a side reaction that needs to be 
measured as well, as it results in a sulfonic acid that inhibits trypsin only weakly and 
reversibly. To that end,  inhibitors 5 and 7 were dissolved in deuterated buffer, and 
changes in the benzene or thiophene ring peaks due to hydrolysis were monitored by 
1H‐NMR at 22 °C. The reaction was considered to be pseudo‐first order, and a linear 
fit through experimental data points expressed as ln([Inh]/[Inh]0) yielded a hydrolysis 
rate constant khyd of 0.044 h‐1 (t½ = 15.8 h) for inhibitor 5, and 6.1*10‐3 h‐1 (t½ = 113 h) 
for inhibitor 7 (Figure 2.4B). The former value is comparable with the hydrolysis rate 
constant  for 1  (0.034  h‐1),16 while  the  rate  constant  for  inhibitor 7  is  considerably 
slower, probably due to the higher electron density in the thiophene ring compared 
to the benzene ring. The hydrolysis of the inhibitors will be taken into account in all 
Table 2.1 | Summary of kinetic studies of inhibitors 1‐7. kinh = inhibition rate constant, khyd = hydrolysis rate 
constant, N.D. = not determined. a Hydrolysis of 2 and 3 was assumed to be similar to that of 1 in this work, 
and the value of khyd for 4 and 6 was taken to be similar to that of 5.  
Inhibitor kinh for trypsin (mM‐1 h‐1) khyd (h‐1) Reference 
1  53 0.034 Semenov et al. 16 
2  47 N.D.a Wong et al. 19 
3  148 N.D.a Wong et al. 19 
4  910 N.D.a This work 
5  1107 0.044 This work 
6  12 N.D.a This work 
7  364 6.1*10‐3 This work 
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constant, N.D. = not determined. a Hydrolysis of 2 and 3 was assumed to be similar to that of 1 in this work, 
and the value of khyd for 4 and 6 was taken to be similar to that of 5.  
Inhibitor kinh for trypsin (mM‐1 h‐1) khyd (h‐1) Reference 
1  53 0.034 Semenov et al. 16 
2  47 N.D.a Wong et al. 19 
3  148 N.D.a Wong et al. 19 
4  910 N.D.a This work 
5  1107 0.044 This work 
6  12 N.D.a This work 
7  364 6.1*10‐3 This work 
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computational models mentioned below. The hydrolysis rate constant of inhibitors 4 
and 6  were  assumed  to  be  similar  to  the  one  of  inhibitor 5.  The weak,  reversible 
inhibition of trypsin by the hydrolyzed  inhibitor  is not considered  in the models, as 
initial  calculations  showed  no  significant  effect  thereof  on  the  behavior  of  the 
network.   
  Next, we tested the properties of the inhibitors in batch experiments in which 
thermodynamic equilibrium is  inevitably reached. For these experiments, we chose 
inhibitors 1, 3, 5, and 7 to exploit a wide range of inhibition constants (53‐1107 mM‐1 
h‐1).  Trypsinogen  (100  µM)  is  fully  converted  into  trypsin  within  two  hours  in  the 
absence  of  inhibitor,  and  the  S‐shaped  activation  curve  is  characteristic  for 
autocatalytic  reactions  (orange dots  in Figure 2.5).  The activation of  trypsinogen  is 
severely delayed in the presence of inhibitor 1 (50‐100 µM), and the S‐shaped curve 
is much more gradual than in the absence of inhibitor (bottom panel in Figure 2.5). 
The experiment with 100 µM of 1 still yields a final trypsin concentration of about 40 
µM due to significant hydrolysis of the inhibitor at this timescale. In contrast, lower 
Figure  2.5  |  Batch  experiments  in  which  trypsinogen  ([Tg]0  =  100  µM)  was  mixed  with  various 
concentrations of 5, 7, 3 or 1 (from top to bottom) in 0.1 M Tris‐HCl, pH 7.7, 20 mM CaCl2 at 22 °C. The 
experimental data points (dots) were fitted with a genetic algorithm in COPASI (dashed lines).  
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Figure 2.6 | Simulated batch experiments  in which trypsinogen ([Tg]0 = 100 µM) was mixed with 1  (top 
panel, [1]0 = 84 µM), or 5 (bottom panel, [5]0 = 6.95 µM). Three regions are distinguished: I) Low [Tr] (in 
red), II) Competition between inhibition and autocatalysis (in green), III) Low [Inh] (in blue). 
concentrations (5‐9 µM) of 5 are required to obtain a similar delay in activation as with 
high  concentrations  of  1,  because  of  the  higher  inhibition  rate  constant  of  5. 
Consequently, higher final concentrations of trypsin are obtained when 5 is used (top 
panel  in Figure 2.5). Moreover,  in  case of 5  the  steepness of  the activation curves 
strongly  resembles  the  one  in  the  absence  of  inhibitor. We  observe  intermediate 
responses for inhibitors 3 (10‐50 µM) and 7 (10‐20 µM).   
  Then, we built a model describing these batch experiments in COPASI to gain 
more insight in the differences between the inhibitors. In the model, four reactions 
are  considered:  1)  autoactivation  of  trypsinogen,  2)  activation  of  trypsinogen  by 
trypsin, 3) inhibition of trypsin by an inhibitor, 4) hydrolysis of the inhibitor. A genetic 
algorithm22  was  employed  to  estimate  the  rate  constant  for  autoactivation  of 
trypsinogen, which resulted in a value of 2.3*10‐3 mM‐1 h‐1. Gratifyingly, the model fits 
(dashed  lines  in  Figure  2.5)  were  in  excellent  agreement  with  experimental  data. 
Parameter estimation resulted in inhibition rate constants of 86, 153, 424, and 1217 
mM‐1 h‐1 for 1, 3, 5, and 7 respectively, which is close to the values obtained by isolated 
inhibition studies.    
  Thereafter, we defined three different regions in the batch experiments: I) a 
delay region during which [Tr] < 1 µM, and inhibition is stronger than autocatalysis, II) 
a  competition  region,  in which  inhibition and autocatalysis  compete, and  III)  a  low 
[Inh] regime, in which most of the inhibitor has already reacted ([Inh] < 0.1 µM). Two 
batch experiments were simulated, one with 1 (84 µM) and one with 5 (6.95 µM), that 
both  showed a delay  time of 6 hours  (Figure 2.6). Again, we see  that  the use of 5 
results in a steeper rise in trypsin concentration, but now we can also observe that the 
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computational models mentioned below. The hydrolysis rate constant of inhibitors 4 
and 6  were  assumed  to  be  similar  to  the  one  of  inhibitor 5.  The weak,  reversible 
inhibition of trypsin by the hydrolyzed  inhibitor  is not considered  in the models, as 
initial  calculations  showed  no  significant  effect  thereof  on  the  behavior  of  the 
network.   
  Next, we tested the properties of the inhibitors in batch experiments in which 
thermodynamic equilibrium is  inevitably reached. For these experiments, we chose 
inhibitors 1, 3, 5, and 7 to exploit a wide range of inhibition constants (53‐1107 mM‐1 
h‐1).  Trypsinogen  (100  µM)  is  fully  converted  into  trypsin  within  two  hours  in  the 
absence  of  inhibitor,  and  the  S‐shaped  activation  curve  is  characteristic  for 
autocatalytic  reactions  (orange dots  in Figure 2.5).  The activation of  trypsinogen  is 
severely delayed in the presence of inhibitor 1 (50‐100 µM), and the S‐shaped curve 
is much more gradual than in the absence of inhibitor (bottom panel in Figure 2.5). 
The experiment with 100 µM of 1 still yields a final trypsin concentration of about 40 
µM due to significant hydrolysis of the inhibitor at this timescale. In contrast, lower 
Figure  2.5  |  Batch  experiments  in  which  trypsinogen  ([Tg]0  =  100  µM)  was  mixed  with  various 
concentrations of 5, 7, 3 or 1 (from top to bottom) in 0.1 M Tris‐HCl, pH 7.7, 20 mM CaCl2 at 22 °C. The 
experimental data points (dots) were fitted with a genetic algorithm in COPASI (dashed lines).  
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Figure 2.6 | Simulated batch experiments  in which trypsinogen ([Tg]0 = 100 µM) was mixed with 1  (top 
panel, [1]0 = 84 µM), or 5 (bottom panel, [5]0 = 6.95 µM). Three regions are distinguished: I) Low [Tr] (in 
red), II) Competition between inhibition and autocatalysis (in green), III) Low [Inh] (in blue). 
concentrations (5‐9 µM) of 5 are required to obtain a similar delay in activation as with 
high  concentrations  of  1,  because  of  the  higher  inhibition  rate  constant  of  5. 
Consequently, higher final concentrations of trypsin are obtained when 5 is used (top 
panel  in Figure 2.5). Moreover,  in  case of 5  the  steepness of  the activation curves 
strongly  resembles  the  one  in  the  absence  of  inhibitor. We  observe  intermediate 
responses for inhibitors 3 (10‐50 µM) and 7 (10‐20 µM).   
  Then, we built a model describing these batch experiments in COPASI to gain 
more insight in the differences between the inhibitors. In the model, four reactions 
are  considered:  1)  autoactivation  of  trypsinogen,  2)  activation  of  trypsinogen  by 
trypsin, 3) inhibition of trypsin by an inhibitor, 4) hydrolysis of the inhibitor. A genetic 
algorithm22  was  employed  to  estimate  the  rate  constant  for  autoactivation  of 
trypsinogen, which resulted in a value of 2.3*10‐3 mM‐1 h‐1. Gratifyingly, the model fits 
(dashed  lines  in  Figure  2.5)  were  in  excellent  agreement  with  experimental  data. 
Parameter estimation resulted in inhibition rate constants of 86, 153, 424, and 1217 
mM‐1 h‐1 for 1, 3, 5, and 7 respectively, which is close to the values obtained by isolated 
inhibition studies.    
  Thereafter, we defined three different regions in the batch experiments: I) a 
delay region during which [Tr] < 1 µM, and inhibition is stronger than autocatalysis, II) 
a  competition  region,  in which  inhibition and autocatalysis  compete, and  III)  a  low 
[Inh] regime, in which most of the inhibitor has already reacted ([Inh] < 0.1 µM). Two 
batch experiments were simulated, one with 1 (84 µM) and one with 5 (6.95 µM), that 
both  showed a delay  time of 6 hours  (Figure 2.6). Again, we see  that  the use of 5 
results in a steeper rise in trypsin concentration, but now we can also observe that the 
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Figure 2.7 | Simulated batch experiments. A) A plot of the delay time (duration of region I in Figure 2.6) vs 
the  inhibitor  concentration.  B)  A  plot  of  the  maximal  steepness  of  the  trypsin  curve  ((d[Tr]/dt)max  in   
mM‐1 h‐1) vs the delay time. 
duration  of  the  competition  region  is  strongly  dependent  on  the  inhibition  rate  
constant. In case of 5 the competition region is short, as only 2.6 µM of inhibitor is left 
at  the  end  of  the  delay  region,  which  is  quickly  consumed  by  the  autocatalytically  
formed trypsin. Consequently, at the end of the competition region there is still a high 
concentration   of   trypsinogen   (81  µM),   explaining   the   switch‐like   behavior.   In  
contrast, the competition region in case of 1 is long, as there is still 59 µM of inhibitor 
present at the start of the competition region, and it ends when trypsinogen is already 
fully activated. Therefore, the steepness of the trypsin curve is greatly reduced in the 
latter   case,   as   autocatalysis   has   to   compete  with   inhibition.   Importantly,   the  
concentration of trypsinogen (green lines in Figure 2.6)  is similar at the start of the 
competition region for both 1 ([Tg] = 93 µM) and 5 ([Tg] = 96 µM), and the differences 
in steepness of the trypsin curves cannot be attributed to a substrate‐depletion effect 
(i.e. that most of the trypsinogen was already converted in the low [Tr] region).  
Additional  computational  analyses  showed  that  the  delay  time   is  very  
sensitive  to  initial  [5]  (orange  line  in  Figure  2.7A),  while  the  switch‐like  behavior – 
expressed as maximal steepness of the [Tr] curve, or (d[Tr]/dt)max – is retained over a 
wide  range  of  delay  times  (orange  line  in  Figure  2.7B).  In  contrast,  the  delay  time  
increases  gradually  with  increasing  [1]  (cyan  line  in  Figure  2.7A),  and  the  maximal 
steepness drops considerably over a small range of delay times (1‐4 hours, cyan line 
in Figure 2.7B). Again, the simulations show intermediate responses for inhibitors 3 
and 7 (dark blue and red lines in Figure 2.7A and B, respectively). These simulations 
indicate  that  inhibitor  5   is  the  best  candidate  to  obtain  bistability  under  flow  
conditions, because it has a greater ability to delay the onset of autocatalytic growth 
while the system still exhibits switch‐like behavior.    
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Figure 2.8 | Phase diagrams of inhibitors 1, 3, 7 and 5 vs space velocity obtained by simulations in MATLAB.
In case of inhibitor 1, no bistable region was observed.
It is imperative to use a computational model to estimate which inhibitor(s)
and conditions are necessary to obtain bistability under flow conditions. The model
made in MATLAB contains the same reactions as the COPASI model used to describe
the batch experiments, but the former also takes flow into account. Note that flow is
hereafter described by space velocity (SV, with units of h‐1), which is the ratio of the
flow  rate (in µL h‐1)  over  the  reactor  volume  (in  our case  250 µL).  In  the MATLAB
model,  the space velocity  is first  increased from 0 (i.e. batch conditions) to 4 h‐1 in
small  steps. The model  waits  for 250 simulated hours  before changing  the  space 
velocity to obtain a final steady state of the system, and uses the final concentrations
of compounds in the reactor as the initial conditions at the next space velocity while 
keeping the inflow concentrations  of trypsinogen and inhibitor  constant.  After
reaching a space velocity of 4 h‐1,  the concentrations in the reactor are set to zero
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Figure 2.7 | Simulated batch experiments. A) A plot of the delay time (duration of region I in Figure 2.6) vs 
the  inhibitor  concentration.  B)  A  plot  of  the  maximal  steepness  of  the  trypsin  curve  ((d[Tr]/dt)max  in  
mM‐1 h‐1) vs the delay time. 
duration  of  the  competition  region  is  strongly  dependent  on  the  inhibition  rate 
constant. In case of 5 the competition region is short, as only 2.6 µM of inhibitor is left 
at  the  end of  the delay  region, which  is  quickly  consumed by  the autocatalytically 
formed trypsin. Consequently, at the end of the competition region there is still a high 
concentration  of  trypsinogen  (8    1  µM),  explaining  the  switch‐like  behavior.  In 
contrast, the competition region in case of 1 is long, as there is still 59 µM of inhibitor 
present at the start of the competition region, and it ends when trypsinogen is already 
fully activated. Therefore, the steepness of the trypsin curve is greatly reduced in the 
latter  case,  as  autocatalysis  has  to  compete  with  inhibition.  Importantly,  the 
concentration of trypsinogen (green lines in Figure 2.6)  is similar at the start of the 
competition region for both 1 ([Tg] = 93 µM) and 5 ([Tg] = 96 µM), and the differences 
in steepness of the trypsin curves cannot be attributed to a substrate‐depletion effect 
(i.e. that most of the trypsinogen was already converted in the low [Tr] region).  
  Additional  computational  analyses  showed  that  the  delay  time  is  very 
sensitive  to  initial  [5]  (orange  line  in  Figure 2.7A), while  the  switch‐like behavior – 
expressed as maximal steepness of the [Tr] curve, or (d[Tr]/dt)max – is retained over a 
wide  range of  delay  times  (orange  line  in  Figure 2.7B).  In  contrast,  the delay  time 
increases  gradually with  increasing  [1]  (cyan  line  in  Figure  2.7A),  and  the maximal 
steepness drops considerably over a small range of delay times (1‐4 hours, cyan line 
in Figure 2.7B). Again, the simulations show intermediate responses for inhibitors 3 
and 7 (dark blue and red lines in Figure 2.7A and B, respectively). These simulations 
indicate  that  inhibitor  5  is  the  best  candidate  to  obtain  bistability  under  flow 
conditions, because it has a greater ability to delay the onset of autocatalytic growth 
while the system still exhibits switch‐like behavior.   
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Figure 2.8 | Phase diagrams of inhibitors 1, 3, 7 and 5 vs space velocity obtained by simulations in MATLAB. 
In case of inhibitor 1, no bistable region was observed. 
  It is imperative to use a computational model to estimate which inhibitor(s) 
and conditions are necessary to obtain bistability under flow conditions. The model 
made in MATLAB contains the same reactions as the COPASI model used to describe 
the batch experiments, but the former also takes flow into account. Note that flow is 
hereafter described by space velocity (SV, with units of h‐1), which is the ratio of the 
flow  rate  (in  µL  h‐1)  over  the  reactor  volume  (in  our  case  250 µL).  In  the MATLAB 
model,  the space velocity  is first  increased from 0 (i.e. batch conditions) to 4 h‐1  in 
small  steps.  The  model  waits  for  250  simulated  hours  before  changing  the  space 
velocity to obtain a final steady state of the system, and uses the final concentrations 
of compounds in the reactor as the initial conditions at the next space velocity while 
keeping  the  inflow  concentrations  of  trypsinogen  and  inhibitor  constant.  After 
reaching a space velocity of 4 h‐1,  the concentrations  in the reactor are set to zero 
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again, and the process is repeated, but now for decreasing space velocity. The system 
is  considered  bistable  when  a  difference  is  observed  between  the  final  trypsin 
concentration  obtained  at  increasing  space  velocity  as  compared  to  the  reverse 
process. Ultimately, the differences in trypsin concentration (Δ[Tr] in µM) are plotted 
in a phase diagram of initial inhibitor concentration vs the space velocity.   
  Using this model, we did not find bistability in the case of 1, but did observe 
bistable regimes for 3, 5 and 7 (Figure 2.8, [Tg]0 = 100 µM) as expected based on the 
results  of  the  batch  experiments.  The  size  of  the  bistable  regime  increased  in  the 
following trend: 5 > 7 > 3. Finally, we tested the model predictions in flow experiments 
using inhibitor 5 in a 250 µL continuously‐stirred tank reactor (CSTR),16 that was fed 
by three syringes loaded with either trypsinogen, inhibitor, or a buffer solution (see 
Experimental Details section for details). In the syringes, trypsinogen and the inhibitor 
were kept in acidic solutions to prevent autoactivation and hydrolysis, respectively. 
We indeed observed bistability and hysteresis in trypsin concentration when the space 
velocity was first increased, and then decreased again (Figure 2.9A).   
  In addition, we observed the same behavior at a constant space velocity, but 
at changing concentrations of 5 (Figure 2.9B). The states of high [Tr] are named the 
thermodynamic branches in Figure 2.9, as they resemble the final high [Tr] reached at 
thermodynamic  equilibrium.  In  contrast,  the  states  of  low  [Tr]  are  called  the  flow 
branch  and  inhibitor  branch  in  Figure  2.9A  and  2.9B,  respectively,  since  here  the 
antagonists of autocatalysis are dominant. In both flow experiments, we had to wait 
until at least six reactor volumes of fluid had passed through the reactor for the trypsin 
Figure 2.9 | Bistability in flow experiments. A) Bistability in a flow experiment ([Tg]0 = 100 µM, [5]0 = 8 µM) 
achieved by changing space velocity once a stable trypsin concentration was reached. B) Bistability in a flow 
experiment ([Tg]0 = 100 µM, SV = 1 h‐1) achieved by changing [5] once a stable trypsin concentration was 
reached. Error bars in A and B are standard deviations of [Tr] determinations at three different time points, 
after [Tr] had reached a steady state.   
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concentration to stabilize  (the steady‐state concentrations of  trypsin are plotted  in 
Figure 2.9). Additionally, we see that the steady state trypsin concentration is lowered 
in  the  thermodynamic  branch  as  the  inhibition  strength  is  increased,  either  by 
increasing thespace velocity or [5]. The experimental results are in good agreement 
with the computational model, although the experimental bistable regime seems to 
be slightly smaller than the computed one.   
2.3 Conclusion 
In this report, we have shown that a combination of synthesis, kinetic studies, batch 
experiments, and computational modelling resulted in the observation of bistability 
in a CSTR. Interestingly, we observe that a small change in molecular structure can be 
crucial for obtaining complex behavior, something we established in previous work as 
well.16,17 Our work does not only expand the available toolbox of complex networks, 
but  we  also  foresee  that  our  bistable  system  can  be  implemented  in  enzyme‐
responsive, smart materials.23‐26 Furthermore, we expect that strong, natural trypsin 
inhibitors such as soybean trypsin inhibitor and aprotinin (both are proteins) can also 
be  used  to  create  trypsin‐based  bistable  switches.  These  alternative  inhibitors  are 
interesting  for  applications where  long  reaction  times may be  required,  such as  in 
enzyme‐responsive materials, as these proteins do not hydrolyze  in contrast to the 
inhibitors used in this study.  
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again, and the process is repeated, but now for decreasing space velocity. The system 
is  considered  bistable  when  a  difference  is  observed  between  the  final  trypsin 
concentration  obtained at  increasing space velocity as  compared to  the reverse
process. Ultimately, the differences in trypsin concentration (Δ[Tr] in µM) are plotted
in a phase diagram of initial inhibitor concentration vs the space velocity. 
Using this model, we did not find bistability in the case of 1, but did observe 
bistable regimes for 3, 5 and 7 (Figure 2.8, [Tg]0 = 100 µM) as expected based on the
results  of  the  batch  experiments.  The  size  of  the  bistable regime increased in the
following trend: 5 > 7 > 3. Finally, we tested the model predictions in flow experiments 
using inhibitor 5 in a 250 µL continuously‐stirred tank reactor (CSTR),16 that was fed
by three syringes loaded with either trypsinogen, inhibitor, or a buffer solution (see
Experimental Details section for details). In the syringes, trypsinogen and the inhibitor
were kept in acidic solutions to prevent autoactivation and hydrolysis, respectively.
We indeed observed bistability and hysteresis in trypsin concentration when the space
velocity was first increased, and then decreased again (Figure 2.9A).
In addition, we observed the same behavior at a constant space velocity, but
at changing concentrations of 5 (Figure 2.9B). The states of high [Tr] are named the
thermodynamic branches in Figure 2.9, as they resemble the final high [Tr] reached at
thermodynamic  equilibrium.  In  contrast,  the  states  of  low  [Tr]  are  called  the  flow
branch and inhibitor  branch  in Figure 2.9A and 2.9B, respectively, since here the
antagonists of autocatalysis are dominant. In both flow experiments, we had to wait 
until at least six reactor volumes of fluid had passed through the reactor for the trypsin 
Figure 2.9 | Bistability in flow experiments. A) Bistability in a flow experiment ([Tg]0 = 100 µM, [5]0 = 8 µM)
achieved by changing space velocity once a stable trypsin concentration was reached. B) Bistability in a flow
experiment ([Tg]0 = 100 µM, SV = 1 h‐1) achieved by changing [5] once a stable trypsin concentration was 
reached. Error bars in A and B are standard deviations of [Tr] determinations at three different time points,
after [Tr] had reached a steady state.
39 
Chapter 2 – A trypsin‐based bistable switch 
concentration to stabilize  (the steady‐state concentrations of  trypsin are plotted  in 
Figure 2.9). Additionally, we see that the steady state trypsin concentration is lowered 
in  the  thermodynamic  branch  as  the  inhibition  strength  is  increased,  either  by  
increasing the space velocity or [5].  The experimental  results are  in good agreement 
with the computational model, although the experimental bistable regime seems to 
be slightly smaller than the computed one.    
2.3 Conclusion 
In this report, we have shown that a combination of synthesis, kinetic studies, batch 
experiments, and computational modelling resulted in the observation of bistability 
in a CSTR. Interestingly, we observe that a small change in molecular structure can be 
crucial for obtaining complex behavior, something we established in previous work as 
well.16,17 Our work does not only expand the available toolbox of complex networks, 
but  we  also  foresee  that  our  bistable  system  can  be  implemented  in  enzyme‐
responsive, smart materials.23‐26 Furthermore, we expect that strong, natural trypsin 
inhibitors such as soybean trypsin inhibitor and aprotinin (both are proteins) can also 
be  used  to  create  trypsin‐based  bistable  switches.  These  alternative  inhibitors  are  
interesting  for  applications  where  long  reaction  times  may  be  required,  such  as  in 
enzyme‐responsive materials, as these proteins do not hydrolyze  in contrast to the 
inhibitors used in this study.  
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2.5 Experimental details 
2.5.1 Synthesis of 4‐(2‐N,N’‐diboc‐guanidinoethyl)benzenesulfonyl fluoride (9)  
N,N’‐Di‐Boc‐thiourea   (compound   8,   31.6   mg,   114.7   µmol,   1.2   eq)   and   4‐(2‐
aminoethyl)benzenesulfonyl fluoride hydrochloride (AEBSF, 22.9 mg, 95.6 µmol, 1 eq) 
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were  first  dried  under  vacuum,  and  afterwards  suspended  in  dry  DCM.  Dry N,N’‐
diisopropylethylamine  (66 µL,  382 µmol,  4  eq)  and  fine powdered  copper  chloride 
dihydrate (19.6 mg, 114.7 µmol, 1.2 eq) were added in quick succession. The mixture 
was stirred under nitrogen for one hour, and then poured in 10% (w/v) KHSO4 solution. 
Next, ethyl acetate was added and the organic phase was separated in a separatory 
funnel, and subsequently washed with KHSO4 and brine. Then, the mixture was dried 
over  Na2SO4,  and  the  solvent  was  evaporated  under  reduced  pressure.  The  crude 
product was purified by  silica  column chromatography  (ethyl  acetate/heptane, 1:4, 
v/v) yielding the desired compound 9 (17.1 mg, 38.2 µmol, 40%). 
1H‐NMR: (400 MHz, CD3OD) δ 8.14 (d, J = 8.2 Hz, 2H), 7.71 (d, J = 8.3 Hz, 2H), 3.62 (t, J 
= 7.1 Hz, 2H), 3.14 (t, J = 7.0 Hz, 2H), 1.41 (s, 9H), 1.29 (s, 9H); LCQMS‐ESI (Da): m/z 
observed 446.38 for C19H29FN3O6S+ [M+H+]; m/z calculated for [M+H+]: 446.18. 
2.5.2 Synthesis of 4‐(2‐guanidinoethyl)benzenesulfonyl fluoride (inhibitor 5)   
Compound 9 (17.1 mg, 38.2 µmol) was dissolved in 1 mL dioxane, and 1 mL of 4 M HCl 
in  dioxane  was  added,  after  which  the  mixture  was  stirred  overnight  at  room 
temperature.  Then,  the  mixture  was  concentrated  under  reduced  pressure  and 
diethyl ether was added. The formed precipitate was centrifuged, washed two times 
with diethyl ether, and dried under vacuum yielding the desired inhibitor 5 (GEBSF, 
9.7 mg, 34.3 µmol, yield 90%). 
1H‐NMR: (400 MHz, CD3OD) δ 8.00 (d, J = 8.2 Hz, 2H), 7.61 (d, J = 8.1 Hz, 2H), 3.51 (t, J 
= 7.0 Hz, 2H), 3.02 (t, J = 7.0 Hz, 2H); 13C‐NMR: (125 MHz, CD3OD) δ 147.4, 131.3, 131.1, 
130.3,  128.4,  41.4,  34.5;  LCQMS‐ESI  (Da):  m/z  observed  246.28  for  C9H13FN3O2S+ 
[M+H+]; m/z calculated for [M+H+]: 246.07. 
Inhibitors 4, 6 and 7 were synthesized following the same protocol, but with different 
starting compounds. The analyses of these compounds are listed below: 
Inhibitor 4   
1H NMR: (400 MHz, CD3OD) δ 8.06 (d, J = 8.3 Hz, 2H), 7.65 (d, J = 8.2 Hz, 2H), 4.58 (s, 
2H); LCQMS‐ESI (Da): m/z observed 232.25 for C8H11FN3O2S+ [M+H+]; m/z calculated 
for [M+H+]: 232.06. 
Inhibitor 6   
1H NMR: (400 MHz, CD3OD) δ 8.01 – 7.90 (m, 2H), 7.57 (d, J = 8.0 Hz, 2H), 3.24 – 3.16 
(m, 2H), 2.88 – 2.78 (m, 2H), 2.00 – 1.86 (m, 2H); LCQMS‐ESI (Da): m/z observed 260.31 
for C10H15FN3O2S+ [M+H+]; m/z calculated for [M+H+]: 260.09. 
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Inhibitor 7   
1H NMR: (400 MHz, CD3OD) δ 7.90 (dd, J = 4.0, 1.3 Hz, 1H), 7.16 (dd, J = 4.0, 0.8 Hz, 
1H), 3.52 (t, J = 6.8 Hz, 2H), 3.21 (t, J = 6.8 Hz, 2H); LCQMS‐ESI  (Da): m/z observed 
252.26 for C7H11FN3O2S2+ [M+H+]; m/z calculated for [M+H+]: 252.02. 
2.5.3 Inhibition of trypsin by inhibitors 4‐7   
Trypsin  (29.4  µM)  was mixed  with  inhibitor  (40  µM)  in  100 mM  Tris‐HCl,  pH  7.7, 
containing  20 mM CaCl2,  and  kept  at  22  °C.  At multiple  time  points,  20  µL  of  the 
reaction mixture was quenched with 180 µL of a 0.1 M KHSO4 solution. 10 µL of the 
quenched  reaction  mixture  was  added  to  2.5  mL  50  mM  Tris‐HCl  buffer,  pH  7.7, 
containing 5 µg/mL bis‐(Z‐Ile‐Pro‐Arg)‐rhodamine 110, a fluorogenic trypsin substrate. 
Increase in fluorescence intensity (λex = 470 nm, λem = 520 nm) was measured for 20 
seconds, and its slope compared to a calibration curve to calculate the concentration 
of active trypsin. 
2.5.4 Hydrolysis of inhibitor 5   
Inhibitor 5 (0.19 mg, 0.67 µmol, 1.03 mM starting concentration) was dissolved in 650 
µL  50  mM  Tris‐HCl,  pD  7.7,  in  D2O  containing  20  mM  CaCl2,  and  hydrolysis  was 
followed by 1H‐NMR (400 MHz). The formation of hydrolyzed inhibitor was followed 
in time by integrating the peaks of the phenyl ring, from which the [5] over time was 
calculated. 
2.5.5 Batch experiments   
In the batch experiments in Figure 2, 100 µM of trypsinogen was mixed with varying 
concentrations of inhibior 1, 3, 5, or 7 in 100 mM Tris‐HCl, pH 7.7, containing 20 mM 
CaCl2, and kept at 22 °C. The rest of the procedure was identical as described in section 
2.5.3. 
2.5.6 Flow experiments   
Details on the fabrication of the CSTR and the experimental setup can be found in our 
other  work.16  Three  syringes  were  connected  to  the  reactor,  which  typically 
contained: I) trypsinogen (272 µM, 2.40 mg/mL) in 4 mM HCl containing 40 mM CaCl2, 
II)  5  (32  µM  in  2  mM  HCl),  III)  0.5  M  Tris‐HCl,  pH  7.7  buffer.  The  flow  rate  for 
trypsinogen was always half the total flow rate (effective starting concentration [Tg] 
= 100 µM; note that in the batch used for flow experiments only 74% of trypsinogen 
was active), and the flow rates of inhibitor and buffer were changed in case different 
concentrations of inhibitor had to be achieved (in all cases, buffer capacity was at least 
     
 
40 
 
S.G.J. Postma – Rational design of enzymatic reaction networks
were  first  dried  under  vacuum,  and  afterwards  suspended  in  dry  DCM.  Dry N,N’‐
diisopropylethylamine  (66 µL,  382 µmol,  4  eq)  and  fine powdered  copper  chloride 
dihydrate (19.6 mg, 114.7 µmol, 1.2 eq) were added in quick succession. The mixture 
was stirred under nitrogen for one hour, and then poured in 10% (w/v) KHSO4 solution. 
Next, ethyl acetate was added and the organic phase was separated in a separatory 
funnel, and subsequently washed with KHSO4 and brine. Then, the mixture was dried 
over  Na2SO4,  and  the  solvent  was  evaporated  under  reduced  pressure.  The  crude 
product was purified by  silica  column chromatography  (ethyl  acetate/heptane, 1:4, 
v/v) yielding the desired compound 9 (17.1 mg, 38.2 µmol, 40%). 
1H‐NMR: (400 MHz, CD3OD) δ 8.14 (d, J = 8.2 Hz, 2H), 7.71 (d, J = 8.3 Hz, 2H), 3.62 (t, J 
= 7.1 Hz, 2H), 3.14 (t, J = 7.0 Hz, 2H), 1.41 (s, 9H), 1.29 (s, 9H); LCQMS‐ESI (Da): m/z 
observed 446.38 for C19H29FN3O6S+ [M+H+]; m/z calculated for [M+H+]: 446.18. 
2.5.2 Synthesis of 4‐(2‐guanidinoethyl)benzenesulfonyl fluoride (inhibitor 5)   
Compound 9 (17.1 mg, 38.2 µmol) was dissolved in 1 mL dioxane, and 1 mL of 4 M HCl 
in  dioxane  was  added,  after  which  the  mixture  was  stirred  overnight  at  room 
temperature.  Then,  the  mixture  was  concentrated  under  reduced  pressure  and 
diethyl ether was added. The formed precipitate was centrifuged, washed two times 
with diethyl ether, and dried under vacuum yielding the desired inhibitor 5 (GEBSF, 
9.7 mg, 34.3 µmol, yield 90%). 
1H‐NMR: (400 MHz, CD3OD) δ 8.00 (d, J = 8.2 Hz, 2H), 7.61 (d, J = 8.1 Hz, 2H), 3.51 (t, J 
= 7.0 Hz, 2H), 3.02 (t, J = 7.0 Hz, 2H); 13C‐NMR: (125 MHz, CD3OD) δ 147.4, 131.3, 131.1, 
130.3,  128.4,  41.4,  34.5;  LCQMS‐ESI  (Da):  m/z  observed  246.28  for  C9H13FN3O2S+ 
[M+H+]; m/z calculated for [M+H+]: 246.07. 
Inhibitors 4, 6 and 7 were synthesized following the same protocol, but with different 
starting compounds. The analyses of these compounds are listed below: 
Inhibitor 4   
1H NMR: (400 MHz, CD3OD) δ 8.06 (d, J = 8.3 Hz, 2H), 7.65 (d, J = 8.2 Hz, 2H), 4.58 (s, 
2H); LCQMS‐ESI (Da): m/z observed 232.25 for C8H11FN3O2S+ [M+H+]; m/z calculated 
for [M+H+]: 232.06. 
Inhibitor 6   
1H NMR: (400 MHz, CD3OD) δ 8.01 – 7.90 (m, 2H), 7.57 (d, J = 8.0 Hz, 2H), 3.24 – 3.16 
(m, 2H), 2.88 – 2.78 (m, 2H), 2.00 – 1.86 (m, 2H); LCQMS‐ESI (Da): m/z observed 260.31 
for C10H15FN3O2S+ [M+H+]; m/z calculated for [M+H+]: 260.09. 
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Inhibitor 7   
1H NMR: (400 MHz, CD3OD) δ 7.90 (dd, J = 4.0, 1.3 Hz, 1H), 7.16 (dd, J = 4.0, 0.8 Hz, 
1H), 3.52 (t, J = 6.8 Hz, 2H), 3.21 (t, J = 6.8 Hz, 2H); LCQMS‐ESI  (Da): m/z observed 
252.26 for C7H11FN3O2S2+ [M+H+]; m/z calculated for [M+H+]: 252.02. 
2.5.3 Inhibition of trypsin by inhibitors 4‐7   
Trypsin  (29.4  µM)  was mixed  with  inhibitor  (40  µM)  in  100 mM  Tris‐HCl,  pH  7.7, 
containing  20 mM CaCl2,  and  kept  at  22  °C.  At multiple  time  points,  20  µL  of  the 
reaction mixture was quenched with 180 µL of a 0.1 M KHSO4 solution. 10 µL of the 
quenched  reaction  mixture  was  added  to  2.5  mL  50  mM  Tris‐HCl  buffer,  pH  7.7, 
containing 5 µg/mL bis‐(Z‐Ile‐Pro‐Arg)‐rhodamine 110, a fluorogenic trypsin substrate. 
Increase in fluorescence intensity (λex = 470 nm, λem = 520 nm) was measured for 20 
seconds, and its slope compared to a calibration curve to calculate the concentration 
of active trypsin. 
2.5.4 Hydrolysis of inhibitor 5   
Inhibitor 5 (0.19 mg, 0.67 µmol, 1.03 mM starting concentration) was dissolved in 650 
µL  50  mM  Tris‐HCl,  pD  7.7,  in  D2O  containing  20  mM  CaCl2,  and  hydrolysis  was 
followed by 1H‐NMR (400 MHz). The formation of hydrolyzed inhibitor was followed 
in time by integrating the peaks of the phenyl ring, from which the [5] over time was 
calculated. 
2.5.5 Batch experiments   
In the batch experiments in Figure 2, 100 µM of trypsinogen was mixed with varying 
concentrations of inhibior 1, 3, 5, or 7 in 100 mM Tris‐HCl, pH 7.7, containing 20 mM 
CaCl2, and kept at 22 °C. The rest of the procedure was identical as described in section 
2.5.3. 
2.5.6 Flow experiments   
Details on the fabrication of the CSTR and the experimental setup can be found in our 
other  work.16  Three  syringes  were  connected  to  the  reactor,  which  typically 
contained: I) trypsinogen (272 µM, 2.40 mg/mL) in 4 mM HCl containing 40 mM CaCl2, 
II)  5  (32  µM  in  2  mM  HCl),  III)  0.5  M  Tris‐HCl,  pH  7.7  buffer.  The  flow  rate  for 
trypsinogen was always half the total flow rate (effective starting concentration [Tg] 
= 100 µM; note that in the batch used for flow experiments only 74% of trypsinogen 
was active), and the flow rates of inhibitor and buffer were changed in case different 
concentrations of inhibitor had to be achieved (in all cases, buffer capacity was at least 
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50 mM). Droplets from the outlet tubing were collected using a BioRad 2110 fraction 
collector, in which eppendorf tubes were placed containing 780 µL 0.1 M KHSO4. The 
quenched  solutions were  analyzed with  the  fluorogenic  assay  described  in  section 
2.5.3. Droplet volume was determined by measuring the time interval between falling 
droplets and multiplying this time with the flow rate.    
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3.1 Introduction 
The response of living cells to physicochemical changes in their environment is regulated 
by  complex  integrated  networks  of  reactions  that  control  the  functioning  of 
biomolecules  in  space  and  time.  Time‐keeping,  chemical  amplification,  and  signal 
modulation are examples of essential functions in signal transduction, vision, metabolic 
regulation, and cell division  in biological  systems.1,2  These  functions are  ‘encoded’  in 
complex  networks  of  biochemical  reactions  that  operate  far‐from‐equilibrium.3,4 
Chemical  reaction networks  (CRNs) arise out of  the myriad  interactions between  the 
components of the cell, and their characteristics transcend the properties of individual 
molecules and reactions. In recent years it has become possible to design synthetic gene 
networks  to  control  some  of  the  fundamental  properties  of  living  systems,5,6  but  to 
create synthetic dynamic molecular systems that capture the extraordinary richness in 
behavior displayed by living cells remains a major challenge.    
  Significant efforts have been made in applying the principal regulatory motifs 
of biochemical reaction networks to dissipative systems based on DNA replication and 
transcription.7‐11 Complex spatiotemporal pattern formation has been observed in the 
classic example of Belousov‐Zhabotinsky (BZ) oscillations,12 and, together with related 
CRNs,  these  have  been  harnessed  into  a  rich  variety  of  self‐organizing  systems.13‐16 
  Now, we wish to exploit the full power of chemical synthesis to construct CRNs 
tuned by small molecules approaching the tunability and functionality of living systems. 
Although  impressive progress  in  this direction has been made,17‐22 we  lack  a  general 
methodology based on rational design that integrates the structure of (small) molecules 
with the tuning of the reaction rates for each step in the network. We require a modular 
approach  using  common  building  blocks  and  reaction  conditions,  and  the  ability  to 
program a functional output of the network. Oscillations are a well‐established hallmark 
of out‐of‐equilibrium CRNs, and, inspired by metabolic networks,23,24 we present in this 
Chapter a methodology for constructing tunable, oscillating reaction networks based on 
enzymatic conversions of small molecules.25  
  Furthermore,  we  exploit  the  flexibility  introduced  by  using  small  synthetic 
peptides as key intermediates in the enzymatic network.26 We therefore synthesized a 
range of compounds that change one reaction rate, and one rate only, in a specific part 
of the network by an order of magnitude. Due to the non‐linear nature of the CRN, this 
change in reaction rate in one part of the network will not lead to a corresponding linear 
change in output of the network (i.e. amplitude or periodicity). Instead, it will change 
the very nature of the steady state behavior. In this Chapter, we combine experiments 
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Figure 3.1 | The enzymatic reaction network. A) Schematic network layout of the enzymatic oscillator based 
on autocatalytic production and delayed inhibition of an enzyme. B) Experimental assembly of the enzymatic 
oscillator showing the molecular structures of the small molecules involved. Tr = trypsin, Tg = trypsinogen, Ap 
= aminopeptidase N, Inh = inhibitor.   
with  computational  methods  to  follow  these  changes  in  the  network  upon  the 
introduction of different small molecules. 
3.2 Results and discussion 
Theoretical analyses have revealed numerous regulatory motifs in biochemical networks 
that  give  stable oscillations.24,27,28  The design of our CRN  is based on a  time‐delayed 
negative feedback topology, combined with a short positive feedback loop (Fig. 3.1A). 
To  reduce  our  design  to  practice,  we  selected  enzymes  whose  activities  can  be 
modulated by small molecules. Trypsin (Tr) is the key element in our CRN and positive 
feedback  arises  from  the  autocatalytic  conversion  of  the  enzymatically  inactive 
trypsinogen (Tg) into Tr.29 To create the negative feedback loop, an active inhibitor must 
be formed as a result of enzymatic activity of Tr. There are various known inhibitors for 
Tr,  and  here  we  use  the  strong  and  irreversible  inhibitor  4‐[2‐aminoethyl]benzene‐
sulfonyl fluoride (Inh, Fig. 3.1B) as the key small molecule in our CRN as it can be easily 
modified. It is essential that the negative feedback resulting in Tr inhibition is delayed 
from Tr production. We therefore split the negative feedback loop into two orthogonal 
steps, each amenable to rate‐tuning. First, Tr cleaves the Lys residue of the pro‐inhibitor, 
of  which  the  N‐terminus  was  acetylated  to  yield  a  well‐soluble  molecule  and  an 
endopeptidase  substrate.  Secondly,  aminopeptidase  N  (Ap)  cleaves  an  amino  acid 
residue  from  the  intermediate  inhibitor,  thereby  activating  the  inhibitor,  closing  the 
negative feedback loop.    
  Before we assemble the network, individual, isolated reactions or small parts 
of  the  network  are  studied  using  kinetic  assays.  A  number  of  derivatives  of  the 
intermediate inhibitor with different amino acids conjugated to Inh were synthesized, 
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Figure 3.2 | Properties of the CRN in batch conditions. Various parts of the network (indicated by the inserts 
in all graphs) are assembled under batch conditions. A) positive feedback (e.g. Tg autocatalysis catalysed by 
Tr), B) negative  feedback  (Tr  inhibition by  Inh freed through the process Pro‐Inh   Int‐Inh   Inh), C) Full 
network with 1, and D) with 2. The initial concentrations reported in the graphs were mixed in 100 mM Tris 
buffer, pH 7.7, containing 20 mM CaCl2. Aliquots (15 L) were taken from the reaction mixture and trypsin 
activity was monitored by a fluorogenic assay (see Experimental Section). 
showing different enzymatic conversion rates  (see reference 25  for details). The Gln‐
derivative  (H‐Gln‐Inh)  showed  lowest  background  interaction  with  Tr  and  fastest 
activation by Ap, which gives a good decoupling of the two cleavage steps. After this 
initial  screening, pro‐inhibitor 1  (Ac‐Lys‐Gln‐Inh, Figure 3.1) was used  for  tests of  the 
CRN in batch. Figure 3.2 shows how the positive and negative feedback loop function as 
separate elements: autocatalytic Tg activation by Tr shows an exponential increase in  
[Tr] (green squares, Figure 3.2A). Conversely, [Tr] drops rapidly in the isolated negative 
feedback  loop containing 1 and Ap  (orange squares, Figure 3.2B). However, when all 
elements of the network are combined, there is no significant response in the system 
(orange  squares,  Figure  3.2C),  and  [Tr]  remains  low,  indicating  that  the  negative 
feedback loop either initiates too quickly or is too fast.    
  The  flexible design now allows us  to balance  the negative  feedback  loop by 
either  changing  the binding constant between  the pro‐inhibitor  and Tr,  lowering  the 
sensitivity of the feedback loop to [Tr]; or by changing [Ap] or the amino acid conjugated 
to  the  inhibitor,  increasing  the  delayed  inhibition.  At  this  point,  it  is  imperative  to 
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Figure 3.3 | Prediction of single‐peak response by the ODE model. A) Illustration of a simulation of the full 
network in which trypsin concentration exceeds a certain threshold before being fully inhibited. B) Box plots 
of parameter values obtained by multiple sampling of the full network. The gray bars indicate the sampling 
ranges for each parameter in which the single‐peak response of A) was found. The threshold was arbitrarily 
set at 25 M. The experimentally measured enzymatic efficiencies for non‐methylated (pro‐inhibitor 1) and 
methylated (pro‐inhibitor 2) ε‐NH2 in the lysine residue of the proinhibitor are indicated with a red and a green 
dot, respectively. The enzymatic efficiency (kcat/KM) is expressed in mM–1 h–1 and [Ap] is expressed in 10‐2 U mL‐
1.  These  calculations  were  performed  by  Tom  de  Greef  and  Rik  van  Roekel  (Eindhoven  University  of 
Technology). 
combine the design of small molecules with mathematical simulation of the complete 
network. To this end, a set of ordinary differential equations (ODE) was constructed that 
accurately  describes  the  reactions  of  the  CRN  using  mass‐action  kinetics.  Kinetic 
parameters of all known reactions in the CRN, including the background hydrolysis of 
the fluorosulfonyl moiety of the inhibitor, were measured experimentally, and used as 
input for the simulations (see Table 3.1 in the Experimental Details, section 3.5.2). We 
note that the proteolytic degradation of enzymes is another potential side reaction. We 
verified that digestions of Tr and Ap by Tr as well as autodegradation of Ap do not take 
place  (at  least not at  sufficient  rates,  i.e.  several hours)  to  impact  the kinetics of  the 
network under the conditions we use in our experiments (data not shown).   
  To guide the design of molecules for which a significant response of the CRN 
will be obtained, the model was used to determine the range in kinetic parameters of 
the enzymatic reactions in the negative feedback that lead to a single peak in [Tr] when 
the full network is combined under batch conditions. The simulations show that the rate 
of  the  Ap‐catalysed  step  is  in  a  range  accessible  by  choosing  suitable  [Ap],  but  the 
enzymatic efficiency of Tr acting on 1 is too high (experimental value of kcat/KM > 3300 
mM‐1 h‐1, Section 3.5.2.1) as a single peak only occurs if the enzymatic efficiency of this 
enzymatic  step  is  significantly  reduced  (kcat/KM  <  1500  mM‐1  h‐1,  Figure  3.3). 
  It  is known that methylation of  the ε‐NH2  in Lys  lowers the affinity between 
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Figure 3.2 | Properties of the CRN in batch conditions. Various parts of the network (indicated by the inserts 
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Tr), B) negative  feedback  (Tr  inhibition by  Inh freed through the process Pro‐Inh   Int‐Inh   Inh), C) Full 
network with 1, and D) with 2. The initial concentrations reported in the graphs were mixed in 100 mM Tris 
buffer, pH 7.7, containing 20 mM CaCl2. Aliquots (15 L) were taken from the reaction mixture and trypsin 
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of parameter values obtained by multiple sampling of the full network. The gray bars indicate the sampling 
ranges for each parameter in which the single‐peak response of A) was found. The threshold was arbitrarily 
set at 25 M. The experimentally measured enzymatic efficiencies for non‐methylated (pro‐inhibitor 1) and 
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dot, respectively. The enzymatic efficiency (kcat/KM) is expressed in mM–1 h–1 and [Ap] is expressed in 10‐2 U mL‐
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parameters of all known reactions in the CRN, including the background hydrolysis of 
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input for the simulations (see Table 3.1 in the Experimental Details, section 3.5.2). We 
note that the proteolytic degradation of enzymes is another potential side reaction. We 
verified that digestions of Tr and Ap by Tr as well as autodegradation of Ap do not take 
place  (at  least not at  sufficient  rates,  i.e.  several hours)  to  impact  the kinetics of  the 
network under the conditions we use in our experiments (data not shown).   
  To guide the design of molecules for which a significant response of the CRN 
will be obtained, the model was used to determine the range in kinetic parameters of 
the enzymatic reactions in the negative feedback that lead to a single peak in [Tr] when 
the full network is combined under batch conditions. The simulations show that the rate 
of  the  Ap‐catalysed  step  is  in  a  range  accessible  by  choosing  suitable  [Ap],  but  the 
enzymatic efficiency of Tr acting on 1 is too high (experimental value of kcat/KM > 3300 
mM‐1 h‐1, Section 3.5.2.1) as a single peak only occurs if the enzymatic efficiency of this 
enzymatic  step  is  significantly  reduced  (kcat/KM  <  1500  mM‐1  h‐1,  Figure  3.3). 
  It  is known that methylation of  the ε‐NH2  in Lys  lowers the affinity between 
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Figure 3.4 | Trypsin oscillations observed in a flow reactor. A) Schematic representation of the flow reactor. 
The  concentration  of  Tr  in  the  outflow  is  measured  using  a  standard  Tr  activity  assay  (see  Experimental 
Section). B) Concentration of Tr in time measured by assembling the complete network under flow conditions 
at 23 °C (see Experimental Section). Error bars representing 95% confidence intervals were calculated from 
relative experimental errors (see Supplementary Information of reference 25 for details). 
substrate and Tr,30 providing a route to molecularly engineer a decreased sensitivity of 
the negative feedback loop to Tr. We subsequently study the response of a CRN based 
on the modified pro‐inhibitor 2 (Figure 3.1B), and although the difference in the rate of 
Tr (43 μM) inhibition by 1 or 2 (free or methylated Lys) in the presence of Ap is small 
(Figure 3.2B), networks composed of 2 do indeed give a single oscillation (Figure 3.2D, 
green squares). Similar simulations were performed in flow conditions (by taking into 
account the continuous in‐ and outflow of species in the network) to support reactions 
carried out in an open reactor. Here, we use a fluidic continuously stirred tank reactor 
(CSTR) with four inlets containing Tg, Ap, 2 and a catalytic amount of Tr (Figure 3.4A). 
We experimentally determined the composition of the reactor by sampling the outflow  
at regular intervals (14 min); [Tr] was established via a standard Tr activity assay (Section 
3.5.3.1). Guided by simulations, which indicate that [Ap] should fall within 0.011‐0.638 
U/mL  and  a  flow  rate  over  volume  >  0.005  h‐1,  and  in  combination  with  scoping 
experiments we found conditions where sustained oscillations in [Tr] are observed with 
a period of 6.5 h and an amplitude of 6.6 μM (Figure 3.4B).    
  To determine unambiguously the state of the system, the variation in [Inh] and 
[H‐Gln‐Inh] in time were followed using HPLC (Section 3.5.3.2). Figure 3.5A shows that 
each of these components of  the network exhibits oscillating concentrations  in time. 
The progress of these variables during the reaction are also plotted in the phase portrait 
in Figure 3.5b, which shows a trajectory that initially approaches the steady state of the 
system but never  reaches  it.  Instead,  the  system performs  self‐sustained oscillations 
corresponding  to  a  development  of  a  periodic  orbit  surrounding  the  steady 
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Figure  3.5  |  Characterization  of  the  flow‐based  enzymatic  oscillator.  A)  Time  traces  displaying  the 
concentration of Tr, intermediate inhibitor H‐Gln‐Inh, and inhibitor in the microfluidic reactor using conditions 
reported in Figure 3.4. B) The phase portrait shows that the dynamics of the flow‐based enzymatic oscillator 
display limit cycle oscillations. 
state in the phase portrait. This isolated trajectory is called a limit cycle, and shows the 
behavior  is  inherent  to  the  non‐linear  CRN  and  not  caused  by  an  external  periodic 
forcing.12 
   Biological systems show robustness and tunability.31 Here, we test our network 
for  robustness,  i.e.  the  persistence  of  sustained  oscillations  under  external 
perturbations,  by  changing  a  global  parameter  (the  overall  flow  rate)  or  a  local  one 
([Ap]). Experiments in Figure 3.6 show the behavior of the system as a function of [Ap] 
and flow rate at 23 °C. We observe a broad range of concentrations and flow rates for 
which sustained oscillations are obtained, whereas outside this  range the oscillations 
are damped.    
  Calibrating  the model  to  the data sets  for sustained oscillations allows us  to 
extract  kinetic  parameters  for  the  complete  network  (with  all  reactions  interacting). 
Using a genetic algorithm32 in which the fitness function is extended by implementing 
additional constraints, we obtain an optimized set of constants (Table 3.2, Experimental 
Details section 3.5.2). The mathematical model with the optimized rate constants for 
the CRN allows us to compute the phase diagram as shown in Figure 3.6. The computed 
phase  diagram  shows  the  regime  in  which  sustained  oscillations  can  be  found,  and 
although the simulations predict a slightly larger sustained regime, they strongly agree 
with the experimentally observed overall shape of the phase diagram.   
  Next, we wanted  to  probe  the  influence  of molecular  structure of  the  pro‐
inhibitor on the properties of the oscillating network. By modifying the N‐terminus of 
the pro‐inhibitor, we can selectively influence the rate of pro‐inhibitor cleavage by Tr in 
the activation step. Therefore, we synthesized three more analogues of 2 with different 
R‐groups (see Figure 3.7: acetylated aspartic acid (Ac‐Asp, 3), methoxy ethylene glycol 
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Figure  3.6  |  Tunability  and  robustness  of  the  enzymatic  oscillator.  Time  courses  in  [Tr]  corresponding  to 
sustained and damped oscillatory behavior for various values of the flow rate and [Ap] (in brackets). Solid lines 
represent model predictions using optimized parameters. Sustained and damped responses are mapped onto 
the (flow rate, [AP]) plane. The computed period of the sustained oscillations obtained using the optimized 
parameter set is displayed as a heat map.  
(MEG,  4),  and  carboxybenzyl‐protected  glycine  (Z‐Gly,  5).  Since  trypsin  preferably 
hydrolyses peptide bonds at non‐terminal sites, we expect the neutral Z‐Gly residue to 
enhance  the  trypsin  affinity  towards  the  pro‐inhibitor.  Conversely,  the  acidic  Ac‐Asp 
residue is expected to slow down the rate of trypsin hydrolysis. MEG was selected as a 
neutral side‐group of increased size compared to the acetyl group. The rate constants 
of the activation step are shown in Figure 3.7 as well. Notably, the background reactions 
are similar for all compounds (see Section 3.5.2.3 and 3.5.3.5). The kinetic studies show  
Figure 3.7 | Structures of pro‐inhibitors 3‐5 and their respective cleavage rate constants by Tr (kact). 
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that the values of kcat/KM differ significantly between compounds 2‐5, ranging from 21 
to 482 mM‐1 h‐1, and that the activation rate increases in the series: 3 < 4 < 2 << 5. 
  Next, we tested the properties of 3‐5 experimentally in the full network under 
batch conditions (in which case an equilibrium state is inevitably reached). Figure 3.8A 
shows that the reaction network gives an initial rise in [Tr] for each of the pro‐inhibitors, 
before decaying to equilibrium in which trypsin is fully inhibited by the inhibitor freed in 
solution. The observed single oscillations in [Tr] differ in period and amplitude, which 
decrease  both  upon  increasing  kcat/KM  values.  A  slower  activation  of  the  negative 
feedback  loop  allows  a  longer  build‐up  of  trypsin,  leading  to  higher  amplitudes. 
Consequently, these oscillations die out with longer periods compared to the CRN with 
5, where less trypsin is activated in the first place. However, there appears to be no clear 
linear  relationship  between  kcat/KM  and  the  period  or  the  amplitude  of  the  single 
oscillations.  The  batch  experiments  provide  early  evidence  that  subtly  changing  the 
molecular structure of the pro‐inhibitor significantly alters the quantitative behavior of 
the full network.   
  Then, to allow the system to oscillate continuously, we implemented flow using 
the CSTR to create out‐of‐equilibrium conditions. We performed  the reaction  in  flow 
conditions that based on the results with pro‐inhibitor 2 should result in so‐called limit 
cycle oscillations.  
  As  shown  in  Figure  3.8B,  these oscillations  are  characterized  by  a  sustained 
behavior when the CRN contains pro‐inhibitor 2, as we saw before in Section 3.2.3. After 
an initial period of stabilization, [Tr] oscillates between ~1‐9 µM. To our surprise, the 
flow experiments conducted under similar conditions resulted in qualitatively different 
 
Figure 3.8 | Network behaviour in equilibrium and non‐equilibrium conditions. A) Experimentally obtained 
time series under batch conditions for CRNs with 2‐5. Pro‐inhibitor (2‐5, 258 µM) was mixed with Tg (129 µM), 
Tr  (0.215 µM), and aminopeptidase  (0.830 U/mL)  in 100 mM Tris buffer, pH 7.7, containing 20 mM CaCl2.  
B) Experimentally obtained time series obtained in out‐of‐equilibrium conditions for CRNs with 2‐5, with end 
states marked as either being a steady state (colored stars) or oscillatory state (dashed line). 
 52 
 
S.G.J. Postma – Rational design of enzymatic reaction networks 
 
Figure  3.6  |  Tunability  and  robustness  of  the  enzymatic  oscillator.  Time  courses  in  [Tr]  corresponding  to 
sustained and damped oscillatory behavior for various values of the flow rate and [Ap] (in brackets). Solid lines 
represent model predictions using optimized parameters. Sustained and damped responses are mapped onto 
the (flow rate, [AP]) plane. The computed period of the sustained oscillations obtained using the optimized 
parameter set is displayed as a heat map.  
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Figure 3.8 | Network behaviour in equilibrium and non‐equilibrium conditions. A) Experimentally obtained 
time series under batch conditions for CRNs with 2‐5. Pro‐inhibitor (2‐5, 258 µM) was mixed with Tg (129 µM), 
Tr  (0.215 µM), and aminopeptidase  (0.830 U/mL)  in 100 mM Tris buffer, pH 7.7, containing 20 mM CaCl2.  
B) Experimentally obtained time series obtained in out‐of‐equilibrium conditions for CRNs with 2‐5, with end 
states marked as either being a steady state (colored stars) or oscillatory state (dashed line). 
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behavior for CRNs with 3‐5. Even though the first peaks  in flow conditions follow the 
same trend as in batch experiments, it appears that when 2 was substituted by 3, 4, or 
5, neither a decrease nor an increase in activation rate resulted in sustained oscillations. 
The [Tr] oscillations for 3‐5 were damped and ended in different steady states ([Tr]SS ≈ 
10 µM for 3, 5 µM for 4, and 0.2 µM for 5).    
  To investigate which parameters in our network need to be tuned in order to 
obtain the desired sustained oscillations for CRNs containing pro‐inhibitors 3‐5, Albert 
Wong designed a strategy to screen a range of initial pro‐inhibitor concentrations, [x]0 
(x  =  3,  4,  or  5),  initial  aminopeptidase  concentrations  [Ap]0,  and  flow  rates  by 
computational simulations. The mathematical model, with the specific rate constants 
for  3‐5,  was  used  to  construct  three‐dimensional  (3D)  phase  plots,  that  predict  the 
experimental conditions under which oscillations are expected to be found (details of 
the  plots  and  analyses  are  found  in  reference  26).  The  resulting  plots  showed  that 
sustained oscillations are predicted for pro‐inhibitors 3‐5, with especially large regimes 
for pro‐inhibitors 3 and 4, and only a very small one for 5. Importantly, the shapes of the 
oscillatory  regimes  and  positions  in  the  3D  space  are  substantially  different.  These 
computational  results  indicate  that  minor  changes  in  molecular  structure  alter  the 
characteristics of the whole network, as sustained oscillations will be found at different 
conditions.    
  The results from the aforementioned analyses provide a route to find new sets 
of conditions for each pro‐inhibitor to re‐establish sustained oscillating behavior. To test 
our model predictions, we performed experiments with [x]0 (x = 3, 4 or 5), [Ap]0, and 
flow conditions retrieved from the aforementioned 3D plots. The time series for 3 and 
4  (orange  and  cyan  squares  in  Figure  3.9A  and  3.9B,  respectively)  show  clear 
improvement  in  the  oscillations  when  compared  to  the  corresponding  initial  flow 
experiments  from  Figure  3.8B  (grey  squares).  Under  these  new  conditions,  the  CRN 
containing 3 shows sustained oscillations between ~5‐11 µM, while the one containing 
pro‐inhibitor 4  oscillates between 1‐3 µM. Although  the  resulting oscillations  can be 
categorized  as  similar  behavior,  the  actual  oscillations  are  different,  judged  by  the 
(absolute)  amplitude,  and  periods.  The  predicted  oscillatory  regime  in  case  of  pro‐
inhibitor 5 is very small and reaches amplitudes barely above the baseline of 2.5 µM (see 
reference 26 for details). Perhaps not unexpectedly, we were unable to find limit cycle 
oscillations within the predicted parameter range (Figure 3.9C). 
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Figure 3.9 | Experimental time series conducted under predicted conditions. Predicted conditions found by 
the analysis explained in the main text (coloured squares) compared with time series under initial conditions 
from Figure 3.8B (grey squares) for A) 3, B) 4, and C) 5. The oscillatory states in A) and B) are indicated with 
dashed lines. In addition to the numbers given in the panels of the graph, initial concentrations in the reactor 
were [Tg] = 167 µM and [Tr] = 230 nM in 100 mM Tris‐HCl, pH 7.7, 20 mM CaCl2, T = 24 °C. The reactor volume 
was 250 µL. 
3.3 Conclusion 
The studies in this Chapter not only show the complex responsiveness of an enzymatic 
reaction  network  showing  sustained  oscillations,  but  also  provide  a  new,  modular 
retrosynthetic  approach  to  translate  a  complex  network  topology  into  positive  and 
negative  feedback  loops  with  rates  tailored  by  the  chemical  structures  of  small 
molecules.  This  approach  yields  detailed  criteria  for  the  chemical  structure  and 
corresponding reaction rates of each of the components of the network and can be used 
to program a specific,  functional output. The CRNs obtained are robust and maintain 
sustained  oscillations  within  a  certain  range  of  global  and  local  parameters. 
Furthermore, the amplitude and period of the oscillator can be tuned over a relatively 
broad range.   
  In addition, we investigated the change in network properties upon changes in 
one of the reaction rates in the negative feedback loop. We synthesized a range of five 
pro‐inhibitors, each with slightly different affinities for the key enzyme in our CRN. These 
five molecules gave a distinct trend in activation rates of the negative feedback loop. 
Effectively,  our  results  show  that  networks  with  the  same  topology,  and  the  same 
components,  but  slightly  different  molecular  structures,  will  have  different  regimes 
where sustained oscillations will be found. These findings have important implications 
for  the  future design of  complex molecular networks,  as  they  imply  that  the desired 
output of a network under certain conditions can be found by choosing the appropriate 
small  molecules  and  associated  reaction  rates.  We  envision  that  these  studies 
contribute to the forward engineering of out‐of‐equilibrium networks with robust and 
tunable outputs.   
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  In a broader perspective, we anticipate that a suite of more complex network 
topologies (for example allowing for homeostasis, adaptation, or biosynthetic pathways) 
can  now  be  designed  and  synthesized,  ultimately  creating  a  broad  repertoire  of 
functional CRNs sharing common motifs. The production of an oscillatory concentration 
of an active enzyme holds considerable potential for coupling to stimuli‐responsive gels 
and other smart materials.17‐22,33‐35 Our work forms the basis of a bottom‐up synthetic 
biology  approach  to  the  development  of  complex  synthetic  systems  that  operate 
according to the principles of life. 
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3.5 Experimental details  
First,  the  synthesis  of  the  AEBSF  analogues  (pro‐inhibitors  and  the  intermediate 
inhibitor)  is  described.  Next,  the  details  of  the  rate  studies  are  discussed,  and  the 
experimental  setup  is  reported. Details  about  the computational modelling  (done by 
Albert Wong, Martijn van der Made, Rik van Roekel and Tom de Greef) can be found 
elsewhere.25,26 
Chemicals All chemicals and reagents were used as received from commercial suppliers 
(e.g. Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further treatment 
unless  stated  otherwise.  Trypsinogen  and  trypsin  (from  bovine  pancreas)  were 
purchased from Sigma Aldrich, while aminopeptidase N (EC: 3.4.11.2) was received from 
Novabiochem.  
Instrumentation  Nuclear  Magnetic  Resonance  (NMR)  spectra  were  measured  on  a 
Varian  INOVA A‐400  spectrometer at 400 MHz  for  1H or on a Bruker‐AVANCE  III 500 
spectrometer  at  500 MHz  for  1H,  125.8 MHz  for  13C(1H)  and  470.4 MHz  for  19F.  The 
chemical shifts for 1H and 13C are given in parts per million (ppm) relative to TMS and 
calibrated using a residual peak of the solvent; : 3.31 for CD3OD and : 4.79 for D2O in 
1H NMR  and :  46.7  for  CD3OD  in  13C NMR. Multiplets  are  reported  as  s  (singlet),  d 
(doublet),  dd  (double  doublet),  t  (triplet),  q  (quartet)  and  m  (multiplet).  Coupling 
constants are reported as J as value in Hertz (Hz). The number of protons (n) for a given 
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resonance  is  indicated as nH and  is based on  the spectral  integration values. Fourier 
transform infrared spectroscopy (FT‐IR) spectra were recorded on a Bruker TENSOR 27 
spectrometer fitted with an attenuated total reflectance (ATR) cell. Mass spectra were 
obtained from Thermo scientific advantage LCQ and JEOL Accurate Time of Flight (ToF) 
instruments,  both  using  linear  ion  trap  electrospray  ionization  (ESI).  The masses‐to‐
charge ratio is given in Daltons (Da). Element analyses were performed on Carlo Erba 
Instruments  CHNS/O  Elemental  Analyzer  EA1108.  Trypsin  activity  with  fluorogenic 
substrate  was  performed  on  a  Perkin  Elmer  LS55  fluorescence  spectrometer,  and 
measurements with chromogenic substrates were performed on a Jasco V‐630 UV‐Vis 
spectrometer.  
3.5.1 Synthesis  
3.5.1.1 General procedures   
Activation of amino acids N,N'‐dicyclohexylcarbodiimide (DCC) (1 mmol) was added to a 
stirred  solution  of  Boc‐protected  amino  acid  (Boc‐a2‐OH)  (1  mmol)  and  N‐
hydroxysuccinimide (HOSu, 1 mmol) dissolved in 3 mL distilled dimethoxyethane (DME) 
at 0 °C under an argon atmosphere. After allowing the reaction to proceed for one hour 
at  0  °C,  the  mixture  was  stored  overnight  at  4  °C  without  stirring.  Precipitated 
dicyclohexyl urea (DCU) was removed by filtration, and the filtrate was dried in vacuo. 
Recrystallization in 2‐propanol (2 mL) yielded pure Boc‐a2‐OSu. 
Coupling  to  (intermediate)  inhibitor Subsequently, Boc‐a2‐OSu  (0.5 mmol,  1  eq.) was 
dissolved  in  dry  dimethylformamide  (DMF,  1  mL)  and  added  dropwise  to  a  stirred 
solution  of  AEBSF  or  intermediate  inhibitor  (0.55  mmol,  1.1  eq.)  and  N,N‐
diisopropylethylamine (DIPEA, 0.6 mmol, 1.1 eq.) in dry DMF (1 mL) which was cooled 
to 0 °C. The reaction was carried out under an argon atmosphere and proceeded for 2 
hours  while  the  mixture  was  allowed  to  slowly  reach  room  temperature.  DMF  was 
removed  in  vacuo  and  the  residue  was  then  dissolved  in  2  mL  potassium  bisulfate 
(KHSO4, 0.1M) and extracted with ethyl  acetate  (2  x 2 mL). Hereafter,  the  combined 
organic phases were washed with water (2 x 2 mL), dried over Na2SO4 and concentrated 
on the rotary evaporator. The residue was purified by column chromatography (SiO2, 
CH2Cl2/CH3OH, volume fraction varies, Rf ~ 0.3) to yield the product as a white solid. 
Boc‐deprotection The Boc‐protected species (0.25 mmol) was dissolved in a mixture of 
distilled dichloromethane  (CH2Cl2)  and  trifluoroacetic  acid  (TFA)  (1:1,  v/v,  1 mL).  The 
solution was stirred at 0 °C for 15 min and for 45 min at room temperature. Solvents 
were  removed  in  vacuo  and  the  residue was  dissolved  in  2‐propanol  (0.2 mL).  The 
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  In a broader perspective, we anticipate that a suite of more complex network 
topologies (for example allowing for homeostasis, adaptation, or biosynthetic pathways) 
can  now  be  designed  and  synthesized,  ultimately  creating  a  broad  repertoire  of 
functional CRNs sharing common motifs. The production of an oscillatory concentration 
of an active enzyme holds considerable potential for coupling to stimuli‐responsive gels 
and other smart materials.17‐22,33‐35 Our work forms the basis of a bottom‐up synthetic 
biology  approach  to  the  development  of  complex  synthetic  systems  that  operate 
according to the principles of life. 
3.4 Acknowledgements 
I would  like to thank Sergey Semenov and Albert Wong for  initiating and  leading the 
projects that form the basis for this Chapter. Ilia Vialshin is thanked for his contribution 
to the synthesis of pro‐inhibitors 3‐5. Martijn van der Made, Rik van Roekel and Tom de 
Greef made contributions to the computational model. 
3.5 Experimental details  
First,  the  synthesis  of  the  AEBSF  analogues  (pro‐inhibitors  and  the  intermediate 
inhibitor)  is  described.  Next,  the  details  of  the  rate  studies  are  discussed,  and  the 
experimental  setup  is  reported. Details  about  the computational modelling  (done by 
Albert Wong, Martijn van der Made, Rik van Roekel and Tom de Greef) can be found 
elsewhere.25,26 
Chemicals All chemicals and reagents were used as received from commercial suppliers 
(e.g. Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further treatment 
unless  stated  otherwise.  Trypsinogen  and  trypsin  (from  bovine  pancreas)  were 
purchased from Sigma Aldrich, while aminopeptidase N (EC: 3.4.11.2) was received from 
Novabiochem.  
Instrumentation  Nuclear  Magnetic  Resonance  (NMR)  spectra  were  measured  on  a 
Varian  INOVA A‐400  spectrometer at 400 MHz  for  1H or on a Bruker‐AVANCE  III 500 
spectrometer  at  500 MHz  for  1H,  125.8 MHz  for  13C(1H)  and  470.4 MHz  for  19F.  The 
chemical shifts for 1H and 13C are given in parts per million (ppm) relative to TMS and 
calibrated using a residual peak of the solvent; : 3.31 for CD3OD and : 4.79 for D2O in 
1H NMR  and :  46.7  for  CD3OD  in  13C NMR. Multiplets  are  reported  as  s  (singlet),  d 
(doublet),  dd  (double  doublet),  t  (triplet),  q  (quartet)  and  m  (multiplet).  Coupling 
constants are reported as J as value in Hertz (Hz). The number of protons (n) for a given 
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resonance  is  indicated as nH and  is based on  the spectral  integration values. Fourier 
transform infrared spectroscopy (FT‐IR) spectra were recorded on a Bruker TENSOR 27 
spectrometer fitted with an attenuated total reflectance (ATR) cell. Mass spectra were 
obtained from Thermo scientific advantage LCQ and JEOL Accurate Time of Flight (ToF) 
instruments,  both  using  linear  ion  trap  electrospray  ionization  (ESI).  The masses‐to‐
charge ratio is given in Daltons (Da). Element analyses were performed on Carlo Erba 
Instruments  CHNS/O  Elemental  Analyzer  EA1108.  Trypsin  activity  with  fluorogenic 
substrate  was  performed  on  a  Perkin  Elmer  LS55  fluorescence  spectrometer,  and 
measurements with chromogenic substrates were performed on a Jasco V‐630 UV‐Vis 
spectrometer.  
3.5.1 Synthesis  
3.5.1.1 General procedures   
Activation of amino acids N,N'‐dicyclohexylcarbodiimide (DCC) (1 mmol) was added to a 
stirred  solution  of  Boc‐protected  amino  acid  (Boc‐a2‐OH)  (1  mmol)  and  N‐
hydroxysuccinimide (HOSu, 1 mmol) dissolved in 3 mL distilled dimethoxyethane (DME) 
at 0 °C under an argon atmosphere. After allowing the reaction to proceed for one hour 
at  0  °C,  the  mixture  was  stored  overnight  at  4  °C  without  stirring.  Precipitated 
dicyclohexyl urea (DCU) was removed by filtration, and the filtrate was dried in vacuo. 
Recrystallization in 2‐propanol (2 mL) yielded pure Boc‐a2‐OSu. 
Coupling  to  (intermediate)  inhibitor Subsequently, Boc‐a2‐OSu  (0.5 mmol,  1  eq.) was 
dissolved  in  dry  dimethylformamide  (DMF,  1  mL)  and  added  dropwise  to  a  stirred 
solution  of  AEBSF  or  intermediate  inhibitor  (0.55  mmol,  1.1  eq.)  and  N,N‐
diisopropylethylamine (DIPEA, 0.6 mmol, 1.1 eq.) in dry DMF (1 mL) which was cooled 
to 0 °C. The reaction was carried out under an argon atmosphere and proceeded for 2 
hours  while  the  mixture  was  allowed  to  slowly  reach  room  temperature.  DMF  was 
removed  in  vacuo  and  the  residue  was  then  dissolved  in  2  mL  potassium  bisulfate 
(KHSO4, 0.1M) and extracted with ethyl  acetate  (2  x 2 mL). Hereafter,  the  combined 
organic phases were washed with water (2 x 2 mL), dried over Na2SO4 and concentrated 
on the rotary evaporator. The residue was purified by column chromatography (SiO2, 
CH2Cl2/CH3OH, volume fraction varies, Rf ~ 0.3) to yield the product as a white solid. 
Boc‐deprotection The Boc‐protected species (0.25 mmol) was dissolved in a mixture of 
distilled dichloromethane  (CH2Cl2)  and  trifluoroacetic  acid  (TFA)  (1:1,  v/v,  1 mL).  The 
solution was stirred at 0 °C for 15 min and for 45 min at room temperature. Solvents 
were  removed  in  vacuo  and  the  residue was  dissolved  in  2‐propanol  (0.2 mL).  The 
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product was precipitated using diethyl ether (Et2O, 2 mL). After removal of Et2O, CH2Cl2 
(1 mL) was added to the precipitate, and the suspension was stirred for 30 minutes to 
wash the product. Removal of CH2Cl2 yields a glassy product, which could be precipitated 
using Et2O (2 mL). Removal of Et2O yields the TFA salt of the final product as a white 
solid. 
3.5.1.2 Synthesis of intermediate inhibitor (H‐Gln‐AEBSF)   
From Boc‐Gln‐OH (229.6 mg, 0.93 mmol) and 
AEBSF (209.5 mg, 0.76 mmol), 212.0 mg (0.48 
mmol, 55%) of white solid could be obtained. 
   
FT‐IR  (cm‐1):  3306  (NH2),  1672  (CO),  1416 
(SO), 1205 (SO); 1H NMR: (500 MHz, CD3OD) 
δ = 8.02  (d,  3JH‐H = 8.4 Hz, 2H, Ar CH‐11,15), 
7.64 (d, 3JH‐H = 8.2 Hz, 2H, Ar CH‐12,14), 3.87 (t, 1H, 3JH‐H = 6.2 Hz, CH‐2), 3.59 (m, 2H, 
CH2‐20), 3.04 (m, 2H, CH2‐21), 2.36 (m, 2H, CH2‐5), 2.04 (m, 2H, CH2‐4); 13C NMR: (126 
MHz, CD3OD) δ = 175.42 (s, CO C‐6), 168.49 (s, CO C‐3), 148.38 (s, Ar C‐13), 130.21 (s, Ar 
C‐11,15), 128.33 (s, Ar C‐10,12,14), 52.60 (s, CH C‐2), 39.86 (s, CH2 C‐20), 34.87 (s, CH2 C‐
21), 30.13 (s, CH2 C‐5), 26.78 (s, CH2 C‐4); 161.26 (s, CF3COO‐ CO), 116.55 (q, 116.31 (q, 
1JC‐F = 290.41 Hz CF3COO‐ CF3); LCQMS‐ESI (Da): m/z observed 332.0 for C13H19FN3O4S + 
[M]+;  m/z  calculated  for  [M]+:  332.11;  HRMS  (ESI):  m/z  observed  332.1085  for 
C13H19FN3O4S + [M]+; m/z calculated for [M]+: 332.1075. 
3.5.1.2 Synthesis of pro‐inhibitor 1 (Ac‐Lys‐Gln‐AEBSF)   
From  Ac‐Lys(Boc)‐OH  (54  mg,  0.188  mmol), 
Boc‐Gln‐OH  (30 mg,  0.21 mmol)  and  AEBSF 
(13 mg, 0.054 mmol), 9 mg (0.015 mmol) of 
white solid could be obtained. Yield based on 
AEBSF: 27%.    
1H NMR: (400 MHz, CD3OD) δ = 7.98 (d, 3JH‐H = 
8.3 Hz, 2H, Ar CH‐19,23), 7.60 (d, 3JH‐H = 8.1 Hz, 
2H, Ar CH‐20,22), 4.23 (m, 2H, CH‐14 and CH‐2), 3.50 (m, 2H, CH2‐29), 2.96 (m, 4H, CH2‐
28 and CH2‐8), 2.27 (m, 2H, CH2‐31), 2.00 (m, 4H, CH3‐11, CH2‐16), 1.86 (m, 2H, CH2‐4, 
CH2‐16), 1.68 (m, 3H, CH2‐4, CH2‐7) 1.45 (m, 2H, CH2‐6). 
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3.5.1.3 Synthesis of pro‐inhibitor 2 (Ac‐Lys(Me)‐Gln‐AEBSF)   
From  Ac‐Lys(Me,Boc)‐OH  (121  mg,  0.4 
mmol) and H‐Gln‐AEBSF (117.6 mg, 0.26 
mmol), 49 mg (0.08 mmol) of white solid 
could be obtained. Yield based on H‐Gln‐
AEBSF: 31%.   
FT‐IR (cm‐1): 3341 (NH2), 1589 (CO), 1415 
(SO);  1H  NMR:  (500  MHz,  CD3OD)  δ  = 
7.96 (d, 3JH‐H = 8.3 Hz, 2H, Ar CH‐21,25), 
7.58 (d, 3JH‐H = 8.1 Hz, 2H, Ar CH‐22,24), 4.20 (m, 2H, CH‐12 and CH‐2), 3.49 (m, 2H, CH2‐
29), 3.01 (m, 4H, CH2‐30 and CH2‐8), 2.68 (s, 3H, CH3‐10), 2.29 (m, 2H, CH2‐15), 2.02 (m, 
4H, CH3‐35 and CH2‐14), 1.91‐1.74 (m, 2H, CH2‐14 and CH2‐7), 1.72 (m, 3H, CH2‐7 and 
CH2‐4), 1.49 (m, 2H, CH2‐6); 13C NMR: (126 MHz, CD3OD) δ = 175.36 (s, CO C‐16), 172.50 
(s, CO C‐3,13,33) 153.94 (s, Ar C‐23), 130.33 (s, Ar C‐21,25), 128.22 (s, Ar C‐20,22,24), 
53.22 (s, CH C‐2,12), 48.66 (s, CH2 C‐8), 39.75 (s, CH2 C‐30), 34.93 (s, CH2 C‐29), 32.14 (s, 
CH2 C‐10), 30.94 (s, CH2 C‐15), 30.65 (s, CH2 C‐14), 30.50 (s, CH2 C‐7), 25.19 (s, CH2 C‐4), 
22.25  (s,  CH2  C‐6),  21.07  (s,  CH2  C‐35);  LCQMS‐ESI  (Da):  m/z  observed:  516.1  for 
C22H35N5O6S+ [M]+; m/z calculated 516.23 for [M]+; HRMS (ESI): m/z observed: 516.2298 
for C22H35FN5O6S+ [M]+; m/z calculated 516.2287 for [M]+. Elemental analysis: found C: 
44.47%,  H:  5.39%,  N:  10.55%;  calculated  C:  44.51%,  H:  5.76%,  N:  10.81%  for 
[C22H35FN5O6S+C2F3O2‐]H2O. 
3.5.1.4 Synthesis of pro‐inhibitors 3‐5   
Pro‐inhibitors 3‐5 were synthesized from a di‐ or tripeptide prepared by conventional 
solid‐phase peptide synthesis using Fmoc‐protected amino acids.26 The peptides were 
activated and coupled to AEBSF as described in Section 3.5.1.1, and the procedure of 
Boc‐ and Trt‐deprotection to yield the pro‐inhibitor is also described there. 
Pro‐inhibitor 3 (Ac‐Asp‐Lys(Me)‐Gln‐AEBSF) 
From Ac‐Asp‐Lys(Boc)‐Gln(Trt)‐OH (84.4 mg, 
0.10 mmol), and AEBSF (25 mg, 0.10 mmol), 
66.3 mg, (0.09 mmol) of white solid could be 
obtained.  Yield  based  on  AEBSF:  89%.  
FT‐IR  (cm‐1):  3296  (NH),  1661  (CO),  1404 
(SO), 1215 (SO); 1H NMR (400 MHz, CD3OD) 
δ 7.96 (d, 3JH‐H = 8.4 Hz, 2H, Ar CH‐25,27), 7.61‐7.56 (d, 3JH‐H = 8.0 Hz, 2H, Ar CH‐24,28), 
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product was precipitated using diethyl ether (Et2O, 2 mL). After removal of Et2O, CH2Cl2 
(1 mL) was added to the precipitate, and the suspension was stirred for 30 minutes to 
wash the product. Removal of CH2Cl2 yields a glassy product, which could be precipitated 
using Et2O (2 mL). Removal of Et2O yields the TFA salt of the final product as a white 
solid. 
3.5.1.2 Synthesis of intermediate inhibitor (H‐Gln‐AEBSF)   
From Boc‐Gln‐OH (229.6 mg, 0.93 mmol) and 
AEBSF (209.5 mg, 0.76 mmol), 212.0 mg (0.48 
mmol, 55%) of white solid could be obtained. 
   
FT‐IR  (cm‐1):  3306  (NH2),  1672  (CO),  1416 
(SO), 1205 (SO); 1H NMR: (500 MHz, CD3OD) 
δ = 8.02  (d,  3JH‐H = 8.4 Hz, 2H, Ar CH‐11,15), 
7.64 (d, 3JH‐H = 8.2 Hz, 2H, Ar CH‐12,14), 3.87 (t, 1H, 3JH‐H = 6.2 Hz, CH‐2), 3.59 (m, 2H, 
CH2‐20), 3.04 (m, 2H, CH2‐21), 2.36 (m, 2H, CH2‐5), 2.04 (m, 2H, CH2‐4); 13C NMR: (126 
MHz, CD3OD) δ = 175.42 (s, CO C‐6), 168.49 (s, CO C‐3), 148.38 (s, Ar C‐13), 130.21 (s, Ar 
C‐11,15), 128.33 (s, Ar C‐10,12,14), 52.60 (s, CH C‐2), 39.86 (s, CH2 C‐20), 34.87 (s, CH2 C‐
21), 30.13 (s, CH2 C‐5), 26.78 (s, CH2 C‐4); 161.26 (s, CF3COO‐ CO), 116.55 (q, 116.31 (q, 
1JC‐F = 290.41 Hz CF3COO‐ CF3); LCQMS‐ESI (Da): m/z observed 332.0 for C13H19FN3O4S + 
[M]+;  m/z  calculated  for  [M]+:  332.11;  HRMS  (ESI):  m/z  observed  332.1085  for 
C13H19FN3O4S + [M]+; m/z calculated for [M]+: 332.1075. 
3.5.1.2 Synthesis of pro‐inhibitor 1 (Ac‐Lys‐Gln‐AEBSF)   
From  Ac‐Lys(Boc)‐OH  (54  mg,  0.188  mmol), 
Boc‐Gln‐OH  (30 mg,  0.21 mmol)  and  AEBSF 
(13 mg, 0.054 mmol), 9 mg (0.015 mmol) of 
white solid could be obtained. Yield based on 
AEBSF: 27%.    
1H NMR: (400 MHz, CD3OD) δ = 7.98 (d, 3JH‐H = 
8.3 Hz, 2H, Ar CH‐19,23), 7.60 (d, 3JH‐H = 8.1 Hz, 
2H, Ar CH‐20,22), 4.23 (m, 2H, CH‐14 and CH‐2), 3.50 (m, 2H, CH2‐29), 2.96 (m, 4H, CH2‐
28 and CH2‐8), 2.27 (m, 2H, CH2‐31), 2.00 (m, 4H, CH3‐11, CH2‐16), 1.86 (m, 2H, CH2‐4, 
CH2‐16), 1.68 (m, 3H, CH2‐4, CH2‐7) 1.45 (m, 2H, CH2‐6). 
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3.5.1.3 Synthesis of pro‐inhibitor 2 (Ac‐Lys(Me)‐Gln‐AEBSF)   
From  Ac‐Lys(Me,Boc)‐OH  (121  mg,  0.4 
mmol) and H‐Gln‐AEBSF (117.6 mg, 0.26 
mmol), 49 mg (0.08 mmol) of white solid 
could be obtained. Yield based on H‐Gln‐
AEBSF: 31%.   
FT‐IR (cm‐1): 3341 (NH2), 1589 (CO), 1415 
(SO);  1H  NMR:  (500  MHz,  CD3OD)  δ  = 
7.96 (d, 3JH‐H = 8.3 Hz, 2H, Ar CH‐21,25), 
7.58 (d, 3JH‐H = 8.1 Hz, 2H, Ar CH‐22,24), 4.20 (m, 2H, CH‐12 and CH‐2), 3.49 (m, 2H, CH2‐
29), 3.01 (m, 4H, CH2‐30 and CH2‐8), 2.68 (s, 3H, CH3‐10), 2.29 (m, 2H, CH2‐15), 2.02 (m, 
4H, CH3‐35 and CH2‐14), 1.91‐1.74 (m, 2H, CH2‐14 and CH2‐7), 1.72 (m, 3H, CH2‐7 and 
CH2‐4), 1.49 (m, 2H, CH2‐6); 13C NMR: (126 MHz, CD3OD) δ = 175.36 (s, CO C‐16), 172.50 
(s, CO C‐3,13,33) 153.94 (s, Ar C‐23), 130.33 (s, Ar C‐21,25), 128.22 (s, Ar C‐20,22,24), 
53.22 (s, CH C‐2,12), 48.66 (s, CH2 C‐8), 39.75 (s, CH2 C‐30), 34.93 (s, CH2 C‐29), 32.14 (s, 
CH2 C‐10), 30.94 (s, CH2 C‐15), 30.65 (s, CH2 C‐14), 30.50 (s, CH2 C‐7), 25.19 (s, CH2 C‐4), 
22.25  (s,  CH2  C‐6),  21.07  (s,  CH2  C‐35);  LCQMS‐ESI  (Da):  m/z  observed:  516.1  for 
C22H35N5O6S+ [M]+; m/z calculated 516.23 for [M]+; HRMS (ESI): m/z observed: 516.2298 
for C22H35FN5O6S+ [M]+; m/z calculated 516.2287 for [M]+. Elemental analysis: found C: 
44.47%,  H:  5.39%,  N:  10.55%;  calculated  C:  44.51%,  H:  5.76%,  N:  10.81%  for 
[C22H35FN5O6S+C2F3O2‐]H2O. 
3.5.1.4 Synthesis of pro‐inhibitors 3‐5   
Pro‐inhibitors 3‐5 were synthesized from a di‐ or tripeptide prepared by conventional 
solid‐phase peptide synthesis using Fmoc‐protected amino acids.26 The peptides were 
activated and coupled to AEBSF as described in Section 3.5.1.1, and the procedure of 
Boc‐ and Trt‐deprotection to yield the pro‐inhibitor is also described there. 
Pro‐inhibitor 3 (Ac‐Asp‐Lys(Me)‐Gln‐AEBSF) 
From Ac‐Asp‐Lys(Boc)‐Gln(Trt)‐OH (84.4 mg, 
0.10 mmol), and AEBSF (25 mg, 0.10 mmol), 
66.3 mg, (0.09 mmol) of white solid could be 
obtained.  Yield  based  on  AEBSF:  89%.  
FT‐IR  (cm‐1):  3296  (NH),  1661  (CO),  1404 
(SO), 1215 (SO); 1H NMR (400 MHz, CD3OD) 
δ 7.96 (d, 3JH‐H = 8.4 Hz, 2H, Ar CH‐25,27), 7.61‐7.56 (d, 3JH‐H = 8.0 Hz, 2H, Ar CH‐24,28), 
HN
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4.65 (t, 3JH‐H = 6.8 Hz, 1H, CH‐31), 4.24‐4.17 (m, 2H, CH2‐3,8), 3.55‐3.41 (m, 2H, CH2‐22), 
3.09‐2.95 (m, 4H, CH‐21,13), 2.94‐2.85 (m, 1H, CH2‐37), 2.78 (m, 1H, CH2‐37), 2.71 (s, 3H, 
CH3‐20), 2.26 (t, 3JH‐H = 7.6 Hz, 2H, CH2‐16), 2.10‐2.01 (m, 1H, CH2‐4), 1.99 (s, 3H, CH3‐35), 
1.98‐1.84 (m, 1H, CH2‐4), 1.79‐1.60 (m, 3H, CH2‐9,14), 1.59‐1.41 (m, 2H, CH2‐15); LCQMS‐
ESI (Da): m/z observed 631.4 for C18H27FN3O6S+ [M]+; m/z calculated for [M]+: 631.25. 
Pro‐inhibitor 4 (MEG‐Lys(Me)‐Gln‐AEBSF)   
From  Ac‐Lys(Boc)‐Gln(Trt)‐OH,  and 
AEBSF,  43  mg  of  white  solid  could  be 
obtained. Yield based on AEBSF: 53%. FT‐
IR  (cm‐1):  3293  (NH),  1658  (CO),  1413 
(SO),  1214  (SO);  1H  NMR  (400  MHz, 
CD3OD) δ 7.98  (d,  3JH‐H = 8.4 Hz, Ar CH‐
25,27),  7.60  (d,  3JH‐H  =  8.3  Hz,  Ar  CH‐
24,28), 4.37‐4.33 (m, 1H, CH‐8), 4.28‐4.21 (m, 1H, CH‐3), 4.02 (s, 2H, CH2‐31), 3.76‐3.66 
(m, 2H, CH2‐33), 3.59 (t, 3JH‐H = 3.6 Hz, 2H, CH2‐34), 3.51(t, 3JH‐H = 5.2 Hz, 2H, CH2‐22), 3.40 
(s, 3H, CH3‐37), 3.05‐2.92 (m, 4H, CH2‐13,21), 2.99 2.69 (s, 3H, CH3‐20), 2.24 (t, 3JH‐H = 5.6 
Hz, 2H, CH2‐16), 2.05‐1.94 (m, 1H, CH2‐4 ), 1.91‐1.82 (m, 2H, CH2‐9), 1.78‐1.66 (m, 3H, 
CH2‐4,14),  1.51‐1.41  (m,  2H,  CH2‐15);  LCQMS‐ESI  (Da):  m/z  observed  590.4  for 
C26H40FN6O9S+ [M]+; m/z calculated for [M]+: 590.27. 
Pro‐inhibitor 5 {Z‐Gly‐Lys(Me)‐Gln‐AEBSF) 
From  Z‐Gly‐Lys(Me,Boc)‐Gln(Trt)‐OH 
(83  mg,  0.10  mmol),  and  AEBSF  (25 
mg, 0.10 mmol), 61.0 mg, (0.08 mmol) 
of white solid could be obtained. Yield 
based  on  AEBSF:  75%.  FT‐IR  (cm‐1): 
3293  (NH),  1668  (CO),  1414  (SO), 
1215 (SO); 1H NMR (400 MHz, CD3OD) 
δ 7.97 (d, 3JH‐H = 8.4 Hz, 2H, Ar CH‐28,30), 7.57(d, 3JH‐H = 8.3 Hz, 2H, Ar CH‐27,31), 7.37‐
7.26 (m, 4H, Z CH‐33‐38), 5.08 (s, 2H, CH2‐40), 4.27‐4.19 (m, 2H, CH‐3,8), 3.86‐3.71 (m, 
2H, CH2‐22), 3.52‐3.40 (m, 2H, CH2‐25), 3.01‐2.89 (m, 4H, CH2‐13,24), 2.67 (s, 3H, CH3‐
21), 2.19‐2.22 (m, 2H, CH2‐17), 2.07‐1.97 (m, 1H, CH2‐4), 1.92‐1.81 (m, 2H, CH2‐9), 1.72‐
1.63 (m, 3H, CH2‐4,14), 1.52‐1.38 (m, 2H, CH2‐15); LCQMS‐ESI (Da): m/z observed 667.3 
for C18H26FN3O6S+ [M+H]+; m/z calculated for [M+H]+: 666.3. 
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3.5.2 Rate studies 
3.5.2.1 Cleavage of pro‐inhibitor by trypsin   
The  activation  step  (cleavage  of  pro‐inhibitors  by  Tr)  was  tested  by  mixing  varying 
concentrations  of  pro‐inhibitor  with  Tr  and  measuring  the  conversion  by  1H‐NMR. 
Pro‐inhibitor 1: Tr (2 µM) was mixed with 1 (1 mg/mL) in a 30 mM Tris buffer pH 7.7 in 
D2O containing 20 mM CaCl2 at 24oC. The conversion of 1 to H‐Gln‐AEBSF was monitored 
by 1H‐NMR in individual experiments. From the results in Figure 3.10, we can estimate 
the value ������� for 1. In the first four minutes, 44% of 1 is converted, which means 
that the initial slope of conversion (Csl) is 11% min‐1, or 0.11 min‐1, which equals 6.6 hr‐
1. From Michaelis‐Menten kinetics, it follows that: 
��� � 	 ����������� �
���������
���	���� � ���	h
�� → �������� �
����
���	���� �
���	���
�����	�� � ����	����	h��  
From which it follows that: 
 ������ �
����
���	���� →
����
�� � ����	��
��	h�� 
Figure 3.10 | Determination of the Tr‐catalysed activation rate constant of pro‐inhibitors 1 (black squares) and 
2 (green dots). A zoom of the data points with 2 is depicted in the insert.  
Pro‐inhibitor  2:  In  case  of  a  steady‐state  approximation  and  �� 	�� 	 ����� ����� �
	�������� �	������������	is introduced and the rate of product formation is expressed in the 
form of:  
�
�� �� � ��� � ��h� �
�������
�����
�Tr������. 
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4.65 (t, 3JH‐H = 6.8 Hz, 1H, CH‐31), 4.24‐4.17 (m, 2H, CH2‐3,8), 3.55‐3.41 (m, 2H, CH2‐22), 
3.09‐2.95 (m, 4H, CH‐21,13), 2.94‐2.85 (m, 1H, CH2‐37), 2.78 (m, 1H, CH2‐37), 2.71 (s, 3H, 
CH3‐20), 2.26 (t, 3JH‐H = 7.6 Hz, 2H, CH2‐16), 2.10‐2.01 (m, 1H, CH2‐4), 1.99 (s, 3H, CH3‐35), 
1.98‐1.84 (m, 1H, CH2‐4), 1.79‐1.60 (m, 3H, CH2‐9,14), 1.59‐1.41 (m, 2H, CH2‐15); LCQMS‐
ESI (Da): m/z observed 631.4 for C18H27FN3O6S+ [M]+; m/z calculated for [M]+: 631.25. 
Pro‐inhibitor 4 (MEG‐Lys(Me)‐Gln‐AEBSF)   
From  Ac‐Lys(Boc)‐Gln(Trt)‐OH,  and 
AEBSF,  43  mg  of  white  solid  could  be 
obtained. Yield based on AEBSF: 53%. FT‐
IR  (cm‐1):  3293  (NH),  1658  (CO),  1413 
(SO),  1214  (SO);  1H  NMR  (400  MHz, 
CD3OD) δ 7.98  (d,  3JH‐H = 8.4 Hz, Ar CH‐
25,27),  7.60  (d,  3JH‐H  =  8.3  Hz,  Ar  CH‐
24,28), 4.37‐4.33 (m, 1H, CH‐8), 4.28‐4.21 (m, 1H, CH‐3), 4.02 (s, 2H, CH2‐31), 3.76‐3.66 
(m, 2H, CH2‐33), 3.59 (t, 3JH‐H = 3.6 Hz, 2H, CH2‐34), 3.51(t, 3JH‐H = 5.2 Hz, 2H, CH2‐22), 3.40 
(s, 3H, CH3‐37), 3.05‐2.92 (m, 4H, CH2‐13,21), 2.99 2.69 (s, 3H, CH3‐20), 2.24 (t, 3JH‐H = 5.6 
Hz, 2H, CH2‐16), 2.05‐1.94 (m, 1H, CH2‐4 ), 1.91‐1.82 (m, 2H, CH2‐9), 1.78‐1.66 (m, 3H, 
CH2‐4,14),  1.51‐1.41  (m,  2H,  CH2‐15);  LCQMS‐ESI  (Da):  m/z  observed  590.4  for 
C26H40FN6O9S+ [M]+; m/z calculated for [M]+: 590.27. 
Pro‐inhibitor 5 {Z‐Gly‐Lys(Me)‐Gln‐AEBSF) 
From  Z‐Gly‐Lys(Me,Boc)‐Gln(Trt)‐OH 
(83  mg,  0.10  mmol),  and  AEBSF  (25 
mg, 0.10 mmol), 61.0 mg, (0.08 mmol) 
of white solid could be obtained. Yield 
based  on  AEBSF:  75%.  FT‐IR  (cm‐1): 
3293  (NH),  1668  (CO),  1414  (SO), 
1215 (SO); 1H NMR (400 MHz, CD3OD) 
δ 7.97 (d, 3JH‐H = 8.4 Hz, 2H, Ar CH‐28,30), 7.57(d, 3JH‐H = 8.3 Hz, 2H, Ar CH‐27,31), 7.37‐
7.26 (m, 4H, Z CH‐33‐38), 5.08 (s, 2H, CH2‐40), 4.27‐4.19 (m, 2H, CH‐3,8), 3.86‐3.71 (m, 
2H, CH2‐22), 3.52‐3.40 (m, 2H, CH2‐25), 3.01‐2.89 (m, 4H, CH2‐13,24), 2.67 (s, 3H, CH3‐
21), 2.19‐2.22 (m, 2H, CH2‐17), 2.07‐1.97 (m, 1H, CH2‐4), 1.92‐1.81 (m, 2H, CH2‐9), 1.72‐
1.63 (m, 3H, CH2‐4,14), 1.52‐1.38 (m, 2H, CH2‐15); LCQMS‐ESI (Da): m/z observed 667.3 
for C18H26FN3O6S+ [M+H]+; m/z calculated for [M+H]+: 666.3. 
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3.5.2 Rate studies 
3.5.2.1 Cleavage of pro‐inhibitor by trypsin   
The  activation  step  (cleavage  of  pro‐inhibitors  by  Tr)  was  tested  by  mixing  varying 
concentrations  of  pro‐inhibitor  with  Tr  and  measuring  the  conversion  by  1H‐NMR. 
Pro‐inhibitor 1: Tr (2 µM) was mixed with 1 (1 mg/mL) in a 30 mM Tris buffer pH 7.7 in 
D2O containing 20 mM CaCl2 at 24oC. The conversion of 1 to H‐Gln‐AEBSF was monitored 
by 1H‐NMR in individual experiments. From the results in Figure 3.10, we can estimate 
the value ������� for 1. In the first four minutes, 44% of 1 is converted, which means 
that the initial slope of conversion (Csl) is 11% min‐1, or 0.11 min‐1, which equals 6.6 hr‐
1. From Michaelis‐Menten kinetics, it follows that: 
��� � 	 ����������� �
���������
���	���� � ���	h
�� → �������� �
����
���	���� �
���	���
�����	�� � ����	����	h��  
From which it follows that: 
 ������ �
����
���	���� →
����
�� � ����	��
��	h�� 
Figure 3.10 | Determination of the Tr‐catalysed activation rate constant of pro‐inhibitors 1 (black squares) and 
2 (green dots). A zoom of the data points with 2 is depicted in the insert.  
Pro‐inhibitor  2:  In  case  of  a  steady‐state  approximation  and  �� 	�� 	 ����� ����� �
	�������� �	������������	is introduced and the rate of product formation is expressed in the 
form of:  
�
�� �� � ��� � ��h� �
�������
�����
�Tr������. 
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Kinetics of this process were measured by mixing 2 (0.61, 1.22, 2.44, or 3.66 mM) with 
trypsin (20 µM) in a 50 mM Tris buffer, pH 7.7 in D2O containing 20 mM CaCl2. Formation 
of H‐Gln‐AEBSF and hydrolysed pro‐inhibitor (2‐OH) were followed by 1H‐NMR at 25 °C 
(see Figure 3.11).  To determine  the  rate constants associated with  the  cleavage,  the 
concentrations  in  time  of  H‐Gln‐AEBSF  and  2‐OH were  fitted  by  a  single  set  of  rate 
constants using COPASI software. Since the percentage of formed H‐Gln‐AEBSF is low, 
neither inhibition of trypsin nor hydrolysis of H‐Gln‐AEBSF was taken into consideration. 
From the results in Figure 3.13, we deduced that K���� � �� mM. Since a K���� higher than 
10 mM fully  correlates with �������, we  fixed �����  at 100 mM. Values  for k���������	� and 
k����������	�  determined  in  this  experiment  (i.e.  ����������	� � 	�����	 � �����	����h��; 
�����������	� � 	����� � 	�����	h��)  do  not  differ  to  a  great  extent  from  the  values 
 
Figure 3.11 | Formation of H‐Gln‐AEBSF (black squares) and hydrolysed pro‐inhibitor 2 (2‐OH, red circles) in 
the trypsin‐catalyzed cleavage of pro‐inhibitor 2. The data were fitted by a single set of rate constants using 
COPASI software. Various starting concentrations of 2 were used as reported in the inserts.  
measured in studies described above. Results of the fitting are presented below: ������� �
����	 � 	��	h�� at fixed ����� � ���	�� gives an enzymatic efficiency of ������������� �
�� � �	����	h��.  
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Pro‐inhibitors  3‐5:  Following  the  rate  determination  of  pro‐inhibitors  1  and  2,  we 
conclude that we need to tune [Tr]0, in order to minimize the influence of unavoidable 
background reactions that are insignificant at this timescale. Enzymatic reactions were 
carried out in 100 mM Tris‐HCl, pD 7.7, 20 mM CaCl2 in D2O at 23 °C. The initial speed of 
the reaction was typically measured between four and nine minutes after starting the 
experiment. Finally, the inverse of the initial speed of the reaction is plotted against the 
inverse of the pro‐inhibitor concentration in a Lineweaver‐Burk plot. A linear fit of this 
plot yields the slope (KM/Vmax) and the y‐axis intercept (1/Vmax) from which KM and kcat 
(Vmax  =  [Tr]  ×  kcat)  are  calculated.  Results  from  the  different  experiments  are  shown 
below in Figure 3.12.  
 
Figure 3.12 | A) Pro‐inhibitor 3, [Tr]0 = 86 µM, B) Pro‐inhibitor 4, [Tr]0 = 100 µM, C) Pro‐inhibitor 5, [Tr]0 = 5 
µM. D‐F) Lineweaver‐Burk plots for pro‐inhibitors 3, 4, and 5, respectively. Solid lines denote linear fits from 
which the kinetic constants are derived.  
3.5.2.2 Activation of trypsinogen by trypsin   
Autocatalysis based on activation of trypsinogen by trypsin follows the mechanism:36  
Tr � Tg	
��� ���		���������
��� �����������
		�TrTg� ����� ���		�������� 		�	Tr	         
All activation experiments were started by dissolving trypsinogen ([Tg]0 = 2, 4.18, 6, 8 or 
12 mg/mL, corresponding to 83.3, 174, 250, 333, and 500 µM) in an activation solution 
(100 mM Tris, 20 mM CaCl2, pH 7.7) containing a low concentration of trypsin (2.15 µM). 
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Kinetics of this process were measured by mixing 2 (0.61, 1.22, 2.44, or 3.66 mM) with 
trypsin (20 µM) in a 50 mM Tris buffer, pH 7.7 in D2O containing 20 mM CaCl2. Formation 
of H‐Gln‐AEBSF and hydrolysed pro‐inhibitor (2‐OH) were followed by 1H‐NMR at 25 °C 
(see Figure 3.11).  To determine  the  rate constants associated with  the  cleavage,  the 
concentrations  in  time  of  H‐Gln‐AEBSF  and  2‐OH were  fitted  by  a  single  set  of  rate 
constants using COPASI software. Since the percentage of formed H‐Gln‐AEBSF is low, 
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Figure 3.11 | Formation of H‐Gln‐AEBSF (black squares) and hydrolysed pro‐inhibitor 2 (2‐OH, red circles) in 
the trypsin‐catalyzed cleavage of pro‐inhibitor 2. The data were fitted by a single set of rate constants using 
COPASI software. Various starting concentrations of 2 were used as reported in the inserts.  
measured in studies described above. Results of the fitting are presented below: ������� �
����	 � 	��	h�� at fixed ����� � ���	�� gives an enzymatic efficiency of ������������� �
�� � �	����	h��.  
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Pro‐inhibitors  3‐5:  Following  the  rate  determination  of  pro‐inhibitors  1  and  2,  we 
conclude that we need to tune [Tr]0, in order to minimize the influence of unavoidable 
background reactions that are insignificant at this timescale. Enzymatic reactions were 
carried out in 100 mM Tris‐HCl, pD 7.7, 20 mM CaCl2 in D2O at 23 °C. The initial speed of 
the reaction was typically measured between four and nine minutes after starting the 
experiment. Finally, the inverse of the initial speed of the reaction is plotted against the 
inverse of the pro‐inhibitor concentration in a Lineweaver‐Burk plot. A linear fit of this 
plot yields the slope (KM/Vmax) and the y‐axis intercept (1/Vmax) from which KM and kcat 
(Vmax  =  [Tr]  ×  kcat)  are  calculated.  Results  from  the  different  experiments  are  shown 
below in Figure 3.12.  
 
Figure 3.12 | A) Pro‐inhibitor 3, [Tr]0 = 86 µM, B) Pro‐inhibitor 4, [Tr]0 = 100 µM, C) Pro‐inhibitor 5, [Tr]0 = 5 
µM. D‐F) Lineweaver‐Burk plots for pro‐inhibitors 3, 4, and 5, respectively. Solid lines denote linear fits from 
which the kinetic constants are derived.  
3.5.2.2 Activation of trypsinogen by trypsin   
Autocatalysis based on activation of trypsinogen by trypsin follows the mechanism:36  
Tr � Tg	
��� ���		���������
��� �����������
		�TrTg� ����� ���		�������� 		�	Tr	         
All activation experiments were started by dissolving trypsinogen ([Tg]0 = 2, 4.18, 6, 8 or 
12 mg/mL, corresponding to 83.3, 174, 250, 333, and 500 µM) in an activation solution 
(100 mM Tris, 20 mM CaCl2, pH 7.7) containing a low concentration of trypsin (2.15 µM). 
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The reactions were continuously stirred at 24 °C. Aliquots of the solution were taken at 
different time points and trypsin concentrations were determined with a chromogenic 
assay using Cbz‐Arg‐p‐nitroanilide as a substrate.   
  Plots  of  trypsin  concentration  vs.  time  at  different  initial  trypsinogen 
concentrations were fitted at the initial stage of activation by mono‐exponential growth: 
[Tr] = aebt. Here, a =  [Tr]0  (the  initial concentration of  trypsin) and b =  [Tg]0kcat/(Km + 
[Tg]0).  
  Thus, the parameter [Tg]0kcat/(Km + [Tg]0) was deduced and used to construct 
the plot in the figure below, which was fitted to Michaelis‐Menten kinetics to obtain 
values for Km,Auto and kcat,Auto: 
 
Figure 3.13  | The parameter  [Tg]0kcat/(Km  +  [Tg]0)  vs.  initial  trypsinogen  concentration  fitted  to Michaelis‐
Menten  kinetics.  The  former  was  deduced  from  plots  of  [Tr]  vs.  time  at  different  initial  trypsinogen 
concentrations. In the inserted box, P1 corresponds to kcat,Auto in s‐1and P2 to KM,Auto in mM.  
From the plot  the corresponding  rate constants  for  trypsinogen activation by  trypsin 
were  deduced.  Below,  P1  and  P2  correspond  to  kcat,Auto  (in  s‐1)  and  KM,Auto  (in  mM), 
respectively, and are shown in the inserted box of Figure 3.15: 
��� ��� � �� � ����� � ����� ����
����� ��� � ��������� � ����� � �����  
3.5.2.3 Inhibition of trypsin by inhibitor species   
AEBSF, H‐Gln‐AEBSF, pro‐inhibitor 2: The inhibition of trypsin can be caused by any of 
the sulfonyl fluorides of pro‐inhibitor 2,  intermediate inhibitor H‐Gln‐AEBSF, and final 
inhibitor AEBSF. All  reactions are assumed to  follow the mechanism of a bimolecular 
reaction. To measure the kinetics of inhibition, trypsin (43 µM) was mixed with 2 (258 
µM), H‐Gln‐AEBSF (258 µM) or AEBSF (86 µM) in a 20 mM Tris buffer, pH 7.7 containing 
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20 mM CaCl2. Trypsin activity over time was measured with a chromogenic assay using 
Cbz‐Arg‐p‐nitroanilide  as  a  substrate.  In  case  of  the  pro‐inhibitor,  H‐Gln‐Inh  is  also 
formed through cleavage of 2 by trypsin, but since its concentrations formed during the 
assay are low, inhibition of trypsin by H‐Gln‐AEBSF is not taken into account. Based on 
initial inhibitor concentrations, the inhibition of trypsin was fitted by exponential decay:  
����
����������������������� �
�����
������������ exp���������������� � ��������  
Plotting kinetic data in the coordinates [Tr]/([Tr]‐[inhibitor]0‐[Tr]0) over time and fitting 
by exponential decay gives k([inhibitor]0 – [Tr]0) from which k is calculated.  
Figure 3.14 | The ratio [Tr]/([Tr]‐[x]0‐[Tr]0 in time (x = AEBSF (panel A), H‐Gln‐AEBSF (panel B), pro‐inhibitor 2 
(panel C). In the inserted boxes, P1 denotes the ratio [Tr]0/[x]0, while P2 is kf,inh/([x]0‐[Tr]0) in s‐1 mM‐1.  
From Figure 3.14 the corresponding rate constants for trypsin inhibition by AEBSF, H‐
Gln‐AEBSF, and pro‐inhibitor 2 are obtained: 
Trypsin inhibition by AEBSF:      ����������� � ����� � �������  
Trypsin inhibition by H‐Gln‐AEBSF:      �������H‐Gln‐AEBSF� � ���� � �������� 
Trypsin inhibition by pro‐inhibitor 2:                   ��������� � ���� � �������� 
Pro‐inhibitors 3‐5: Tr (43 µM) is mixed with pro‐inhibitor (258 µM) in 100 mM Tris‐HCl, 
pH  7.7,  20  mM  CaCl2  at  room  temperature.  Aliquots  of  the  reaction  mixture  are 
quenched in 0.1 M KHSO4 and analyzed by the standard fluorogenic assay (See Section 
3.5.3.1). The reaction is treated as a second‐order bimolecular process, in which other 
reactions (pro‐inhibitor degradation and cleavage) are ignored. This process follows the 
equation: 
ln ����������������� ����� � ��� ������ �������� � ���� � ������������       
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The reactions were continuously stirred at 24 °C. Aliquots of the solution were taken at 
different time points and trypsin concentrations were determined with a chromogenic 
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Figure 3.13  | The parameter  [Tg]0kcat/(Km  +  [Tg]0)  vs.  initial  trypsinogen  concentration  fitted  to Michaelis‐
Menten  kinetics.  The  former  was  deduced  from  plots  of  [Tr]  vs.  time  at  different  initial  trypsinogen 
concentrations. In the inserted box, P1 corresponds to kcat,Auto in s‐1and P2 to KM,Auto in mM.  
From the plot  the corresponding  rate constants  for  trypsinogen activation by  trypsin 
were  deduced.  Below,  P1  and  P2  correspond  to  kcat,Auto  (in  s‐1)  and  KM,Auto  (in  mM), 
respectively, and are shown in the inserted box of Figure 3.15: 
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AEBSF, H‐Gln‐AEBSF, pro‐inhibitor 2: The inhibition of trypsin can be caused by any of 
the sulfonyl fluorides of pro‐inhibitor 2,  intermediate inhibitor H‐Gln‐AEBSF, and final 
inhibitor AEBSF. All  reactions are assumed to  follow the mechanism of a bimolecular 
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20 mM CaCl2. Trypsin activity over time was measured with a chromogenic assay using 
Cbz‐Arg‐p‐nitroanilide  as  a  substrate.  In  case  of  the  pro‐inhibitor,  H‐Gln‐Inh  is  also 
formed through cleavage of 2 by trypsin, but since its concentrations formed during the 
assay are low, inhibition of trypsin by H‐Gln‐AEBSF is not taken into account. Based on 
initial inhibitor concentrations, the inhibition of trypsin was fitted by exponential decay:  
����
����������������������� �
�����
������������ exp���������������� � ��������  
Plotting kinetic data in the coordinates [Tr]/([Tr]‐[inhibitor]0‐[Tr]0) over time and fitting 
by exponential decay gives k([inhibitor]0 – [Tr]0) from which k is calculated.  
Figure 3.14 | The ratio [Tr]/([Tr]‐[x]0‐[Tr]0 in time (x = AEBSF (panel A), H‐Gln‐AEBSF (panel B), pro‐inhibitor 2 
(panel C). In the inserted boxes, P1 denotes the ratio [Tr]0/[x]0, while P2 is kf,inh/([x]0‐[Tr]0) in s‐1 mM‐1.  
From Figure 3.14 the corresponding rate constants for trypsin inhibition by AEBSF, H‐
Gln‐AEBSF, and pro‐inhibitor 2 are obtained: 
Trypsin inhibition by AEBSF:      ����������� � ����� � �������  
Trypsin inhibition by H‐Gln‐AEBSF:      �������H‐Gln‐AEBSF� � ���� � �������� 
Trypsin inhibition by pro‐inhibitor 2:                   ��������� � ���� � �������� 
Pro‐inhibitors 3‐5: Tr (43 µM) is mixed with pro‐inhibitor (258 µM) in 100 mM Tris‐HCl, 
pH  7.7,  20  mM  CaCl2  at  room  temperature.  Aliquots  of  the  reaction  mixture  are 
quenched in 0.1 M KHSO4 and analyzed by the standard fluorogenic assay (See Section 
3.5.3.1). The reaction is treated as a second‐order bimolecular process, in which other 
reactions (pro‐inhibitor degradation and cleavage) are ignored. This process follows the 
equation: 
ln ����������������� ����� � ��� ������ �������� � ���� � ������������       
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with [Tr]0 and [Pro]0 the starting concentrations of Tr and pro‐inhibitor, respectively, and 
kinh  the  inhibition rate constant. All variables are known or are measured ([Tr]) apart 
from [Pro]. However, this term can be rewritten, since the amount of pro‐inhibitor that 
has reacted at time t must equal the amount of inhibited Tr, or in mathematical terms: 
����� � ������ �	������ � �����	  
When we insert this into the former equation, we obtain: 
ln ����������������	�������������������� � 	�� ������ �	������ � ���� � �       
Now, we have an equation with only one unknown variable (����), and a linear fit of the 
natural logarithm versus time has a slope of �	���� �	������� � ������ from which the 
rate constant is calculated. Results from the different experiments are shown below in 
Figure 3.15: 
Figure 3.15| Determination of background inhibiton rate by pro‐inhibitors 3‐5. A) Decrease in Tr activity over 
time. B) The transformation that yields the rate constants through linear fits (solid lines). 
The values of background inhibition are 1.49, 1.72, and 2.21 mM‐1 h‐1 for pro‐inhibitors 
3‐5, respectively. 
3.5.2.4 Cleavage of intermediate inhibitor by aminopeptidase N   
The catalytic conversion of H‐Gln‐AEBSF  into AEBSF by aminopeptidase N follows the 
mechanism:  
Ap � H‐Gln‐AEBSF
��� ����		�������
��� ����	
������ 		�ApH‐Gln‐AEBSF�
����� ����								���������� 	Ap � 	AEBSF	 
Aminopeptidase N (0.244 U/mL) was mixed with various concentrations of H‐Gln‐AEBSF 
(0.88, 1.75, 3.5, 7, or 14 mM) in a 50 mM Tris, pH 7.7 buffer containing 20 mM CaCl2 in 
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D2O. The reaction was followed by 1H‐NMR at 25 °C. The initial reaction rates d[H‐Gln‐
AEBSF]/dt  were  deduced  from  individual  experiments  and  used  to  calculate  the 
Michaelis‐Menten plot in Figure 3.16. 
 
Figure 3.16 | Michaelis‐Menten plot for aminopeptidase‐catalyzed cleavage of H‐Gln‐Inh. In the inserted box, 
the parameters P1 and P2 correspond to Vmax,Delay in mM s‐1 and KM,Delay,in mM, respectively. 
From  the  Michaelis‐Menten  plot  the  corresponding  rate  constants  for  H‐Gln‐AEBSF 
cleavage by aminopeptidase are deduced  (P1 and P2  refer  to parameters  in  inserted 
boxes of Figure 3.16): 
��� ���� � �� � ����	 � ����	��,  
����� ���� � ����� � ����	�� �� ����
�� ; which was based on:   
 ����� ���� � ��; ����� ��������� �
�������
����� �� ��
�
���
�� 
3.5.2.5 Hydrolysis of inhibitor species   
To determine the kinetics of hydrolysis, pro‐inhibitor (2.44 mM), intermediate inhibitor 
(12.5 mM) and active inhibitor (12.5 mM) were dissolved in 50 mM Tris buffer, pH 7.7 in 
D2O and in presence of 20 mM CaCl2. The hydrolysis of the inhibitor species was followed 
by  1H‐NMR at 25  °C, and  the data depicted below were  fitted  to  first order  reaction 
kinetics. 
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3.5.2.5 Hydrolysis of inhibitor species   
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D2O and in presence of 20 mM CaCl2. The hydrolysis of the inhibitor species was followed 
by  1H‐NMR at 25  °C, and  the data depicted below were  fitted  to  first order  reaction 
kinetics. 
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Figure 3.17 | Rate constant determination of hydrolysis of inhibitor structures. Ratio of Proinhibitor 2 (left), 
intermediate inhibitor (H‐Gln‐AEBSF, middle) and AEBSF (right) over corresponding initial concentrations in a 
buffered solution followed in time by 1H‐NMR. In the inserted boxes, P1 denotes the initial ratio of [Pro‐I]/[ 
Pro‐I]0, [Int‐I]/[ Int‐I]0, [2]/[2]0 and P2 corresponds to the rate constant of hydrolysis in s‐1.  
For unknown reasons, hydrolysis of the active inhibitor (Figure 3.17 right graph) does 
not  follow  first  order  reaction  kinetics.  Therefore,  to  estimate  the  rate  constant, we 
fitted only the second part of the curve (t > 20000 s). The corresponding rate constants 
for hydrolysis of the inhibitor species are as follows:  
݇ௗ௘௚௥௉௥௢௜௡௛૛ ൌ ͲǤͳͺͲ േ ͲǤͲͲͶǢ ݇ௗ௘௚௥୍୬୲୍୬୦ ൌ ͲǤͲ͵͸ േ ͲǤͲͲͳǢ ݇ௗ௘௚௥୍୬୦ ൌ ͲǤͲ͵Ͷ േ ͲǤͲͲͷ݄ିଵ  
We further determined rate of degradation of pro‐inhibitors 3, 4, and 5 in Figure 3.18. 
The red lines denote linear fits to the experimental data points from which the kinetic 
constants are derived. The corresponding rate constants for hydrolysis of the inhibitor 
species are as follows:  
݇ௗ௘௚௥௉௥௢௜௡௛૜ ൌ ͲǤͳ͸Ͳ േ ͲǤͲͲͶǢ ݇ௗ௘௚௥୔୰୭୧୬୦૝ ൌ ͲǤͳ͹Ͳ േ ͲǤͲͲͶǢ ݇ௗ௘௚௥୔୰୭୧୬୦૞ ൌ ͲǤͳ͸Ͳ േ ͲǤͲͲͶ݄ିଵ  
 
Figure 3.18 | Determination of rate of degradation of pro‐inhibitors 3 A), 4 B), and 5 C). The red lines denote 
linear fits to the experimental data points from which the kinetic constants are derived. 
3.5.3 Experimental setup 
3.5.3.1 Trypsin activity assay   
Trypsin activity was measured by mixing 100 µL of the quenched reaction mixture with 
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3 mL of 5 µg/mL bis‐(Cbz‐L‐Arg)‐rhodamine fluorogenic substrate in 50 mM Tris‐HCl, pH 
7.7. The increase in fluorescence intensity (λex = 450 nm, λem = 520 nm) was monitored 
for 40 seconds, and the initial, linear slope was compared to a calibration curve to find 
the concentration of active trypsin.  
3.5.3.2 HPLC analysis   
50 µL of the quenched reaction mixture from the CSTR experiment was diluted with 50 
µL 0.1 M KHSO4, and applied to a 3 kD‐filter to filter out proteins. After centrifugation 
(14000 g, room temperature), the filtrate (30 L) was mixed with an internal standard 
(10 L of 2 µM tryptophan in 0.1 M KHSO4). The mixture was injected into the analytical 
HPLC,  and  a  gradient  was  applied  of  sequentially  0.50%  acetonitrile min‐1  (10 min), 
1.75% min‐1 (23 min), 10.00% min‐1 (5 min) starting from 5% acetonitrile in H2O (both 
with 0.1% TFA), and finally reaching 100% acetonitrile. Separation of the contents of the 
filtered reaction mixture was monitored in time with UV detection at 265 nm. Reference 
peaks  for  H‐Gln‐AEBSF  (retention  time  (r.t.)  =  5.90  min)  and  AEBSF  (r.t.=  4.34  min) 
indicated  which  peaks  had  to  be  integrated,  and  a  calibration  curve  was  used  to 
determine the concentration of inhibitor species.  
3.5.3.3 Batch experiments  
Pro‐inhibitor (1‐5, 258 µM) was mixed with trypsinogen (129 µM), trypsin (0.215 µM), 
and aminopeptidase  (0.830 U/mL)  in 100 mM Tris buffer, pH 7.7,  containing 20 mM 
CaCl2. Aliquots were taken from the reaction mixture to monitor  trypsin activity by a 
fluorogenic  assay  (vide  supra).  The  batch  experiments  with  the  isolated  negative 
feedback loops were performed under the same conditions as for the full CRN, but no 
trypsinogen was present in the reaction mixture. For the isolated positive feedback loop, 
trypsinogen (129 µM) was mixed with a catalytic amount of trypsin. 
3.5.3.4 Flow experiments   
Four glass syringes were loaded with trypsinogen (8 mg/mL, 338 µM in 4 mM HCl, 36 
mM CaCl2), trypsin (27 µg/mL, 1.16 µM in 500 mM Tris‐HCl, 20.5 mM CaCl2, pH 7.7), pro‐
inhibitor  (various  concentrations  in  2  mM  HCl),  and  aminopeptidase  (ten  times  the 
desired final concentration in the CSTR, which varies, in 10 mM Tris‐HCl, 10 mM MgCl2, 
pH 7.7), and connected with tubing to the four inlets of a 250 µL polydimethylsiloxane 
(PDMS) reactor. Fractions of the total flow rate were 0.5 for trypsinogen (i.e. 27.5 µL/h 
at  a  total  flow  of  55  µL/h),  0.2  for  both  trypsin  and  pro‐inhibitor,  and  0.1  for 
aminopeptidase.  Aliquots  of  the  reaction  mixture  were  diluted  with  150  µL  of  an 
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Figure 3.17 | Rate constant determination of hydrolysis of inhibitor structures. Ratio of Proinhibitor 2 (left), 
intermediate inhibitor (H‐Gln‐AEBSF, middle) and AEBSF (right) over corresponding initial concentrations in a 
buffered solution followed in time by 1H‐NMR. In the inserted boxes, P1 denotes the initial ratio of [Pro‐I]/[ 
Pro‐I]0, [Int‐I]/[ Int‐I]0, [2]/[2]0 and P2 corresponds to the rate constant of hydrolysis in s‐1.  
For unknown reasons, hydrolysis of the active inhibitor (Figure 3.17 right graph) does 
not  follow  first  order  reaction  kinetics.  Therefore,  to  estimate  the  rate  constant, we 
fitted only the second part of the curve (t > 20000 s). The corresponding rate constants 
for hydrolysis of the inhibitor species are as follows:  
݇ௗ௘௚௥௉௥௢௜௡௛૛ ൌ ͲǤͳͺͲ േ ͲǤͲͲͶǢ ݇ௗ௘௚௥୍୬୲୍୬୦ ൌ ͲǤͲ͵͸ േ ͲǤͲͲͳǢ ݇ௗ௘௚௥୍୬୦ ൌ ͲǤͲ͵Ͷ േ ͲǤͲͲͷ݄ିଵ  
We further determined rate of degradation of pro‐inhibitors 3, 4, and 5 in Figure 3.18. 
The red lines denote linear fits to the experimental data points from which the kinetic 
constants are derived. The corresponding rate constants for hydrolysis of the inhibitor 
species are as follows:  
݇ௗ௘௚௥௉௥௢௜௡௛૜ ൌ ͲǤͳ͸Ͳ േ ͲǤͲͲͶǢ ݇ௗ௘௚௥୔୰୭୧୬୦૝ ൌ ͲǤͳ͹Ͳ േ ͲǤͲͲͶǢ ݇ௗ௘௚௥୔୰୭୧୬୦૞ ൌ ͲǤͳ͸Ͳ േ ͲǤͲͲͶ݄ିଵ  
 
Figure 3.18 | Determination of rate of degradation of pro‐inhibitors 3 A), 4 B), and 5 C). The red lines denote 
linear fits to the experimental data points from which the kinetic constants are derived. 
3.5.3 Experimental setup 
3.5.3.1 Trypsin activity assay   
Trypsin activity was measured by mixing 100 µL of the quenched reaction mixture with 
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for 40 seconds, and the initial, linear slope was compared to a calibration curve to find 
the concentration of active trypsin.  
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50 µL of the quenched reaction mixture from the CSTR experiment was diluted with 50 
µL 0.1 M KHSO4, and applied to a 3 kD‐filter to filter out proteins. After centrifugation 
(14000 g, room temperature), the filtrate (30 L) was mixed with an internal standard 
(10 L of 2 µM tryptophan in 0.1 M KHSO4). The mixture was injected into the analytical 
HPLC,  and  a  gradient  was  applied  of  sequentially  0.50%  acetonitrile min‐1  (10 min), 
1.75% min‐1 (23 min), 10.00% min‐1 (5 min) starting from 5% acetonitrile in H2O (both 
with 0.1% TFA), and finally reaching 100% acetonitrile. Separation of the contents of the 
filtered reaction mixture was monitored in time with UV detection at 265 nm. Reference 
peaks  for  H‐Gln‐AEBSF  (retention  time  (r.t.)  =  5.90  min)  and  AEBSF  (r.t.=  4.34  min) 
indicated  which  peaks  had  to  be  integrated,  and  a  calibration  curve  was  used  to 
determine the concentration of inhibitor species.  
3.5.3.3 Batch experiments  
Pro‐inhibitor (1‐5, 258 µM) was mixed with trypsinogen (129 µM), trypsin (0.215 µM), 
and aminopeptidase  (0.830 U/mL)  in 100 mM Tris buffer, pH 7.7,  containing 20 mM 
CaCl2. Aliquots were taken from the reaction mixture to monitor  trypsin activity by a 
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aqueous 0.1 M KHSO4 solution to quench all reactions, after which the activity of trypsin 
was measured with the method described in Section 3.5.3.1.  
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aqueous 0.1 M KHSO4 solution to quench all reactions, after which the activity of trypsin 
was measured with the method described in Section 3.5.3.1.  
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4.1 Introduction 
Natural materials such as skin, tissues or exoskeletons are able to self‐heal,1 regenerate,2 
change their stiffness,3 or their colour.4 Essentially, this ability to respond and adapt to 
fluctuations  in  the  environment  relies  on  detection  of  these  changes  by  reaction 
networks,5 that process the  information and  influence the biomaterial as a response. 
This  interplay  between  reaction  networks  and  materials  is  largely  unexplored  in 
synthetic materials, although some impressive examples have been reported in recent 
years.6,7 Other interesting results have been achieved with self‐healing materials based 
on dynamic crosslinking strategies,8‐11 microcapsule embedding,12 or liquid infusion,13,14 
but governing the properties of many of these materials by reaction networks remains 
elusive.    
  Enzymes  are  good  candidates  for  signal  processing  in  life‐like  materials  as 
enzymes typically have a specific substrate and/or function, and are abundant in natural 
signalling pathways.15 In the past two decades, many enzyme‐responsive hydrogels have 
been reported,16‐18 and the first (biomedical) applications of these are now explored.19‐
21 Typically, the response is a single event in which the hydrogel is formed or degraded, 
or swells or shrinks.16 Impressive progress has been achieved by the groups of Ulijn and 
Walther, who have pioneered enzyme‐controlled hydrogel lifetimes.22‐24   
  Designing  materials  with  more  versatile  responses  requires  more  complex 
phase  transitions  that  can  be  coupled  to  reaction  networks.  Here,  we  developed  a 
polyacrylamide (PAAm)‐based hydrogel that contains two orthogonal types of crosslinks 
that can be degraded or formed, respectively, through enzymatic activity (Figure 4.1). 
When a trigger, the endopeptidase trypsin (Tr), is applied to the gel, degradation of the 
initial  crosslinks  1  (C1)  proceeds  rapidly.  Simultaneously,  a  crosslink  precursor  (a 
copolymerized thioester 3) is slowly cleaved, creating thiols that very quickly react with 
added crosslinker 4 to form new crosslinks 2 (C2). Thus, a gel‐liquid‐gel transition takes 
place and a new gel is formed with potentially different properties such as shape and 
stiffness as compared to the initial gel.    
  Inspired by our other work with the enzyme trypsin (see Chapter 2 and 3),25‐27 
we also connected the hydrogel described here to an enzymatic reaction network that 
governs the phase transitions, which is the focus of Chapter 5. Thus, this Chapter 4 lays 
the basis for more complex gel responses that can be coupled to networks, paving the 
way towards life‐like materials.     
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Figure 4.1 | The initial polyacrylamide hydrogel contains crosslinks 1 (C1) and a copolymerized thioester 3. C1 
is quickly degraded by trypsin (Tr), and thioester 3 is cleaved slowly by Tr or quickly by chymotrypsin (Cr) to 
produce  thiols  which  subsequently  form  new  crosslinks  2  (C2)  after  reacting with  a  linker  (poly(ethylene 
glycol)‐bis‐maleimide). Zigzag lines indicate the sites of enzymatic cleavage. 
4.2 Results and discussion 
First, we designed PAAm gels with two orthogonal crosslinkers (Figure 4.1). Importantly, 
we optimize the structures of the components to obtain the desired reaction kinetics 
that would  lead  to  gel‐liquid‐gel  transitions  at  suitable  timescales.  Therefore,  in  the 
design process we measured the kinetics of all reactions involved: cleavage of C1 by Tr, 
cleavage of thioester 3 by Tr, creating thiols that react with crosslinker 4  to form C2. 
Moreover, hydrolysis of  thioester 3  and crosslinker 4  in aqueous buffer  is  taken  into 
account as an unavoidable background reaction as well.   
  As the initial crosslinks C1 must be susceptible to cleavage by Tr, we therefore 
synthesized a crosslinker containing two methacrylamide moieties on either end of the 
molecule and an arginine‐serine residue in the middle (Figure 4.2A). We chose arginine 
because  it  is known from  literature  that  trypsin  rapidly cleaves  the C‐terminal amide 
bond of arginine.28 To synthesize C1 through solid‐phase peptide synthesis (SPPS), we 
first prepared lysine analogue 8 that contains a methacrylamide moiety on its sidechain 
(Figure 4.2B).  Therefore, we  first deprotected  the  sidechain of  Fmoc‐Lys(Boc)‐OH  (5) 
under acidic conditions to yield Fmoc‐Lys‐OH (6), and then methacrylated the ε–amine 
with methacrylic anhydride (7) to obtain the desired amino acid 8. Using conventional 
Fmoc‐based SPPS, C1 was then synthesized.    
  Next, we tested the ability of C1 to form a hydrogel when copolymerized with 
acrylamide. The hydrogel (8.7 wt%, 61.7 mg/mL acrylamide, 25.2 mg/mL C1) was formed 
inside a small glass vial, and washed with a solution containing 100 mM Tris‐HCl (pH 7.5) 
and 20 mM CaCl2 (hereafter referred to as buffer). Then, 10 µL of a solution of trypsin in 
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acrylamide. The hydrogel (8.7 wt%, 61.7 mg/mL acrylamide, 25.2 mg/mL C1) was formed 
inside a small glass vial, and washed with a solution containing 100 mM Tris‐HCl (pH 7.5) 
and 20 mM CaCl2 (hereafter referred to as buffer). Then, 10 µL of a solution of trypsin in 
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Figure 4.2 |  A)  Full  structure of  crosslink 1. B)  In order  to  synthesize crosslink 1 with  solid‐phase peptide 
synthesis, lysine derivative 8 had to be synthesized in two steps starting from Fmoc‐Lys(Boc)‐OH (5). 
buffer was applied. The water volume in the gel was approximately 90 µL, and therefore 
we assume that the concentration of trypsin was diluted ten times upon addition to the 
gel.  The  trypsin  concentration  after  taking  dilution  into  account  is  henceforth  called 
[Tr]0. Gratifyingly, the gel turned liquid within 1.5 hours when [Tr]0 = 5 µM, which was 
determined with an inverted‐vial test (data not shown).    
  Importantly, we determined the kinetics of C1 cleavage by trypsin (Figure 4.3A) 
to establish what order of magnitude the kinetics had to be for the formation of the 
orthogonal crosslinks C2. Therefore, we followed cleavage of C1 1H‐NMR (500 MHz) at 
20  °C.  Various  amounts  of  crosslink  1  (1.68‐3.49  mM  final  concentrations)  were 
dissolved in a D2O buffer (50 mM Tris‐HCl, pH 7.5, 20 mM CaCl2) and a solution of trypsin 
(final  concentration  in  NMR  tube  was  50  nM)  in  the  same  D2O  buffer  was  applied. 
Reaction progress was followed by integrating peaks between 4.30‐4.15 ppm (multiplet 
of  several  overlapping  α‐protons  of  the  amino  acid  residues),  using  one  of  the 
methacrylamide peaks (5.62‐5.50 ppm, no hydrolysis of methacrylamide observed) as 
an  internal  standard.  Solvent  peak  suppression  was  applied,  as  well  as  a Whittaker 
baseline correction and line broadening (1.0 Hz). Figure 4.3B shows a stack of 1H‐NMR 
spectra obtained during one of  the  kinetic  experiments,  and  Figure  4.3C depicts  the 
product formation over time at different C1 starting concentrations. We observed that 
for  the  range of C1  concentrations used,  the  rate was always at  its maximum (Vmax), 
indicating that the substrate concentration was far above the KM value. The value of kcat 
(24600 h‐1) was calculated from the average value of Vmax (which equals kcat*[Enzyme]) 
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Figure 4.3 | A) Cleavage of C1 by Tr. B) Stack of 1H‐NMR spectra obtained during one of the kinetic experiments 
on cleavage of crosslink 1 by trypsin. The overlapping multiplets of α‐protons (4.30‐4.15 ppm) were integrated, 
while one of the methacrylamide peaks (5.62‐5.50 ppm) was used as an internal standard. The effect of solvent 
peak suppression is clearly visible between 4.95 and 4.60 ppm for D2O. C) Formation of cleaved crosslink 1 by 
trypsin  (50  nM)  over  time  in  D2O  buffer  (50  mM  Tris‐HCl,  pH  7.5,  20  mM  CaCl2)  with  varying  starting 
concentrations of crosslink 1. All lines have similar steepness, indicating that all reactions proceed at Vmax. The 
value for kcat was calculated from the average value for Vmax determined from all four curves shown here. 
obtained from the curves shown in Figure 4.3C. The KM value was assumed to be much 
lower than 1.68 mM, so the final value of kcat/KM was determined as >24600 mM‐1 h‐1. 
  As a fast initial attempt, we synthesized lysine thioester 9 (Figure 4.4A, details 
of  the synthesis are  in the Experimental Section), as  literature suggested that  trypsin 
would  cleave  C‐terminal  lysine  bonds  more  slowly  than  arginine  ones.28  Again,  we 
conducted 1H‐NMR experiments to follow the conversion of lysine thioester 9 into Ac‐
Lys‐OH  and N‐acetylcysteamine.  Various  concentrations of  lysine  thioester  (3‐5 mM) 
were mixed with trypsin (0.2 µM final concentration), and the conversion was followed 
by  integrating  the acetyl  peaks  at 2.02‐1.99 ppm and 1.88‐1.86 ppm  for  the  starting 
material, and 1.96‐1.93 ppm and 1.93‐1.90 ppm for the products. Analysis of the product 
formation over time showed that at these substrate concentrations, the initial rate was 
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Figure 4.2 |  A)  Full  structure of  crosslink 1. B)  In order  to  synthesize crosslink 1 with  solid‐phase peptide 
synthesis, lysine derivative 8 had to be synthesized in two steps starting from Fmoc‐Lys(Boc)‐OH (5). 
buffer was applied. The water volume in the gel was approximately 90 µL, and therefore 
we assume that the concentration of trypsin was diluted ten times upon addition to the 
gel.  The  trypsin  concentration  after  taking  dilution  into  account  is  henceforth  called 
[Tr]0. Gratifyingly, the gel turned liquid within 1.5 hours when [Tr]0 = 5 µM, which was 
determined with an inverted‐vial test (data not shown).    
  Importantly, we determined the kinetics of C1 cleavage by trypsin (Figure 4.3A) 
to establish what order of magnitude the kinetics had to be for the formation of the 
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20  °C.  Various  amounts  of  crosslink  1  (1.68‐3.49  mM  final  concentrations)  were 
dissolved in a D2O buffer (50 mM Tris‐HCl, pH 7.5, 20 mM CaCl2) and a solution of trypsin 
(final  concentration  in  NMR  tube  was  50  nM)  in  the  same  D2O  buffer  was  applied. 
Reaction progress was followed by integrating peaks between 4.30‐4.15 ppm (multiplet 
of  several  overlapping  α‐protons  of  the  amino  acid  residues),  using  one  of  the 
methacrylamide peaks (5.62‐5.50 ppm, no hydrolysis of methacrylamide observed) as 
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indicating that the substrate concentration was far above the KM value. The value of kcat 
(24600 h‐1) was calculated from the average value of Vmax (which equals kcat*[Enzyme]) 
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Figure 4.3 | A) Cleavage of C1 by Tr. B) Stack of 1H‐NMR spectra obtained during one of the kinetic experiments 
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obtained from the curves shown in Figure 4.3C. The KM value was assumed to be much 
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  As a fast initial attempt, we synthesized lysine thioester 9 (Figure 4.4A, details 
of  the synthesis are  in the Experimental Section), as  literature suggested that  trypsin 
would  cleave  C‐terminal  lysine  bonds  more  slowly  than  arginine  ones.28  Again,  we 
conducted 1H‐NMR experiments to follow the conversion of lysine thioester 9 into Ac‐
Lys‐OH  and N‐acetylcysteamine.  Various  concentrations of  lysine  thioester  (3‐5 mM) 
were mixed with trypsin (0.2 µM final concentration), and the conversion was followed 
by  integrating  the acetyl  peaks  at 2.02‐1.99 ppm and 1.88‐1.86 ppm  for  the  starting 
material, and 1.96‐1.93 ppm and 1.93‐1.90 ppm for the products. Analysis of the product 
formation over time showed that at these substrate concentrations, the initial rate was 
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Figure  4.4|  A)  Conversion  of  lysine  thioester  (9)  to  Ac‐Lys‐OH  and  N‐acetylcysteamine  by  trypsin.  B) 
Conversion of lysine thioester 9 (3‐5 mM) by trypsin (0.2 µM) followed in time by 1H‐NMR. 
independent of substrate concentration (Figure 4.4B), indicating that Vmax was reached 
and KM << 3 mM. Therefore, it was not possible to make a Lineweaver‐Burk plot, but we 
could determine the kcat (29400 h‐1). The kcat/KM value was determined as >29400 mM‐1 
h‐1, because KM is likely to be below 1 mM. This value is in the same order of magnitude 
as  the one  for  cleavage of C1  by  trypsin, possibly because  thioesters might be more 
susceptible  to  cleavage  than amide bonds.  For  gel‐liquid‐gel  transitions  to occur,  gel 
formation should be slower than gel degradation.    
  We  hypothesized  that  the  small,  hydrophobic  amino  acid  leucine  would 
considerably  slow  down  the  thioester  cleavage  rate  as  compared  to  lysine.  For  that 
reason, we synthesized a copolymerizable leucine thioester 3 in three steps (Figure 4.5). 
In  the  first  step, acetyl‐leucine  (Ac‐Leu‐OH, 10)  is  coupled  to N‐Boc‐cysteamine    (11) 
forming  compound 12,  after which boc‐deprotection  yields  a  free amine  (13)  that  is 
acrylated with acryloyl  chloride  (14)  in  the presence of N,N‐diisopropylethylamine  in 
the final step. In theory, an intramolecular rearrangement can be expected in the final 
reaction, if the amine attacks the thioester under basic conditions (identical to the final 
step in a Kent ligation), forming an amide bond and freeing the thiol. In that case, the 
thiolate could react with the acyl chloride (or indeed with the double bond in a thiol‐
Michael  addition,  but  that  would  result  in  a  compound  with  a  different  mass  than 
thioester 3), forming a molecule with the same mass as thioester 3 (Figure 4.6). Although 
differences between thioester 3 and this possible side product should be found by one‐
dimensional  1H‐NMR, we  conducted  additional NMR  experiments  to  ensure  that we 
indeed  isolated  thioester  3.  Below,  the  result  of  a  heteronuclear  multiple‐bond 
correlation (HMBC) experiment is shown, in which the coupling between 13C and 1H is 
observed through up to four covalent bonds (Figure 4.6). Clearly, we see that the peak 
in the carbon spectrum at 201.5 ppm, which corresponds to the carbonyl carbon of the 
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Figure 4.5 | Synthesis of thioester 3 in three steps, starting with Ac‐Leu‐OH (10) and N‐Boc‐cysteamine (11). 
thioester bond, couples to the protons of the amino acid part of the molecule rather 
than the acrylamide protons, proving that we indeed isolated thioester 3.   
  Thioester 3 is not well soluble in aqueous solutions (only up to concentrations 
of about 150 µM), and was first dissolved in dimethylsulfoxide to obtain a 10 mM stock  
Figure 4.6 | Zoom of the spectrum obtained by heteronuclear multiple‐bond correlation spectroscopy (HMBC) 
of  thioester 3  in CDCl3. The  13C‐spectrum  is depicted on  the y‐axis,  and  the 1H‐spectrum on  the x‐axis.The 
carbon of interest (C1) is highlighted by the red square in the molecular structure. Couplings between C1 and 
various protons (H1‐5) appear as red spots in the spectrum. This analysis shows that we isolated thioester 3 
rather than the possible side product depicted in the top left corner of the spectrum.   
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Figure  4.4|  A)  Conversion  of  lysine  thioester  (9)  to  Ac‐Lys‐OH  and  N‐acetylcysteamine  by  trypsin.  B) 
Conversion of lysine thioester 9 (3‐5 mM) by trypsin (0.2 µM) followed in time by 1H‐NMR. 
independent of substrate concentration (Figure 4.4B), indicating that Vmax was reached 
and KM << 3 mM. Therefore, it was not possible to make a Lineweaver‐Burk plot, but we 
could determine the kcat (29400 h‐1). The kcat/KM value was determined as >29400 mM‐1 
h‐1, because KM is likely to be below 1 mM. This value is in the same order of magnitude 
as  the one  for  cleavage of C1  by  trypsin, possibly because  thioesters might be more 
susceptible  to  cleavage  than amide bonds.  For  gel‐liquid‐gel  transitions  to occur,  gel 
formation should be slower than gel degradation.    
  We  hypothesized  that  the  small,  hydrophobic  amino  acid  leucine  would 
considerably  slow  down  the  thioester  cleavage  rate  as  compared  to  lysine.  For  that 
reason, we synthesized a copolymerizable leucine thioester 3 in three steps (Figure 4.5). 
In  the  first  step, acetyl‐leucine  (Ac‐Leu‐OH, 10)  is  coupled  to N‐Boc‐cysteamine    (11) 
forming  compound 12,  after which boc‐deprotection  yields  a  free amine  (13)  that  is 
acrylated with acryloyl  chloride  (14)  in  the presence of N,N‐diisopropylethylamine  in 
the final step. In theory, an intramolecular rearrangement can be expected in the final 
reaction, if the amine attacks the thioester under basic conditions (identical to the final 
step in a Kent ligation), forming an amide bond and freeing the thiol. In that case, the 
thiolate could react with the acyl chloride (or indeed with the double bond in a thiol‐
Michael  addition,  but  that  would  result  in  a  compound  with  a  different  mass  than 
thioester 3), forming a molecule with the same mass as thioester 3 (Figure 4.6). Although 
differences between thioester 3 and this possible side product should be found by one‐
dimensional  1H‐NMR, we  conducted  additional NMR  experiments  to  ensure  that we 
indeed  isolated  thioester  3.  Below,  the  result  of  a  heteronuclear  multiple‐bond 
correlation (HMBC) experiment is shown, in which the coupling between 13C and 1H is 
observed through up to four covalent bonds (Figure 4.6). Clearly, we see that the peak 
in the carbon spectrum at 201.5 ppm, which corresponds to the carbonyl carbon of the 
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Figure 4.5 | Synthesis of thioester 3 in three steps, starting with Ac‐Leu‐OH (10) and N‐Boc‐cysteamine (11). 
thioester bond, couples to the protons of the amino acid part of the molecule rather 
than the acrylamide protons, proving that we indeed isolated thioester 3.   
  Thioester 3 is not well soluble in aqueous solutions (only up to concentrations 
of about 150 µM), and was first dissolved in dimethylsulfoxide to obtain a 10 mM stock  
Figure 4.6 | Zoom of the spectrum obtained by heteronuclear multiple‐bond correlation spectroscopy (HMBC) 
of  thioester 3  in CDCl3. The  13C‐spectrum  is depicted on  the y‐axis,  and  the 1H‐spectrum on  the x‐axis.The 
carbon of interest (C1) is highlighted by the red square in the molecular structure. Couplings between C1 and 
various protons (H1‐5) appear as red spots in the spectrum. This analysis shows that we isolated thioester 3 
rather than the possible side product depicted in the top left corner of the spectrum.   
 80 
 
S.G.J. Postma – Rational design of enzymatic reaction networks 
N
O
O
O
O
N
Compound 15, CPM
Hydrolysis 
or reaction 
with thiol Fluorescent
product
  
Figure 4.7 | A thiol‐reactive probe (compound 15, CPM). Reaction of the maleimide moiety of the probe with 
a thiol or hydrolysis of the probe leads to a fluorescent product.     
solution from which dilutions into buffer (50 mM Tris‐HCl, pH 7.5, 20 mM CaCl2) were 
made. Unfortunately, concentrations of thioester 3 in aqueous solutions were too low 
to  detect  by  1H‐NMR,  and  the  production  of  thiols  was  therefore monitored with  a  
thiol‐reactive, fluorogenic probe (7‐diethylamino‐3‐(4'‐maleimidylphenyl)‐4‐methylcou‐
marin,  compound  15  in  Figure  4.7,  abbreviated  as  CPM)  that  was  also  dissolved  in 
dimethylsulfoxide as a stock solution. First, the hydrolysis kinetics of CPM and thioester 
3 were  determined,  after which  cleavage  of  thioester 3  by  trypsin was  investigated. 
Computational  modelling  in  COPASI  had  to  be  employed  due  to  several  reactions 
(hydrolysis, catalytic cleavage of thioester, and the reaction of thiol with the probe) that 
occurred  simultaneously  in  these  kinetic  studies.  All  kinetic  studies  described  below 
were performed at 23  °C  and  in  Tris  buffer  (50 mM Tris‐HCl,  pH 7.5,  20 mM CaCl2). 
  First, a calibration curve was made by mixing different amounts of CPM with an 
excess  of  thiol  to  ensure  full  conversion  of  the  probe  (Figure  4.8A).  Fluorescence 
intensity  was  recorded  with  an  excitation  wavelength  of  384  nm  and  an  emission 
wavelength of 470 nm. Next, hydrolysis of CPM (10 µM) was measured over the course 
 
Figure 4.8 | Measuring hydrolysis of thiol‐reactive probe CPM (compound 15) and thioester 3. A) Calibration 
curve of fluorescence intensity vs concentration of CPM. An excess of thiol (N‐acetylcysteamine) was added 
to ensure full conversion into fluorescent product. B) Measurements of CPM and thioester 3 hydrolysis. The 
initial steep rise in the cyan line for thioester 3 hydrolysis can only be explained by the initial presence of a 
small amount of thiol (0.08% of the initial thioester 3 concentration). CPM‐Fl. denotes fluorescent product. 
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of half an hour (Figure 4.8B, green  line), and the pseudo‐first order rate constant for 
CPM hydrolysis was determined to be 0.02 h‐1. Using this value, we could also deduce 
from the data obtained for making the calibration curve that the rate constant of thiol 
reacting with the CPM probe was 6300 mM‐1 h‐1 (data not shown).   
  These rate constants were used in the next study,  in which the hydrolysis of 
thioester 3 (100 µM) was investigated (Figure 4.8B, solid cyan line). In this case, a sharp 
initial increase in signal is observed, which can only be explained by the presence of a 
small  amount  of  thiol  (0.08%  of  thioester  3  concentration)  in  the  stock  solution  of 
thioester 3.  Using  a  genetic  algorithm  for  parameter  estimation  available  within  the 
COPASI software (Figure 4.8B, dashed cyan line), we found that hydrolysis of thioester 3 
is slow (0.003 h‐1, t½ = 231 h). The values obtained here were used in the following rate 
studies as well.   
  Enzymatic  cleavage  of  thioester  3  by  trypsin  (200  nM,  Figure  4.9A)  was 
measured at different concentrations of thioester 3 (25‐100 µM) in the presence of CPM 
(10  µM).  The  resulting  curves  (Figure  4.9B,  solid  lines)  obtained  by  fluorescence 
spectroscopy  (λex = 384 nm, λem = 470 nm) were  fitted by a  computational model  in 
COPASI using parameter estimation (Figure 4.9B, dashed lines), taking into account the 
hydrolysis of thioester 3 and the CPM probe, and the small initial amount of thiol present 
(fixed at 0.08% of thioester 3 concentration). The value found for cleavage of thioester 
3 by trypsin was kcat/KM = 575 mM‐1 h‐1, which is nearly two orders of magnitude slower  
than  cleavage  of  C1  by  trypsin.  Therefore,  it  was  concluded  that  thioester  3  was  a 
 
Figure 4.9 | Measuring cleavage kinetics of thioester 3 by Tr. A) Thioester 3 is cleaved by Tr or hydrolyses to 
form N‐acetyl‐leucine (Ac‐Leu‐OH) and a thiol. The thiol can then react with the fluorogenic substrate CPM to 
give the fluorescent product CPM‐Fl. Another fluorescent product is formed upon hydrolysis of CPM, which is 
taken into account as well. B) Fluorescence measurements of thioester 3 (25‐100 µM) mixed with Tr (200 nM) 
in  the presence of 10 µM CPM. Solid  lines denote experimental data. The dashed  lines  correspond to  the 
COPASI  model  output  after  parameter  estimation  during  which  the  kinetic  rate  constant  for  thioester  3 
cleavage was determined. Hydrolysis of thioester 3 and CPM were taken into account in the model as well. 
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Figure 4.7 | A thiol‐reactive probe (compound 15, CPM). Reaction of the maleimide moiety of the probe with 
a thiol or hydrolysis of the probe leads to a fluorescent product.     
solution from which dilutions into buffer (50 mM Tris‐HCl, pH 7.5, 20 mM CaCl2) were 
made. Unfortunately, concentrations of thioester 3 in aqueous solutions were too low 
to  detect  by  1H‐NMR,  and  the  production  of  thiols  was  therefore monitored with  a  
thiol‐reactive, fluorogenic probe (7‐diethylamino‐3‐(4'‐maleimidylphenyl)‐4‐methylcou‐
marin,  compound  15  in  Figure  4.7,  abbreviated  as  CPM)  that  was  also  dissolved  in 
dimethylsulfoxide as a stock solution. First, the hydrolysis kinetics of CPM and thioester 
3 were  determined,  after which  cleavage  of  thioester 3  by  trypsin was  investigated. 
Computational  modelling  in  COPASI  had  to  be  employed  due  to  several  reactions 
(hydrolysis, catalytic cleavage of thioester, and the reaction of thiol with the probe) that 
occurred  simultaneously  in  these  kinetic  studies.  All  kinetic  studies  described  below 
were performed at 23  °C  and  in  Tris  buffer  (50 mM Tris‐HCl,  pH 7.5,  20 mM CaCl2). 
  First, a calibration curve was made by mixing different amounts of CPM with an 
excess  of  thiol  to  ensure  full  conversion  of  the  probe  (Figure  4.8A).  Fluorescence 
intensity  was  recorded  with  an  excitation  wavelength  of  384  nm  and  an  emission 
wavelength of 470 nm. Next, hydrolysis of CPM (10 µM) was measured over the course 
 
Figure 4.8 | Measuring hydrolysis of thiol‐reactive probe CPM (compound 15) and thioester 3. A) Calibration 
curve of fluorescence intensity vs concentration of CPM. An excess of thiol (N‐acetylcysteamine) was added 
to ensure full conversion into fluorescent product. B) Measurements of CPM and thioester 3 hydrolysis. The 
initial steep rise in the cyan line for thioester 3 hydrolysis can only be explained by the initial presence of a 
small amount of thiol (0.08% of the initial thioester 3 concentration). CPM‐Fl. denotes fluorescent product. 
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of half an hour (Figure 4.8B, green  line), and the pseudo‐first order rate constant for 
CPM hydrolysis was determined to be 0.02 h‐1. Using this value, we could also deduce 
from the data obtained for making the calibration curve that the rate constant of thiol 
reacting with the CPM probe was 6300 mM‐1 h‐1 (data not shown).   
  These rate constants were used in the next study,  in which the hydrolysis of 
thioester 3 (100 µM) was investigated (Figure 4.8B, solid cyan line). In this case, a sharp 
initial increase in signal is observed, which can only be explained by the presence of a 
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Figure 4.9 | Measuring cleavage kinetics of thioester 3 by Tr. A) Thioester 3 is cleaved by Tr or hydrolyses to 
form N‐acetyl‐leucine (Ac‐Leu‐OH) and a thiol. The thiol can then react with the fluorogenic substrate CPM to 
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COPASI  model  output  after  parameter  estimation  during  which  the  kinetic  rate  constant  for  thioester  3 
cleavage was determined. Hydrolysis of thioester 3 and CPM were taken into account in the model as well. 
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suitable candidate to yield gel‐liquid‐gel transitions in combination with C1.  
During the liquid‐gel transition, the reaction of thiols with the linker should be 
very fast on the timescale of the other (enzymatic) reactions in the network, to ensure 
that the rate of gel formation can be tuned by different enzyme concentrations (i.e. that 
thioester cleavage by enzymes is the rate‐determining step). Especially in Chapter 5 the 
advantage of this approach will be exploited when the hydrogel response is tuned by 
input trypsin concentrations. 
Initially, we tested the reaction between N‐acetylcysteamine (compound 16, 
Figure 4.10A, 5 mM) and poly(ethylene glycol)‐diacrylate (compound 17, 5 mM, Mn = 
575 g/mol) by 1H‐NMR at 23 °C in D2O buffer containing 50 mM Tris‐HCl, pH 7.5, and 20 
mM CaCl2. The acrylate peaks were integrated to monitor the progress of the reaction, 
and the data were fitted with a bimolecular reaction model for parameter estimation in 
COPASI (Figure 4.10B). Hydrolysis of the acrylate moieties was negligible under these 
conditions, as was determined in a separate measurement (data not shown).    
The  rate  constant  of  the  reaction  between  the  thiol  and  the  acrylate  was 
determined to be 0.252 mM‐1 h‐1, which is much slower than the enzymatic reactions in 
the network. Increasing the pH to 8.5 yielded a rate constant of 2.73 mM‐1 h‐1 (data not 
shown),  which  is  still  too  slow.  Therefore,  we  chose  poly(ethylene  glycol)‐bis‐
maleimide(MW  =  2000  g/mol,  linker  4  in  Figure  4.1)  as  an  alternative. We  tried  to 
determine  a  rate  constant  for  the  reaction  of  thiol  with  maleimide  by  UV/VIS 
spectroscopy, but the reaction had reached full conversion before the first data point 
could  be  measured  (typically  within  seconds,  data  not  shown). We  assumed  a  rate 
constant of 5*105 mM‐1 h‐1, which is much faster than any other reaction in the network.
The extremely fast reaction of maleimides with thiols raised the suspicion that 
Figure 4.10 | A) The reaction of N‐acetylcysteamine (16) with poly(ethylene glycol)‐diacrylate (17, Mn = 575 
g/mol). B) Decrease over time of 16 (5 mM) as it reacts with 17 (5 mM), measured by 1H‐NMR. The dots are 
experimental data, and the dashed line the result of a parameter estimation in COPASI. 
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background hydrolysis  of maleimides  could also be  faster than  that of poly(ethylene
glycol)‐diacrylate.  For  that  reason, we  followed  the  hydrolysis of  linker  4 by UV/VIS
spectroscopy, because the maleimide moiety absorbs light at a wavelength of 300 nm 
(Figure 4.11A). After making an initial calibration curve with various amounts of linker
(Figure  4.11B), the pseudo‐first order  kinetics  of  the maleimide  (1.5 mM)  hydrolysis
were followed for 10 hours (Figure 4.11C). All experiments were performed in 100 mM
Tris‐HCl, pH 7.5, 20 mM CaCl2, and at 23 °C. The rate constant for maleimide hydrolysis 
was determined at 0.045 h‐1. The half‐life of the maleimide moieties was therefore 15.4 
hours, which is probably on the timescale of the gel‐liquid‐gel transitions. 
To test the ability of our system to undergo a gel‐liquid‐gel transition, a gel was
prepared that contained  C1 and co‐polymerized  thioester  3  (10  wt%,  61.7  mg/mL 
acrylamide, 25.2 mg/mL C1, 13.2 mg/mL thioester 3), and the hydrogel was soaked in a
solution of linker 4. When Tr was applied to the hydrogel ([Tr]0 = 5 µM), the gel turned
into  a liquid after  3.5  hours (Figure 4.12). The  liquid  formed  a gel again,  but with a 
different shape, after another 16.5 hours, which confirms that crosslink degradation and 
formation take place at convenient timescales. Furthermore, it showed that although 
the half‐life of  linker 4 is 15.4 hours, the liquid‐gel  transition still  takes place and the
maleimide hydrolysis does not cause any major problems at this timescale.  
As  a  control experiment, we  repeated  the  experiment  but  now used 
poly(ethylene glycol)‐diacrylate (Mn = 575 g/mol) as a linker instead of linker 4. Again, 
we observed the desired gel‐liquid‐gel transition (data not shown), but gel reformation
now took days due to  the slower reaction of  the thiols with the acrylate moieties as 
compared to the extremely fast reaction with maleimides. Therefore, it was concluded 
Figure 4.11 | Measuring  the  rate  of maleimide  hydrolysis  in  linker 4. A) Absorbance spectra  of  PEG‐bis‐
maleimide (MW = 2000 g/mol, linker 4). B) Calibration curve of absorbance vs. maleimide concentration. The
Beer‐Lambert law seems to be valid at high absorbance levels, but  lower concentrations of maleimide (1.5
mM) were used in the final rate study depicted in C). C) Decrease in absorbance over time when 1.5 mM of
linker 4 was dissolved in buffer (100 mM Tris‐HCl, pH 7.5, 20 mM CaCl2). The black dots are experimental data
points. The y‐axis represents the natural  logarithm of the concentration of  linker 4 at a certain time point 
divided by its starting concentration. Hence, the slope of the linear fit (solid red line) equals –khydrolysis as this is
a pseudo‐first order reaction. 
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we observed the desired gel‐liquid‐gel transition (data not shown), but gel reformation 
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Figure  4.11  | Measuring  the  rate  of maleimide  hydrolysis  in  linker  4. A)  Absorbance  spectra  of  PEG‐bis‐
maleimide (MW = 2000 g/mol, linker 4). B) Calibration curve of absorbance vs. maleimide concentration. The 
Beer‐Lambert  law seems to be valid at high absorbance levels, but  lower concentrations of maleimide (1.5 
mM) were used in the final rate study depicted in C). C) Decrease in absorbance over time when 1.5 mM of 
linker 4 was dissolved in buffer (100 mM Tris‐HCl, pH 7.5, 20 mM CaCl2). The black dots are experimental data 
points. The y‐axis represents the natural  logarithm of the concentration of  linker 4 at a certain time point 
divided by its starting concentration. Hence, the slope of the linear fit (solid red line) equals –khydrolysis as this is 
a pseudo‐first order reaction.   
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Figure 4.12 | A cone‐shaped gel (200 µL volume) containing C1 and thioester 3 is soaked with linker 4, after 
which Tr is applied ([Tr]0 = 5 µM). A gel‐liquid‐gel transition occurs during which the shape of the gel changes, 
and the magnetic stirring bar (that plays no further role in this process) is encapsulated.   
that linker 4 was indeed the desired crosslinker for our purposes.   
  Next, we  investigated the  influence of Tr concentration on the timing of the 
different phase transitions .  Although  the  experiment  shown  in  Figure  4.12  nicely 
displays the gel‐liquid‐gel transition, better‐defined gels in smaller vials as described for 
the abovementioned  test of C1  gel degradation are used  in  the next experiments  to 
improve reproducibility (see Figure 4.13A). Now, gels containing both C1 and thioester 
3  (10  wt%,  61.7 mg/mL  acrylamide,  25.2 mg/mL  C1,  13.2  mg/mL  thioester  3) were 
prepared, and soaked with linker 4 to enable gel reformation. Interestingly, the time for 
the gel‐liquid transition to occur was not greatly affected by changing the [Tr]0 from 3 
µM (tgel‐liquid = 2.5 h) to 8 µM (tgel‐liquid = 2.2 h). In contrast, the gel reformation time was 
decreased from 80 hours (indicated by an asterisk in Figure 4.13B) with a [Tr]0 of 3 µM 
to 15 hours when [Tr]0 was increased to 8 µM. The nonlinear effect of [Tr]0 on the gel 
reformation time is due to hydrolysis of linker 4 at this timescale, which slows down gel 
reformation  as  less  linker  4  is  available  for  crosslink  formation.  The  initial  trypsin 
 
Figure 4.13 | A) A gel containing crosslink 1, thioester 3, and linker 4 was prepared inside a vial. Upon addition 
of a trypsin solution ([Tr]0 = 8 µM), a gel‐liquid‐gel transition was observed. A small, spherical magnet was used 
to differentiate between liquid and gel states. The gel was kept in buffer (100 mM Tris‐HCl, pH 7.5, 20 mM 
CaCl2). B) The influence of [Tr]0 on the timescales of the phase transitions. The asterisk in the left bar indicates 
that gel reformation occurred after 80 hours, which is off the scale.   
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concentration  therefore  has  a  major  influence  on  the  kinetics  of  the  gel‐liquid‐gel 
transition kinetics.   
  As a  final  test of  the properties of our system, we  investigated how the gel‐
liquid‐gel transition can transform the mechanical properties of the gel, as the number 
of crosslinks C1 and C2 are independent of each other. We prepared three different gels 
soaked with linker 4 in which the amount of C1 in the initial gel was larger (gel 1), equal 
(gel 2) or smaller (gel 3) than the amount of C2 in the final gel (see the table in Figure 
4.14A  for  gel  compositions).  The  stiffness of  the  gels before  and  after  triggering  the 
rearrangement of the crosslinks was measured by atomic force microscopy coupled to 
a confocal microscope (see section 4.5.3.3 of the Experimental Details section). Figure 
4.14B shows the development of Young’s moduli upon addition of Tr ([Tr]0 = 50 µM) and 
waiting overnight.  Initial moduli of 37.2 kPa, 19.5 kPa, and 5.1 kPa were obtained for 
gels 1‐3, respectively, which changed to 22.4 kPa for both gels 1 and 2, and 17.0 kPa for 
gel 3 after the crosslink rearrangement. Gel 1 had become softer, gel 2 had retained its 
stiffness,  and  gel  3  had  turned  into  a  stiffer  gel.  Thus,  it  was  shown  that  three 
mechanically different hydrogels can obtain a similar stiffness upon treatment with Tr. 
 
Figure 4.14 | A) Table listing the gel compositions of the gels shown in B. B) Gels 1‐3 contain different amounts 
of C1 and thioester 3, and consequently have different initial stiffness, but similar mechanical properties after 
treatment with Tr. Error bars indicate the range of Young’s modulus in duplicate experiments (the error bar 
of Gel 1 before application of Tr is very small). Measurements were performed by atomic force microscopy 
(see section 4.5.3.3 for details). All experiments are performed in 200 mM Tris‐HCl buffer pH 7.5, 20 mM CaCl2. 
4.3 Conclusion 
In short, we have designed a hydrogel  system that displays a gel‐liquid‐gel  transition 
upon treatment with the endopeptidase trypsin. Kinetic studies were used to optimize 
the components within  the gel. We showed  that a mechanically different gel  can be 
formed  upon  exposure  to  the  enzyme  due  to  the  incorporation  of  two  orthogonal 
crosslinks  in the hydrogel.  In future gel designs, the phase transitions could be made 
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to differentiate between liquid and gel states. The gel was kept in buffer (100 mM Tris‐HCl, pH 7.5, 20 mM 
CaCl2). B) The influence of [Tr]0 on the timescales of the phase transitions. The asterisk in the left bar indicates 
that gel reformation occurred after 80 hours, which is off the scale.   
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Figure 4.14 | A) Table listing the gel compositions of the gels shown in B. B) Gels 1‐3 contain different amounts 
of C1 and thioester 3, and consequently have different initial stiffness, but similar mechanical properties after 
treatment with Tr. Error bars indicate the range of Young’s modulus in duplicate experiments (the error bar 
of Gel 1 before application of Tr is very small). Measurements were performed by atomic force microscopy 
(see section 4.5.3.3 for details). All experiments are performed in 200 mM Tris‐HCl buffer pH 7.5, 20 mM CaCl2. 
4.3 Conclusion 
In short, we have designed a hydrogel  system that displays a gel‐liquid‐gel  transition 
upon treatment with the endopeptidase trypsin. Kinetic studies were used to optimize 
the components within  the gel. We showed  that a mechanically different gel  can be 
formed  upon  exposure  to  the  enzyme  due  to  the  incorporation  of  two  orthogonal 
crosslinks  in the hydrogel.  In future gel designs, the phase transitions could be made 
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reversible and/or dissipative by using a crosslinker that acts as a “fuel” (see also Chapter 
6,29,30  to  ultimately  achieve  higher  levels  of  complexity  such  as  morphogenesis.31  
  In Chapter 5, we will  introduce an enzymatic  reaction network of which  the 
components  all  have  their  own  specific  function  into  the  hydrogel  described  here. 
Importantly, the kinetics  in the network are fully characterized, and the programmed 
response  of  the  network  is  predicted  by  an  extended  version  of  the  computational 
model  introduced  in  this Chapter.  In  this way, we provide a  systematic approach  for 
integrating reaction networks within adaptive materials.   
4.4 Acknowledgements 
I would like to acknowledge Ilia Vialshin for the fruitful collaboration on this project. My 
sincere thanks go to Min Bao for performing the AFM‐CLSM measurements. Further‐
more, I thank Simon Yang and Hugo Veldhuizen for their contributions to the synthesis 
of  thioester 3 and  lysine  thioester,  respectively. This work was supported by  funding 
from  the  Dutch  Ministry  of  Education,  Culture  and  Science  (Gravity  programme 
024.001.035), and the Radboud Nanomedicine Alliance. 
4.5 Experimental details  
4.5.1 Instrumentation   
NMR spectroscopy: Nuclear Magnetic Resonance (NMR) spectra were measured on a 
Varian  INOVA A‐400  spectrometer at 400 MHz  for  1H or on a Bruker‐AVANCE  III 500 
spectrometer at 500 MHz for 1H, and 125.8 MHz for 13C. The chemical shifts for 1H and 
13C are given in parts per million (ppm) relative to TMS and calibrated using a residual 
peak of the solvent; : 3.31 for CD3OD and : 4.79 for D2O in 1H NMR and : 46.7 for 
CD3OD  in  13C  NMR.  Multiplets  are  reported  as  s  (singlet),  d  (doublet),  dd  (double 
doublet), t (triplet) and m (multiplet). Coupling constants are reported as J as value in 
Hertz (Hz). The number of protons (n) for a given resonance is indicated as nH and is 
based on the spectral integration values. 
UV/Vis    and  fluorescence  spectrometry:  Kinetic  measurements  with  fluorogenic 
substrates  were  performed  on  a  Perkin  Elmer  LS55  fluorescence  spectrometer,  and 
measurements with chromogenic substrates were performed on a Jasco V‐630 UV‐Vis 
spectrometer. 
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IR spectroscopy: Fourier transform infrared spectroscopy (FT‐IR) spectra were recorded 
on a Bruker TENSOR 27 spectrometer fitted with an attenuated total reflectance (ATR) 
cell. 
Mass spectrometry: Mass spectra were obtained from Thermo scientific advantage LCQ 
and  JEOL  Accurate  Time  of  Flight  (ToF)  instruments,  both  using  linear  ion  trap 
electrospray ionization (ESI). The masses‐to‐charge ratio is given in Daltons (Da). 
AFM‐CLSM: For the stiffness measurements presented in Figure 1c of the main text, we 
used  a  Leica  SP5  confocal  laser  scanning microscope  (CLSM)  with  a  Veeco  Bioscope 
Catalyst atomic force microscopy (AFM) system. 
4.5.2 Synthesis   
4.5.2.1 Thioester 3   
Thioester 3 that can be copolymerized with acrylamide is synthesized in three steps: 1) 
a thioester formation, 2) a boc‐deprotection step, and 3) acrylation. 
4.5.2.2 Ac‐Leu‐(N‐Boc)‐cysteamine (compound 3)   
Ac‐Leu‐OH (1, 1.5 g, 8.66 mmol, 1.2 eq) and 2‐(Boc‐amino)ethanethiol (2, 1.22 mL, 7.22 
mmol,  1  eq)  were  dissolved  in  dry  DMF  (15  mL)  and  cooled  to  0  °C.  N,N’‐
dicyclohexylcarbodiimide (DCC, 1.627 g, 7.9 mmol, 1.1 eq) was added as a solid, and the 
reaction mixture was stirred o.n. under a constant flow of argon while it reached r.t. The 
next day, the reaction mixture was filtered to remove dicyclohexyurea that had formed 
during  the  reaction.  After  evaporating  to  dryness,  the  solids  were  redissolved  in 
dichloromethane (DCM, 100 mL) and washed with saturated NaHCO3 solution (2x200 
mL), 0.1 M KHSO4 (3x200 mL), brine (1x200 mL), and Milli‐Q (1x200 mL). The organic 
layer was dried over Na2SO4, and then dried in vacuo to yield the desired product as a 
white solid (3, 1.898 g, 5.72 mmol, 79% yield).   
1H‐NMR (500 MHz, CDCl3): δ 5.90 (br, 1H), 4.85 (s, 1H), 4.77 – 4.71 (m, 1H), 3.31 (t, J = 
6.4 Hz, 2H), 3.02 (t, J = 6.5 Hz, 2H), 2.07 (s, 3H), 1.77 – 1.66 (m, 2H), 1.54 – 1.41 (m, 10H), 
0.97  (d,  J  = 5.1 Hz, 6H).  13C‐NMR  (125 MHz, CDCl3): δ 200.93, 170.04, 155.77, 79.56, 
57.86,  41.73,  40.06,  28.37,  24.89,  23.15,  23.04,  21.65.  FT‐IR  (cm‐1):  1650  (CO),  1688 
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IR spectroscopy: Fourier transform infrared spectroscopy (FT‐IR) spectra were recorded 
on a Bruker TENSOR 27 spectrometer fitted with an attenuated total reflectance (ATR) 
cell. 
Mass spectrometry: Mass spectra were obtained from Thermo scientific advantage LCQ 
and  JEOL  Accurate  Time  of  Flight  (ToF)  instruments,  both  using  linear  ion  trap 
electrospray ionization (ESI). The masses‐to‐charge ratio is given in Daltons (Da). 
AFM‐CLSM: For the stiffness measurements presented in Figure 1c of the main text, we 
used  a  Leica  SP5  confocal  laser  scanning microscope  (CLSM)  with  a Veeco  Bioscope 
Catalyst atomic force microscopy (AFM) system. 
4.5.2 Synthesis   
4.5.2.1 Thioester 3   
Thioester 3 that can be copolymerized with acrylamide is synthesized in three steps: 1) 
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Ac‐Leu‐OH (1, 1.5 g, 8.66 mmol, 1.2 eq) and 2‐(Boc‐amino)ethanethiol (2, 1.22 mL, 7.22 
mmol,  1  eq)  were  dissolved  in  dry  DMF  (15  mL)  and  cooled  to  0  °C.  N,N’‐
dicyclohexylcarbodiimide (DCC, 1.627 g, 7.9 mmol, 1.1 eq) was added as a solid, and the 
reaction mixture was stirred o.n. under a constant flow of argon while it reached r.t. The 
next day, the reaction mixture was filtered to remove dicyclohexyurea that had formed 
during  the  reaction.  After  evaporating  to  dryness,  the  solids  were  redissolved  in 
dichloromethane (DCM, 100 mL) and washed with saturated NaHCO3 solution (2x200 
mL), 0.1 M KHSO4 (3x200 mL), brine (1x200 mL), and Milli‐Q (1x200 mL). The organic 
layer was dried over Na2SO4, and then dried in vacuo to yield the desired product as a 
white solid (3, 1.898 g, 5.72 mmol, 79% yield).   
1H‐NMR (500 MHz, CDCl3): δ 5.90 (br, 1H), 4.85 (s, 1H), 4.77 – 4.71 (m, 1H), 3.31 (t, J = 
6.4 Hz, 2H), 3.02 (t, J = 6.5 Hz, 2H), 2.07 (s, 3H), 1.77 – 1.66 (m, 2H), 1.54 – 1.41 (m, 10H), 
0.97  (d,  J  = 5.1 Hz, 6H).  13C‐NMR  (125 MHz, CDCl3): δ 200.93, 170.04, 155.77, 79.56, 
57.86,  41.73,  40.06,  28.37,  24.89,  23.15,  23.04,  21.65.  FT‐IR  (cm‐1):  1650  (CO),  1688 
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(CO). LCQ‐MS: m/z observed 332.9 [M]+, 355.0 [M+Na]+ for C15H28N2O4S+, m/z calculated 
355.1668  for  [M+Na]+. HRMS: m/z observed 355.1668  [M+Na]+  for C15H28N2O4S+, m/z 
calculated 355.1668 for [M+Na]+. 
4.5.2.3 Ac‐Leu‐Cysteamine HCl salt (compound 4)   
Ac‐Leu‐(N‐Boc)‐cysteamine (3, 1.898 g, 5.72 mmol, 1 eq) was dissolved in dioxane (25 
mL) to which a 4 M solution of HCl in dioxane (5 mL, 20 mmol HCl, 3.5 eq) was added. 
The reaction mixture was stirred at r.t. for 1.5 hours, and then dried in vacuo to yield Ac‐
Leu‐Cysteamine as a sticky white solid (4, 1.521 g, 5.67 mmol, 99%). 
1H‐NMR (500 MHz, DMSO‐d6) δ 8.56 (d, J = 7.6 Hz, 1H), 8.11 (s, 3H), 4.43 – 4.29 (m, 1H), 
3.12 – 2.98 (m, 2H), 2.92 – 2.83 (m, 2H), 1.91 (s, 3H), 1.69 – 1.45 (m, 3H), 0.90 (d, J = 6.6 
Hz, 3H), 0.83 (d, J = 6.5 Hz, 3H). 13C‐NMR (125 MHz, DMSO‐d6): δ 202.02, 170.47, 66.81, 
58.03, 38.72, 25.57, 24.64, 23.34, 22.81, 21.47. FT‐IR (cm‐1): 1642 (CO), 1690 (CO). LCQ‐
MS: m/z observed 232.9 [M+H]+ for C10H20N2O2S+, m/z calculated 233.1325 for [M+H]+. 
HRMS: m/z observed 255.1167 [M+Na]+ for C10H20N2O2S+, m/z calculated 255.1143 for 
[M+Na]+. 
4.5.2.4 Ac‐Leu‐Cysteamine acrylamide (Thioester 3, compound 6)   
Ac‐Leu‐Cysteamine (4, 1.521 g, 5.67 mmol, 1 eq) was dissolved in dry DCM (20 mL) and 
cooled to 0 °C. Separately, acryloyl chloride (5, 462 µL, 5.67 mmol, 1 eq) was mixed with 
a small amount of dry DCM (ca. 1 mL). Then, first diisopropylethylamine (2.5 mL, 14.3 
mmol,  2.5  eq)  was  added  to  the  solution  of  Ac‐Leu‐Cysteamine,  and  immediately 
thereafter the solution of acryloyl chloride was added dropwise. The reaction mixture 
was stirred for two hours while reaching r.t. Next, the reaction mixture was washed with 
saturated NaHCO3 solution (2x100 mL), 0.1 M KHSO4 (3x100 mL), Milli‐Q (1x100 mL), and 
brine  (1x100 mL). The organic  layer was dried over Na2SO4, and then dried  in vacuo. 
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Subsequent  flash  column  chromatography  (SiO2,  5%  MeOH  in  DCM,  v/v,  Rf  =  0.25) 
yielded the desired product as an off‐white solid (compound 6, thioester 3 in main text, 
410 mg, 1.43 mmol, 25%). 
1H‐NMR (500 MHz, CDCl3): δ 6.27 (dd, J = 17.0, 1.4 Hz, 1H), 6.09 (dd, J = 17.0, 10.3 Hz, 
2H), 5.92 (d, J = 8.0 Hz, 1H), 5.65 (dd, J = 10.3, 1.4 Hz, 1H), 4.71 – 4.60 (m, 1H), 3.53 (q, J 
= 6.1 Hz, 2H), 3.15 – 3.00 (m, 2H), 2.06 (s, 3H), 1.72 – 1.62 (m, 2H), 1.56 – 1.43 (m, 1H), 
0.95 (d, J = 6.3 Hz, 3H), 0.94 (d, J = 6.0 Hz, 3H). 13C‐NMR (125 MHz, CDCl3): δ 201.48, 
170.37, 165.78, 130.64, 126.67, 58.18, 41.39, 39.24, 28.41, 24.89, 23.12, 22.98, 21.60. 
FT‐IR  (cm‐1):  1658  (CO).  LCQ‐MS:  m/z  observed  286.9  [M]+,  309.1  [M+Na]+  for 
C13H22N2O3S+, m/z  calculated  309.1249  for  [M+Na]+.  HRMS: m/z  observed  309.1263 
[M+Na]+ for C13H22N2O3S+, m/z calculated 309.1249 for [M+Na]+. 
Note: We also conducted 1H‐13C HMBC studies to further verify the structure of thioester 
3 as mentioned in section 4.2. 
4.5.2.5 Lysine thioester 
The lysine thioester mentioned in the main text was prepared in a two‐step procedure: 
1) thioester formation, and 2) boc‐deprotection. Molecule 10 is used in rate studies (see 
Figure 4.4).   
   
4.5.2.6 Ac‐Lys(Boc)‐thioester (compound 9) 
 
Ac‐Lys(Boc)‐OH (7, 300 mg, 1.04 mmol, 1 eq) and N‐acetylcysteamine (8, 330 mg, 2.60 
mmol,  2.5  eq)  were  added  to  dry  dimethoxyethane  (DME,  5  mL)  under  an  argon 
atmosphere.  DIPEA  (183  µL,  1.04 mmol,  1  eq)  was  added  to  dissolve  the  acid.  The 
reaction mixture was cooled down to 0 oC and N,N’‐dicyclohexylcarbodiimide (DCC, 215 
mg, 1.04 mmol) was added to initiate the coupling reaction. The reaction mixture was 
allowed  to  slowly  reach  room  temperature  and  was  stirred  for  2  hours.  Hereafter, 
precipitated dicyclohexylurea was removed by filtration, the filtrate was dried in vacuo, 
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Ac‐Leu‐(N‐Boc)‐cysteamine (3, 1.898 g, 5.72 mmol, 1 eq) was dissolved in dioxane (25 
mL) to which a 4 M solution of HCl in dioxane (5 mL, 20 mmol HCl, 3.5 eq) was added. 
The reaction mixture was stirred at r.t. for 1.5 hours, and then dried in vacuo to yield Ac‐
Leu‐Cysteamine as a sticky white solid (4, 1.521 g, 5.67 mmol, 99%). 
1H‐NMR (500 MHz, DMSO‐d6) δ 8.56 (d, J = 7.6 Hz, 1H), 8.11 (s, 3H), 4.43 – 4.29 (m, 1H), 
3.12 – 2.98 (m, 2H), 2.92 – 2.83 (m, 2H), 1.91 (s, 3H), 1.69 – 1.45 (m, 3H), 0.90 (d, J = 6.6 
Hz, 3H), 0.83 (d, J = 6.5 Hz, 3H). 13C‐NMR (125 MHz, DMSO‐d6): δ 202.02, 170.47, 66.81, 
58.03, 38.72, 25.57, 24.64, 23.34, 22.81, 21.47. FT‐IR (cm‐1): 1642 (CO), 1690 (CO). LCQ‐
MS: m/z observed 232.9 [M+H]+ for C10H20N2O2S+, m/z calculated 233.1325 for [M+H]+. 
HRMS: m/z observed 255.1167 [M+Na]+ for C10H20N2O2S+, m/z calculated 255.1143 for 
[M+Na]+. 
4.5.2.4 Ac‐Leu‐Cysteamine acrylamide (Thioester 3, compound 6)   
Ac‐Leu‐Cysteamine (4, 1.521 g, 5.67 mmol, 1 eq) was dissolved in dry DCM (20 mL) and 
cooled to 0 °C. Separately, acryloyl chloride (5, 462 µL, 5.67 mmol, 1 eq) was mixed with 
a small amount of dry DCM (ca. 1 mL). Then, first diisopropylethylamine (2.5 mL, 14.3 
mmol,  2.5  eq)  was  added  to  the  solution  of  Ac‐Leu‐Cysteamine,  and  immediately 
thereafter the solution of acryloyl chloride was added dropwise. The reaction mixture 
was stirred for two hours while reaching r.t. Next, the reaction mixture was washed with 
saturated NaHCO3 solution (2x100 mL), 0.1 M KHSO4 (3x100 mL), Milli‐Q (1x100 mL), and 
brine  (1x100 mL). The organic  layer was dried over Na2SO4, and then dried  in vacuo. 
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Subsequent  flash  column  chromatography  (SiO2,  5%  MeOH  in  DCM,  v/v,  Rf  =  0.25) 
yielded the desired product as an off‐white solid (compound 6, thioester 3 in main text, 
410 mg, 1.43 mmol, 25%). 
1H‐NMR (500 MHz, CDCl3): δ 6.27 (dd, J = 17.0, 1.4 Hz, 1H), 6.09 (dd, J = 17.0, 10.3 Hz, 
2H), 5.92 (d, J = 8.0 Hz, 1H), 5.65 (dd, J = 10.3, 1.4 Hz, 1H), 4.71 – 4.60 (m, 1H), 3.53 (q, J 
= 6.1 Hz, 2H), 3.15 – 3.00 (m, 2H), 2.06 (s, 3H), 1.72 – 1.62 (m, 2H), 1.56 – 1.43 (m, 1H), 
0.95 (d, J = 6.3 Hz, 3H), 0.94 (d, J = 6.0 Hz, 3H). 13C‐NMR (125 MHz, CDCl3): δ 201.48, 
170.37, 165.78, 130.64, 126.67, 58.18, 41.39, 39.24, 28.41, 24.89, 23.12, 22.98, 21.60. 
FT‐IR  (cm‐1):  1658  (CO).  LCQ‐MS:  m/z  observed  286.9  [M]+,  309.1  [M+Na]+  for 
C13H22N2O3S+, m/z  calculated  309.1249  for  [M+Na]+.  HRMS: m/z  observed  309.1263 
[M+Na]+ for C13H22N2O3S+, m/z calculated 309.1249 for [M+Na]+. 
Note: We also conducted 1H‐13C HMBC studies to further verify the structure of thioester 
3 as mentioned in section 4.2. 
4.5.2.5 Lysine thioester 
The lysine thioester mentioned in the main text was prepared in a two‐step procedure: 
1) thioester formation, and 2) boc‐deprotection. Molecule 10 is used in rate studies (see 
Figure 4.4).   
   
4.5.2.6 Ac‐Lys(Boc)‐thioester (compound 9) 
 
Ac‐Lys(Boc)‐OH (7, 300 mg, 1.04 mmol, 1 eq) and N‐acetylcysteamine (8, 330 mg, 2.60 
mmol,  2.5  eq)  were  added  to  dry  dimethoxyethane  (DME,  5  mL)  under  an  argon 
atmosphere.  DIPEA  (183  µL,  1.04 mmol,  1  eq)  was  added  to  dissolve  the  acid.  The 
reaction mixture was cooled down to 0 oC and N,N’‐dicyclohexylcarbodiimide (DCC, 215 
mg, 1.04 mmol) was added to initiate the coupling reaction. The reaction mixture was 
allowed  to  slowly  reach  room  temperature  and  was  stirred  for  2  hours.  Hereafter, 
precipitated dicyclohexylurea was removed by filtration, the filtrate was dried in vacuo, 
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and the residue was redissolved in 15 mL ethyl acetate. This solution was washed with 
a saturated NaHCO3 solution (1 x 10 mL), MilliQ (2 x 10 mL) and brine (2 x 10 mL). The 
organic phase was dried over Na2SO4 and concentrated on the rotary evaporator. The 
residue was purified by column chromatography (SiO2, CH2Cl2/CH3OH, 10:1, v/v) to yield 
the product as a white solid (9, 240 mg, 0.62 mmol, 59%). 
1H‐NMR (400 MHz, CDCl3): δ = 6.46 (bs, 1H), 6.05 (bs, 1H), 4.66 (bs, 1H), 4.57 (bs, 1H), 
3.43 (m, 2H), 3.12 (m, 2H), 3.05 (m, 2H), 2.07 (s, 3H), 1.97 (s, 3H), 1.84 (m, 2H), 1.74 (m, 
2H),  1.45  (m,  2H),  1.45  (s,  9H).  LCQ‐MS:  m/z  observed  412.1  for  C17H31N3O5SNa+ 
[M+Na]+; m/z calculated for [M+Na]+: 412.51.  
4.5.2.7 Ac‐Lys‐thioester (compound 10) 
Ac‐Lys(Boc)‐Thioester (9, 240 mg, 0.62 mmol) was dissolved in dioxane (6 mL) containing 
HCl  (2  M).  The  solution  was  stirred  at  0  oC  for  15  min  and  for  75  min  at  room 
temperature. Solvents were removed in vacuo and the residue was washed with diethyl 
ether (3 x 5 mL). Removal of remaining solvent yields the HCl salt of Ac‐Lys‐thioester as 
a white solid (10, 180 mg, 0.62 mmol, quantitative yield). 
1H‐NMR (400 MHz, CD3OD): δ = 4.50 (q, J = 5.8 Hz, 1H), 3.38 (t, J = 8.8 Hz, 2H), 3.04 (t, J 
= 8.5 Hz, 2H), 2.95 (t, J = 9.2 Hz, 2H), 2.06 (s, 3H), 2.01 (s, 3H), 1.92 (m, 2H), 1.70 (m, 2H), 
1.62  (s,  1H),  1.50  (m,  2H).  LCQ‐MS: m/z  observed  290.1  for  C12H24N3O3S+  [M]+; m/z 
calculated for [M]+: 290.40. 
4.5.2.8 Crosslink 1 (containing arginine)   
In the solid‐phase synthesis of crosslink 1, commercially available Fmoc‐protected amino 
acids  were  used,  apart  from  an  Fmoc‐lysine  residue  with  a  methacrylated  ε–amine 
which first had to be synthesized. 
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4.5.2.9 Fmoc‐Lys(Met)‐OH (compound 14)   
 
Fmoc‐Lys(Boc)‐OH (11, 10 g, 21.4 mmol) was suspended in 15 mL of dioxane and 15 mL 
of 4 M HCl solution in dioxane was added to the mixture. The mixture was stirred for 2 
hours at r.t. and the solvents were removed under reduced pressure. The mixture was 
washed twice with diethyl ether yielding Fmoc‐Lys‐OH (12, 8.6 g, 21.4 mmol, quant.) as 
a white solid, that was immediately used in the next step.   
  Fmoc‐Lys‐OH hydrochloride (12, 8.6 g, 21.4 mmol, 1 eq), methacrylic anhydride 
(13, 5 mL, 32.1 mmol, 1.5 eq) and DIPEA (11.2 mL, 64.2 mmol, 3 eq) were dissolved in 
50 ml of DMF and stirred for two hours at room temperature. Then, 200 mL of ethyl 
acetate was added and  the mixture was  transferred  to an extraction  funnel, washed 
twice with 10 wt% KHSO4 solution, and twice with brine. Then, the solution was dried 
over sodium sulfate and the solvent was removed under reduced pressure. The crude 
product was purified by silica column chromatography yielding Fmoc‐Lys(Metacr)‐OH 
(14, 4.8 g, 11 mmol, 51%). 
LCQ‐MS: m/z observed 437.1 [M+H]+ for C25H28N2O5; m/z calculated 437.2 for [M+H]+. 
HRMS: m/z  observed 459.1907  [M+Na]+  for  C25H28N2O5; m/z  calculated 459.1896  for 
[M+Na]+.  
4.5.2.10 Arginine‐containing crosslink 1 
Metacr‐Ahx‐Arg‐Ser‐Ahx‐Ahx‐Lys(Metacr)‐Leu‐OH  (crosslink  1) was  synthesized  using 
conventional solid phase peptide synthesis on Barlos resin using Fmoc‐protected amino 
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HCl  (2  M).  The  solution  was  stirred  at  0  oC  for  15  min  and  for  75  min  at  room 
temperature. Solvents were removed in vacuo and the residue was washed with diethyl 
ether (3 x 5 mL). Removal of remaining solvent yields the HCl salt of Ac‐Lys‐thioester as 
a white solid (10, 180 mg, 0.62 mmol, quantitative yield). 
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1.62  (s,  1H),  1.50  (m,  2H).  LCQ‐MS: m/z  observed  290.1  for  C12H24N3O3S+  [M]+; m/z 
calculated for [M]+: 290.40. 
4.5.2.8 Crosslink 1 (containing arginine)   
In the solid‐phase synthesis of crosslink 1, commercially available Fmoc‐protected amino 
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4.5.2.9 Fmoc‐Lys(Met)‐OH (compound 14)   
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of 4 M HCl solution in dioxane was added to the mixture. The mixture was stirred for 2 
hours at r.t. and the solvents were removed under reduced pressure. The mixture was 
washed twice with diethyl ether yielding Fmoc‐Lys‐OH (12, 8.6 g, 21.4 mmol, quant.) as 
a white solid, that was immediately used in the next step.   
  Fmoc‐Lys‐OH hydrochloride (12, 8.6 g, 21.4 mmol, 1 eq), methacrylic anhydride 
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over sodium sulfate and the solvent was removed under reduced pressure. The crude 
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4.5.2.10 Arginine‐containing crosslink 1 
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acids  including  compound  14.  The  Fmoc  group was  deprotected  by  a  20‐30 minute 
treatment with a 20% piperidine/DMF (v/v) solution. The couplings were carried out in 
DMF using 2.5 eq. of amino acid, 3.3 eq. of N,N'‐diisopropylcarbodiimide (DIC) and 3.6 
eq. of hydroxybenzotriazole (HOBt). The completion of the couplings was monitored by 
Kaiser  tests. Finally,  the peptide was cleaved from the resin and deprotected using a 
95/2.5/2.5 TFA/Triisopropilsilane/water solution (v/v, 10 ml per gram resin). The resin 
was washed with a small amount of TFA and the resulting solution was concentrated 
under reduced pressure with the addition of an excess of heptane. Then, diethyl ether 
was added and the precipitate was separated by centrifugation, washed by diethyl ether 
twice, dried and purified by reverse‐phase HPLC, yielding the desired peptide (863 mg) 
as a white solid. 
HRMS: m/z observed 978.6320 [M+H]+ for C47H84N11O11, and 1000.6135 [M+Na}+; m/z 
calculated 978.6346 for [M+H]+, and 1000.6166 for [M+Na]+.  
4.5.3 Gel experiments 
4.5.3.1 Gel and polymer preparation 
Initial attempts to polymerize acrylamide and thioester 3 to form a polymer (rather than 
a  gel)  using  ammonium  persulfate  (APS)  and  tetramethylethylenediamine  (TEMED) 
yielded deprotected thioesters (forming thiols and amino acids). Therefore, we used a 
different polymerization procedure which was adapted from a method reported by Sun 
et al.32 For this procedure, three solutions were prepared:  
(I)  A  solution  of  acrylamide,  thioester  3,  and  crosslink  1  in  a mixture  of  DMSO  and 
potassium hydrogen phthalate (PHP) buffer pH 3 (2.27:1, v/v). DMSO was necessary to 
dissolve thioester 3 at the desired concentrations. 
(II) A solution of ascorbic acid (23 mg, 130.6 µmol) and ferrous sulfate (FeSO4.7H2O, 1.7 
mg, 6.1 µmol) in 1 mL of Milli‐Q. 
(III) A solution of APS (28 mg/mL) in MilliQ that was bubbled with argon for one minute 
prior to use. 
  Per 100 µL solution (I), 1.29 µL solution (II) was added, after which the mixture 
was bubbled with argon for 1 minute. If required, solutions were transferred to small 
vials (typically, 100 µL each), and bubbled again with argon. Then, 2 µL of solution (III) 
was  added  per  100  µL  of  the  mixture  of  solutions  I  and  II,  and  the  vials  were  left 
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unperturbed for one hour at room temperature to allow full polymerization of the gels. 
After polymerization, a small amount of solution (approximately 10%) was still present 
on top of the gel.   
4.5.3.2 Soaking of the gels and starting gel experiments 
After polymerization, gels were washed with buffer (100 mM Tris‐HCl, pH 7.5, 20 mM 
CaCl2) for at least three times over the course of three hours. Then, a solution of PEG‐
bis‐maleimide (MW = 2000 g/mol, 187.4 mg/mL, 93.2 mM) was applied to the gel, and 
buffer was added  to  reach a  final  volume of 400 µL  (the hydrogels  themselves were 
assumed to contain 85 µL of buffer). The gels were left in a fridge overnight to ensure 
homogenization  by  diffusion.  After  the  overnight  wait,  the  soaking  solutions  were 
removed and 10 µL of a trypsin solution was applied to the middle of the gel. This trypsin 
solution is diluted 10x (gel volume is 90 µL), and the [Tr]0 values as mentioned in the 
main  text  take  this  dilution  factor  into  account.  Vials  with  gels  were  left  at  room 
temperature  without  perturbation  and  checked  at  regular  time  intervals  (15‐30 
minutes) to determine whether the material was in a gel or in a liquid state by inverted 
vial tests. 
4.5.3.3 Measuring hydrogel stiffness by AFM‐CLSM 
Very  thin  (approximately  0.1  mm)  gels  were  prepared  in  duplicate  for  these 
measurements, and the stiffness of these gels was determined. Then, a small amount of 
trypsin (2 µL of a 500 µM solution) was added, and after an overnight wait, the gels were 
measured again. The stiffness of hydrogels was measured by nanoindentation under an 
atomic  force microscope  (Bruker Nanoscope) using  the  “point  and  shoot” procedure 
(Nanoscope  software,  Bruker). Measurements  and  analyses were  performed  by Min 
Bao. Details on the procedure are found in reference 33.   
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95/2.5/2.5 TFA/Triisopropilsilane/water solution (v/v, 10 ml per gram resin). The resin 
was washed with a small amount of TFA and the resulting solution was concentrated 
under reduced pressure with the addition of an excess of heptane. Then, diethyl ether 
was added and the precipitate was separated by centrifugation, washed by diethyl ether 
twice, dried and purified by reverse‐phase HPLC, yielding the desired peptide (863 mg) 
as a white solid. 
HRMS: m/z observed 978.6320 [M+H]+ for C47H84N11O11, and 1000.6135 [M+Na}+; m/z 
calculated 978.6346 for [M+H]+, and 1000.6166 for [M+Na]+.  
4.5.3 Gel experiments 
4.5.3.1 Gel and polymer preparation 
Initial attempts to polymerize acrylamide and thioester 3 to form a polymer (rather than 
a  gel)  using  ammonium  persulfate  (APS)  and  tetramethylethylenediamine  (TEMED) 
yielded deprotected thioesters (forming thiols and amino acids). Therefore, we used a 
different polymerization procedure which was adapted from a method reported by Sun 
et al.32 For this procedure, three solutions were prepared:  
(I)  A  solution  of  acrylamide,  thioester  3,  and  crosslink  1  in  a mixture  of  DMSO  and 
potassium hydrogen phthalate (PHP) buffer pH 3 (2.27:1, v/v). DMSO was necessary to 
dissolve thioester 3 at the desired concentrations. 
(II) A solution of ascorbic acid (23 mg, 130.6 µmol) and ferrous sulfate (FeSO4.7H2O, 1.7 
mg, 6.1 µmol) in 1 mL of Milli‐Q. 
(III) A solution of APS (28 mg/mL) in MilliQ that was bubbled with argon for one minute 
prior to use. 
  Per 100 µL solution (I), 1.29 µL solution (II) was added, after which the mixture 
was bubbled with argon for 1 minute. If required, solutions were transferred to small 
vials (typically, 100 µL each), and bubbled again with argon. Then, 2 µL of solution (III) 
was  added  per  100  µL  of  the  mixture  of  solutions  I  and  II,  and  the  vials  were  left 
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unperturbed for one hour at room temperature to allow full polymerization of the gels. 
After polymerization, a small amount of solution (approximately 10%) was still present 
on top of the gel.   
4.5.3.2 Soaking of the gels and starting gel experiments 
After polymerization, gels were washed with buffer (100 mM Tris‐HCl, pH 7.5, 20 mM 
CaCl2) for at least three times over the course of three hours. Then, a solution of PEG‐
bis‐maleimide (MW = 2000 g/mol, 187.4 mg/mL, 93.2 mM) was applied to the gel, and 
buffer was added  to  reach a  final  volume of 400 µL  (the hydrogels  themselves were 
assumed to contain 85 µL of buffer). The gels were left in a fridge overnight to ensure 
homogenization  by  diffusion.  After  the  overnight  wait,  the  soaking  solutions  were 
removed and 10 µL of a trypsin solution was applied to the middle of the gel. This trypsin 
solution is diluted 10x (gel volume is 90 µL), and the [Tr]0 values as mentioned in the 
main  text  take  this  dilution  factor  into  account.  Vials  with  gels  were  left  at  room 
temperature  without  perturbation  and  checked  at  regular  time  intervals  (15‐30 
minutes) to determine whether the material was in a gel or in a liquid state by inverted 
vial tests. 
4.5.3.3 Measuring hydrogel stiffness by AFM‐CLSM 
Very  thin  (approximately  0.1  mm)  gels  were  prepared  in  duplicate  for  these 
measurements, and the stiffness of these gels was determined. Then, a small amount of 
trypsin (2 µL of a 500 µM solution) was added, and after an overnight wait, the gels were 
measured again. The stiffness of hydrogels was measured by nanoindentation under an 
atomic  force microscope  (Bruker Nanoscope) using  the  “point  and  shoot” procedure 
(Nanoscope  software,  Bruker). Measurements  and  analyses were  performed  by Min 
Bao. Details on the procedure are found in reference 33.   
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5.1 Introduction 
Living systems are adaptive and use enzymatic reaction networks to detect changes in 
their environment, process input information, and determine an appropriate response.1‐
3  Materials  science  has  recently  taken  a  keen  interest  in  the  adaptivity  of  living 
systems,4,5 and has created new materials with life‐like properties such as self‐healing,6‐
8  camouflaging,9  and  control  over  surface  characteristics.10,11  Impressive  examples 
include the  incorporation of the oscillating Belousov‐Zhabotinsky reaction  into a self‐
walking gel,12 and the work of Aizenberg and colleagues,13 who used chemo‐mechanico‐
chemical  feedback  loops  to produce  a  homeostatic material. Others  have  pioneered 
control over hydrogel lifetimes with preprogrammed feedback loops using organic 14,15 
or enzymatic 16‐19 reactions.    
  However,  progress  towards  ‘life‐like’  materials  has  been  slow  as  we  lack  a 
general  framework  for  constructing  materials  with  autonomous  behavior  and 
preprogrammed  responses  to  external  stimuli.  Designing  materials  with  complex 
responses requires the incorporation of chemical reaction networks, where the kinetics 
within the system are suitably balanced.20 Here, we present a systematic approach to 
program  the  complex  response  of  hydrogels,  inspired  by  our  previous  work  on 
enzymatic  reaction  networks.21‐25  As  was  shown  in  Chapter  4,  we  developed  a 
polyacrylamide (PAAm)‐based hydrogel that contains two orthogonal types of crosslinks 
that can be degraded or formed, respectively, through enzymatic activity (Figure 5.1). 
When a trigger, the endopeptidase trypsin (Tr), is applied to the gel, degradation of the 
initial  crosslinks  1  (C1)  proceeds  rapidly.  Simultaneously,  a  crosslink  precursor  (a 
copolymerized thioester) is slowly cleaved, creating thiols that very quickly react with 
 
Figure 5.1 | The initial polyacrylamide hydrogel contains crosslinks 1 (C1) and a copolymerized thioester 3. C1 
is quickly degraded by trypsin (Tr), and thioester 3 is cleaved slowly by Tr or quickly by chymotrypsin (Cr) to 
produce  thiols  which  subsequently  form  new  crosslinks  2  (C2)  after  reacting with  a  linker  (poly(ethylene 
glycol)‐bis‐maleimide). Zigzag lines indicate the sites of enzymatic cleavage. 
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an added linker to form new crosslinks 2 (C2). Thus, a gel‐liquid‐gel transition takes place 
and a new gel is formed with potentially different properties such as shape and stiffness 
as compared to the initial gel (see Figure 4.14 and 4.15).   
  In  this  Chapter,  we  will  introduce  an  enzymatic  reaction  network  into  the 
hydrogel  of  which  the  components  all  have  their  own  specific  function.  When  all 
components are present in the right concentrations, the network is able to sense the 
input concentration of Tr, and determine the corresponding hydrogel response.  
  Importantly, the kinetics in the network are fully characterized (a major part of 
the kinetic rate constants was determined in Chapter 4 already), and the programmed 
response  of  the  network  is  predicted  by  a  computational  model  that  is  in  good 
agreement with our experimental results. In this way, we provide a systematic approach 
for integrating reaction networks within adaptive materials. 
5.2 Results and discussion 
In Chapter 4, we optimized PAAm gels with two orthogonal crosslinkers (Figure 5.1): C1 
is  susceptible  to  cleavage  by  Tr, which will  be  used  as  a  trigger.  Tr  also  triggers  the 
cleavage  of  thioester  3,  revealing  the  cryptic  thiol  groups, which  can  react with  the 
poly(ethylene glycol)‐bis‐maleimide crosslinker 4 (MW = 2000 g/mol) that is present in 
the gel, forming C2. Tr rapidly cleaves amide bonds at the C‐terminal end of positively 
charged amino acids, and therefore we synthesized C1 with an arginine‐serine moiety in 
the middle of the molecule (see Chapter 4 for complete details on molecular structures 
and synthesis of all molecules used). We measured all rate constants for the reactions 
involving Tr, C1, thioester 3, and linker 4 in Chapter 4 to optimize the components of the 
gel. Consequently, gel‐liquid‐gel transitions occurred when gels were triggered with Tr.  
Figure 5.2 | Schematic representation of the network. Trypsin (Tr) catalyzes its own formation by activating 
trypsinogen  (Tg),  creating  a  positive  feedback  loop.  Tr  also  activates  chymotrypsinogen  (Cg)  to  form 
chymotrypsin (Cr). Soybean trypsin inhibitor (STI) inhibits Tr and Cr strongly and weakly, respectively (indicated 
by the thickness of the inhibition arrows).   
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include the  incorporation of the oscillating Belousov‐Zhabotinsky reaction  into a self‐
walking gel,12 and the work of Aizenberg and colleagues,13 who used chemo‐mechanico‐
chemical  feedback  loops  to produce  a  homeostatic material. Others  have  pioneered 
control over hydrogel lifetimes with preprogrammed feedback loops using organic 14,15 
or enzymatic 16‐19 reactions.    
  However,  progress  towards  ‘life‐like’  materials  has  been  slow  as  we  lack  a 
general  framework  for  constructing  materials  with  autonomous  behavior  and 
preprogrammed  responses  to  external  stimuli.  Designing  materials  with  complex 
responses requires the incorporation of chemical reaction networks, where the kinetics 
within the system are suitably balanced.20 Here, we present a systematic approach to 
program  the  complex  response  of  hydrogels,  inspired  by  our  previous  work  on 
enzymatic  reaction  networks.21‐25  As  was  shown  in  Chapter  4,  we  developed  a 
polyacrylamide (PAAm)‐based hydrogel that contains two orthogonal types of crosslinks 
that can be degraded or formed, respectively, through enzymatic activity (Figure 5.1). 
When a trigger, the endopeptidase trypsin (Tr), is applied to the gel, degradation of the 
initial  crosslinks  1  (C1)  proceeds  rapidly.  Simultaneously,  a  crosslink  precursor  (a 
copolymerized thioester) is slowly cleaved, creating thiols that very quickly react with 
 
Figure 5.1 | The initial polyacrylamide hydrogel contains crosslinks 1 (C1) and a copolymerized thioester 3. C1 
is quickly degraded by trypsin (Tr), and thioester 3 is cleaved slowly by Tr or quickly by chymotrypsin (Cr) to 
produce  thiols  which  subsequently  form  new  crosslinks  2  (C2)  after  reacting with  a  linker  (poly(ethylene 
glycol)‐bis‐maleimide). Zigzag lines indicate the sites of enzymatic cleavage. 
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an added linker to form new crosslinks 2 (C2). Thus, a gel‐liquid‐gel transition takes place 
and a new gel is formed with potentially different properties such as shape and stiffness 
as compared to the initial gel (see Figure 4.14 and 4.15).   
  In  this  Chapter,  we  will  introduce  an  enzymatic  reaction  network  into  the 
hydrogel  of  which  the  components  all  have  their  own  specific  function.  When  all 
components are present in the right concentrations, the network is able to sense the 
input concentration of Tr, and determine the corresponding hydrogel response.  
  Importantly, the kinetics in the network are fully characterized (a major part of 
the kinetic rate constants was determined in Chapter 4 already), and the programmed 
response  of  the  network  is  predicted  by  a  computational  model  that  is  in  good 
agreement with our experimental results. In this way, we provide a systematic approach 
for integrating reaction networks within adaptive materials. 
5.2 Results and discussion 
In Chapter 4, we optimized PAAm gels with two orthogonal crosslinkers (Figure 5.1): C1 
is  susceptible  to  cleavage  by  Tr, which will  be  used  as  a  trigger.  Tr  also  triggers  the 
cleavage  of  thioester  3,  revealing  the  cryptic  thiol  groups, which  can  react with  the 
poly(ethylene glycol)‐bis‐maleimide crosslinker 4 (MW = 2000 g/mol) that is present in 
the gel, forming C2. Tr rapidly cleaves amide bonds at the C‐terminal end of positively 
charged amino acids, and therefore we synthesized C1 with an arginine‐serine moiety in 
the middle of the molecule (see Chapter 4 for complete details on molecular structures 
and synthesis of all molecules used). We measured all rate constants for the reactions 
involving Tr, C1, thioester 3, and linker 4 in Chapter 4 to optimize the components of the 
gel. Consequently, gel‐liquid‐gel transitions occurred when gels were triggered with Tr.  
Figure 5.2 | Schematic representation of the network. Trypsin (Tr) catalyzes its own formation by activating 
trypsinogen  (Tg),  creating  a  positive  feedback  loop.  Tr  also  activates  chymotrypsinogen  (Cg)  to  form 
chymotrypsin (Cr). Soybean trypsin inhibitor (STI) inhibits Tr and Cr strongly and weakly, respectively (indicated 
by the thickness of the inhibition arrows).   
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  In  this  Chapter,  we wish  to  program  the  activity  of  Tr  by  incorporating  the 
enzyme in a reaction network. Figure 5.2 shows how Tr can be formed autocatalytically 
from  its  own  precursor  trypsinogen  (Tg,  kcat/KM  =  63 mM‐1  h‐1)21,  creating  a  positive  
feedback loop. This amplification of [Tr] is expected to speed up both the degradation 
of C1 and the activation of C2. Tr also converts chymotrypsinogen (Cg)  into  its active 
form chymotrypsin (Cr). Cr is known to prefer substrates with a hydrophobic amino acid 
residue,26,27 and is therefore expected to not cleave C1, but to rapidly convert thioester 
3 instead, accelerating the formation of C2. Finally, the enzymatic network is deactivated 
by the presence of soybean trypsin inhibitor (STI) protein,28 a strong, reversible inhibitor 
of Tr (KD < 1 nM)24 that sets a threshold for the Tr input that will activate the network. It 
is known from literature that STI also reversibly inhibits Cr,28 but to a far lesser extent 
than Tr. As the enzymatic reaction network is directly coupled to the crosslink chemistry 
within  the  hydrogel,  it  is  expected  that  the  incorporation  of  the  network  inside  the 
hydrogel will lead to more complex material responses than observed in Chapter 4. 
  First, we carried out rate studies to establish whether Cr would indeed cleave 
thioester 3 faster than Tr (kcat/KM = 575 mM‐1 h‐1), which is essential in the design of the 
network.  To  this  end,  we  used  the  fluorogenic  thiol  probe  (7‐diethylamino‐3‐(4'‐
maleimidylphenyl)‐4‐methylcoumarin (CPM, Figure 5.3A) again as was shown in Figure 
4.9  and  4.10  for  experiments  with  thioester  3  and  Tr.  Now,  we mixed  Cr  (25  nM), 
thioester  3  (5‐15  µM)  and  CPM  (10  µM)  and  followed  the  increase  in  fluorescence 
intensity over time (solid lines in Figure 5.3B). The data were fitted with a model built in 
COPASI (dashed lines in Figure 5.3B), taking into account the hydrolysis of thioester 3 
and CPM as determined in Chapter 4.    
 
Figure 5.3 | Cleavage of thioester 3 (5‐15 µM) by chymotrypsin (Cr, 25 nM) and in the presence of 10 µM CPM. 
CPM‐Fl. corresponds to the fluorescent product of CPM. The model (dashed lines) was made in COPASI, taking 
into account the hydrolysis of thioester 3 and CPM as described in Chapter 4.    
 
 
101 
 
Chapter 5 – Preprogramming complex hydrogel responses using enzymatic reaction networks 
 
 
Figure 5.4 | Inverted‐vial tests to check the ability of chymotrypsin (Cr) to degrade a gel that only contains 
crosslink 1. Preparation of gels 8 and 9 is described in section 4.5.3.1. Trypsin (Tr, 1 mg/mL, 30 µL) was applied 
to gel 8, while Cr (1 mg/mL, 30 µL) was added to gel 9. After an overnight wait, gel 8 is degraded, while gel 9 
is still intact. 
  Finally, a kcat/KM value of 34400 mM‐1 h‐1 was obtained for thioester 3 cleavage 
by Cr, which is nearly sixty times faster than cleavage by Tr. This finding indicated that 
the production of Cr  in  the enzymatic  reaction network would  indeed accelerate the 
formation of C2.   
  An  important  control  experiment  concerned potential  cleavage of  C1  by Cr, 
which  was  expected  not  to  happen.  To  this  end,  two  gels  were  prepared  that  only 
contained C1 and acrylamide, and subsequently washed with buffer (50 mM Tris‐HCl, 
pH 7.5, 20 mM CaCl2). Next, 30 µL of an enzyme solution was added (Tr to gel 8, and Cr 
to gel 9, both 1 mg/mL or 40‐50 µM). After an overnight wait, gel 8 was fully degraded 
by  Tr,  while  gel  9  was  completely  intact  (Figure  5.4).  Gratifyingly,  this  experiment 
showed that Cr is unable to cleave C1 in the gel.   
  Next, the rate constants for the conversion of Cg into Cr by Tr were measured. 
Various  concentrations  of  Cg  (25‐125  µM)  were  mixed  with  trypsin  (0.5  µM),  and 
aliquots  of  the  reaction  mixture  were  quenched  at  regular  time  intervals.  The  Cr 
concentration was measured with a chromogenic assay using the Cr‐specific substrate 
Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitronanilide. The concentrations of Cr at different  time points 
are  shown  in  Figure  5.5A.  From  these  data  points,  a  Lineweaver‐Burk  plot  was 
constructed that yielded the desired kinetic parameters (Figure 5.5B). The final values 
obtained from the Lineweaver‐Burk plot were a KM of 382 µM, kcat of 4786 h‐1, and a   
kcat/KM of  12529 mM‐1  h‐1.  Therefore,  the activation of  Cg by  Tr  is  a moderately  fast 
reaction in the network.    
  Finally,  the  reversible  inhibition  of  Cr  by  STI  was  measured  Various 
concentrations of STI (0‐5 µM) were mixed with Cr (100 nM final concentration), and a 
Cr‐specific,  chromogenic  substrate  Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitronanilide  (5‐25  µM). 
Formation of the product p‐nitroaniline was followed by monitoring the absorbance at 
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In  this  Chapter,  we wish  to  program the activity  of  Tr by  incorporating  the
enzyme in a reaction network. Figure 5.2 shows how Tr can be formed autocatalytically 
from its own precursor trypsinogen (Tg, kcat/KM  = 63 mM‐1  h‐1)21,  creating  a positive 
feedback loop. This amplification of [Tr] is expected to speed up both the degradation
of C1 and the activation of C2. Tr also converts chymotrypsinogen (Cg)  into  its active 
form chymotrypsin (Cr). Cr is known to prefer substrates with a hydrophobic amino acid
residue,26,27 and is therefore expected to not cleave C1, but to rapidly convert thioester 
3 instead, accelerating the formation of C2. Finally, the enzymatic network is deactivated
by the presence of soybean trypsin inhibitor (STI) protein,28 a strong, reversible inhibitor
of Tr (KD < 1 nM)24 that sets a threshold for the Tr input that will activate the network. It
is known from literature that STI also reversibly inhibits Cr,28 but to a far lesser extent 
than Tr. As the enzymatic reaction network is directly coupled to the crosslink chemistry 
within the hydrogel, it is expected that the incorporation of the  network  inside  the
hydrogel will lead to more complex material responses than observed in Chapter 4. 
First, we carried out rate studies to establish whether Cr would indeed cleave 
thioester 3 faster than Tr (kcat/KM = 575 mM‐1 h‐1), which is essential in the design of the 
network.  To  this  end,  we  used  the  fluorogenic  thiol  probe  (7‐diethylamino‐3‐(4'‐
maleimidylphenyl)‐4‐methylcoumarin (CPM, Figure 5.3A) again as was shown in Figure
4.9  and  4.10 for  experiments with  thioester  3  and  Tr.  Now,  we mixed  Cr  (25 nM),
thioester  3 (5‐15 µM) and CPM  (10 µM) and followed the increase in fluorescence
intensity over time (solid lines in Figure 5.3B). The data were fitted with a model built in
COPASI (dashed lines in Figure 5.3B), taking into account the hydrolysis of thioester 3
and CPM as determined in Chapter 4. 
Figure 5.3 | Cleavage of thioester 3 (5‐15 µM) by chymotrypsin (Cr, 25 nM) and in the presence of 10 µM CPM. 
CPM‐Fl. corresponds to the fluorescent product of CPM. The model (dashed lines) was made in COPASI, taking
into account the hydrolysis of thioester 3 and CPM as described in Chapter 4.
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Figure 5.4 | Inverted‐vial tests to check the ability of chymotrypsin (Cr) to degrade a gel that only contains 
crosslink 1. Preparation of gels 8 and 9 is described in section 4.5.3.1. Trypsin (Tr, 1 mg/mL, 30 µL) was applied 
to gel 8, while Cr (1 mg/mL, 30 µL) was added to gel 9. After an overnight wait, gel 8 is degraded, while gel 9 
is still intact. 
Finally, a kcat/KM value of 34400 mM‐1 h‐1 was obtained for thioester 3 cleavage 
by Cr, which is nearly sixty times faster than cleavage by Tr. This finding indicated that 
the production of Cr  in  the enzymatic  reaction network would  indeed accelerate the 
formation of C2.    
An  important  control  experiment  concerned  potential  cleavage  of  C1  by  Cr,  
which  was  expected  not  to  happen.  To  this  end,  two  gels  were  prepared  that  only 
contained C1 and acrylamide, and subsequently washed with buffer (50 mM Tris‐HCl, 
pH 7.5, 20 mM CaCl2). Next, 30 µL of an enzyme solution was added (Tr to gel 8, and Cr 
to gel 9, both 1 mg/mL or 40‐50 µM). After an overnight wait, gel 8 was fully degraded 
by  Tr,  while  gel  9  was  completely  intact  (Figure  5.4).  Gratifyingly,  this  experiment  
showed that Cr is unable to cleave C1 in the gel. 
Next, the rate constants for the conversion of Cg into Cr by Tr were measured. 
Various  concentrations  of  Cg  (25‐125  µM)  were  mixed  with  trypsin  (0.5  µM),  and  
aliquots  of  the  reaction  mixture  were  quenched  at  regular  time  intervals.  The  Cr 
concentration was measured with a chromogenic assay using the Cr‐specific substrate 
Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitronanilide. The concentrations of Cr at different  time points 
are  shown   in  Figure  5.5A.  From  these  data  points,  a  Lineweaver‐Burk  plot  was  
constructed that yielded the desired kinetic parameters (Figure 5.5B). The final values 
obtained from the Lineweaver‐Burk plot were a KM of 382 µM, kcat of 4786 h‐1, and a  
kcat/KM  of  12529  mM‐1 h‐1.  Therefore,  the  activation  of  Cg  by  Tr  is  a  moderately  fast  
reaction  in  the  network.    
Finally,   the   reversible   inhibition   of   Cr   by   STI   was   measured.  Various  
concentrations of STI (0‐5 µM) were mixed with Cr (100 nM final concentration), and a 
Cr‐specific,   chromogenic   substrate   Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitronanilide   (5‐25   µM).  
Formation of the product p‐nitroaniline was followed by monitoring the absorbance at 
 102 
 
S.G.J. Postma – Rational design of enzymatic reaction networks 
Figure 5.5 | A) Data points for the activation of chymotrypsinogen (Cg, 25‐125 µM) by trypsin (0.5 µM). Only 
the initial linear part of the curves was used for the construction of the Lineweaver‐Burk plot in B).  
410 nm. The initial reaction rates were plotted against the substrate concentration, and 
data were analyzed with Graphpad Prism 7 software (Figure 5.6) to obtain a KD value of 
634 nM for the binding of STI to Cr. This dissociation constant is at least two orders of 
magnitude larger than the one for binding of STI to Tr, which means that STI will mainly 
bind Tr in the enzymatic reaction network. An overview of all the rate constants in the 
reaction network is given in Table 5.1.   
  After the rate studies, we integrated the reaction network within the hydrogels 
in  a  step‐by‐step  approach  by  gradually  increasing  the  complexity  of  the  pre‐
programmed system. As we were unable to follow the phase transitions of the hydrogel 
by rheological techniques, we relied on inverted‐vial tests instead.   
Figure 5.6 | Measuring the reversible inhibition of chymotrypsin (Cr) by soybean trypsin inhibitor (STI). Initial 
rates are plotted of substrate (Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitroanilide, 5‐25 µM) conversion by chymotrypsin (100 
nM) in the presence of STI (0‐5 µM). Data were analyzed using Graphpad Prism 7.   
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Table 5.1 | List of reaction rate constants in the enzymatic network determined by isolated rate studies. 
  Individual reaction Rate constant Reference 
(1) 
 
Tr cleavage of crosslink 1 ݇௖௔௧Ȁܭெ ب ʹͶ͸ͲͲ ݉ܯିଵ ݄ିଵ   Chapter 4 
(2) 
 
Hydrolysis of thioester 3 ݇ ൌ ʹǤͻ͹ ݔ ͳͲିଷ ݄ିଵ   Chapter 4 
(3) 
 
Tr cleavage of thioester 3 ݇௖௔௧Ȁܭெ ൌ ͷ͹ͷ ݉ܯିଵ݄ିଵ   Chapter 4 
(4)  Cr cleavage of thioester 3 ݇௖௔௧Ȁܭெ ൌ ͵ͶͶͲͲ ݉ܯିଵ݄ିଵ   This Chapter 
(5) 
 
Reaction of thiol with linker 4 ݇ ൌ ͷͲͲǡͲͲͲ ݉ܯିଵ݄ିଵ   Chapter 4 
(6) 
 
Activation of Cg by Tr
 
݇௖௔௧Ȁܭெ ൌ ͳʹͷʹͻ ݉ܯିଵ݄ିଵ   This Chapter 
(7) 
 
Inhibition of Cr by STI ܭ஽ ൌ ͸͵Ͷ ݊ܯ This Chapter 
(8) 
 
Hydrolysis of linker 4 ݇ ൌ ͲǤͲͶͷ ݄ିଵ   Chapter 4 
(9)  Activation of Tg by Tr ݇௖௔௧Ȁܭெ ൌ ͸͸ ݉ܯିଵ ݄ିଵ Ref. 21 
(10)  Inhibition of Tr by STI ܭ஽ ൌ ͳ ݊ܯ Ref. 24 
   
  First,  we  tested  the  degradation  rate  of  a  PAAm‐gel  only  containing  C1 
crosslinks using various [Tr]0 (0.25‐20 µM, orange diamonds in Figure 5.7). We found a 
nonlinear correlation between [Tr]0 and the time required for a gel‐liquid transition to 
occur, with average gel degradation times ranging between 47 minutes and 4.7 hours. 
Then, we prepared C1‐only gels, but soaked these in Tg (80 µM) and STI (1.9 µM), and 
again used the same range of [Tr]0 to trigger degradation (cyan circles, Figure 5.7). Now, 
we observe a similar trend in gel degradation times as in the previous experiment, but 
below a certain input threshold (cyan region in Figure 5.7), Tr is fully inhibited by STI and 
the gel does not degrade, even when left for more than a week.   
  In  addition,  when  gels  containing  both  C1  and  thioester  3  were  prepared 
without network components or linker 4 (so no gel reformation could occur), we did not 
see any significant difference from the previous experiments ([Tr]0 = 0.25‐20 µM, green 
triangles,  Figure  5.7).  This  observation  confirms  that  Tr  cleaves  C1 much  faster  than 
thioester 3, and when the two are combined in one hydrogel, Tr will first degrade most 
of  C1  crosslinks  before  significant  activation  of  the  cryptic  crosslink  sites  occurs. 
  In Figure 5.8A, the influence of Tg on the rate of gel reformation is shown. In 
this case, gels containing both C1 and thioester 3 were prepared, and soaked with linker 
4  to  enable  gel  reformation.  The  gel  reformation  time  decreased  from  80  hours  
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Figure 5.5 | A) Data points for the activation of chymotrypsinogen (Cg, 25‐125 µM) by trypsin (0.5 µM). Only 
the initial linear part of the curves was used for the construction of the Lineweaver‐Burk plot in B).  
410 nm. The initial reaction rates were plotted against the substrate concentration, and 
data were analyzed with Graphpad Prism 7 software (Figure 5.6) to obtain a KD value of 
634 nM for the binding of STI to Cr. This dissociation constant is at least two orders of 
magnitude larger than the one for binding of STI to Tr, which means that STI will mainly 
bind Tr in the enzymatic reaction network. An overview of all the rate constants in the 
reaction network is given in Table 5.1.   
  After the rate studies, we integrated the reaction network within the hydrogels 
in  a  step‐by‐step  approach  by  gradually  increasing  the  complexity  of  the  pre‐
programmed system. As we were unable to follow the phase transitions of the hydrogel 
by rheological techniques, we relied on inverted‐vial tests instead.   
Figure 5.6 | Measuring the reversible inhibition of chymotrypsin (Cr) by soybean trypsin inhibitor (STI). Initial 
rates are plotted of substrate (Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitroanilide, 5‐25 µM) conversion by chymotrypsin (100 
nM) in the presence of STI (0‐5 µM). Data were analyzed using Graphpad Prism 7.   
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Table 5.1 | List of reaction rate constants in the enzymatic network determined by isolated rate studies. 
  Individual reaction Rate constant Reference 
(1) 
 
Tr cleavage of crosslink 1 ݇௖௔௧Ȁܭெ ب ʹͶ͸ͲͲ ݉ܯିଵ ݄ିଵ   Chapter 4 
(2) 
 
Hydrolysis of thioester 3 ݇ ൌ ʹǤͻ͹ ݔ ͳͲିଷ ݄ିଵ   Chapter 4 
(3) 
 
Tr cleavage of thioester 3 ݇௖௔௧Ȁܭெ ൌ ͷ͹ͷ ݉ܯିଵ݄ିଵ   Chapter 4 
(4)  Cr cleavage of thioester 3 ݇௖௔௧Ȁܭெ ൌ ͵ͶͶͲͲ ݉ܯିଵ݄ିଵ   This Chapter 
(5) 
 
Reaction of thiol with linker 4 ݇ ൌ ͷͲͲǡͲͲͲ ݉ܯିଵ݄ିଵ   Chapter 4 
(6) 
 
Activation of Cg by Tr
 
݇௖௔௧Ȁܭெ ൌ ͳʹͷʹͻ ݉ܯିଵ݄ିଵ   This Chapter 
(7) 
 
Inhibition of Cr by STI ܭ஽ ൌ ͸͵Ͷ ݊ܯ This Chapter 
(8) 
 
Hydrolysis of linker 4 ݇ ൌ ͲǤͲͶͷ ݄ିଵ   Chapter 4 
(9)  Activation of Tg by Tr ݇௖௔௧Ȁܭெ ൌ ͸͸ ݉ܯିଵ ݄ିଵ Ref. 21 
(10)  Inhibition of Tr by STI ܭ஽ ൌ ͳ ݊ܯ Ref. 24 
   
  First,  we  tested  the  degradation  rate  of  a  PAAm‐gel  only  containing  C1 
crosslinks using various [Tr]0 (0.25‐20 µM, orange diamonds in Figure 5.7). We found a 
nonlinear correlation between [Tr]0 and the time required for a gel‐liquid transition to 
occur, with average gel degradation times ranging between 47 minutes and 4.7 hours. 
Then, we prepared C1‐only gels, but soaked these in Tg (80 µM) and STI (1.9 µM), and 
again used the same range of [Tr]0 to trigger degradation (cyan circles, Figure 5.7). Now, 
we observe a similar trend in gel degradation times as in the previous experiment, but 
below a certain input threshold (cyan region in Figure 5.7), Tr is fully inhibited by STI and 
the gel does not degrade, even when left for more than a week.   
  In  addition,  when  gels  containing  both  C1  and  thioester  3  were  prepared 
without network components or linker 4 (so no gel reformation could occur), we did not 
see any significant difference from the previous experiments ([Tr]0 = 0.25‐20 µM, green 
triangles,  Figure  5.7).  This  observation  confirms  that  Tr  cleaves  C1 much  faster  than 
thioester 3, and when the two are combined in one hydrogel, Tr will first degrade most 
of  C1  crosslinks  before  significant  activation  of  the  cryptic  crosslink  sites  occurs. 
  In Figure 5.8A, the influence of Tg on the rate of gel reformation is shown. In 
this case, gels containing both C1 and thioester 3 were prepared, and soaked with linker 
4  to  enable  gel  reformation.  The  gel  reformation  time  decreased  from  80  hours  
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Figure 5.7 | The degradation time of different gels in vial tests is dependent on the concentration of Tr ([Tr]0 
= 0.25‐20 µM. For the cyan curve: [Tg]0 = 80 µM, [STI] = 1.9 µM). In the cyan region, Tr is fully inhibited by STI. 
Error bars are standard deviations obtained from triplicate experiments.   
(indicated by an asterisk in Figure 5.8A) in the absence of Tg and STI to 12 hours in the 
presence  of  both  proteins  (80  and  1.9  µM,  respectively)  when  [Tr]0  was  3  µM.  The 
influence of the positive feedback was less pronounced at a higher [Tr]0 (8 µM) applied 
to the gel, but still the gel reformation time decreased 2.5 times in the presence of Tg 
and STI. Interestingly, we do not observe an influence of the positive feedback on the 
gel degradation time, indicating that again C1 cleavage is dominant over other processes 
catalyzed by Tr at the early stages after application of Tr.    
  Finally,  C1‐  and  thioester  3‐containing  gels  were  soaked  in  solutions  with 
varying concentrations of Cg in the presence of Tg (80 µM) and STI (1.9 µM), and in all  
cases  [Tr]0  was  3  µM  (Figure  5.8B).  The  observed  response  of  the  gel  was  highly 
dependent  on  Cg  concentration.  At  0.5  µM  Cg,  gel‐liquid‐gel  transitions  were  still 
observed,  but  at  concentrations  of  1.5  and  2.5  µM Cg  the  hydrogel went  through  a 
gel/liquid phase in which it was difficult to classify the material as either a soft gel or a 
viscous  liquid  (indicated  by  orange/cyan  stripes  in  Figure  5.8B).  Increasing  the 
concentration of Cg even further led to gel‐gel transitions without an intermediate liquid 
state, because the rate of formation of C2 is greatly enhanced by the production of Cr 
and ultimately outpaces the degradation of C1.    
  In  the previous experiments, we have seen  three different gel  responses: 1) 
inhibition of Tr by STI, 2) gel‐gel transitions when the rate of C1 degradation is slower 
than of C2 formation, and 3) gel‐liquid‐gel transitions when C1 degradation is faster than 
C2  formation.  As  our  final  demonstration  of  the  ability  to  preprogram  the  complex 
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Figure 5.8 | A) Influence of Tg on the rate of gel reformation ([Tg]0 = 80 µM, [STI] = 1.9 µM, if present) in vial 
tests. The asterisk  in the left column indicates that a gel was formed again after 80 hours, which is off the 
scale. B) Influence of [Cg] on the rate of C2 formation in vial tests (in all gels: [Tg]0 = 80 µM, [STI] = 1.9 µM, and 
[Tr]0 = 3 µM). For the gel/liquid regions (orange and cyan stripes), the contents of the vial were difficult to 
classify as either being a soft gel or a viscous liquid. All experiments are performed in 100 mM Tris‐HCl buffer 
pH 7.5 with 20 mM CaCl2.   
response of the hydrogel materials, we coupled the different hydrogel responses to the 
input Tr concentration. A computational model in MATLAB was constructed using all the 
determined rate constants  in ordinary differential equations,  to explore the hydrogel 
response at different initial concentrations of Cg and Tr.    
  Importantly,  in our computational model the total number of crosslinks over 
time  is  calculated.  Therefore,  we  prepared  a  range  of  gels  to  establish  at  what 
concentration of crosslinks the border lies between gel and liquid, and to define regions 
of the different gel responses in the computed phase diagram. The weight percentage 
of gels was kept constant at 10 wt%, while different amounts of C1 were used. Figure 
5.9 shows the results of these experiments, where the number on the vials denotes the 
concentration of C1 in mM. As can be seen from Figure 5.9, a gel is only formed when 
the concentration of C1 is above 5 mM. Therefore, we assumed that the border between 
gel and liquid lies at 4.5 mM crosslinks, which we used in defining the different regions 
of the phase diagram.   
  The mass action model is an approximation of the experimental conditions in a 
well‐stirred  vial,  without  taking  diffusion  into  account  as  the  gels  are  small  (90  µL 
volume). To  validate  this  assumption,  a  gel  was  prepared  to  which  a  fluorogenic 
substrate for Tr was copolymerized, and therefore could not diffuse.24,29 When Tr was 
applied to the gel, fluorescence throughout the gel was observed within minutes (data 
not shown). This result meant that the diffusion of Tr happened much faster than the 
timescale of  the phase  transitions.  Therefore,  the diffusion of  Tr was  left  out  of  the  
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and STI. Interestingly, we do not observe an influence of the positive feedback on the 
gel degradation time, indicating that again C1 cleavage is dominant over other processes 
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  Finally,  C1‐  and  thioester  3‐containing  gels  were  soaked  in  solutions  with 
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dependent  on  Cg  concentration.  At  0.5  µM  Cg,  gel‐liquid‐gel  transitions  were  still 
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gel/liquid phase in which it was difficult to classify the material as either a soft gel or a 
viscous  liquid  (indicated  by  orange/cyan  stripes  in  Figure  5.8B).  Increasing  the 
concentration of Cg even further led to gel‐gel transitions without an intermediate liquid 
state, because the rate of formation of C2 is greatly enhanced by the production of Cr 
and ultimately outpaces the degradation of C1.    
  In  the previous experiments, we have seen  three different gel  responses: 1) 
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  Importantly,  in our computational model the total number of crosslinks over 
time  is  calculated.  Therefore,  we  prepared  a  range  of  gels  to  establish  at  what 
concentration of crosslinks the border lies between gel and liquid, and to define regions 
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the concentration of C1 is above 5 mM. Therefore, we assumed that the border between 
gel and liquid lies at 4.5 mM crosslinks, which we used in defining the different regions 
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  The mass action model is an approximation of the experimental conditions in a 
well‐stirred  vial,  without  taking  diffusion  into  account  as  the  gels  are  small  (90  µL 
volume). To  validate  this  assumption,  a  gel  was  prepared  to  which  a  fluorogenic 
substrate for Tr was copolymerized, and therefore could not diffuse.24,29 When Tr was 
applied to the gel, fluorescence throughout the gel was observed within minutes (data 
not shown). This result meant that the diffusion of Tr happened much faster than the 
timescale of  the phase  transitions.  Therefore,  the diffusion of  Tr was  left  out  of  the  
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Figure  5.9  |  Range  of  polyacrylamide  gels  with  a  constant  weight  percentage  (10  wt%),  but  different 
concentrations of crosslink 1 (0‐10 mM, indicated by the number on the vial). The vials on the left of the red 
line contain liquids, while a concentration of ≥5 mM crosslink 1 results in gel formation.   
model, simplifying the necessary differential equations tremendously.    
  Figure 5.10 shows the time series as obtained in some simulations that were 
run for 25 simulated hours (note that the total time on the x‐axes differ between panels 
A‐D in Figure 5.10). The starting concentrations were in this case [Tg]0 = 80 µM, [STI]0 = 
1.9 µM, [C1]0 = 23.3 mM, [Thioester 3]0 = 46.6 mM, and [Linker 4]0 = 23.3 mM, while the 
values  for  [Cg]0  and  [Tr]0  were  varied.  All  four  simulations  were  validated  by 
experiments,  although  the  time of  the gel‐liquid and  liquid‐gel  transitions  as  seen  in 
panels A and D occur slightly faster in the model than as observed in experiments. In 
case of panel C, which is classified as “input inhibited” (see below for the classification 
system used), some minor activity is seen. Production of C2 is in this case mainly due to 
hydrolysis of thioester 3, and the reversible inhibition of trypsin by STI (and production 
of Tr through auto‐activation of Tg) allows very slow degradation of C1.    
  The  simulated  time courses are  classified as one of  five  responses  to create 
phase diagrams: 1) Gel‐gel transition: valid if the minimal amount of crosslinks during 
simulation is >4.5 mM, and if the concentration of C2 is higher than the concentration 
of C1 at the end of the simulation (t = 25 hours); 2) Gel‐liquid‐gel transition: valid if the 
minimal amount of crosslinks during the simulation is <4.5 mM, and if the concentration 
of  C2  is  higher  than  the  concentration  of  C1  at  the  end  of  the  simulation;  3)  Input 
inhibited: valid if the concentration of C1 is higher than 15 mM (>64% of C1 intact), and 
higher than the concentration of crosslink 2 at the end of the simulation; 4) Liquid at end 
of  simulation  time:  Valid  if  the  amount  of  crosslinks  is  <4.5  mM  at  the  end  of  the 
simulation. Typically, this region is small, and only obtained because the simulated time 
was not long enough to make all reactions to go to completion. A longer simulation time 
ensures classification of this region into one of classes 1‐3; 5) Miscellaneous: Valid if an 
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Figure 5.10 | A‐D) Simulations of the enzymatic reaction network in the hydrogel. In all simulations, [Tg]0 = 80 
µM, [STI]0 = 1.9 µM, and [Linker 4]0 = 23.3 mM. The initial concentrations of trypsin and chymotrypsinogen are 
shown in the individual panels. Cg = chymotrypsinogen, Tr = trypsin, C1 = crosslink 1, C2 = crosslink 2, C1+C2 
=  sum of crosslinks 1 and 2.  If  the  total concentration of crosslinks  ([C1+C2])  is above  the yellow  line,  the 
system is a gel, and a liquid if below.   
outcome of the simulations cannot be classified in any of the previous classes. Like class 
4, this region is typically small, and a longer simulation time is used to properly classify 
the outcome.   
  In Figure 5.14A (Section 5.5) the phase diagram generated by these simulations 
is depicted, in which five regions corresponding to the five possible classes are observed. 
After additional runs of the model we were able to classify the small yellow and dark 
blue  regions  into  the  three  possible  gel  responses  observed  experimentally.  This 
procedure  led  to  the phase diagram depicted  in  Figure  5.11.  Importantly,  the  phase 
diagram shows that the strength of the Tr trigger can lead to any of the three responses 
if the concentration of Cg exceeds 0.5 µM. We verified these computational results in 
experiments using identical gels ([Cg] = 1.5 µM, [Tg] = 80 µM, [STI] = 1.9 µM), and we  
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Figure 5.10 | A‐D) Simulations of the enzymatic reaction network in the hydrogel. In all simulations, [Tg]0 = 80 
µM, [STI]0 = 1.9 µM, and [Linker 4]0 = 23.3 mM. The initial concentrations of trypsin and chymotrypsinogen are 
shown in the individual panels. Cg = chymotrypsinogen, Tr = trypsin, C1 = crosslink 1, C2 = crosslink 2, C1+C2 
=  sum of crosslinks 1 and 2.  If  the  total concentration of crosslinks  ([C1+C2])  is above  the yellow  line,  the 
system is a gel, and a liquid if below.   
outcome of the simulations cannot be classified in any of the previous classes. Like class 
4, this region is typically small, and a longer simulation time is used to properly classify 
the outcome.   
  In Figure 5.14A (Section 5.5) the phase diagram generated by these simulations 
is depicted, in which five regions corresponding to the five possible classes are observed. 
After additional runs of the model we were able to classify the small yellow and dark 
blue  regions  into  the  three  possible  gel  responses  observed  experimentally.  This 
procedure  led  to  the phase diagram depicted  in  Figure  5.11.  Importantly,  the  phase 
diagram shows that the strength of the Tr trigger can lead to any of the three responses 
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experiments using identical gels ([Cg] = 1.5 µM, [Tg] = 80 µM, [STI] = 1.9 µM), and we  
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Figure 5.11 | Phase diagram of [Cg] vs. [Tr]0 obtained by mathematical modelling Experiments are shown in 
squares (in all cases [Tg]0 = 80 µM and [STI] = 1.9 µM). The blue square with an asterisk denotes experiments 
conducted at [Tr]0 = 7, 20, or 50 µM, all of which show gel‐liquid‐gel transitions. Cg = chymotrypsinogen, Tr = 
trypsin. 
indeed  obtained  different  responses  depending  on  the  Tr  concentration  (squares  in 
Figure 5.11). Our model is in good agreement with the experimental results, although 
the influence of STI is slightly overestimated in the simulations.    
  Furthermore,  simulations  in which no STI  is present  in  the  system were  run  
(Figure 5.12A).  In the phase diagram only two regions are present: gel‐gel transitions 
and gel‐liquid‐gel  transitions.  Interestingly, addition of  STI not only creates  the  input 
inhibited region (seen in Figure 5.11), but also shifts the gel‐gel region to the right as the 
STI concentration  increases. Finally, a phase diagram of [Tg]0  (0‐500 µM) vs [Tr]0 was 
produced  to  check  whether  the  mere  addition  of  Tg  could  lead  to  three  different 
responses in the system (Figure 5.12B). However, we only see an input inhibited region, 
where STI inhibits the Tr input, and gel‐liquid‐gel transitions. At high concentrations of 
Tg (>150 µM), self‐activation of Tg produces enough Tr to overcome the threshold set 
by STI.  .  
5.3 Conclusion 
In short, we have shown a stepwise design of hydrogel materials with preprogammable 
responses  to  environmental  triggers  (in  this  case  [Tr]).  The  incorporation  of  a  small 
reaction network that is coupled to the crosslinking chemistry in the hydrogels can be 
used to create materials that sense and process a biochemical input. We believe that 
this approach can be extended further to create adaptive matter based on hydrogels 
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Figure 5.12 | A) Phase diagram as obtained from simulations in which no STI was present ([Tg]0 = 80 µM). The 
orange region corresponds to class 1 (gel‐gel transition), and the light blue one to class 2 (gel‐liquid‐gel). B) 
Phase diagram as obtained from simulations in which no Cg was present ([STI]0 = 1.9 µM). The dark red region 
corresponds to class 3 (input inhibited), the light blue one to class 2 (gel‐liquid‐gel), the yellow one to class 4 
(liquid at t = 25 hours), and the dark blue region to class 5 (miscellaneous).   
containing more  complex  reaction networks  that  can  control  the  time profile  of  the 
chemical response within the material. In addition, the methodology can be applied to 
other networks based on DNA,30,31 or small organic molecules.32   
5.4 Acknowledgements 
Ilia Vialshin  is acknowledged for the productive collaboration during this project, and 
Casper Gerritsen for writing the MATLAB scripts. This work was supported by funding 
from  the  Dutch  Ministry  of  Education,  Culture  and  Science  (Gravity  programme 
024.001.035). 
5.5 Experimental details  
5.5.1 Instrumentation 
UV/Vis    and  fluorescence  spectrometry:  Kinetic  measurements  with  fluorogenic 
substrates  were  performed  on  a  Perkin  Elmer  LS55  fluorescence  spectrometer,  and 
measurements with chromogenic substrates were performed on a Jasco V‐630 UV‐Vis 
spectrometer. 
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Figure 5.11 | Phase diagram of [Cg] vs. [Tr]0 obtained by mathematical modelling Experiments are shown in 
squares (in all cases [Tg]0 = 80 µM and [STI] = 1.9 µM). The blue square with an asterisk denotes experiments 
conducted at [Tr]0 = 7, 20, or 50 µM, all of which show gel‐liquid‐gel transitions. Cg = chymotrypsinogen, Tr = 
trypsin. 
indeed  obtained  different  responses  depending  on  the  Tr  concentration  (squares  in 
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the influence of STI is slightly overestimated in the simulations.    
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(Figure 5.12A).  In the phase diagram only two regions are present: gel‐gel transitions 
and gel‐liquid‐gel  transitions.  Interestingly, addition of  STI not only creates  the  input 
inhibited region (seen in Figure 5.11), but also shifts the gel‐gel region to the right as the 
STI concentration  increases. Finally, a phase diagram of [Tg]0  (0‐500 µM) vs [Tr]0 was 
produced  to  check  whether  the  mere  addition  of  Tg  could  lead  to  three  different 
responses in the system (Figure 5.12B). However, we only see an input inhibited region, 
where STI inhibits the Tr input, and gel‐liquid‐gel transitions. At high concentrations of 
Tg (>150 µM), self‐activation of Tg produces enough Tr to overcome the threshold set 
by STI.  .  
5.3 Conclusion 
In short, we have shown a stepwise design of hydrogel materials with preprogammable 
responses  to  environmental  triggers  (in  this  case  [Tr]).  The  incorporation  of  a  small 
reaction network that is coupled to the crosslinking chemistry in the hydrogels can be 
used to create materials that sense and process a biochemical input. We believe that 
this approach can be extended further to create adaptive matter based on hydrogels 
 
109 
 
Chapter 5 – Preprogramming complex hydrogel responses using enzymatic reaction networks 
 
 
Figure 5.12 | A) Phase diagram as obtained from simulations in which no STI was present ([Tg]0 = 80 µM). The 
orange region corresponds to class 1 (gel‐gel transition), and the light blue one to class 2 (gel‐liquid‐gel). B) 
Phase diagram as obtained from simulations in which no Cg was present ([STI]0 = 1.9 µM). The dark red region 
corresponds to class 3 (input inhibited), the light blue one to class 2 (gel‐liquid‐gel), the yellow one to class 4 
(liquid at t = 25 hours), and the dark blue region to class 5 (miscellaneous).   
containing more  complex  reaction networks  that  can  control  the  time profile  of  the 
chemical response within the material. In addition, the methodology can be applied to 
other networks based on DNA,30,31 or small organic molecules.32   
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5.5 Experimental details  
5.5.1 Instrumentation 
UV/Vis    and  fluorescence  spectrometry:  Kinetic  measurements  with  fluorogenic 
substrates  were  performed  on  a  Perkin  Elmer  LS55  fluorescence  spectrometer,  and 
measurements with chromogenic substrates were performed on a Jasco V‐630 UV‐Vis 
spectrometer. 
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5.5.2 Rate studies 
Most  of  the  rates were  already measured  in  Chapter  4,  but  the  rate  of  trypsinogen 
activation by trypsin was determined in our previous work (see Chapter 3),21 and the 
reversible inhibition of trypsin by STI as well.24 
5.5.2.1 Activation of chymotrypsinogen by trypsin   
The formation of chymotrypsin out of chymotrypsinogen by trypsin was measured  in 
buffer  (50  mM  Tris‐HCl,  pH  7.5,  20  mM  CaCl2)  at  room  temperature.  Various 
concentrations of chymotrypsinogen (25‐125 µM final concentration) were mixed with 
trypsin (0.5 µM final concentration). Aliquots (20 µL) of the reaction mixture were taken 
at regular time intervals, and quenched in an acidic solution (180 µL of 0.1 M KHSO4). 
Chymotrypsin activity was measured with a chromogenic assay using the chymotrypsin‐
specific substrate Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitronanilide. 50 µL of the quenched reaction 
mixture was  added  to  2450 µL  solution of  substrate  (100 µM  final  concentration)  in 
buffer, and reaction progress was followed by monitoring the absorbance at 410 nm. 
Results  were  compared  with  a  calibration  curve  to  obtain  the  concentration  of 
chymotrypsin  at  the  different  time  points.  In  these  rate  studies,  we  simplify  the 
conversion of chymotrypsinogen into active chymotrypsin to a one‐step process rather 
than a two‐step mechanism.33 The final values obtained from the Lineweaver‐Burk plot 
were a KM of 382 µM, kcat of 4786 h‐1, and a kcat/KM of 12529 mM‐1 h‐1. 
5.5.3 Gel experiments 
Hydrogels  were  prepared  as  described  in  section  4.5.3  of  this  thesis.  The  soaking 
procedure  is  also  the  same  as  mentioned  in  section  4.5.3,  but  in  this  Chapter, 
trypsinogen,  chymotrypsinogen  and  STI  were  also  added  to  the  soaking  solution  in 
appropriate concentrations. The procedure for starting and monitoring gel experiments 
is also described in Chapter 4. 
5.5.3.1 Different gel responses from different input trypsin concentrations 
Figure 5.11 shows different gel responses depending on the trypsin concentration of the 
trigger applied to the gel. We added small magnetic stirring bars to the gels to determine 
whether a gel‐liquid‐gel transition had taken place,  in which case the stirring bar was 
encapsulated within the gel. Vials containing a gel and a stirring bar were left at an angle 
after  the  trigger  was  applied,  to  ensure  that  a  shape  change was  visible  as  well.  In 
addition, we used a fluorogenic substrate for trypsin to distinguish a gel‐gel transition 
(in which  case  trypsin  is  activated)  from an  input‐inhibit  response  (in which  case  no 
trypsin activity should be detected), because in both these cases we would observe no 
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Figure 5.13 | Flow diagram showing three different responses from three identical gels triggered with different 
concentrations of trypsin. It is clearly visible that the magnetic stirring bar is only encapsulated when a gel‐
liquid‐gel transition takes place ([Tr]0 = 5 µM), and green fluorescence (λex = 365 nm) is only observed when 
trypsin is active (to distinguish between a gel‐gel transition in which trypsin is active and an input‐inhibited 
response). Gels initially contain 1.5 µM chymotrypsinogen, 80 µM trypsinogen, and 1.9 µM STI. 
encapsulation of the stirring bar.   
  Figure  5.13  shows  three  different  responses  obtained  from  identical  gels 
(containing 1.5 µM chymotrypsinogen, 80 µM trypsinogen, and 1.9 µM STI) depending 
on the trypsin concentration of the trigger.   
5.5.4 Modelling 
In this section, some details of the computational modelling are discussed. The MATLAB 
code scripts (including initial conditions, rate constants, and differential equations) were 
written by Casper Gerritsen and are found in the Supporting Information of reference 
29. 
5.5.4.1 General comments on the model 
The model  is  an  approximation  of  the  experimental  conditions  in  a well‐stirred  vial, 
without taking diffusion into account. The model is a mass action model, with the twenty 
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5.5.2 Rate studies 
Most  of  the  rates were  already measured  in  Chapter  4,  but  the  rate  of  trypsinogen 
activation by trypsin was determined in our previous work (see Chapter 3),21 and the 
reversible inhibition of trypsin by STI as well.24 
5.5.2.1 Activation of chymotrypsinogen by trypsin   
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trypsin (0.5 µM final concentration). Aliquots (20 µL) of the reaction mixture were taken 
at regular time intervals, and quenched in an acidic solution (180 µL of 0.1 M KHSO4). 
Chymotrypsin activity was measured with a chromogenic assay using the chymotrypsin‐
specific substrate Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitronanilide. 50 µL of the quenched reaction 
mixture was  added  to  2450 µL  solution of  substrate  (100 µM  final  concentration)  in 
buffer, and reaction progress was followed by monitoring the absorbance at 410 nm. 
Results  were  compared  with  a  calibration  curve  to  obtain  the  concentration  of 
chymotrypsin  at  the  different  time  points.  In  these  rate  studies,  we  simplify  the 
conversion of chymotrypsinogen into active chymotrypsin to a one‐step process rather 
than a two‐step mechanism.33 The final values obtained from the Lineweaver‐Burk plot 
were a KM of 382 µM, kcat of 4786 h‐1, and a kcat/KM of 12529 mM‐1 h‐1. 
5.5.3 Gel experiments 
Hydrogels  were  prepared  as  described  in  section  4.5.3  of  this  thesis.  The  soaking 
procedure  is  also  the  same  as  mentioned  in  section  4.5.3,  but  in  this  Chapter, 
trypsinogen,  chymotrypsinogen  and  STI  were  also  added  to  the  soaking  solution  in 
appropriate concentrations. The procedure for starting and monitoring gel experiments 
is also described in Chapter 4. 
5.5.3.1 Different gel responses from different input trypsin concentrations 
Figure 5.11 shows different gel responses depending on the trypsin concentration of the 
trigger applied to the gel. We added small magnetic stirring bars to the gels to determine 
whether a gel‐liquid‐gel transition had taken place,  in which case the stirring bar was 
encapsulated within the gel. Vials containing a gel and a stirring bar were left at an angle 
after  the  trigger  was  applied,  to  ensure  that  a  shape  change was  visible  as  well.  In 
addition, we used a fluorogenic substrate for trypsin to distinguish a gel‐gel transition 
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Figure 5.13 | Flow diagram showing three different responses from three identical gels triggered with different 
concentrations of trypsin. It is clearly visible that the magnetic stirring bar is only encapsulated when a gel‐
liquid‐gel transition takes place ([Tr]0 = 5 µM), and green fluorescence (λex = 365 nm) is only observed when 
trypsin is active (to distinguish between a gel‐gel transition in which trypsin is active and an input‐inhibited 
response). Gels initially contain 1.5 µM chymotrypsinogen, 80 µM trypsinogen, and 1.9 µM STI. 
encapsulation of the stirring bar.   
  Figure  5.13  shows  three  different  responses  obtained  from  identical  gels 
(containing 1.5 µM chymotrypsinogen, 80 µM trypsinogen, and 1.9 µM STI) depending 
on the trypsin concentration of the trigger.   
5.5.4 Modelling 
In this section, some details of the computational modelling are discussed. The MATLAB 
code scripts (including initial conditions, rate constants, and differential equations) were 
written by Casper Gerritsen and are found in the Supporting Information of reference 
29. 
5.5.4.1 General comments on the model 
The model  is  an  approximation  of  the  experimental  conditions  in  a well‐stirred  vial, 
without taking diffusion into account. The model is a mass action model, with the twenty 
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most important chemical species as the states of the system. The other species do not 
need to be modeled, because they are not used in any other reaction than their own 
formation. The parameters of the model are the reaction rates of the different reactions 
as  listed  in  Table  5.1. We  performed  the  simulations  in MATLAB,  using  the  ode15s 
numerical integration function. The time span of the simulations was 25 hours (similar 
timescale as experiments),  in steps of 0.001 hours. We set the  integration tolerances 
more stringent to overcome integration errors. The model calculates the concentrations 
of all species in the system, but only saves information on the concentration of crosslinks 
1 and 2 over time to prevent a memory error due to an excess of data. Finally, the gel 
responses are classified (see main text of this Chapter) and a phase diagram is produced. 
S5.2 Reactions and rate constants in the model 
The model  uses  all  reactions  and  rate  constants  as mentioned  in  section  S3  of  this 
Supporting Information. Additionally, values for the reversible  inhibition of trypsin by 
soybean  trypsin  inhibitor,  activation  of  trypsinogen  by  trypsin,  and  self‐activation  of 
trypsin  were  determined  in  previous  work  within  our  group.[1,2]  In  the  differential 
equations,  it was taken  into account that  linker 4  is homobifunctional, and therefore 
reacts (either with a thiol or during hydrolysis) at two sites.    
  In the rate studies, the cleavage of crosslink 1 by trypsin was measured at Vmax 
(section S3.1), and therefore,  the KM was not measured. Therefore,  the KM of  trypsin 
towards  crosslink  1  was  estimated  using  the  results  from  degradation  studies  as 
presented in Figure 2b of the main text. The simplest case, a gel with only crosslink 1, 
was used to estimate the KM. In addition, the KD of soybean trypsin inhibitor towards 
trypsin  was  estimated  in  a  similar  way,  now  using  the  results  from  gels  with  only 
crosslink 1 and trypsinogen and soybean trypsin inhibitor present.  
S5.3 Modelling results 
Below,  the  different  phase  diagrams  obtained  by  simulating  the  enzymatic  reaction 
network  within  the  gel  are  described.  During  the  simulations,  the  values  for  the 
concentrations of crosslinks 1 and 2 (and the sum of the two) are saved. The system is 
considered to be a gel when the total amount of crosslinks is higher than 4.5 mM, and a 
liquid when it is below this value. A total of five classes of output are recognized, which 
is described in the main text of this Chapter. 
  Below,  the  phase  diagram  of  the  chymotrypsinogen  concentration  vs  the 
trypsin concentration of  the  trigger  is  shown  (Figure 5.14A). This phase diagram was 
redrawn for Figure 5.11. Longer simulations of 50 hours were run to assign the yellow 
region (class 4) and blue region (class 5) for redrawing (data not shown). Figure 5.14B 
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Figure 5.14 | A) Phase diagram as obtained from simulations (redrawn in Figure 5.11). The dark red region 
corresponds to class 3 (input inhibited), the orange one to class 1 (gel‐gel transition), light blue to class 2 (gel‐
liquid‐gel), the yellow one to class 4 (liquid at t = 25 hours), and the dark blue region to class 5 (miscellaneous). 
B) Heat map of the same simulations showing the minimal amount of crosslink during the simulations. In all 
simulations, [trypsinogen]0 = 80 µM, [STI]0 = 1.9 µM, and [Linker 4]0 = 23.3 mM. Cg = chymotrypsinogen, Tr = 
trypsin. [Tr] added is before 10x dilution of trypsin ([Tr] added = 10 x [Tr]0), see section S4.1.2.   
shows the heat map with the minimal amount of crosslinks ([C1+C2]) during the course 
of the simulations (between t = 0 hours and t = 25 hours). Simulations in which no STI is 
present in the system were also run (Figure 5.12A, heat map in Figure 5.15). In the phase 
diagram only two regions are present: gel‐gel transitions and gel‐liquid‐gel transitions. 
The addition of STI not only creates the “input inhibited” region (seen in Figure5.11), but 
also shifts the gel‐gel region to the right as the STI concentration increases.   
Figure 5.15 | Heat map of the same simulations as depicted in Figure 5.12A showing the minimal amount of 
crosslinks ([C1+C2]) during the simulations. In all simulations, [Tg]0 = 80 µM, [STI]0 = 0 µM, and [Linker 4]0 = 
23.3 mM. Cg = chymotrypsinogen, Tr = trypsin. [Tr] added is before 10x dilution of trypsin ([Tr] added = 10 x 
[Tr]0), see Chapter 4. 
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most important chemical species as the states of the system. The other species do not 
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formation. The parameters of the model are the reaction rates of the different reactions 
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The model  uses  all  reactions  and  rate  constants  as mentioned  in  section  S3  of  this 
Supporting Information. Additionally, values for the reversible  inhibition of trypsin by 
soybean  trypsin  inhibitor,  activation  of  trypsinogen  by  trypsin,  and  self‐activation  of 
trypsin  were  determined  in  previous  work  within  our  group.[1,2]  In  the  differential 
equations,  it was taken  into account that  linker 4  is homobifunctional, and therefore 
reacts (either with a thiol or during hydrolysis) at two sites.    
  In the rate studies, the cleavage of crosslink 1 by trypsin was measured at Vmax 
(section S3.1), and therefore,  the KM was not measured. Therefore,  the KM of  trypsin 
towards  crosslink  1  was  estimated  using  the  results  from  degradation  studies  as 
presented in Figure 2b of the main text. The simplest case, a gel with only crosslink 1, 
was used to estimate the KM. In addition, the KD of soybean trypsin inhibitor towards 
trypsin  was  estimated  in  a  similar  way,  now  using  the  results  from  gels  with  only 
crosslink 1 and trypsinogen and soybean trypsin inhibitor present.  
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Below,  the  different  phase  diagrams  obtained  by  simulating  the  enzymatic  reaction 
network  within  the  gel  are  described.  During  the  simulations,  the  values  for  the 
concentrations of crosslinks 1 and 2 (and the sum of the two) are saved. The system is 
considered to be a gel when the total amount of crosslinks is higher than 4.5 mM, and a 
liquid when it is below this value. A total of five classes of output are recognized, which 
is described in the main text of this Chapter. 
  Below,  the  phase  diagram  of  the  chymotrypsinogen  concentration  vs  the 
trypsin concentration of  the  trigger  is  shown  (Figure 5.14A). This phase diagram was 
redrawn for Figure 5.11. Longer simulations of 50 hours were run to assign the yellow 
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Figure 5.14 | A) Phase diagram as obtained from simulations (redrawn in Figure 5.11). The dark red region 
corresponds to class 3 (input inhibited), the orange one to class 1 (gel‐gel transition), light blue to class 2 (gel‐
liquid‐gel), the yellow one to class 4 (liquid at t = 25 hours), and the dark blue region to class 5 (miscellaneous). 
B) Heat map of the same simulations showing the minimal amount of crosslink during the simulations. In all 
simulations, [trypsinogen]0 = 80 µM, [STI]0 = 1.9 µM, and [Linker 4]0 = 23.3 mM. Cg = chymotrypsinogen, Tr = 
trypsin. [Tr] added is before 10x dilution of trypsin ([Tr] added = 10 x [Tr]0), see section S4.1.2.   
shows the heat map with the minimal amount of crosslinks ([C1+C2]) during the course 
of the simulations (between t = 0 hours and t = 25 hours). Simulations in which no STI is 
present in the system were also run (Figure 5.12A, heat map in Figure 5.15). In the phase 
diagram only two regions are present: gel‐gel transitions and gel‐liquid‐gel transitions. 
The addition of STI not only creates the “input inhibited” region (seen in Figure5.11), but 
also shifts the gel‐gel region to the right as the STI concentration increases.   
Figure 5.15 | Heat map of the same simulations as depicted in Figure 5.12A showing the minimal amount of 
crosslinks ([C1+C2]) during the simulations. In all simulations, [Tg]0 = 80 µM, [STI]0 = 0 µM, and [Linker 4]0 = 
23.3 mM. Cg = chymotrypsinogen, Tr = trypsin. [Tr] added is before 10x dilution of trypsin ([Tr] added = 10 x 
[Tr]0), see Chapter 4. 
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Figure 5.16 | Heat map of the same simulations as depicted in Figure 5.12B showing the minimal amount of 
crosslinks ([C1+C2]) during the simulations. In all simulations, [chymotrypsinogen] = 0 µM, [STI]0 = 1.9 µM, and 
[Linker 4]0 = 23.3 mM. Tg = trypsinogen, Tr = trypsin. [Tr] added is before 10x dilution of trypsin ([Tr] added = 
10 x [Tr]0), see Chapter 4.  
  As shown in Figure 5.12B, a phase diagram of trypsinogen concentration (0‐500 
µM)  vs  trypsin  concentration was  produced  to  check whether  the mere  addition  of 
trypsinogen could lead to three different responses in the system. The heat map of these 
simulations  is  shown  in  Figure  5.16, which depicts  the minimal  amount of  crosslinks 
([C1+C2]) during the simulations (25 hours of simulated time).  
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Figure 5.16 | Heat map of the same simulations as depicted in Figure 5.12B showing the minimal amount of 
crosslinks ([C1+C2]) during the simulations. In all simulations, [chymotrypsinogen] = 0 µM, [STI]0 = 1.9 µM, and 
[Linker 4]0 = 23.3 mM. Tg = trypsinogen, Tr = trypsin. [Tr] added is before 10x dilution of trypsin ([Tr] added = 
10 x [Tr]0), see Chapter 4.  
  As shown in Figure 5.12B, a phase diagram of trypsinogen concentration (0‐500 
µM)  vs  trypsin  concentration was  produced  to  check whether  the mere  addition  of 
trypsinogen could lead to three different responses in the system. The heat map of these 
simulations  is  shown  in  Figure  5.16, which depicts  the minimal  amount of  crosslinks 
([C1+C2]) during the simulations (25 hours of simulated time).  
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 Nihil est toto, quod perstet, in orbe. 
Cuncta fluunt, omnisque vagans formatur imago; 
ipsa quoque adsiduo labuntur tempora motu, 
non secus ac flumen, neque enim 
consistere flumen nec levis hora potest,  
sed ut unda impellitur unda 
urgeturque eadem veniente urgetque priorem, 
tempora sic fugiunt pariter pariterque sequuntur 
et nova sunt semper; nam quod fuit ante, 
relictum est, fitque quod haud fuerat, 
momentaque cuncta novantur. 
Ovid, Metamorphoses, book XV, lines 177‐185 
Nothing in all the world is free from change 
All is a flux of forms that come and go 
while time itself glides on with ceaseless flow 
and like a stream that cannot stop or stay, 
the restless hour goes fleeing on its way 
Like wave impelled by wave, which onward speeds, 
both driven itself, and driving what precedes, 
so flee the times, and follow as they flee, 
for ever new: what was, has ceased to be 
What has not been, is born, as, one by one, 
created ever new, the moments run. 
Translated by A.E. Watts, 1954 
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6.1 Conclusions 
Life can be viewed as a property emerging from the interactions between a plethora of 
molecules within a cell. It remains one of the greatest scientific challenges to understand 
the transition from dead matter to life. We do know that the interactions at a molecular 
scale  are  organised  in  reaction  networks,  in  which  the  components  influence  each 
other’s  activities.  These  networks  can  have  different  properties,  depending  on  the 
number of components, the network topology (i.e. how the molecules interact), and the 
rate at which the reactions proceed. The resulting behaviour observed covers a broad 
range of complexity: from bistable switches to oscillations, via pattern formation and 
morphogenesis  to  life  itself.  Importantly,  living cells are  inherently dynamic and only 
reach thermodynamic equilibrium when they die.   
  One of  the possible  approaches  towards understanding  life  is  to  investigate 
these reaction networks by building them ourselves in the laboratory. In recent decades, 
impressive progress has been made in the fields of inorganic reaction networks and in 
vivo  genetic  circuits. Nevertheless,  these networks  lack  the opportunity  to  study and 
control the reaction kinetics in detail. Therefore, the aim of the research presented in 
this  thesis  was  to  design  in  vitro  enzymatic  reaction  networks  that  contained  small 
molecules.  Through  organic  synthesis,  libraries  of  small molecules  are  obtained  that 
result  in  different  rate  constants  for  key  processes  within  the  networks.  Thus,  the 
influence and control over kinetics and hence, the network was shown.    
  The methodology to design these enzymatic reaction networks was developed 
in Chapters 2 and 3. The approach relied on a combination of synthesis,  isolated rate 
studies,  computational  modelling,  batch  experiments,  and  flow  experiments  using 
continuously  stirred  tank  reactors.  In  Chapter  2,  a  bistable  switch  was  created  that 
exploited the autocatalytic activation of trypsinogen by its active form trypsin. A set of 
small‐molecule  inhibitors  for  trypsin  were  tested  for  their  ability  to  antagonize 
autocatalysis, one of the prerequisites for bistability.  
  In Chapter 3, the production of the inhibitor is coupled to the activity of trypsin 
in  a  delayed  negative  feedback  loop,  yielding  oscillations  in  trypsin  activity.  Again,  a 
small library of small molecules was synthesized, and it was shown both experimentally 
and in silico that each molecule yielded a different oscillator with its own properties.  
  Chapters 4 and 5 extended the methodology to integrate an enzymatic reaction 
network  within  an  enzyme‐responsive  hydrogel.  Within  the  hydrogel,  orthogonal 
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crosslinkers were present that were either degraded or formed by trypsin. Importantly, 
the formation of crosslinks was accelerated by another enzyme, chymotrypsin, that was 
activated  by  trypsin.  The  network  was  completed  by  the  addition  of  trypsinogen 
(positive  feedback  on  trypsin  production)  and  a  reversible  inhibitor  with  different 
binding  affinities  for  trypsin  and  chymotrypsin.  Chapter  4  described  the  design  of  a 
hydrogel that underwent a gel‐liquid‐gel transition upon the addition of trypsin. Building 
on  this  work,  Chapter  5  was  devoted  to  the  step‐by‐step  integration  of  the 
abovementioned network into the hydrogel. After studying the kinetics in the system, 
three different hydrogel responses could be observed depending on the input trypsin 
concentration that served as the trigger.   
  In conclusion, the work in this thesis has shown that we can build, study and 
control  enzymatic  reaction  networks  with  various  behaviours.  The  developed 
methodology can be used in future network designs, as described in the next Section. In 
a  broader  view,  this  thesis  possibly  paves  a  way  towards  a  new  chemical  intuition 
required to understand networks, their intricate kinetics and behaviours, and ultimately, 
life.        
6.2 Future perspectives 
Future  projects  can  exploit  the  methodologies  developed  in  this  thesis  to  create 
networks of  increasing complexity and to probe their properties. My colleagues have 
already shown that resilience (i.e.  the ability of a system to rapidly return to a stable 
steady state behaviour after a transient perturbation) can be studied in the oscillator 
from Chapter 3.1 Interestingly, they found that the network became more resilient when 
they increased the potency of the trypsin inhibitor formed in the negative feedback loop. 
Moreover, the oscillator can be manipulated by a UV‐released trypsin inhibitor, resulting 
in entrainment of the oscillations and additional control over the temporal behaviour.2 
Additionally, the properties of oscillators are currently investigated in the presence of a 
mixture of pro‐inhibitors.   
  Other ideas for novel networks are described in the next Section, after which 
the  future  of  the  hydrogels  described  in  Chapters  4  and  5  are  discussed.  Finally,  a 
broader perspective on the approaches to understand life is presented. 
6.2.1 Design of other networks 
An interesting starting point for more complex networks would be the inclusion of an 
additional negative  feedback  loop  in the oscillator  from Chapter 3  (Figure 6.1A). This 
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topology may result in another oscillator with different oscillators than the one with a 
single negative feedback loop. Moreover, chaotic behaviour may be observed as well 
under the right conditions, which would  take  the complexity of  the system to a new 
level.3  A  requirement  in  the  design  of  this  network  is  the  implementation  of  two 
orthogonal aminopeptidases in the delay step (i.e. conversion of intermediate inhibitor 
into active inhibitor). The aminopeptidase N from Chapter 3 prefers small hydrophobic 
residues, but can also cleave all other N‐terminal amino acids and is therefore not suited 
for use in this new network.    
  In literature, we found two commercially available aminopeptidases that may 
be  orthogonal.  Aminopeptidase  from  Aeromonas  proteolytica  (APAP,  EC:  3.4.11.10) 
cleaves any N‐terminal amino acid apart from glutamic or aspartic acid (Glu and Asp, 
respectively).  The  first  choice  for  the  orthogonal  aminopeptidase  was  a  glutamyl 
aminopeptidase (also aminopeptidase A or ENPEP, EC: 3.4.11.7) that only cleaves after 
N‐terminal  Glu  or  Asp  residues.  However,  the  commercial  batch  of  glutamyl 
aminopeptidase  did  not  show  any  enzymatic  activity.  Therefore,  dipeptidyl 
aminopeptidase I (DPP‐I, but also cathepsin C, EC: 3.4.14.1) was chosen that only cleaves 
off an N‐terminal dipeptide, and does not recognize a single amino acid.    
  In  preliminary  experiments,  two  different  intermediate  inhibitors  were 
synthesized to test the orthogonality between the two aminopeptidases. APAP was able 
to cleave leucine from intermediate inhibitor 1 (Figure 6.1B), while it left intermediate 
 
Figure  6.1  |  A  new  network  design  that  may  lead  to  chaotic  behaviour.  A) Network  topology  with  two 
orthogonal negative feedback  loops. Arrows  indicate activation and a flat end  inhibition. Tr = trypsin, Tg = 
trypsinogen, T = intermediate inhibitor, A = aminopeptidase, I = inhibitor. Pro‐inhibitors are not depicted for 
clarity. B) Selectivity experiment in which aminopeptidase from Aeromonas proteolytica (APAP, 0.76 U/mL) is 
mixed with either intermediate inhibitor 1 (orange dots) or 2 (blue diamonds) in deuterated 50 mM Tris‐HCl 
buffer  pH  7.7  containing  20  mM  CaCl2  at  23  °C.  1H‐NMR  analyses  showed  that  APAP  is  selective  for  1. 
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inhibitor 2 intact as determined by 1H‐NMR in a Tris‐buffer at pH 7.7. In contrast, DPP‐I 
did  produce  active  inhibitor  from  compound  2,  but  did  not  recognize  intermediate 
inhibitor 1 (data not shown). However, DPP‐I was tested at pH 6.5 in the presence of 
reducing agent (25 mM of β–mercaptoethanol), and it was found that APAP was inactive 
in this buffer.  In  future studies, conditions at which both aminopeptidases are active 
should be screened, for example by testing activity at pH 6.8‐7.3. Another improvement 
can be made by changing the reducing agent to tris(2‐carboxyethyl)phosphine (TCEP), 
because we observed the formation of a number of species due to the reaction of β–
mercaptoethanol with the fluorosulfonyl part of the inhibitor species.    
  Once  this  initial  hurdle  is  overcome,  a  library  of  pro‐inhibitors  can  be 
synthesized  with  different  N‐terminal  substiuents  as  shown  in  Chapter  3,  inhibitor 
species as described in reference 1, and intermediate inhibitor species as proposed in 
this Section. Thereafter, rate studies, batch experiments, and computational modelling 
might lead to the observation of interesting behaviour in flow experiments, with chaos 
being the most exciting outcome.      
  Another type of behaviour that is worthwhile investigating is adaptivity. In this 
case, a pulse‐like output  is  generated  in  response  to a persisting  input  signal  (Figure 
6.2A). A good adaptive network should give a significant response after receiving the 
signal (high sensitivity), but should also return to basic level after the initial peak (high 
precision).4 A possible design to achieve adaptivity is through an incoherent feedfoward 
loop (Figure 6.2B) in which the output is directly produced and indirectly inhibited by a 
signal. When we translate this to an enzymatic network, we can exploit the ability of 
trypsin to activate chymotrypsinogen into chymotrypsin. Then, a fluorogenic substrate 
(commercially available Z‐Phe‐Arg‐AMC, Figure 6.2C) for both trypsin and chymotrypsin 
can  be  designed  that  only  results  in  fluorescence  after  cleavage  by  trypsin.  On  the 
contrary, cleavage of  the substrate by chymotrypsin results  in a substrate that  is not 
further converted, as trypsin is an endopeptidase and requires a protected N‐terminus 
for  recognition. Consequently,  in a  reactor,  trypsin  initially produces  fluorescence by 
cleaving the substrate, but with a delay, chymotrypsin is formed that in turn prevents 
the production of  fluorescent signal. As the fluorescent product  is washed out of the 
reactor, the fluorescence level can return to baseline values. Again, organic synthesis 
can  be  employed  to  design  multiple  substrates  that  may  result  in  better  or  worse 
adapting networks.    
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under the right conditions, which would  take  the complexity of  the system to a new 
level.3  A  requirement  in  the  design  of  this  network  is  the  implementation  of  two 
orthogonal aminopeptidases in the delay step (i.e. conversion of intermediate inhibitor 
into active inhibitor). The aminopeptidase N from Chapter 3 prefers small hydrophobic 
residues, but can also cleave all other N‐terminal amino acids and is therefore not suited 
for use in this new network.    
  In literature, we found two commercially available aminopeptidases that may 
be  orthogonal.  Aminopeptidase  from  Aeromonas  proteolytica  (APAP,  EC:  3.4.11.10) 
cleaves any N‐terminal amino acid apart from glutamic or aspartic acid (Glu and Asp, 
respectively).  The  first  choice  for  the  orthogonal  aminopeptidase  was  a  glutamyl 
aminopeptidase (also aminopeptidase A or ENPEP, EC: 3.4.11.7) that only cleaves after 
N‐terminal  Glu  or  Asp  residues.  However,  the  commercial  batch  of  glutamyl 
aminopeptidase  did  not  show  any  enzymatic  activity.  Therefore,  dipeptidyl 
aminopeptidase I (DPP‐I, but also cathepsin C, EC: 3.4.14.1) was chosen that only cleaves 
off an N‐terminal dipeptide, and does not recognize a single amino acid.    
  In  preliminary  experiments,  two  different  intermediate  inhibitors  were 
synthesized to test the orthogonality between the two aminopeptidases. APAP was able 
to cleave leucine from intermediate inhibitor 1 (Figure 6.1B), while it left intermediate 
 
Figure  6.1  |  A  new  network  design  that  may  lead  to  chaotic  behaviour.  A) Network  topology  with  two 
orthogonal negative feedback  loops. Arrows  indicate activation and a flat end  inhibition. Tr = trypsin, Tg = 
trypsinogen, T = intermediate inhibitor, A = aminopeptidase, I = inhibitor. Pro‐inhibitors are not depicted for 
clarity. B) Selectivity experiment in which aminopeptidase from Aeromonas proteolytica (APAP, 0.76 U/mL) is 
mixed with either intermediate inhibitor 1 (orange dots) or 2 (blue diamonds) in deuterated 50 mM Tris‐HCl 
buffer  pH  7.7  containing  20  mM  CaCl2  at  23  °C.  1H‐NMR  analyses  showed  that  APAP  is  selective  for  1. 
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inhibitor 2 intact as determined by 1H‐NMR in a Tris‐buffer at pH 7.7. In contrast, DPP‐I 
did  produce  active  inhibitor  from  compound  2,  but  did  not  recognize  intermediate 
inhibitor 1 (data not shown). However, DPP‐I was tested at pH 6.5 in the presence of 
reducing agent (25 mM of β–mercaptoethanol), and it was found that APAP was inactive 
in this buffer.  In  future studies, conditions at which both aminopeptidases are active 
should be screened, for example by testing activity at pH 6.8‐7.3. Another improvement 
can be made by changing the reducing agent to tris(2‐carboxyethyl)phosphine (TCEP), 
because we observed the formation of a number of species due to the reaction of β–
mercaptoethanol with the fluorosulfonyl part of the inhibitor species.    
  Once  this  initial  hurdle  is  overcome,  a  library  of  pro‐inhibitors  can  be 
synthesized  with  different  N‐terminal  substiuents  as  shown  in  Chapter  3,  inhibitor 
species as described in reference 1, and intermediate inhibitor species as proposed in 
this Section. Thereafter, rate studies, batch experiments, and computational modelling 
might lead to the observation of interesting behaviour in flow experiments, with chaos 
being the most exciting outcome.      
  Another type of behaviour that is worthwhile investigating is adaptivity. In this 
case, a pulse‐like output  is  generated  in  response  to a persisting  input  signal  (Figure 
6.2A). A good adaptive network should give a significant response after receiving the 
signal (high sensitivity), but should also return to basic level after the initial peak (high 
precision).4 A possible design to achieve adaptivity is through an incoherent feedfoward 
loop (Figure 6.2B) in which the output is directly produced and indirectly inhibited by a 
signal. When we translate this to an enzymatic network, we can exploit the ability of 
trypsin to activate chymotrypsinogen into chymotrypsin. Then, a fluorogenic substrate 
(commercially available Z‐Phe‐Arg‐AMC, Figure 6.2C) for both trypsin and chymotrypsin 
can  be  designed  that  only  results  in  fluorescence  after  cleavage  by  trypsin.  On  the 
contrary, cleavage of  the substrate by chymotrypsin results  in a substrate that  is not 
further converted, as trypsin is an endopeptidase and requires a protected N‐terminus 
for  recognition. Consequently,  in a  reactor,  trypsin  initially produces  fluorescence by 
cleaving the substrate, but with a delay, chymotrypsin is formed that in turn prevents 
the production of  fluorescent signal. As the fluorescent product  is washed out of the 
reactor, the fluorescence level can return to baseline values. Again, organic synthesis 
can  be  employed  to  design  multiple  substrates  that  may  result  in  better  or  worse 
adapting networks.    
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Figure 6.2 | An adaptive network. A) A schematic explanation of adaptive behaviour. Upon receiving an input 
signal, an output response is generated, but as the concentration of an intermediate product increases, the 
output  signal diminishes again even  though  the  input persists.   B) A possible network  leading  to adaptive 
behaviour, in this case an incoherent feedforward loop. Arrows indicate activation and a flat end inhibition. C) 
An incoherent feedforward loop based on cleavage of fluorogenic substrate Z‐Phe‐Arg‐AMC by either trypsin 
(Tr) or chymotrypsin (Cr). The latter is formed by Tr by activation of chymotrypsinogen (Cg). Cleavage of the 
substrate by Cr leads to the formation H‐Arg‐AMC that is not fluorescent and cannot be recognized by Tr. D) 
Competition experiment in which varying concentrations of Tr and Cr are mixed in a 10 µM Z‐Phe‐Arg‐AMC 
solution  (100  mM  Tris‐HCl,  pH  7.5,  20  mM  CaCl2,  room  temperature)  under  batch  conditions.  After  an 
incubation period of > 0.5 hour, the system has reached an equilibrium and the final fluorescence levels (on 
the z‐axis, but also indicated with the color bar) are measured.  
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  Competition  between  trypsin  and  chymotrypsin  for  the  Z‐Phe‐Arg‐AMC 
substrate was already tested (Figure 6.2D). In this case, different concentrations of the 
enzymes  are  mixed  with  10  µM  of  the  substrate  in  batch  conditions  and  the  final 
fluorescence values are plotted as a 3D‐surface. As seen in Figure 6.2D, in the presence 
of  only  trypsin,  the  substrate  is  fully  converted,  and  high  levels  of  fluorescence  are 
reached. Low concentrations of chymotrypsin are already able to reduce the final level 
of fluorescence, indicating that chymotrypsin cleavage of the substrate is much faster 
than by trypsin. Rate studies are currently being performed to obtain a better insight on 
this system, and to computationally predict any interesting experimental conditions to 
observe (perfect) adaptation.   
  Additionally, the topology can be extended by adding a chymotrypsin‐specific  
inhibitor that acts as a buffer for chymotrypsin activity. This inhibitor would allow one 
more parameter to be tuned to achieve perfect adaptation, which would be especially 
useful if chymotrypsinogen activation by trypsin would be too fast in the network. To 
this end, the inhibitors presented in Chapter 2 were also tested for their ability to inhibit 
chymotrypsin  (Figure  6.3A).  Interestingly,  we  see  that  inhibitor  6  seems  to  be  
selective towards chymotrypsin, while inhibitor 7 is selective towards trypsin. Therefore, 
we conducted two experiments with both trypsin and chymotrypsin, and either inhibitor 
6 or 7  ([Tr]0 =  [ChTr]0 =  [Inh]0 = 30 µM)  to  test  the selectivity. Selective  inhibition of 
chymotrypsin  is  achieved  in  case  of  inhibitor 6  (Figure  6.3B),  and  to  a  lesser  extent 
inhibitor  7  selectively  inhibits  trypsin  (Figure  6.3C).  Therefore,  inhibitor  6  can  be 
employed  in the adaptive network to tune the delay  in chymotrypsinogen activation. 
   
  Moving  towards  reaction‐diffusion  setups,  the  enzymatic  oscillator  from 
Chapter 3 may also result in stable Turing patterns, which would again mean that we 
could make one more step up on the ladder of complexity. As depicted in Figure 1.1C, 
the activator (i.e. trypsin) should diffuse much more slowly than the inhibitor to observe 
pattern  formation.  In  our  network,  this  requirement  is  met,  because  trypsin  has  a 
molecular weight of 23.3 kDa and its diffusion constant is much lower than that of the 
small‐molecule inhibitor. Experimentally, the enzymatic network has to be implemented 
inside  a  hydrogel,  for  example made  of  polyacrylamide,  to  ensure  reaction‐diffusion 
processes take place. Furthermore, computational studies will be necessary to predict 
the necessary concentrations and diffusion constants (that can be controlled by varying 
the  mechanical  properties  of  the  hydrogel).  Finally,  a  reversible  trypsin  indicator  is 
required to monitor the development of patterns, to which end thionine can be tested.5 
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signal, an output response is generated, but as the concentration of an intermediate product increases, the 
output  signal diminishes again even  though  the  input persists.   B) A possible network  leading  to adaptive 
behaviour, in this case an incoherent feedforward loop. Arrows indicate activation and a flat end inhibition. C) 
An incoherent feedforward loop based on cleavage of fluorogenic substrate Z‐Phe‐Arg‐AMC by either trypsin 
(Tr) or chymotrypsin (Cr). The latter is formed by Tr by activation of chymotrypsinogen (Cg). Cleavage of the 
substrate by Cr leads to the formation H‐Arg‐AMC that is not fluorescent and cannot be recognized by Tr. D) 
Competition experiment in which varying concentrations of Tr and Cr are mixed in a 10 µM Z‐Phe‐Arg‐AMC 
solution  (100  mM  Tris‐HCl,  pH  7.5,  20  mM  CaCl2,  room  temperature)  under  batch  conditions.  After  an 
incubation period of > 0.5 hour, the system has reached an equilibrium and the final fluorescence levels (on 
the z‐axis, but also indicated with the color bar) are measured.  
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enzymes  are  mixed  with  10  µM  of  the  substrate  in  batch  conditions  and  the  final 
fluorescence values are plotted as a 3D‐surface. As seen in Figure 6.2D, in the presence 
of  only  trypsin,  the  substrate  is  fully  converted,  and  high  levels  of  fluorescence  are 
reached. Low concentrations of chymotrypsin are already able to reduce the final level 
of fluorescence, indicating that chymotrypsin cleavage of the substrate is much faster 
than by trypsin. Rate studies are currently being performed to obtain a better insight on 
this system, and to computationally predict any interesting experimental conditions to 
observe (perfect) adaptation.   
  Additionally, the topology can be extended by adding a chymotrypsin‐specific  
inhibitor that acts as a buffer for chymotrypsin activity. This inhibitor would allow one 
more parameter to be tuned to achieve perfect adaptation, which would be especially 
useful if chymotrypsinogen activation by trypsin would be too fast in the network. To 
this end, the inhibitors presented in Chapter 2 were also tested for their ability to inhibit 
chymotrypsin  (Figure  6.3A).  Interestingly,  we  see  that  inhibitor  6  seems  to  be  
selective towards chymotrypsin, while inhibitor 7 is selective towards trypsin. Therefore, 
we conducted two experiments with both trypsin and chymotrypsin, and either inhibitor 
6 or 7  ([Tr]0 =  [ChTr]0 =  [Inh]0 = 30 µM)  to  test  the selectivity. Selective  inhibition of 
chymotrypsin  is  achieved  in  case  of  inhibitor 6  (Figure  6.3B),  and  to  a  lesser  extent 
inhibitor  7  selectively  inhibits  trypsin  (Figure  6.3C).  Therefore,  inhibitor  6  can  be 
employed  in the adaptive network to tune the delay  in chymotrypsinogen activation. 
   
  Moving  towards  reaction‐diffusion  setups,  the  enzymatic  oscillator  from 
Chapter 3 may also result in stable Turing patterns, which would again mean that we 
could make one more step up on the ladder of complexity. As depicted in Figure 1.1C, 
the activator (i.e. trypsin) should diffuse much more slowly than the inhibitor to observe 
pattern  formation.  In  our  network,  this  requirement  is  met,  because  trypsin  has  a 
molecular weight of 23.3 kDa and its diffusion constant is much lower than that of the 
small‐molecule inhibitor. Experimentally, the enzymatic network has to be implemented 
inside  a  hydrogel,  for  example made  of  polyacrylamide,  to  ensure  reaction‐diffusion 
processes take place. Furthermore, computational studies will be necessary to predict 
the necessary concentrations and diffusion constants (that can be controlled by varying 
the  mechanical  properties  of  the  hydrogel).  Finally,  a  reversible  trypsin  indicator  is 
required to monitor the development of patterns, to which end thionine can be tested.5 
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Figure 6.3 | Selective inhibition of trypsin or chymotrypsin by the inhibitors from Chapter 2. A)  Structures of 
inhibitors 1‐7 with their inhibition constants for trypsin (kinh,Tr) or chymotrypsin (kinh,Cr). B) and C) Selectivity 
experiments in which trypsin (30 µM), chymotrypsin (30 µM) and inhibitor 6 (in panel B, 30 µM) or inhibitor 7 
(panel C, 30 µM) are mixed at room temperature in 100 mM Tris‐HCl, pH 7.7 containing 20 mM CaCl2. Enzyme 
activities were determined with a fluorogenic (trypsin activity) or chromogenic (chymotrypsin activity) with 
aliquots from the reaction mixtures, and using substrates selectively cleaved by one enzyme.   
 
6.2.2 Design of life‐like materials   
The next step for the gels developed in Chapter 4 and 5 would be to include reaction‐
diffusion. Initial experiments may focus on a relatively simple system, in which crosslinks 
are  only  degraded  by  trypsin  and  not  rebuilt  (i.e.  only  crosslink 1  from Chapter  4  is 
present).  In  this  case,  an  experimental  setup  can be  envisioned  in which an  agarose 
stamp is loaded with trypsin, and pressed against one side of an enzyme‐responsive gel 
containing the potent soybean trypsin inhibitor (STI, setup shown in Figure 6.4). Close 
to  the  stamp,  trypsin  is  delivered  to  the  enzyme‐responsive  gel,  which  it  starts  to 
degrade,  and  the  gel  starts  to  liquefy  behind  the  trypsin  diffusion  front.  The 
characteristics of the trypsin gradient are determined by the concentrations and local 
influx  of  STI.  At  a  certain  point  in  the  gel,  the  local  influx  of  trypsin  equals  that 
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Figure 6.4 | An agarose stamp loaded with trypsin is pressed against a hydrogel containing trypsin‐responsive 
crosslink 1 from Chapter 4 and soybean trypsin inhibitor (STI) from Chapter 5. Due to the wave‐pinning effect, 
trypsin diffusion may come to a halt, leaving part of the gel intact.  
of  STI,  and  the diffusion  front  comes  to  a  complete halt.  This  phenomenon  is  called 
wave‐pinning and has been observed in non‐responsive gels as well.6 As a consequence, 
only  a  certain  part  of  the  gel  escapes  degradation  and  stays  intact.  Preliminary 
experiments indicated that these results indeed can be achieved in this system (data not 
shown).  These  experiments  also  showed  that  in  the  absence  of  STI  the  entire  gel  is 
degraded, which  can be explained by assuming  that  the  threshold  for  liquefaction  is 
reached at a significant distance behind the trypsin diffusion front. Therefore, trypsin is 
still present in the degrading gel, although part of it has liquefied. Further studies are 
required to ascertain through which mechanism the trypsin diffusion is halted.    
  Although this system is simple and contains only two proteins and one enzyme‐
degradable crosslink,  it  is already difficult  to describe  in mathematical  terms. Due  to 
local degradation of the hydrogel, the diffusion constants of the proteins change both 
in space and in time. The focus of this initial project should therefore be to gain control 
and understanding of these processes, for example by testing different inhibitors with 
varying inhibition constants and diffusion rates or by changing the hydrogel geometry. 
   
  Then, the complexity can be increased by the gradual addition of more network 
components as described in Chapter 5, including chymotrypsinogen and the crosslinks 
formed  after  enzymatic  cleavage  of  a  thioester.  Now,  the  phase  transitions  can  be 
controlled, and gel‐gel or gel‐liquid‐gel transitions can be observed. When the enzyme‐
responsive hydrogel is now placed on top of a grid, in case of a gel‐liquid‐gel transition 
a part of the gel liquefies, falls through the grid, and forms a new gel with new properties 
below. This process arguably  imitates cell division and differentation, albeit at a very 
conceptual  level.  In  contrast,  gel‐gel  transitions  in  combination  with  wave‐pinning 
effects can lead to one hydrogel with varying mechanical properties at different points 
in space. 
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activities were determined with a fluorogenic (trypsin activity) or chromogenic (chymotrypsin activity) with 
aliquots from the reaction mixtures, and using substrates selectively cleaved by one enzyme.   
 
6.2.2 Design of life‐like materials   
The next step for the gels developed in Chapter 4 and 5 would be to include reaction‐
diffusion. Initial experiments may focus on a relatively simple system, in which crosslinks 
are  only  degraded  by  trypsin  and  not  rebuilt  (i.e.  only  crosslink 1  from Chapter  4  is 
present).  In  this  case,  an  experimental  setup  can be  envisioned  in which an  agarose 
stamp is loaded with trypsin, and pressed against one side of an enzyme‐responsive gel 
containing the potent soybean trypsin inhibitor (STI, setup shown in Figure 6.4). Close 
to  the  stamp,  trypsin  is  delivered  to  the  enzyme‐responsive  gel,  which  it  starts  to 
degrade,  and  the  gel  starts  to  liquefy  behind  the  trypsin  diffusion  front.  The 
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  One  of  the  main  disadvantages  of  the  gels  in  Chapter  4  and  5  is  that  the 
crosslink chemistry is not reversible. Consequently, the hydrogels reach an equilibrium 
and cannot return to their initial state. As described in Section 1.3, there is currently an 
interest in making transient gels that need to be constantly fed with a fuel to maintain 
the  gel  state.  One  possible  way  to  do  that  with  trypsin  would  be  by  synthesizing 
polyacrylamide with copolymerized cysteine derivatives (compound 1  in Figure 6.5A), 
and a molecule containing two thioesters (compound 2 in Figure 6.5A). When 2 is added 
to a solution of 1 and trypsin, first lysine‐cysteine bonds are formed as a result of native 
chemical ligation (also known as the Kent ligation), leading to hydrogel formation. Then, 
trypsin  is  able  to  cleave  these  crosslinks,  producing  waste  product  3  and  returning 
compound  1.  Thus,  the  system  returns  to  a  liquid  state,  unless  fresh  amounts  of 
compound 2 are added.       
 
Figure  6.5  | An  enzyme‐controlled,  fuel‐driven  transient  hydrogel.  Initially,  polyacrylamide  polymers with 
copolymerized  cysteines  (compound 1)  are  in  solution  together with  trypsin.  A  “fuel” with  two  thioester 
(compound 2) forms crosslinks with the cysteines through Kent ligation, but these crosslinks are cleaved by 
trypsin, forming compound 1 and a waste product. The gel state can only persist if enough fuel is present and 
the Kent ligation occurs at a sufficiently fast rate.   
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  Because  compound  1  can  be  a  high‐molecular‐weight  polymer,  it  can  be 
separated from other reactions by a dialysis membrane. In this way, its properties can 
be  studied  in  semi‐batch  conditions  using  dialysis,  or  the  hydrogel  system  can  be 
coupled to the outflow of a reactor in which a network produces temporary changes in 
trypsin. Most interestingly, if Turing patterns can be observed with the trypsin oscillator 
as described in the previous Section, they can be coupled to this fuel‐driven gel. This 
combination of Turing patterns within a fuel‐driven gel would result in a fairly complex 
system, and could be a first synthetic example of designed morphogenesis as the locally 
high concentrations of trypsin degrade the gel.  
6.2.3 Towards understanding life 
Although steady progress is made to design and model reaction networks, we are at the 
moment  nowhere  near  understanding  life.  The  cover  of  this  thesis  underlines  this 
statement:  we  know  where  we  are  now,  we  know  that  our  destination  must  be 
somewhere out there, but we have yet to discover a clear path towards our final goal. 
At best, we  can  see a  few  steps ahead,  as described  in  the previous  Sections, but  it 
remains elusive whether we set these steps in the right direction.    
  Because  of  this  uncertainty,  I  believe  that  a  multitude  of  methods  to 
understand life is necessary, whether it is by a top‐down, bottom‐up, mathematical or 
chemical approach. In my view, a further collaboration between these fields will lead to 
a fruitful synergy necessary to tackle the problems ahead. Chemists should learn more 
about  mathematics  and  likewise,  mathematicians  need  to  know  the  boundaries  of 
chemical reactions.    
  Furthermore,  the  use  of  unambiguous  language  is  crucial  for  scientists  to 
communicate in a constructive way. Too often adjectives without clear definitions are 
used in literature and presentations, e.g. out‐of‐equilibrium, complex and of course life 
itself (ironically, these words are found throughout this thesis). The question of life is 
not only biological or chemical in nature, but also profoundly philosophical and scientists 
should collaborate with philosphers to find the right  language to communicate  ideas. 
  Finally, I would like to conclude by saying that the quest for life is only about to 
begin. As chemists, we are still trying to wrap our heads around the size of the problem. 
For many generations to come, the transition from dead molecules to a living organism 
will be a tantalizing enigma to pursue. It is intellectually very stimulating to realize that 
at the moment, we have absolutely no clue.   
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Summary 
Living cells comprise a great number of chemicals, and it is still unclear how this soup of 
molecules leads to life. What we do know, is that the chemical reactions within living 
cells  are  interconnected within  vast  reaction  networks. One  of  the  possible ways  to 
tackle the enigma of life is to design and build artificial reaction networks that can be 
well‐controlled  and  understood.  The  hypothesis  is  that  increasing  the  complexity  of 
these  networks  would  lead  to  a  better  understanding  of  how  chemicals  can  work 
together to achieve complex behaviour, and ultimately, the property of life. 
The research presented in this thesis focused on designing methods to make reaction 
networks  of  various  degrees  of  complexity.  An  important  goal  was  to  increase  our 
intuition for working with and controlling kinetics, which is pivotal when one works with 
networks. The focus of this thesis was enzymatic reaction networks, as many networks 
inside  the  cell  comprise  enzymes.  Furthermore,  the  selectivity  of  enzymes  and  the 
possibility to amend enzyme substrates through organic synthesis made them promising 
subject‐matter. 
In Chapter 1  the difficulty of  the ultimate question about how  life comes about was 
illustrated. Moreover, an overview of historic and more recent scientific efforts towards 
understanding chemical reaction networks was given.   
In Chapter 2 the first actual network is designed and assembled in both batch and open 
conditions. Here, a bistable network is described based on the autocatalytic production 
of trypsin through the activation of trypsinogen. The increase in trypsin concentration is 
antagonized  by  both  the  addition  of  a  potent  trypsin  inhibitor  and  the  continuous 
outflow of reagents when working under out‐of‐equilibrium conditions in a flow reactor. 
Multiple  trypsin  inhibitors  were  synthesized  that  yielded  a  wide  range  of  inhibition 
reaction constants. The influence of the inhibition potency on the ability of the size of 
the bistable regime was investigated both in experiments and in silico.  
A behaviour of slightly higher complexity was pursued in Chapter 3. Now, oscillations in 
trypsin  concentration  were  observed  under  out‐of‐equilibrium  condtions.  The 
oscillatory network comprised again the autocatalytic production of trypsin. In this case, 
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however, the trypsin inhibitor was produced through enzymatic activity of trypsin itself. 
Crucially, the inhibitor was masked with two amino acids, of which the first was cleaved 
off by trypsin. The second amino acid residue was recognized by an aminopeptidase. 
Thus, a certain delay was obtained before active inhibitor was released. The delay could 
be  tuned by  changing  the  concentration of  aminopeptidase,  but  also by  altering  the 
amino  acid  sequence  masking  the  inhibitor.  Again,  computational  simulations  were 
combined with kinetic studies and flow experiments to gain insight in the importance of 
kinetics on the trypsin oscillations.  
Chapters 4 and 5 shifted gear, and dealt with an enzymatic reaction network controlling 
phase  transitions  in  a  hydrogel.  Chapter  4  describes  the  design  of  a  polyacrylamide 
hydrogel that contains two orthogonal crosslinking strategies. The first, initial crosslinks 
are  degraded  by  trypsin,  which  ensures  that  the  hydrogel  turns  liquid.  The  second 
crosslinks  are  formed  after  a  thioester  coupled  to  the  polyacrylamide  backbone  is 
cleaved  by  trypsin  or  chymotrypsin,  leaving  a  thiol  that  reacts  with  a  bifunctional 
crosslinking  agent  to  form  new  crosslinks.  The  speeds  of  hydrogel  degradation  and 
formation  were  modulated  in  a  network  involving  trypsin,  chymotrypsinogen  (the 
inactive precursor of chymotrypsin), trypsinogen, and a strong trypsin inhibitor. Chapter 
5 showed that a variety of hydrogel  responses was achieved depending on the  input 
concentration  of  tryspin.  Again,  the  experimental  results  were  supported  by  kinetic 
studies and a computational model. 
Chapter  6  presented  the  conclusions  of  this  thesis  and  described  some  preliminary 
results of projects that continued the line of research. 
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Samenvatting 
Wanneer we inzoomen op een levend organisme, zullen we altijd zien dat deze uit één 
of meerdere cellen bestaat. De cel wordt over het algemeen beschouwd als de kleinste 
eenheid die leeft. In de afgelopen decennia hebben biologen al veel opgehelderd over 
hoe de cel in elkaar zit. Zo zit er om de cel een membraan, waarover kleine moleculen 
getransporteerd kunnen worden. Daarnaast is natuurlijk het erfelijk materiaal, het DNA, 
aanwezig  in  de  cel.  Vaak  bevatten  cellen  ook  energiefabriekjes  (mitochondriën)  en 
speciale plekken waar eiwitten worden gemaakt.  
Vanuit chemisch oogpunt is het belangrijk om te beseffen dat alles in een cel bestaat uit 
moleculen. Het membraan bestaat bijvoorbeeld voor een groot deel uit vetmoleculen. 
Ook  eiwitten  zijn  in  wezen  vrij  grote  moleculen  die  voor  allerhande  zaken  kunnen 
worden gebruikt. In totaal zijn er duizenden en duizenden moleculen in de cel, waarvan 
we van de meeste stoffen ook hun functie weten. 
De  grote  vraag  die  chemici  zich  al  heel  lang  stellen  is  hoe  een  verzameling  dode 
moleculen  kan  leiden  tot  een  levende  cel.  Immers,  als  wij  op  het  lab  een  aantal 
chemicaliën bij elkaar gooien, komt er in de verste verte geen levende cel tevoorschijn 
(meestal is het resultaat een plakkerige brij met een onaangename geur).  
Vooralsnog  is de hypothese dat de moleculen  in een cel samenwerken en dat de cel 
daaraan  de  eigenschap  van  het  leven  te  danken  heeft.  De moleculen  in  een  cel  zijn 
namelijk georganiseerd in gigantische reactienetwerken, waarin de activiteit van het ene 
molecuul dat van een ander molecuul kan beïnvloeden. In principe zijn deze netwerken 
te  vergelijken  met  auto’s  op  een  snelweg  of  bijvoorbeeld  een  sociaal  netwerk  op 
internet. Als de auto voor jou remt op de weg, moet je zelf ook afremmen, waardoor er 
een kettingreactie ontstaat. Op eenzelfde manier zijn de moleculen in een cel met elkaar 
verbonden. 
De  gangbare  gedachte  in  de  (chemische) wetenschap  is  nu  dat we  deze  ontzettend 
ingewikkelde  reactienetwerken  moeten  begrijpen  om  te  verklaren  hoe  leven  kan 
ontstaan  uit  dode  moleculen.  Er  zijn  verschillende  manieren  om  deze  keiharde 
kokosnoot  te  kraken.  Één  van die manieren  is  beschreven  in  dit  proefschrift, waarin 
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relatief eenvoudige reactienetwerken zijn gemaakt en bestudeerd in het lab. Hierbij is 
de achterliggende gedachte dat als we deze “simpele” reactienetwerken begrijpen, we 
het onszelf steeds moeilijker kunnen maken en uiteindelijk de complexiteit van de cel 
bereiken. Deze “simpele” reactienetwerken resulteren nog niet  in  leven, maar wel  in 
eigenschappen die  levende  systemen ook hebben,  zoals  geheugen en variaties  in de 
concentratie van bepaalde stoffen in de tijd.  
In Hoofdstuk 1 van dit proefschrift wordt uitgelegd waarom de vraag hoe leven ontstaat 
uit dode moleculen zo moeilijk te beantwoorden is. Niet alleen zijn de interacties tussen 
de  moleculen  belangrijk,  maar  ook  hoe  snel  de  moleculen  reageren  (en  zich 
verplaatsen). Bovendien  is het  noodzakelijk  dat  het  (levende)  systeem niet  naar  een 
chemisch  evenwicht  (lees:  de  dood)  gaat.  Het  is  juist  belangrijk  dat  het  buiten  het 
evenwicht wordt gehouden, bijvoorbeeld door stoffen uit te wisselen met de omgeving 
zoals een cel ook doet over zijn membraan. Hoofdstuk 1 geeft ook een overzicht van de 
recente pogingen van wetenschappers om zelf reactienetwerken te maken. Daarnaast 
komt het maken van materialen met levensachtige eigenschappen aan bod. 
In Hoofdstuk  2  wordt  een  eerste  reactienetwerk  besproken.  In  dit  hele  eenvoudige 
netwerk zet het actieve eiwit trypsine zijn inactieve broertje trypsinogeen om naar nog 
meer trypsine. De toename in trypsineconcentratie wordt tegengewerkt door een stof 
toe te voegen die bindt aan trypsine en daardoor diens activiteit remt. Het netwerk is 
bijeengebracht  in  een  kleine  reactor,  waar  constant  startmateriaal  instroomt  en 
reactieproducten  uitstromen.  Op  die  manier  wordt  het  systeem  buiten  evenwicht 
gehouden. Het bijzondere van dit netwerk is dat het een geheugen heeft. Het maakt uit 
of je bij een hoge trypsineconcentratie begint of juist bij een lage, zelfs als alle andere 
factoren  gelijk  blijven.  We  laten  zien  dat  we  het  gebied  waarin  we  dit  geheugen 
waarnemen kunnen vergroten als we een stof toevoegen die trypsine sterker remt. 
Hoofdstuk  3  gaat  alweer  een  stapje  verder.  In  dit  netwerk  is  de  productie  van  de 
remmende stof van trypsine gekoppeld aan de activiteit van trypsine zelf. Wanneer dit 
nieuwe netwerk onder de juiste condities wordt samengebracht in een reactor, ontstaan 
er variaties in de trypsineconcentratie over de tijd. Eerst wordt namelijk veel trypsine 
gemaakt uit trypsinogeen, maar met een bepaalde vertraging wordt ook de remmende 
stof van trypsine geproduceerd en neemt de concentratie trypsine weer af. Omdat in 
een reactor alles wordt weggespoeld, kan het proces zich na een bepaalde tijd herhalen 
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als de concentratie van de remmende stof weer is afgenomen. Opnieuw laten we zien 
dat  de  snelheid  waarmee  de  moleculen  met  elkaar  reageren  invloed  heeft  op  het 
uiteindelijke gedrag dat we zien in de reactor. Deze snelheden kunnen we aanpassen 
door  de moleculaire  structuur  van  de  gebruikte  stoffen  op  de  gewenste  plaatsen  te 
veranderen.  Een  belangrijk  onderdeel  van  Hoofdstuk  3  is  het  ontwikkelen  van  een 
methode waarmee we zelf reactienetwerken kunnen maken. Deze methode behelst het 
maken van de geschikte moleculen, het meten van hoe snel deze moleculen met elkaar 
reageren  en  het  bouwen  van  computermodellen  die  tot  op  zekere  hoogte  kunnen 
voorspellen  onder  welke  experimentele  condities  we  interessant  gedrag  kunnen 
verwachten. 
In Hoofdstuk 4 en 5 wordt de  focus verlegd naar  reactienetwerken  in materialen.  In 
principe  zijn  onze  organen,  ledematen  en  overige  lichaamsdelen  ook materialen  die 
door reactienetwerken worden bestuurd. Hoofdstuk 4 beschrijft het ontwerp van een 
gel  die  uit  elkaar  valt  en  een  vloeistof  wordt  wanneer  het  eiwit  trypsine  wordt 
toegevoegd. Het bijzondere van deze vloeistof is dat hij na een bepaalde tijd weer een 
nieuwe gel kan vormen. Het is dus mogelijk om te beginnen met een gel in een bepaalde 
vorm, die uiteen te laten vallen tot een vloeistof die elke willekeurige nieuwe vorm kan 
aannemen en daarna weer een gel wordt. Verder hoeft de nieuwe gel niet dezelfde 
eigenschappen (zoals stijfheid) te hebben als de initiële gel. In Hoofdstuk 5 ontwerpen 
we  een  reactienetwerk  dat  deze  gel‐vloeistof‐gel‐overgangen  kan  controleren. 
Afhankelijk van hoeveel trypsine wordt toegevoegd aan de gel, is het mogelijk om een 
gel‐vloeistof‐gel‐overgang  te  zien,  of  een  gel‐gel‐overgang  wanneer  de  tweede  gel 
sneller  wordt  gemaakt  dan  de  initiële  gel  wordt  afgebroken.  Als  er  niet  voldoende 
trypsine wordt toegevoegd, is helemaal geen overgang waarneembaar.  
In Hoofdstuk 6 worden eerste resultaten van verder onderzoek getoond, bijvoorbeeld 
ontwerpen  van  nieuwe  reactienetwerken  met  andere  eigenschappen  dan  die  in  de 
voorgaande hoofdstukken werden bestudeerd. Er wordt ook een uitleg gegeven over de 
tekening op de omslag van dit proefschrift. In het beantwoorden van de vraag hoe leven 
ontstaat uit dode moleculen weten we waar we nu staan (“U bevindt zich hier”) en waar 
we naartoe willen (in het geval van de stripfiguren naar huis). Desalniettemin is het nog 
onduidelijk welke route we moeten nemen om ons einddoel te bereiken. Dit proefschrift 
is  dus  op  zijn  best  een  eerste  aanzet  tot  verder  onderzoek  en  een  voorzichtige 
verkenning van de schier eindeloze sneeuwvlakte waarop we ons nog steeds bevinden. 
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Een rups ondervond 
van zijn poten wat hinder 
en ontpopte zich terstond 
als een mooie vlinder 
Eerst waggelde hij wat rond 
Kijk! Hij vliegt nu ginder! 
To a caterpillar's belief, 
he had some legs to spare 
and quickly found relief 
as he laid new wings bare 
First, he waggled on a leaf 
Look! Now he's flying over there! 
 
Wilhelminasingel 3, Nijmegen  
28 december 2017 
Bovenste beste lezer,    
 
Nou, het zit erop na vier jaar. Het doen van een promotie kan ik het beste vergelijken 
met het wandelen van de Vierdaagse. De eerste dag ga je met goede moed van start, 
het avontuur tegemoet. Eenmaal thuis ga je je toch afvragen waar je aan bent begonnen. 
Je moet nog ver en je voeten zijn al behoorlijk beurs. De tweede dag is niet veel beter, 
maar bij binnenkomst zit je al op de helft van je beproeving. Dag drie is het zwaarst. Alles 
doet zeer en zelfs opgeven schiet met enige regelmaat door je hoofd. Desalniettemin 
strompel  je stilletjes stervend voort, omdat  je weet dat als  je de derde dag haalt, de 
vierde en  laatste ook gaat  lukken. Eenmaal bij de  finish op de  laatste dag vraag  je  je 
vooral af waarom je hier ook alweer aan begonnen was en overheerst de opluchting dat 
het  voorbij  is. Pas  later  volgt de  trots  en denk  je weemoedig  terug aan de  leerzame 
ervaring die achter je ligt.  
De vergelijking gaat nog verder. Waar je bij een wandelmars door toeschouwers, familie 
en vrienden op de been gehouden wordt, is er bij een promotie ook een heel legertje 
aan mensen dat je erdoorheen sleept. Vandaar dat een bedankje op zijn plaats is. 
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vriendelijkste en meest geduldige student die ik heb gehad. 
Hugo,  je  hebt  erg  veel  experimenten  zelf  opgezet  en  de 
theorie erachter geprobeerd  te doorgronden.  Je was ook 
altijd enthousiast en kon gelukkig mijn flauwe grapjes erg 
goed verdragen, maar liever deelde je een grapje met Hui, 
wat mij dan ook weer plezierde. Heel veel succes met alles wat je nog gaat doen!  
Dana te Brinke was de laatste masterstudent die ik mocht begeleiden. Dana, zoals bij 
zovelen is vooral de persoonlijke ontwikkeling die je doormaakt op een lab van belang 
geweest. Daarnaast was je natuurlijk ook een uitzonderlijk begaafde student, die zelfs 
op een artikel terecht is gekomen. Ik vond het ook erg leuk om samen met jou paranimf 
te zijn bij de promotie van je zus Esra.  
In de slotmaanden van mijn promotie was er nog het zooitje ongeregeld Sjoerd Engels, 
Marijn Hollander, Bas van der Meer en Remco Mensinck. Ondanks de bij tijd en wijle 
onvermijdelijke licht chaotische begeleiding hebben jullie allemaal een goede bijdrage 
kunnen  leveren  aan  het  onderzoek  in  de  groep.  Bovendien  waren  jullie  allemaal 
gezellige, toffe gozers. Uiteraard is daarbij de ironie mij niet ontgaan van een Sjoerd en 
Marijn die het goed konden vinden met elkaar. Tot slot hoop ik dat de helft van jullie 
uiteindelijk ooit nog een eindverslag gaat inleveren. 
Dan komen we nu bij de twee paranimfen die gelukkig de zware taak hebben aanvaard 
om een paar keer heen en weer te lopen en te gaan staan dan wel te gaan zitten. 
Ruben  Tent,  a.k.a.  Rubendepuben,  Tentmeister, 
Spierbundel  extraordinair,  etc.,  bedankt  voor  onze 
zeer hechte vriendschap de afgelopen jaren. Of  ik  in 
de  spreekwoordelijke put  zat,  of  gewoon een  klere‐
eind  wilde  gaan  lopen,  of  een  aantal  flessen  wijn 
soldaat  moest  maken,  ik  kon  en  kan  altijd  bij  jou 
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Albert, ook jouw tomeloze energie en motivatie hebben de basis gelegd voor projecten 
waarbij ik kon helpen of verder op kon bouwen. Soms botste mijn idealisme met jouw 
pragmatisme, maar ik geloof dat we elkaar in ieder geval scherp hebben gehouden. Je 
was ook altijd bereid om de begeleiding van mijn studenten even (of soms zelfs enkele 
weken) over te nemen, waarvoor dank. Heel veel succes tijdens je avontuur in Amerika 
met Sanne en Noa.  
Britta  Helwig  and  Lía  Fernández  Regueiro  are 
especially thanked by Douwe Egberts for all the 
nice chats they had with me. Britta, als er iemand 
voor gezelligheid zorgt  in de Huck‐groep ben  jij 
het  wel.  Je  konijnenstoof  gevolgd  door  een 
karaoke  was  altijd  weer  een  hoogtepuntje 
(tenminste,  als  ik  binnen  word  gelaten).  Je 
adviezen en luisterend oor hebben me door het 
laatste  jaar  geloodst, waarvoor dank.  Ik wens  je  succes bij  je eigen promotie  en het 
kopen van fatsoenlijke pyjama’s. De laatste zin van Hoofdstuk 6 is speciaal voor jou een 
referentie aan mijn verhalen die altijd eindigen zonder clou. Lía, for you of course the 
same words  (you may  see  this  as  an  extra  incentive  to  learn Dutch).  I  enjoyed  your 
optimism  and  perseverance  in  the  lab,  and  the  nice  board  games  evenings  in  the 
corridor. All the best of luck during your own PhD! 
Furthermore, I would like to thank Casper Gerritsen, Min Bao, Martijn van der Made, 
Joost Groen, Rik van Roekel, and Tom de Greef for nice collaborations. 
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grillen aandurfde was Qin Ong. Qin, je had 
waarschijnlijk al gemerkt dat ik tijdens jouw 
project ook niet helemaal wist waar ik mee 
bezig was. Gelukkig heb ik je niet weggejaagd van wetenschappelijk onderzoek en ben 
je  nu  aan  je  eigen  promotie  begonnen  (waarmee  veel  succes!).  Vooral  de 
schreeuwsessie met Ilya om je presentatievaardigheden te verbeteren zal me nog lang 
heugen.  
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kunnen  leveren  aan  het  onderzoek  in  de  groep.  Bovendien  waren  jullie  allemaal 
gezellige, toffe gozers. Uiteraard is daarbij de ironie mij niet ontgaan van een Sjoerd en 
Marijn die het goed konden vinden met elkaar. Tot slot hoop ik dat de helft van jullie 
uiteindelijk ooit nog een eindverslag gaat inleveren. 
Dan komen we nu bij de twee paranimfen die gelukkig de zware taak hebben aanvaard 
om een paar keer heen en weer te lopen en te gaan staan dan wel te gaan zitten. 
Ruben  Tent,  a.k.a.  Rubendepuben,  Tentmeister, 
Spierbundel  extraordinair,  etc.,  bedankt  voor  onze 
zeer hechte vriendschap de afgelopen jaren. Of  ik  in 
de  spreekwoordelijke put  zat,  of  gewoon een  klere‐
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terecht. Het is dan ook een eer en een waar genoegen om jou als oud‐voorzitter van een 
onbekende studentenorganisatie naast mij te hebben staan tijdens mijn verdediging. En 
dat allemaal ondanks je reeds lang gesublimeerde haardos (“Met het rijpen der jaren / 
rijpen wellicht ook de haren”).  
Mijn  andere  paranimf  en  wetenschappelijke  mama  Marlies  Nijemeisland  wil  ik 
bedanken  voor haar  vrolijke nuchterheid 
en  gezellige  koffiepauzes,  vaak  ook  met 
Loai.  Zoals  vaker  gezegd  heb  jij  mijn 
volledige  transformatie meegemaakt  van 
een  stuntelige  masterstudent  tot  een 
stuntelige promovendus. Je was ook altijd 
in voor een gezellige borrelavond, al dan 
niet met een Geile Gerda. Ik hoop dat we 
die  kersttraditie  na  vandaag  ook  kunnen 
voortzetten.  
The Huck group  is a mix of nationalities and people with a wide range of talents and 
tastes.  Some  like  pineapple  (I  do),  others  fight  a  personal  vendetta  against  it.  This 
melting pot shows that we can learn a lot from each other’s culture, but also from each 
other’s different scientific backgrounds. In addition to the people already mentioned, I 
would like to thank Aigars Piruska (hoe gaat het?), Julian Thiele (Simpsons encyclopedia 
and  the  coolest  firefighter),  (de  best wel 
lange) Evan Spruijt, Yujie Ma (it was nice to 
talk  to  you  in  a  different  setting  last 
CHAINS),  Venkat  Chokkalingam,  Sonia 
Mellouli  (c’était  un  honneur  d’être  ton 
paranimf!),  Dayong  Yang,  Kate  Sokolova, 
Maike  Hansen,  David  Foschepoth  (was 
muss  ich  dir  sagen,  Alte?  Du  bist  super 
toll!),  Joost  Groen  (oké  ik  ga  niet  meer 
voorstellen  om  naar  De  Fuik  te  gaan), 
Stéphanie  Bruekers  (respect  voor  je 
doorzettings‐  en  hardloopvermogen!), 
Nannan Deng, Esra te Brinke (bedankt dat 
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ik  je  paranimf mocht  zijn!),  Agata  Rakszewska  (hope  I  got  your  name  right),  Florian 
Wimmers, Min Bao, Maaruthy Yelleswarapu (you should wear a tuxedo every day), Jing 
Xie, Lifei Zheng, Hui Zhao, Francesca Rivello, Aleksandr Pogodaev (take a chance on me), 
Mahesh  Vibhute,  Lena  Daines,  Karina  Nakashima  (look  at  the  ceiling!  There’s  a 
snowman!),  Erik  van Buijtenen, Peter Korevaar, Anne Nguindjel, and all  the  students 
who have been part of the group over the years. 
This  jochie  wants  to  especially  thank  Emilien  Dubuc  for  all  the  nice  parties  at  the 
Loostraat which definitely broadened my view on the  world, great cooking, and a very 
nice holiday in Bordeaux. I hope you can 
stay as cool as you are now until you are 
old, and become a second Armand (who 
you met at a festival and whom you  let 
me talk to over the phone now I think of 
it). However,  I wish even more strongly 
that you keep my mother’s nickname for 
me secret... 
Gelukkig weet de Huck‐groep zich ondersteund door een vrolijke club van mensen die 
altijd behulpzaam en vriendelijk zijn. Hier wil ik vooral Desiree van der Wey, Peter van 
Dijk en Theo Peters bedanken voor hun hulp en gezelligheid. 
Ook bij de andere groepen binnen Organische Chemie zijn toffe vogels te vinden. Met 
name  oud‐studiegenoten  Lise  Schoonen,  Lianne  Lelieveldt  en  mooie  man  Bastiaan 
“Batsiebuddy” Buddinghapostrof wil ik hartelijk danken voor gezellige onderonsjes bij 
de  koffieautomaat  en  op  congressen.  Heel  veel  succes  met  het  afronden  van  jullie 
promotietrajecten! Uiteraard ook bedankt aan de andere  leden van de verschillende 
groepen die ik niet allemaal individueel bij naam kan noemen voor de gezellige sfeer.  
Een speciaal plekje in dit rijtje is voor Loai Abdelmohsen. Loai, we begonnen samen als 
masterstudenten bij Jan en ik weet nog goed hoe vrolijk je werd toen je voor de eerste 
keer  sneeuwvlokjes  zag  dwarrelen.  Inmiddels  ben  jij  Jans  assistent  professor,  ben  je 
Nederlander geworden en heb je je gezin samen met Janneke uitgebreid. Wat kan de 
tijd hard gaan. Ik hoop dat we ondanks onze drukke agenda’s de gezellige drinkavondjes 
en barbecues kunnen blijven inplannen.  
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Mijn  andere  paranimf  en  wetenschappelijke  mama  Marlies  Nijemeisland  wil  ik
bedanken  voor haar  vrolijke nuchterheid
en  gezellige  koffiepauzes,  vaak  ook  met 
Loai.  Zoals  vaker  gezegd  heb  jij  mijn 
volledige  transformatie meegemaakt  van 
een stuntelige masterstudent tot een
stuntelige promovendus. Je was ook altijd
in voor een gezellige borrelavond, al dan 
niet met een Geile Gerda. Ik hoop dat we
die  kersttraditie na  vandaag  ook  kunnen
voortzetten.  
The Huck group  is a mix of nationalities and people with a wide range of talents and 
tastes.  Some  like  pineapple  (I  do),  others  fight  a personal  vendetta against  it. This
melting pot shows that we can learn a lot from each other’s culture, but also from each 
other’s different scientific backgrounds. In addition to the people already mentioned, I
would like to thank Aigars Piruska (hoe gaat het?), Julian Thiele (Simpsons encyclopedia
and  the  coolest  firefighter),  (de best wel
lange) Evan Spruijt, Yujie Ma (it was nice to 
talk  to  you in a  different setting last
CHAINS),  Venkat  Chokkalingam,  Sonia 
Mellouli  (c’était  un  honneur  d’être ton
paranimf!),  Dayong Yang,  Kate  Sokolova,
Maike  Hansen,  David  Foschepoth (was 
muss  ich  dir sagen,  Alte?  Du  bist  super
toll!),  Joost Groen  (oké ik ga  niet meer 
voorstellen  om  naar  De  Fuik  te  gaan), 
Stéphanie  Bruekers  (respect  voor  je
doorzettings‐ en  hardloopvermogen!), 
Nannan Deng, Esra te Brinke (bedankt dat
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On  a  different  note,  I  would  also  like  to  thank  the  members  of  the  manuscript 
committee, professors Floris Rutjes, Rint Sijbesma, and Andreas Walther, for taking the 
time to read my thesis.  
Moreover,  I would  like to thank professors Jan van Hest and Sophie Jackson for their 
positive influence on me as a scientist and a person during my master internships. Your 
ways of conduct and personal advice really helped me during my PhD. Paul Kouwer wil 
ik  ook  bedanken  voor  de  belangstelling  voor  de  gelprojecten,  de  hulp  aan  Hugo 
Veldhuizen en de vrolijke tentamennakijksessies met de andere werkcollegeassistenten 
en Tom Bloemberg. 
Tijdens mijn promotie was ik in de gelukkige gelegenheid om ook propedeusestudenten 
van het Honoursprogramma te begeleiden en te doceren. Heleen Loof en Ester Scherps 
van  de  Radboud  Honours  Academy  wil  ik  dan  ook  bedanken  voor  de  kans  dit 
interessante werk te mogen doen.  
Nu  zijn we  aan  het  einde  gekomen  van  alle  professionele  hulp  en  komen we  bij  de 
vrienden en familie die van een niet te onderschatten waarde voor me zijn geweest. 
Ik heb altijd opgekeken tegen Loek Eggermont, die vroeger jonger was dan ik nu ben. Je 
blije deunen, relaxte nuchterheid en onze gezamenlijke voorliefde voor snoekbaars zijn 
altijd fijne bakens in de woelige wateren van een promotie. Ik zag je trouwens laatst bij 
de Albert Heijn en dacht wat de prijs van pindakaas zou zijn. Je vrouwelijke evenknie 
Colet  te Grotenhuis wil  ik  uiteraard ook  in  deze  felicitaties  betrekken. Ondanks mijn 
onbewuste sabotagepogingen in Cambridge zijn jullie een mooi stel bij wie ik graag over 
de vloer kom. Ik hoop dat jullie een mooie toekomst in Amerika tegemoet gaan! 
Mijn  (oud‐)huisgenoten  op  de  Wilhelminasingel  wil  ik  bedanken  voor  gezellige 
dineravondjes en het algemene gebrek aan geluidsoverlast. In het bijzonder bedank ik 
mijn buurman Noël Meijers voor de goede zorgen tijdens de Vierdaagse, luisterend oor, 
colleges over films en muziek en wanneer nodig zijn zielenspiegel. 
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Dan wil  ik nog van de gelegenheid gebruikmaken om mijn 
toekomstige vriendin te bedanken voor alle liefde en steun. 
Ondanks je drukke tourschema weet je toch altijd tijd voor 
me te maken, ook al vind ik je muziek eigenlijk niet al te best. 
Liever luister ik naar Walter en de Kwalters. Desalniettemin 
denk  ik  dat  we  twee  ongelooflijk  leuke  maanden  samen 
zullen hebben, waarna je hopelijk weer inspiratie hebt voor 
nieuwe liedjes.  
Tot slot wil ik mijn lieve familie bedanken. Het is niet voor niets dat dit proefschrift aan 
jullie is opgedragen. Ondanks dat we niet allemaal dezelfde interesses hebben, kan ik 
altijd terecht bij jullie met vrolijke en verdrietige verhalen.  
Jelle,  in  veel  opzichten  ben  jij  mijn  grote 
broer.  We  delen  dezelfde  flauwe  humor, 
liefde  voor  geschiedenis  en  soms  dezelfde 
obscure  referenties naar oude  jeugdseries. 
Verder zijn we totaal verschillend, maar dat 
weerhoudt ons er niet van om gezellig films 
te  kijken  en  een  biertje  te  drinken  of  een 
mooie  wandeling  in  het  bos  te  maken.  Ik 
hoop  dat  ik  op  een  dag  weet  waarom 
Volkswagen beter is dan Peugeot.   
Lobke,  onze  reisjes  naar  Engeland  zijn  altijd  toppertjes,  zelfs  als  we  alleen  even 
rondlopen of onderweg naar Birmingham langs het dorpje rijden waar Harry Styles  is 
geboren. Inmiddels weet ik ook al aardig wat van make‐up en de verschillende smaken 
koffie  bij  Starbucks,  waarvoor  mijn  onmetelijke  dank.  Ik  kijk  uit  naar  ons  komende 
nieuwjaarsfeest in Londen! 
Mijn  jongste  zusje  Froukje  heeft  een  speciaal  plekje  in mijn  hart.  Je  likt  graag mijn 
gezicht,  maar  verder  vind  ik  je  aangenaam  gezelschap.  Je  hebt  twee  goede 
luisterflaporen  en  een  bijzonder  scherpe  neus.  Ik  hoop  dat  je  nog  lang  mijn 
speelkameraadje blijft, zelfs als we allebei wat ouder worden. 
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UITNODIGING
Op woensdag 14 maart 2018
om 10.30 uur precies zal 
ik mijn proefschrift getiteld:
Rational design of 
enzymatic reaction 
networks
in het openbaar verdedigen
in de aula van de 
Radboud Universiteit,
Comeniuslaan 2, Nijmegen.
Met genoegen nodig ik 
u uit om deze 
promotieplechtigheid
en aansluitende receptie 
bij te wonen.
Daarnaast bent u die 
dag vanaf 20.30 uur 
van harte welkom voor 
een promotiefeest bij 
Café Faber, 
Van Broeckhuysenstraat 
12-14, Nijmegen. 
Gelieve de zijingang van Café 
Faber te gebruiken.
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