The perirhinal area is a rostrocaudally oriented strip of cortex in which lesions produce memory and perceptual impairments. It receives topographically organized transverse projections from associative neocortical areas and is endowed with intrinsic longitudinal connections that could distribute neocortical inputs in the rostrocaudal axis. In search of distinguishing network properties that might support perirhinal involvement in memory, we have performed whole-cell recordings in horizontal perirhinal slices with preserved transverse neocortical links and intrinsic longitudinal connections. Neocortical stimulation sites in rostrocaudal register with regular spiking perirhinal neurons elicited a sequence of excitatory and inhibitory synaptic potentials. In contrast, apparently pure excitatory responses were observed when the stimulating and recording sites were separated by Ն1 mm in the rostrocaudal axis. This suggested that adjacent and distant neocortical stimuli influence regular spiking perirhinal neurons by pathways that respectively form and do not form synapses with inhibitory interneurons. In keeping with this, presumed interneurons did not respond to distant neocortical stimuli. These results suggest that neocortical inputs recruit perirhinal inhibitory interneurons located at the same transverse level, limiting the depolarization of principal perirhinal cells. In contrast, distant neocortical inputs only evoke excitation because longitudinal perirhinal pathways do not engage inhibitory interneurons. This leads us to suggest that the perirhinal network is biased to favor Hebbian-like associative interactions between coincident and spatially distributed inputs.
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In the fundus and lateral bank of the rhinal fissure are cortical areas collectively known as the perirhinal cortex. These areas are believed to play a critical role in high-order perceptual and mnemonic functions, because perirhinal lesions interfere with recognition and associative memory in various sensory modalities (Zola-Morgan et al., 1989 , 1993 Bunsey and Eichenbaum, 1993; Meunier et al., 1993 Meunier et al., , 1996 Suzuki et al., 1993; Eacott et al., 1994; Mumby and Pinel, 1994; Higuchi and Miyashita, 1996; Herzog and Otto, 1997; Buckley and Gaffan, 1998) . Moreover, perirhinal neurons exhibit various types of memory-related activity such as familiarity or novelty effects and stimulus-selective delay firing in delayed matching-to-sample tasks (for review, see Suzuki, 1996) .
In keeping with this, the perirhinal cortex occupies a strategic position among temporal lobe structures involved in declarative memory (for review, see . Indeed, in all species studied so far, it was found that the perirhinal cortex relays most neocortical sensory inputs to the entorhinohippocampal system and represents the main return path for hippocampo-entorhinal efferents to the neocortex (Jones and Powell, 1970; Van Hoesen and Pandya, 1975; Deacon et al., 1983; Room and Groenewegen, 1986; Insausti et al., 1987; Suzuki and Amaral, 1994a,b; Burwell and Amaral, 1998a,b; Shi and Cassell, 1999) .
Most neocortical afferents to the perirhinal cortex originate from association cortical areas, particularly from those bordering the perirhinal cortex laterally (Deacon et al., 1983; Room and Groenewegen, 1986) . Moreover, neocortical projections are organized topographically, with rostral cortical areas concentrating on rostral perirhinal levels and posterior ones focusing on more caudal parts of the perirhinal cortex (Deacon et al., 1983; Room and Groenewegen, 1986) . Superimposed on these topographically organized transverse neocortical projections is an intrinsic system of longitudinal connections that spans the entire rostrocaudal extent of the perirhinal cortex .
In light of the deficits produced by perirhinal lesions, an attractive possibility is that intrinsic perirhinal axons relate coincident neocortical activation patterns targeting different rostrocaudal levels of the perirhinal cortex. Indeed, the associative potential of such network interactions might be critical for the involvement of the perirhinal cortex and related areas in memory (Eichenbaum, 1993 (Eichenbaum, , 1997 . However, the physiological organization of the perirhinal network has received little attention so far.
Thus, we have developed a method for obtaining horizontal slices of the perirhinal cortex that preserve its transverse links with the neocortex and its intrinsic connections. Using whole-cell recordings as well as chemical and electrical stimulation, we have analyzed the propagation of neocortical influences in the perirhinal cortex. Our results suggest that the effects of neocortical inputs on perirhinal neurons depend on whether neocortical afferents and recipient perirhinal cells are in transverse register or not, because of differential interactions with inhibitory interneurons.
MATERIALS AND METHODS
Preparation of perirhinal slices. Coronal or horizontal slices of the perirhinal cortex were obtained from Hartley guinea pigs (250 -300 gm). This species was chosen because the position and orientation of the rhinal sulcus makes it possible to obtain horizontal perirhinal sections. Indeed, the rhinal sulcus of the guinea pig exhibits no curvature over a large portion of its rostrocaudal extent.
In agreement with the guidelines of the C anadian council on animal care, the animals were deeply anesthetized with sodium pentobarbital (40 mg / kg, i.p.) plus ketamine (100 mg / kg, i.p.) and then decapitated. The brain was removed rapidly and placed in a cold (4°C) oxygenated solution containing (in mM): 126 NaC l, 2.5 KC l, 1.25 NaH 2 PO 4 , 1 MgC l 2 , 2 CaCl 2 , 26 NaHC O 3 , and 10 glucose. A block containing the perirhinal cortex was prepared, and sections (400 m) were obtained using a vibrating microtome. The slices were stored for 1 hr in an oxygenated chamber at room temperature. One slice was then transferred to a recording chamber (submerged type) and perf used with an oxygenated physiological solution at a rate of 2 ml /min. The temperature of the chamber was gradually increased to 32°C before the recordings began.
Horizontal sections of the perirhinal cortex were obtained in the following manner. After the two hemispheres were separated, a rostrocaudal cut parallel to the rhinal sulcus was performed as shown in Figure  1 A1 (dashed line). Then, the dorsal aspect of the brain was glued to the stage of the vibrating microtome with its ventral aspect upward ( Fig.  1 A2) , as shown from profile in Figure 1 A3. The vibrating blade thus approached the brain laterally ( Fig. 1 A2, arrows) , resulting in 400 m horizontal slices including the neocortex laterally ( Fig. 1 B, C) and the amygdala rostrally (Fig. 1C) . Each hemisphere yielded only one horizontal section of the perirhinal cortex.
Data recording and anal ysis. Under visual guidance using differential interference contrast and infrared video microscopy (IR-DIC), currentclamp recordings were obtained with borosilicate pipettes filled with a solution containing (in mM): 130 K-gluconate, 10 H EPES, 10 KC l, 2 MgC l 2 , 2 ATP-Mg, and 0.2 GTP-Tris. In some experiments, Neurobiotin (0.5%) was added to the intracellular solution for morphological identification of the cells (see below). pH was adjusted to 7.2 with KOH, and osmolarity was adjusted to 280 -290 mOsm. The liquid junction potential was measured (10 mV), and the membrane potential (V m ) was corrected accordingly after the experiments. All V m values reported in the text were corrected for the junction potential. The pipettes had resistances of 4 -7 M⍀ when filled with the above solution. Recordings with series resistance Ͼ15 M⍀ were discarded.
The electroresponsive properties of perirhinal neurons were investigated by applying 0.2-5 sec current pulses from rest and one or more prepulse potentials, as determined by steady current injection. The amplitude of current pulses was varied in fixed increments of 10 pA.
Neocortical stimulation. An array of 28 tungsten electrodes (tip diameter, 25 m; intertip spacing, 160 m) was positioned in the deep layers of the adjacent temporal neocortical field, as shown in Figure 1C (dots). Bipolar electrical stimuli consisted of 100 sec current pulses (0.1-1.2 mA; 0.1 Hz) passed through neighboring electrodes. These synaptic responses were elicited from a V m of approximately Ϫ65 mV as determined by intracellular current injection. When we studied synaptic responses elicited by electrical stimulation of the neocortex, the stimulation intensity at the neocortical site closest to the recorded cell was increased gradually in steps of 50 A until a response was evoked. Then, all the stimulation sites were scanned sequentially at the threshold intensity (usually between 0.15 and 0.3 mA) and at two or more higher stimulation intensities. Four stimuli were applied at each site and stimulus strengths and averaged independently. A site was considered responsive only if, at a particular stimulus intensity, at least three of the four stimuli elicited a response at a constant latency. Synaptic events with amplitudes Յ0.5 mV were ignored.
L ocal injections of glutamate were performed in the neocortex by applying air pressure pulses (6 -50 msec) to micropipettes (inner diameter of the tip: ϳ0.8 m) containing 0.5 mM glutamate (dissolved in the extracellular solution). The slices were oriented so that the ejected glutamate would diff use away from the recorded cell, carried by the flow of the extracellular solution toward the chamber outlet. To determine whether glutamate leaked from the ejection pipette, we compared the amount of spontaneous synaptic activity (quantified by computing the SD of the intracellular signal) displayed by neurons recorded in the presence versus absence of glutamate-filled pipettes. No differences were observed.
Analyses were performed off-line with the software IGOR (Wave- (AHPs) were measured using the lowest current amplitudes eliciting at least two spikes and by considering the spike thresholds as reference points. All values are expressed as means Ϯ SE.
Morpholog ical identification of recorded cells.
When recorded cells were dialyzed with Neurobiotin, the slices were removed from the chamber and fixed for 1-3 d in 0.1 M PBS, pH 7.4, containing 2% paraformaldehyde and 1% glutaraldehyde. Slices were then embedded in gelatin (10%) and sectioned on a vibrating microtome at a thickness of 60 -100 m. Neurobiotin-filled cells were visualized by incubating the sections in the avidin -biotin -horseradish peroxidase (HRP) solution (ABC Elite K it, Vector Laboratories, Burlingame, CA) and processed to reveal the HRP staining.
RESULTS Database
A total of 241 perirhinal neurons generating overshooting action potentials and having a corrected V m of at least Ϫ60 mV were recorded in this study. Because neurons with different electroresponsive properties exhibited dissimilar synaptic response profiles, we will first describe the physiological properties of perirhinal neurons and then analyze their responses to neocortical inputs.
Electroresponsive and morphological properties of perirhinal neurons
In these experiments, pipettes were aimed to the somatic profiles closest to the pipette tip, regardless of their diameter (50 and 146 cells in coronal and horizontal slices, respectively) ( Table 1 ). In agreement with previous findings (Beggs and Kairiss, 1994; Faulkner and Brown, 1999) , perirhinal neurons displayed various electroresponsive properties, similar to that observed in neocortical areas (Connors et al., 1982; Stafstrom et al., 1984; McCormick et al., 1985; Nuñez et al., 1993; Schwindt et al., 1997) , but with significant differences. We observed three main types of cells, hereafter termed regular spiking (RS), burst firing (BF), and fast-spiking (FS) neurons (Table 1 ). These three cell types were encountered in all cortical layers with the exception of layer I and accounted for 81, 8, and 8% of our sample, respectively.
RS neurons
Like their neocortical counterpart, RS neurons generated spike trains that exhibited various degrees of frequency adaptation when depolarized. This is illustrated in Figure 2 A, where the first current pulse eliciting at least one spike is shown, along with the response to a larger depolarizing current injection (top trace). From cell to cell, the spike AHPs generated by RS neurons varied greatly, ranging from long biphasic AHPs to short monophasic ones (range, 45-199 msec; average, 129.7 Ϯ 8.19 msec).
BF neurons
To be classified as such, BF cells had to meet one of the two following criteria: their first suprathreshold response consisted of (1) an initial spike burst or doublet (first interspike interval 6.9 Ϯ 0.51 msec) or (2) a single spike followed by an afterdepolarization (ADP) (Fig. 2 B, arrow) that gave rise to two or more spikes when larger current injections were performed (Fig. 2 B, top trace) . In four of five tested cells, depolarization of the prepulse V m above Ϫ65 mV abolished the spike bursts and the ADPs. In terms of repetitive firing properties, BF cells differed from RS cells only in their initial response to depolarizing current injections; after the initial burst, they displayed a continuum of spike frequency adaptation similar to that exhibited by RS cells. The resting potential, spike duration, R in , and time constant of BF cells did not differ significantly from those of RS neurons (Student's unpaired t tests, p Ͼ 0.05) ( Table 1) .
FS neurons
These cells could sustain high firing rates (up to 100 Hz) for prolonged periods of time (longest tested interval: 5 sec) with little or no spike frequency adaptation (Fig. 2C) . Compared with RS cells, these neurons had a more positive resting potential, a higher R in , and a shorter membrane time constant (Table 1 ). In addition, their AHPs were shorter in duration (15.7 Ϯ 2.43 msec; n ϭ 8), and they generated briefer action potentials (hence the designation "fast-spiking" neurons). All these differences were statistically significant (Student's unpaired t tests, p Ͻ 0.05). 
Morphological features
The morphological features of RS (n ϭ 13) (Fig. 3A) and BF (n ϭ 3) (Fig. 3B ) neurons overlapped extensively. Both types ranged in morphology from pyramidal ( Fig. 3A) to stellate (Fig. 3B) ; however, all had spiny dendrites (Fig. 3A, inset) . In contrast, all FS neurons (n ϭ 5) had aspiny dendrites (Fig. 4 B) . Their dendritic branches radiated in stellate to bitufted (Fig. 4 A) configurations from ovoid cell bodies. Differences in soma size between FS, RS, and BF cells did not reach significance when measurements were made on Neurobiotinfilled neurons (longest axis: RS, 23.5 Ϯ 1.22 m; BF, 24.3 Ϯ 1.87 m; FS, 22.2 Ϯ 1.67 m; Student's unpaired t test, p Ͻ 0.05; n ϭ 13, 3, and 5 cells, respectively). In contrast, when we used values obtained with IR-DIC just before the recordings, the somata of FS neurons (10.1 Ϯ 0.63 m; n ϭ 8) were significantly smaller than those of RS (23.9 Ϯ 1.28 m; n ϭ 20) and BF cells (24.1 Ϯ 1.77 m; n ϭ 8; Student's unpaired t tests, p Ͻ 0.05). The discrepancy probably resulted from the distortion caused when the pipettes were retracted from the cells.
Thus, in the experiments described below, pipettes were aimed toward somatic profiles with small diameters, to increase the likelihood of recording FS cells. Forty-five perirhinal neurons were recorded in this manner, all in horizontal slices. Because we lacked morphological criteria to increase the likelihood of recording BF cells and because their synaptic response profile to neocortical stimuli seemed identical to that of RS neurons, the following section will focus on the synaptic responsiveness of RS and FS neurons.
Synaptic response profile of RS perirhinal neurons to neocortical stimuli
The effects of neocortical stimuli applied at different rostrocaudal levels (Fig. 1C, dots) were examined in 99 RS neurons. As a rule, RS cells were responsive to a majority of stimulation sites, the spatial extent of effective sites remaining constant once the stimulus strength had reached ϳ1.2 times the response threshold of the stimulation site closest to the recorded cell. Further increases in stimulation intensity (up to six times threshold) changed response amplitudes but not their nature.
The synaptic response profiles of three RS cells is shown in Figure 5 . Note that regardless of the cells' position (triangles at the bottom of the histograms), the character of the responses changed with the distance between the recorded cell and the stimulation site. When the distance was short, responses were composed of excitatory and inhibitory components (Fig. 5A2, sites 1 , 5, and 7; Fig. 5B2, sites 9, 13, and 19; Fig. 5C2, sites 12, 17, and 21) . In contrast, distant sites elicited apparently pure excitatory responses (Fig. 5A2, sites 15 and 18; Fig. 5B2 , sites 2 and 25; Fig.  5C2 , sites 5 and 25). On average, the transition from mixed (excitatory-inhibitory) to seemingly pure excitatory responses occurred at a distance of 6.1 Ϯ 0.31 sites from the cells (or 960 Ϯ 49.6 m). Overall, this phenomenon was observed in 88% of tested neurons.
A simple explanation for the above results would be that neocortical stimuli applied at the same rostrocaudal level directly activate (by current spread) GABAergic neurons projecting to RS cells. At odds with this explanation, however, is that excitatory and inhibitory responses to neocortical stimuli were abolished by addition of the non-NMDA receptor antagonist 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX; 20 M; n ϭ 5) to the perfusate, in agreement with previous findings (Bilkey, 1996; Ziakopoulos et al., 1999) . This observation implies that the IPSPs were generated by the glutamatergic activation of perirhinal inhibitory interneurons by neocortical and/or perirhinal axons. Examination of inhibitory responses elicited by adjacent neocortical stimuli at different V m values (Fig. 6 ) revealed that they were composed of two components: an early one (Fig. 6 A, OE) , reversing at Ϫ69.5 Ϯ 3.12 mV (n ϭ 9), and a late one (Fig. 6 A, F) , the amplitude of which became nil at a more negative V m (Ϫ92.3 Ϯ 4.11 mV; n ϭ 9). When electrical stimuli were delivered at proximity of recorded cells (in the perirhinal cortex), but in the presence of CNQX (20 M) and AP-5 (100 M), the GABA-A receptor antagonist bicuculline (10 M) markedly reduced the early phase of the IPSP (reduction of 88 Ϯ 5.2%; n ϭ 5), whereas the GABA-B antagonist saclofen (100 M) reduced the late phase by 46 Ϯ 4.9% (n ϭ 4). These results are consistent with the biphasic GABAergic responses observed in other cortical fields and species that are mediated by a Cl Ϫ (GABA-A) and a K ϩ (GABA-B) conductance (Dutar and Nicoll, 1988; McCormick, 1989; Scanziani et al., 1991) .
In contrast, the extrapolated reversal potential of synaptic responses evoked by distant stimulation sites was much more positive (Fig. 6 B) . It averaged Ϫ18.5 Ϯ 8.47 mV (n ϭ 7) when measured at a latency corresponding to the peak of the early IPSP elicited by adjacent stimulation sites.
Origin of the differences between responses to adjacent and distant stimulation sites
The differences between the effect of stimuli applied at distant versus adjacent neocortical sites lend themselves to several interpretations. A first possibility is that the afferent volley evoked by distant sites is insufficient to drive inhibitory interneurons contacting the recorded cells. A second possibility is that adjacent, but not distant, stimulation sites backfire some perirhinal neurons having axon collaterals that excite neighboring inhibitory cells (i.e., feedback inhibition). A third possibility is that the pathways conveying the volley elicited by adjacent and distant cortical stimuli, respectively, form and do not form synaptic contacts with inhibitory neurons.
To test the first possibility, we examined the synaptic responses elicited by adjacent and distant neocortical stimuli in a larger range of stimulation intensities (Fig. 7) than used in previous figures. In all but one of the tested cells (n ϭ 8), adjacent neocortical stimuli elicited an excitatory-inhibitory response at all intensities from the lowest stimulus amplitude evoking a response (Fig. 7A, 0.3 mA) to the strongest stimuli that our equipment could deliver (1.2 mA). In the eighth neuron, an apparently pure inhibitory response was first seen at the lowest stimulation intensity. EPSPs appeared when the stimulation intensity was increased.
The character of the responses elicited by distant stimulation sites (Fig. 7B ) remained unchanged at all subthreshold intensities and in all tested cells (n ϭ 8). In Figure 7B , note that we did not illustrate intensities higher than 0.9 mA because they elicited action potentials. Because reducing the intensity of adjacent stimuli or increasing that of distant ones did not modify the character of evoked responses, it appears unlikely that the differing intensity of the afferent volley is responsible for the contrasting responses evoked by adjacent and distant cortical stimuli.
Thus, we turned our attention to the possibility that the differing responses evoked by adjacent and distant stimulation sites resulted from the fact that adjacent sites had a higher probability of backfiring perirhinal cells with excitatory collaterals to local interneurons. We reasoned that this explanation would appear very unlikely if the effects of adjacent electrical stimuli could be reproduced by chemical stimuli that excited neocortical cells without affecting perirhinal axons. Accordingly, we examined the effect of local pressure application of glutamate through a patch pipette in neocortical sites adjacent to (n ϭ 5) or distant from (Ͼ2 mm; n ϭ 4) the recorded perirhinal cells. In these experiments, the orientation of the slice in the recording chamber was adjusted so that the direction of the ringer flow would facilitate glutamate diffusion away from the recorded cells to prevent direct glutamate effects on perirhinal neurons.
These chemical stimuli elicited a response dominated by inhibition when applied at the same rostrocaudal level as the recorded cell (in five of five tested cells) (Fig. 8 A) and depolarizing responses when applied at distant sites (in three of four tested cells, the fourth cell was unresponsive; data not shown). Both observations were obtained in two or more slices. At Ϫ65 mV, peak inhibitory and excitatory responses evoked by adjacent and distant stimuli, respectively, averaged 4.0 Ϯ 0.38 and 7.6 Ϯ 1.89 mV. By chance, the effect of local glutamate application in the neocortex could also be studied in one FS neuron recorded at the same rostrocaudal level as the ejection pipette. Excitatory responses were evoked (Fig. 8 B) . In this cell, no response could be elicited from distant sites.
Synaptic response profile of FS perirhinal neurons to neocortical stimuli
If the differing nature of responses elicited by adjacent and distant neocortical stimuli resulted from the fact that pathways conveying short-or long-range neocortical influences interact differentially with inhibitory interneurons, the spatial extent of stimulation sites Amplitude measurements were performed at fixed intervals indicated by symbols. In B, note that the only response with a hyperpolarizing component occurred when the V m was depolarized to Ϫ59 mV and the EPSP triggered a spike (truncated). This suprathreshold response was not considered in the inset. Rest was Ϫ79 mV. exciting interneurons should be more restricted than in RS cells. To test this prediction, we examined the response profile of conventional FS cells (n ϭ 15) because these neurons exhibit morphological features identical to those of GABAimmunoreactive local circuit neurons identified in Golgi studies (Ribak, 1978; Freund et al., 1983) . Figure 9 illustrates the responses of two FS cells to neocortical stimuli applied at different rostrocaudal levels. In contrast with RS neurons (Fig. 5) , cortical stimuli did not evoke overt inhibition at Ϫ65 mV in FS cells (Fig. 9A2, B2 ). In addition, the spatial extent of stimulation sites eliciting synaptic responses seemed more restricted in FS than in RS neurons, even at the maximal stimulation intensity (1.2 mA in Fig. 9 ).
To address this issue quantitatively, the number of stimulation sites eliciting synaptic responses in RS and FS cells was counted. Note that this approach underestimates the number of effective sites in RS cells because many of them were responsive to all sites (Fig. 5B) . Nevertheless, the number of sites evoking synaptic responses was significantly lower in FS than in RS neurons (19.1 Ϯ 1.39 and 25.3 Ϯ 0.39 sites, respectively; n ϭ 15 and 25 cells; Student's unpaired t test, p Ͻ 0.05). This is evident in the population histograms of Figure 10 showing the average response profile of eight RS (Fig. 10 A) and five FS (Fig. 10 B) cells. These cells were selected because they were recorded within 1.12 mm (or seven stimulation sites) of either extremity of the stimulating electrode array. See legend of Figure 10 for details.
Axonal path of long-range projections from the neocortex to the perirhinal cortex
Next, we performed experiments designed to identify the trajectory of pathways conveying long-range neocortical influences. Figure 11 A illustrates the paradigm used in these experiments. RS perirhinal cells were recorded in a zone corresponding to the midpoint of our electrode array (Fig. 11 A, F ) in slices prepared with transverse cuts at the level of stimulation site 20 (Fig. 11 A,  black lines labeled B-E) . The cuts were performed under visual control with a microknife attached to a micromanipulator, and the effects of each cut were tested in at least three different slices.
After neocortical cuts (Fig. 11 A, cut C; six tested cells), response amplitudes to stimulation sites 19 -26 were not different from those observed in control slices at the same recording site and stimulation intensity (5.4 Ϯ 1.12 vs 5.77 Ϯ 0.84 mV in control and experimental slices, respectively; Student's unpaired t test, p Ͼ 0.05). In contrast, all neurons recorded after cut B (n ϭ 7) were unresponsive to these stimuli (Fig. 11 B) even with stimulation intensities as high as 1.2 mA. Response amplitudes to stimulation sites 1-18 were similar to those obtained in control slices.
Further attempts to identify the trajectory of the longitudinal axons conveying distant neocortical inputs gave ambiguous results. Indeed, after cuts D or E, half of the cells (four tested cells in each condition) remained responsive to sites 19 -26, suggesting that axons coursing in the perirhinal cortex and the external capsule convey long-range neocortical influences.
DISCUSSION
This study was undertaken to examine the rostrocaudal propagation and postsynaptic effects of neocortical inputs to the perirhinal cortex. Our findings can be summarized as follows. First, activation of a point source in the neocortex elicits synaptic responses in RS neurons located throughout the perirhinal cortex via longitudinal axonal pathways coursing in the perirhinal cortex itself and/or in the external capsule. Second, the responses of RS cells depend on whether they are in transverse register with the activated neocortical site or not: responses to adjacent sites are composed of excitatory and inhibitory components, whereas responses to distant ones (Ն1 mm) lack an inhibitory component. Third, in keeping with the above, the rostrocaudal extent of stimulating sites eliciting EPSPs is more restricted in presumed inhibitory interneurons than in principal cells. This suggests that the longitudinal pathways conveying long-range neocortical influences do not contact inhibitory interneurons.
In the following account, we will consider these findings in light of relevant anatomical and physiological data and discuss their relevance for associative processes.
Propagation of neocortical inputs along the longitudinal axis of the perirhinal cortex
That neocortical inputs could propagate extensively in the rostrocaudal axis is surprising given the limited thickness of perirhinal slices. However, several factors suggest that this result is not caused by the spurious activation of perirhinal cells by current spread from the stimulating electrodes. First, stimulation intensities as low as 1.2 times those required to elicit a response at the neocortical site closest to the recorded cell were sufficient to elicit a fully propagating response. Second, if the propagation was caused by the diffuse activation of perirhinal neurons at different levels of the perirhinal slice, similar responses should have been evoked from most sites. Instead, the character of the response depended on the position of the stimulation site: adjacent sites elicited a mixed excitatory-inhibitory response, whereas distant ones evoked only depolarizing potentials. Moreover, response latencies increased with the distance between the stimulating and recording sites. Third, interrupting longitudinal axons coursing in the perirhinal cortex itself and in the external capsule blocked the propagation, whereas neocortical cuts had no effect, also inconsistent with the idea that current spread was involved. Finally, glutamate microinjections at different rostrocaudal levels of the neocortex could reproduce the results obtained with electrical stimuli.
In fact, our results are supported by physiological and anatomical data. Indeed, a recent current source density analysis in the whole guinea pig brain kept in vitro has revealed that superficial neocortical stimuli evoke responses that spread longitudinally in the perirhinal cortex (Biella et al., 2000) . Moreover, tract tracing studies indicate that many perirhinal cells have longitudinal axons spanning large extents of the perirhinal cortex . However, although neocortical inputs tend to focus on particular perirhinal levels, evidence of rostrocaudal divergence was also obtained (Deacon et al., 1983; Room and Groenewegen, 1986; Burwell and Amaral, 1998b) . Although the methods used in the present study preclude determination of the fiber system(s) allowing the rostrocaudal propagation, we feel that longitudinal perirhinal axons represent the most likely candidate, in keeping with the results of our lesion experiments.
The responses of perirhinal cells to neocortical stimuli depend on their position relative to neocortical stimulation sites
As mentioned above, neocortical stimulation sites elicited mixed excitatory-inhibitory responses or only depolarizing potentials, depending on whether they were in rostrocaudal register with the recorded cell or not, respectively. It appears unlikely that this is a consequence of differences in the intensity of the synaptic volley, because reducing the stimulation intensity at adjacent sites or increasing that at distant sites failed to change the character of the responses. Another explanation, namely that adjacent electrical stimuli had a higher probability of backfiring perirhinal cells with excitatory axonal collaterals to inhibitory interneurons, seems unlikely because local glutamate application in the neocortex could reproduce the effects of electrical stimuli. By exclusion, we are left with the intriguing possibility that pathways conveying long-and short-range neocortical influences, respectively, form and do not form synaptic contacts with inhibitory neurons, as indicated by the more restricted rostrocaudal extent of neocortical stimuli affecting FS cells.
A critical question here is whether the exact angle of the slice might account for this phenomenon. Indeed, it is conceivable that small deviations of the slices' angle with respect to the lamination of the perirhinal cortex could account for the more restricted response profile of FS cells. However, this explanation would necessitate that the longitudinal axons spread very little in the different cortical laminae, a condition inconsistent with the available anatomical data . Also, it is possible that the longer intrinsic axon collaterals were damaged during slicing, leading to a progressive reduction in the probability of interneuron innervation with distance. However, the fact that distal stimuli could evoke large EPSPs in RS cells argues against this possibility.
Thus, our physiological data support the notion that long-range horizontal perirhinal axons do not contact inhibitory interneurons, whereas short-range perirhinal axons and neocortical axons do. This interpretation is supported by our study of anterogradely labeled longitudinal axons of the perirhinal area (Martina et al., 2000) . In this study, we found that the vast majority of elements postsynaptic to intrinsic terminals were dendritic spines, whereas inhibitory local-circuit cells are generally aspiny (Ribak, 1978; Freund et al., 1983) .
In this context, it should be pointed out that similar conclusions were reached for amygdala projections to the perirhinal cortex and insula (Smith and Paré, 1994; Paré et al., 1995) . Moreover, there are precedents in the literature of intrinsic cortical projections targeting mostly spines. In the prefrontal cortex, for instance, Melchitzky et al. (1998) reported that dendritic spines constitute the prevalent target of intrinsic pyramidal axons (96% of postsynaptic elements), a conclusion supported by a subsequent electrophysiological study (González-Burgos et al., 2000) . However, other data suggest that this phenomenon might be limited to high-order cortical areas. In the primary visual (Kisvárday et al., 1986; Gabbott et al., 1987; McGuire et al., 1991) , somatosensory (Elhanany and White, 1990; White and Czeiger, 1991) , and motor cortices (Keller and Asanuma, 1993) , a lower proportion of elements postsynaptic to intrinsic axons contributed by pyramidal neurons are dendritic spines (ϳ75-90%), with no difference between proximal and distal projections.
Implications for associative memory
Our results suggest that neocortical inputs reaching different transverse levels of the perirhinal cortex can be distributed longitudinally via an intrinsic system of perirhinal connections. As a result, transversely distributed activation patterns representing sensory information about the same or different modalities can converge on subsets of perirhinal cells. Moreover, the fact that short-and long-range pathways conveying neocortical inputs are differentially related to inhibitory interneurons implies that the perirhinal circuitry is biased to favor associative interactions. Figure 11 . The rostrocaudal propagation of neocortical inputs in the perirhinal cortex does not depend on axons coursing longitudinally in the neocortex. The scheme in A shows the experimental paradigm used in this series of experiments. RS perirhinal neurons were recorded at the level of stimulating site 14, the midpoint of the electrode array. Before positioning the stimulation electrodes, at the level of site 20, small cuts were performed in the perirhinal cortex and external capsule (cut B), in the neocortex (cut C), and in external capsule or the perirhinal cortex, separately (cuts D and E, respectively). The graph in B plots the peak amplitude of evoked synaptic potentials (bars, left axis) as a function of the stimulation site in an RS neuron recorded after a cut B. The onset latency of the EPSPs is also indicated (dots, right axis). Note abolition of responses rostral to the cut. In contrast, cut C (in the neocortex) did not abolish the responses.
