Introduction
The present paper is a contribution to the classification of tame ω-stable groups of finite Morley rank. A group of finite Morley rank is called tame if it involves no bad groups and no bad fields in the sense of [1] ; see also §1. It is conjectured that an infinite simple tame group of finite Morley rank is isomorphic to an algebraic group over an algebraically closed field. It is known that a minimal counterexample is either of even type, meaning that the sylow 2-subgroups are of bounded exponent, or of odd type, meaning that the sylow 2-subgroups are finite extensions of divisible abelian groups. We deal here with tame simple groups of even type having a "weakly embedded" subgroup, a notion related to the notion of strongly embedded subgroup in the finite case, but having no exact analog in that case.
In [10] the classication of simple tame groups with a strongly embedded subgroup was derived, in an inductive framework, as follows. A K * -group is a group whose proper infinite definable simple sections are isomorphic to algebraic groups over algebraically closed fields. A minimal example to the conjectured classification is necessarily a K * -group. In the context of infinite groups the following notion is a natural generalization of strong embedding, and is considerably easier to achieve in practice.
Definition 1.2 Let G be a group of finite Morley rank. A proper definable subgroup M of G is said to be weakly embedded if it satisfies the following conditions:
(i) Any sylow 2-subgroup of M is infinite.
(ii) For any g ∈ G \ M , M ∩ M g has finite sylow 2-subgroups.
In the present paper we prove the following theorem which generalizes Fact 1. An equivalent statement, in view of the structure of PSL 2 (K) and Fact 1.1, which moreover corresponds to the form that the proof actually takes, reads as follows.
Theorem 1.4 if G is a simple tame K * -group of finite Morley rank and M is a weakly embedded subgroup of G, then M is strongly embedded in G.
For standard terminology regarding groups of finite Morley rank we refer to [5] . The more specialized terminology relating to tame groups will be reviewed below.
Background
In this section we review some general results which will be used in the sequel, most of which are standard. Definition 2.1
A bad group is a simple infinite group of finite Morley rank with no definable
connected solvable nonnilpotent subgroup.
A bad field is a structure of finite Morley rank consisting of an algebraically closed field together with a distinguished proper infinite subgroup of its multiplicative group.

A tame group is a group such that none of its proper sections is a bad group, and which does not interpret a bad field.
A K-group is a group G of finite Morley rank such that every infinite definable section of G is isomorphic to an algebraic group over an algebraically closed field.
A K * -group is a group G of finite Morley rank such that every infinite definable section of G is isomorphic to an algebraic group over an algebraically closed field.
A group G is of even type if its sylow 2-subgroups are of bounded exponent;
in this case they are definable. 
A subgroup of a group G of finite Morley rank is
Fact 2.7 ([14]) Let α be a definable involutive automorphism of a group of finite Morley rank G. If α has finitely many fixed points then G has a definable normal subgroup of finite index which is abelian and inverted by α.
A 2 ⊥ group is a group containing no involution. We turn now to the basic properties of strongly and weakly embedded subgroups. 
Definition 2.15 A proper definable subgroup M of a group G of finite Morley rank is said to be strongly embedded in G if it satisfies the following conditions:
The next result is given more generally in [11] ; we cite it in the form appropriate for groups of even type. 
This version makes the following evident. 
We will apply Fact 2.23 to Proof. In the above proposition, let 
Preliminary analysis
Throughout the paper, with the exception of the more general context dealt with in §6, G will denote a connected simple tame K * -group of even type, and M will be a weakly embedded subgroup of G. We assume toward a contradiction that M is not strongly embedded. We will be concerned with the analysis of the resulting configurations for the remainder of the paper. The argument goes as follows. As M is weakly but not strongly embedded in G, it follows from Fact 2.16 that there is an involution α ∈ M whose centralizer is not contained in M . K-group information reviewed above allows us to determine this centralizer with some precision: its connected component will be the product of a nilpotent group without involutions and a copy L of PSL 2 (K) for some algebraically closed field K of characteristic 2, the latter meeting M in a Borel subgroup B of L. We can then show that there is a sylow 2-subgroup of M containing α which is normalized by a torus in B, and exploiting this information we determine the structure of the connected component S of a sylow 2-subgroup of M , along the general lines of [13] . Using this information, we first prove that M is solvable, and then use a variant of the Thompson order formula to eliminate most of the possibilities for the structure of S. There will remain the possibility that S is homocyclic and inverted by α, in which case we rework the arguments used in [10] , themselves a reworking of arguments in [7] .
with K a field of characteristic 2. We will then argue that B = L ∩ M is a Borel subgroup of L, and that a torus T in B normalizes any Borel subgroup containing the unipotent radical of B.
Lemma 3.1 H ∩ M is weakly embedded in H.
Proof. Since M is weakly embedded in G, it suffices to show that the sylow subgroup of H ∩ M is infinite and that H is not contained in M .
Let S be a sylow 2-subgroup of M containing α. Then α acts on S and C α ∩ S is infinite, as otherwise by Fact 2.7 α would invert S, and S contains infinitely many involutions. Thus the sylow subgroup C α ∩ M is infinite and hence the same applies to H ∩ M .
It remains to be seen that H is not contained in M . Let S be a sylow 2-subgroup of H. By the Frattini argument C α ≤ H ·N (S) ≤ HM as M is weakly embedded. As C α is not contained in M , we find that H is not contained in M either. Proof. It suffices to find a solvable Y -invariant subgroup containing a sylow 2-subgroup of X, since then by Fact 2.26 its connected component has a unique maximal connected 2-subgroup, which is then Y -invariant. Therefore we may replace X by X/σ(X), and assume σ(X) = (1). By Fact 2.14 X is then a product of simple algebraic groups over algebraically closed fields of characteristic 2. As Y is connected it normalizes each factor and thus it suffices to deal with the case in which X is a simple algebraic group over an algebraically closed field of characteristic 2. By Fact 2.13 Y acts by inner automorphisms and as a definable quotient of a 2 ⊥ group of finite Morley rank is again a 2 ⊥ -group, Y acts on X as (part of) a torus Y 1 . As Y 1 is contained in a Borel subgroup, and a Borel subgroup contains a sylow 2-subgroup of X, we have found the desired Y -invariant connected solvable subgroup. Proof. Let Q be a maximal connected 2-subgroup of M normalized by α × T . We claim that Q is the connected component of a sylow 2-subgroup of M .
Supposing the contrary, let S be a sylow 2-subgroup of M containing Q and α and let R ≤ S be the preimage in
Then any subgroup of H containing Q is α-invariant, and the connected component of a sylow subgroup of H properly contains Q. Thus to get a contradiction it suffices to find a sylow 2-subgroup of H/Q whose connected component is T -invariant, and for this the previous proposition suffices.
For the remainder of the paper, we fix an ( α × T )-invariant maximal connected 2-subgroup of M , denoted S.
Proof. Fix t ∈ T and let
Q = C S (t). If Q > (1) then C Q (α) > (1), but C Q (α) ≤ C S (α) ∩ C(t) = A ∩ C(t) = (1).
Corollary 3.7 If X is a definable T -invariant normal subgroup of S, then for any nontrivial element t of T , C S/X (t) = (1).
Proof. Let T 1 be the definable closure of t . Then T 1 is a definable 2 ⊥ group and C S/X (t) = C S/X (T 1 ) = C S (T 1 )X/X by Proposition 2.27. By the previous proposition this is trivial.
Corollary 3.8 Any T -invariant definable subgroup X of S is connected.
Proof. As T is connected, it centralizes X/X
• . By the preceding corollary, we get X = X
• .
Sylow 2-subgroups
In this section we analyze the structure of the connected components of the sylow 2-subgroups of G and obtain a complete classification of the different possibilities. This classification forms the basis of the arguments in the remaining sections. The result is extremely close to the finite analog in [13] , though the proof uses some different ideas. This part of the argument does not involve weakly embedded subgroups, and we anticipate that it will be useful in some other situations in which one gets an action of a torus commuting with an involution in the precise manner of the preceding section. Accordingly we now give the result in its general form.
Theorem 4.1 Let X = S T be a group of finite Morley rank, where S is a definable, connected 2-group of bounded exponent, and T is also definable. Assume that S has a definable subgroup
A such that A T ∼ = K + K * for some algebraically closed field K of characteristic 2,
with the multiplicative group acting naturally on the additive group. Assume also that α is a definable involutory automorphism of X such that C X (α) = A T . Then S is isomorphic to one of the following groups: (i) If S is abelian then either S is homocyclic with I(S) = A\{1} or S = E⊕E
α , where E is an elementary abelian group isomorphic to K + . In the latter case, A = {xx α : x ∈ E}.
(ii) If S is nonabelian then S is an algebraic group over K whose underlying set is K × K × K and the group multiplication is as follows:
where is either 0 or 1.
In this case α acts by
(a, b, c) α = (a, a + b, a + b + c + √ ab) and [α, S] = {(0, b, c) : b, c ∈ K}.
In particular, if S is nonabelian then S has exponent 4.
We will use work of Davis and Nesin on Suzuki 2-groups ( [6] ) to handle certain minimal cases.
Definition 4.2 A Suzuki 2-group is a pair (S, T ) where S is a nilpotent 2-group of bounded exponent and T is an abelian group that acts on S by group automorphisms and which is transitive on the involutions of S. A Suzuki 2-groups is said to be a free Suzuki 2-group if T acts on S freely, i.e. for any g ∈ S and t ∈ T , g t = g implies either g = 1 or t = 1. A Suzuki 2-group (S, T ) is said to be abelian if S is abelian.
In Theorem 4.1, if S is abelian and homocyclic, S T is a free Suzuki 2-group of finite Morley rank. In [6] , Davis and Nesin prove the following: 
Check this reference
The following proposition occurs in [6] :
is an exact sequence, where Z is central and both Z and E/Z are isomorphic to Proof. Note that the assumption that S is abelian implies that for x ∈ S, xx α is centralized by α and thus, xx α ∈ A. As a result α inverts S/A. If I(S) = A\{1} then the (S, T ) is an abelian Suzuki 2-group of finite Morley rank. In this case, the result follows from the detailed analysis of such groups in [6] . We therefore assume that I(S \ A) = ∅.
on E inducing the natural action on both Z and E/Z. Then E is abelian and it is either homocyclic or else is elementary abelian of the form
Let I = Ω 1 (S), an ( α × T )-invariant definable subgroup of S. By Corollary 3.8, I is connected. As S/A is inverted by α, I/A ≤ C S/A (α). Lemma 4.5 and the connectedness of definable T -invariant subgroups of S imply that I/A = C S/A (α). In particular, I and T satisfy the conditions of Proposition 4.4. Thus, I is an elementary abelian subgroup which is the direct sum of two T -modules E 1 and E 2 . As the actions of α and T commute, we may assume that
We claim that S = I. Suppose S > I. This implies the existence of an element in S of order 4, say x. We have (xx
2 is an involution inverted by α, hence x 2 ∈ A. Therefore, if, in the notation of [6] , we let I 2 = {x ∈ S : x 4 = 1}, then I 2 is a connected, definable, T -invariant subgroup of S such that I 2 /A ≤ C S/A (α). But from the previous paragraph we know that C S/A (α) = I/A. This yields a contradiction showing that S = I.
For the remainder of the proof we assume that S is nonabelian unless it is mentioned otherwise. We choose S 1 to be a maximal definable proper normal ( α × T )-invariant subgroup of S containing S . Note that, by Corollary 3.8, S 1 is connected. We will show eventually that S 1 = [α, S], at which point we will know that it is uniquely determined.
Lemma 4.7 Assume that S is a nonabelian group satisfying the assumptions of Theorem 4.1 and S 1 is chosen as described above. The following hold:
(ii) C S/S1 (α) is a nontrivial, definable subgroup of S/S 1 . Thus, C S/S1 (α) = S/S 1 .
(iii) Commutation with α induces an injective map from S/A into S 1 , and hence rkS − rkA ≤ rkS 1 . In the other direction we have a semiregular action of T on (S/S 1 ) × , by Corollary 3.7, hence rk(S) − rk(S 1 ) ≥ rkT = rkA.
is abelian, and α inverts S 1 .
x ∈ S}, a subset of S 1 inverted by α, of rank rkS − rkA = rkS 1 . Thus X is generic in S 1 . As S 1 is connected, we find S 1 = X . and furthermore X ∩ gX is generic in S 1 for any g ∈ S 1 . If g, h, gh ∈ X then α inverts all three elements and hence [g, h] = 1. Thus for g ∈ X, C S1 (g) contains the generic subset X ∩ g −1 X, and hence C(g) = S 1 , X ⊆ ZS 1 . As X is generic we conclude that S 1 is abelian.
As S 1 is abelian, the subset of S 1 inverted by α is a subgroup, and as this set contains the generic set X, S 1 must be inverted by α.
In particular α centralizes the involutions of S 1 , hence:
Corollary 4.9 Ω 1 (S 1 ) = A, and thus A ¡ S.
Corollary 4.10 A ≤ Z(S).
As A is normal in S, A ∩ Z(S) = 1. But A ∩ Z(S) is T -invariant and T acts on A transitively. Therefore, A ≤ Z(S).
Next we prove a special case of Theorem 4.1. The proof makes use of computations similar to those used in [6] to prove the following result. Proof. By Proposition 4.6 we may assume that S is nonabelian. If S 1 = A then S, T and the action of T on A and S/A is as described in Proposition 4.4, which forces S to be abelian. Thus S 1 > A. As Ω 1 S 1 = A, S 1 is of exponent 4. Moreover the action of T on A and S 1 /A is as described in the assumptions of Proposition 4.6; note that commutation with α (i.e., squaring) gives a T -module isomorphism of S 1 /A with A. Hence S 1 is homocyclic of exponent 4.
It follows that for x ∈ S, commutation with x gives an endomorphism h x of S 1 . Since A = Ω 1 S 1 lies in the kernel of h x , the image is elementary abelian. In other words: [S,
We will now see that the map
is a well-defined T -module isomorphism.
The kernel of this map contains S 1 , so we have an induced homomorphism ad α , which is surjective by Lemma 4.7. As S/S 1 and S 1 /A have the same rank as A, the kernel of ad α is finite; since it is also T -invariant, it is trivial by Corollary 3.8. As α commutes with T , it also respects the T -module structure.
As S/S 1 is elementary abelian and S is of exponent 4, for any x ∈ S we have x 2 ∈ Ω 1 S 1 = A. Thus S/A is elementary abelian. Combining the T -module isomorphism given by ad α with Proposition 4.4, we find that S/A splits as a T -module:
We can now completely coordinatize S in terms of the base field K. Let
× for some algebraically closed field K of characteristic 2. We identify K + with T ∪ {0}, and then we identify S as a set with
2 , where elements of T act by conjugation and 0 acts as the identity.
and apply Proposition 4.4, we get the following formula:
where is either 0 or 1 depending on whether S • is elementary abelian or homocyclic respectively. Note that g is an additive map. The associativity of the group law implies
In particular, if x = y then g(x 2 ) = xg (1) . By taking square roots we conclude
We will show finally that g(1) = 1, in other words that [
or as S has exponent 4:
, and our claim follows.
This shows that the structure of S is determined by the structure of S • and finishes the proof of the theorem apart from the calculation of α, which may be done directly, using
Proof. The equivalence of the two conditions is straightforward, as A = ΩS 1 and S 1 is abelian. We may suppose inductively that the analogous statements hold in S/A, since by Corollary 3.7 and Lemma 4. 
??:
The next proposition is a special case of the following theorem of [6] , but for the reader's convenience we give the proof. Proof. If S has exponent 4 then our claim follows from Theorem 4.12. Assume that S has exponent greater than 4 and I(S) = A × . We will show that S is abelian.
ZS · S 1 is an abelian connected normal subgroup of S, hence either S is abelian or ZS ≤ S 1 . In the latter case we will eventually reach a contradiction. 1 is an involution, which is a contradiction. Thus in all cases we get S 1 = ZS.
S/Z(S)
As (S/S 1 ) × is a single T -orbit, it will suffice to show now that for x ∈ S \ S 1 the conjugates of x under T commute with each other.
Fix
Note that g depends only on x/S 1 , and therefore g is additive (the action of T on S/S 1 is by multiplication on K + ). Furthermore g(1) = 0. Working modulo S 1 , the equations [x,
. Replacing t by (t(t + 1)) −1 and using (t(t + 1)) −1 = t −1 + (t + 1) −1 , we get (after simplification) g(t 2 ) = g(1)t = 0 and hence g(t) = 0 for any t in T . This implies that S is an abelian group after all, which is a contradiction. 
Proposition 4.17 For every involution
x ∈ S \ S 1 , [x, x α ] = 1.
Proposition 4.18 The exponent of Z(S) is 2.
Proof. Suppose towards a contradiction that the exponent of ZS is at least 4.
As ZS is a T -invariant subgroup of S 1 , it is homocyclic.
Let y be an involution in S \ S 1 . Then y α = yx, where x =∈ S 1 . As It is also useful to have the formula for commutation in terms of coordinates. This does not depend on the value of . We recall the notation established above: α is an involution whose centralizer
Corollary 4.20 If S is nonabelian, then in the notation of Theorem 4.1 we have the following commutation formula:
[(a, b, c), (a , b , c )] = (0, 0, √ ab + a b)H is of the form L × OH with L ∼ = PSL 2 (K), H ∩ M = (AT ) OH with AT ∼ = K + K × ,
a Borel subgroup of L. S is the connected component of a Sylow 2-subgroup of M , and is (
• is a product of simple algebraic groups of characteristic 2, and hence M 1 covers this quotient. 
As C M1 (α) is solvable, α must normalize each quasisimple factor of M 1 , and hence A = O 2 (C M (α)) meets each factor of M 1 . On the other hand the connected group T normalizes each such factor and acts transitively on A × , so if M 1 is nontrivial it consists of a single quasisimple algebraic group. As C M1 (α) is solvable, α is inner, hence acts on S like an element a of S. Thus [a, S] = S 1 , which however contradicts all of the possibilities for the structure of S, apart from S = A. In this case M 1 ∼ = PSL 2 (K ) for some algebraically closed field K of characteristic 2, and α × T acts faithfully on M 1 via inner automorphisms; this can be seen by considering the action on A and bearing in mind that the action of α on M 1 is nontrivial. On the other hand M 1 contains no such subgroup, so we have a contradiction.
Proof. As the centralizer of α in ZO 2 M
• is nontrivial and T -invariant, it contains A.
view of the structure of S and α. Thus B = A. It follows that A is normal in M
• and hence is central in each conjugate of S, and hence also in BM .
Proof. We may assume O
It is easy to see that M 1 is generated by its connected 2 ⊥ -subgroups, since this holds modulo the solvable radical, and solvable connected groups split over their O 2 . So it will suffice now to show that each connected 2
X centralizes A = O 2 M and hence acts trivially on each section of the form
We may now complete the proof of Theorem 5.1. We may assume We close this section with some useful consequences of the solvability of M
Proposition 5.6 If i ∈ I(M
Proof. As M • is solvable and connected its unique sylow subgroup is also connected, hence coincides with S. We noted above that α cannot belong to S, so α / ∈ M • . Since α is an arbitrary involution of M whose centralizer does not lie in M , our claim follows.
As S g is of bounded exponent, Fact 2.7 implies that i centralizes an infinite subgroup of S g . By Proposition 5.6, we conclude that M ∩ M g contains an infinite 2-group, which contradicts the fact that M is a weakly embedded subgroup.
Corollary 5.8 M controls fusion in M
The Thompson rank formula
In finite group theory the Thompson order formula gives a useful computation of the order of a group having at least two conjugacy classes in terms of data that can be computed locally. In the study of groups of finite Morley rank of even type, an analogous computation gives the rank, rather than the order, and seems even more useful than in the finite case. We will refer to this as the Thompson rank formula. In particular experience to date suggests that situations calling in the finite case for use of the Thompson transfer lemma can be handled in our case using the Thompson rank formula. Since there is no analog of transfer in our context, this is extremely fortunate.
There is a also a version of the Thompson rank formula for groups of odd type, but it is somewhat more technical and it is less clear how broadly useful it will be. Here we will restrict ourselves to a description of the formula in groups of even type.
In this section we deal with groups of finite Morley rank of even type with no special hypotheses. In particular we make no assumption regarding the existence of a weakly embedded subgroup. We will make use of the following general principle.
Lemma 6.1 Suppose G is a group of finite Morley rank and A and B are two definable subsets of G. If f is a definable function from A onto B, B = i B i is a finite partition of B into definable sets, and for b ∈
, and rkA i = r i + rkB i by [5] , . . . .
Lemma 6.2 Let G be a group of even type of finite Morley rank.
If i, j are nonconjugate involutions then there is a unique involution in d( ij ).
The function f (i, j) which associates to each pair (i, j) of nonconjugate involutions the unique involution of d( ij ) is definable.
Proof ii. It is not the case that the set defined by φ(x, ij) is a group containing ij and a unique involution.
This theory is inconsistent, since in a model G * , i and j would represent nonconjugate involutions, and d( ij ) would be an ij-definable group containing ij and a unique involution. By the compactness theorem, there is a finite subset Φ • of Φ such that the corresponding fragment of T is inconsistent. We can associate to any element g of G the group H g defined as the intersection of all the groups containing g which are defined by a formula of the form φ(x, g) with φ ∈ Φ • , with the empty intersection construed as G. Then for i, j nonconjugate involutions in G, H ij contains ij and contains at most one involution; as d( ij ) ≤ H ij , H ij contains the involution f (i, j). The function associating (i, j) to H ij is definable, and hence so is the map f . In particular if G has finitely many conjugacy classes of involutions then we may take the X j to be these classes, and writing c j for rkC(x), where x ∈ C j , we get:
Proof. Here we use the formula rkC l = g − c l and we apply the preceding remarks. Observe that if X j is a conjugacy class then r j is indeed well-defined.
This inequality is very useful because it restricts severely the size of the group G in which these computations are being made. In some cases these restrictions yield rapid contradictions, and in other cases they will serve to "pin down" the structure of G. The main point is that the parameter r j can be computed in practice. Examples will be found later, beginning with the end of the next section.
Involutions
Our standing hypothesis in this section is as follows:
S is either nonabelian, or is elementary abelian with [α, S] = A.
In other words, we allow two of the cases arising in Theorem 4.1 but exclude the generic homocyclic case. These two cases will be handled using fairly detailed information about conjugacy classes of involutions. We first study involutions in M − M
• , and then look at fusion in S. The idea is to use the Thompson rank formula, but in the elementary abelian case one actually reaches a contradiction before reaching that point, by considerations reminiscent of the idea of the rank formula, but less computational.
Recall that as M • is solvable and connected of even type, it has a unique sylow 2-subgroup S, which is also connected, and is the connected component of any sylow subgroup of M . We will show that if G is nonabelian it has finitely many conjugacy classes (two represented in S, and one represented in M \ M
• ) so that the Thompson rank formula applies in its simplest form, while if it is elementary abelian with [α, S] = A there may in principle be infinitely many classes of involutions in S, but in any case at least two, and we will be able to use the Thompson rank formula in a coarser but equally useful way.
Notation 7.1 I 1 is the set of involutions in G conjugate to an involution in
Proof. Since M contains a sylow 2-subgroup of G, I(G) = I 1 ∪ I 2 . Thus our claim is simply that no involution in M • is conjugate to an element of M \ M • , which follows from Proposition 5.7.
Lemma 7.3 For s ∈ S, if αs is an involution then α is conjugate to αs under the action of S.
Proof. We claim that s ∈ S 1 = {[α, x] : x ∈ S} which yields our claim. This computation depends on the structure of S.
In the nonabelian case, relative to our coordinatization of S we have (a, b, c)
. From this it follows that the only elements of S inverted by α are the elements of S 1 . Furthermore the commutation formula in Corollary 4.20 applies.
In the elementary abelian case with [α, S] = A = S 1 everything is clear using the decomposition S = E × E α , with A the diagonal subgroup.
We now fix a sylow 2-subgroup R of M containing S and α, so S = R
We show first that if
As α x = αs is an involution, the preceding lemma shows that α x = α s for some s ∈ S. Adjusting x by (s ) −1 , we may suppose that [
Thus β is an involution centralizing L. In particular C β is not contained in M . Thus everything we have proved about α applies also to β. (We made a special choice of S at one stage, but we now know in any case that S is unique.) We may therefore suppose that α ∈ R 1 , and hence [α, R] ≤ S. Thus by our first claim,
We remark that actually β = α in the situation arising above, as we will see in the course of the following argument.
Lemma 7.5 The involutions of M \ M
• belong to a single conjugacy class, and are in fact permuted transitively by S.
Proof. As in the previous argument, we may suppose that α ∈ R 1 . Let sβ be an involution with s ∈ S and β ∈ C R (L). Then β 2 ∈ C S (L) = (1), so β is an involution centralizing L. We also have [α, β] ∈ C S (L) = (1) and thus α, β commute. It will suffice to prove that β = α, as then Lemma 7.3 applies.
Let
As C β is not contained in M , it follows that L β ∼ = PSL 2 (K ) for some algebraically closed field K and that rkS = 3rkA β = rkL β , as the same statements have been proved for α. Thus rkL β = rkL and as L ⊆ L β we conclude L = L β . In particular we may use the same torus T in our analysis of α or β.
Recall that S 1 = [α, S] is the unique maximal connected normal ( α × T )-invariant proper subgroup of S containing A. But [β, S] is such a subgroup, so [β, S] ≤ S 1 and by symmetry [β, S] = S 1 . In particular β inverts S 1 . If αβ = 1 then since αβ centralizes L, we find also that αβ centralizes S 1 , a contradiction. We conclude that α = β.
So far we have worked mainly in M . We also need a little information about involutions in C α . 
, βi centralizes L and β centralizes i. As βi centralizes L, βi lies in M . As in the proof of the previous lemma, we find βi = α, β = αi.
I(C
. Now we consider fusion in S.
Lemma 7.7 The involutions of A and S − A are nonconjugate in G.
Proof. : As M controls fusion in M
• it suffices to show that A is normal in M . By Lemma 7.5, for any involution β of M \ M
• , A is the centralizer of β in S. This shows that A is normal in M . 
Lemma 7.8 If S is nonabelian then the involutions in S lie in exactly two conjugacy classes in G: I(A) and I(S)
− S 1 .
Proof. The involutions of
Application of the Thompson rank formula
We will now eliminate the two possibilities considered in the previous section: S is nonabelian, or S is elementary abelian with [α, S] = A. Thus we prove: We retain the notation I 1 , I 2 from the previous section for the classes of involutions conjugate respectively to involutions in M
• or M − M • . We will now deal separately with the two possibilities for S.
The nonabelian case
The Thompson rank formula will yield rkG < rkM + rkS in this case. We first observe that this will yield a contradiction.
Note that k = rkK, hence the notation, and also k = rkT . We have rkS = 3k when S is nonabelian.
We make a critical calculation for the application of the Thompson rank formula.
Lemma 8.4
Suppose S is nonabelian. Let C 1 , C 2 , C be three conjugacy classes of involutions with C 1 ⊆ I 1 and C 2 ⊆ I 2 , let i ∈ C, and let r = rk{(x, y) ∈
Proof. The first point is that x and y invert d( xy ) and hence commute with any involution in that group; so we may restrict our attention to pairs of involutions (x, y) lying in C i .
We deal first with the case i ∈ I 1 , and we may suppose i ∈ M • . Then by Proposition 5.6, C i ≤ M . Thus x ∈ I(S) and y ∈ αS 1 . Furthermore xy is a 2-element, so d( xy ) is just the cyclic group generated by xy. The rank of I(S) is 2k, by computation in terms of the coordinatization, so the rank of I(S)×αS 1 is 4k. As each of the two conjugacy classes in S has rank at least k, and the rank of the fiber of θ is constant on each conjugacy class, no fiber can have rank more than 3k. Now suppose i ∈ I 2 ; we may take i = α. By Lemma 7.6 rk(
Now we can apply the Thompson rank formula.
Lemma 8.5 rkG ≤ rkM + 2rkA.
Proof. Let C 1 be one of the two conjugacy classes of involutions contained in I 1 , and let C 2 be the conjugacy class of involutions conjugate to an element of M \ M • . Let c l (l = 1, 2) be the rank of the centralizer of an element of C l . Choose C 1 to minimize c 1 . The Thompson rank formula gives:
where for some involution i we have c = rkC i and r = rk{(x, y) ∈ C 1 × C 2 : i ∈ d( xy )}.
By the previous lemma:
We may now conclude as follows. If i ∈ I 1 then as c 1 ≤ c we have rkG ≤ c 2 + 3k. We will show that c 2 =
If i ∈ I 2 then c 2 = c and rkG = c 1 +r. Here c 1 is no larger than rkC s for s an involution of S \ S 1 . By Proposition 5.6, C s ≤ M . Since C s ∩ (ST ) = C s ∩ S has rank 2k and ST has rank 4k, we find rkC s ≤ rkM − 2k, and rkG ≤ rkM + 2k.
As pointed out at the outset, this implies rkG < M + rkS, a contradiction. Thus the hypothesis that S is nonabelian is untenable.
The "diagonal" elementary abelian case
Suppose now that S is elementary abelian with [α, S] = A. Let u be an involution conjugate to an element of A, and v an involution conjugate to an element of S \ A, so that u and v do not commute (for example, take u ∈ A and v / ∈ M . As u and v are not conjugate, they commute with a third involution w. We may suppose w ∈ M . If w ∈ S then u, v ∈ S so they commute, a contradiction. If w / ∈ S then we may suppose w = α and thus v ∈ C α . But the involutions of C α ∩ I 1 are conjugate to elements of A, a contradiction.
The homocyclic case
By Theorem 8.1 the connected component S of a sylow 2-subgroup in a simple, tame, K * -group G of finite Morley rank of even type with a weakly embedded subgroup M which is not strongly embedded is homocyclic, with I(S) = I(A). Furthermore the involutions of A are conjugate under the action of T . This is a picture somewhat reminiscent of the situation inside PSL 2 (K), and, what is more to the point, very much reminiscent of a stage which was reached in the analysis of groups with strongly embedded subgroups prior to their identification as PSL 2 (K).
The Thompson rank formula is not very helpful here. If k = rkA then the Thompson rank formula yields the estimate rkG ≤ rkM + 3k, which is certainly a nontrivial constraint but not tight enough to be really useful. Since at this point our configuration resembles a fairly advanced stage in the analysis of groups with strongly embedded subgroups, we model the rest of the argument on the methods used in [10] . Some variations on the arguments in that paper prove that G is a split Zassenhaus group of characteristic 2. Then the following fact yields a contradiction: The next two lemmas occur in [10] , though without a precise statement of their range of generality. We will take pains here to state more explicitly what is actually proved at each step. On the other hand we abbreviate the proofs, which are given in full in [10] .
The notation M , α, S, L ∼ = PSL 2 (K), A, T is to be understood as in previous sections, though for ease of comparison with [10] we will state the hypotheses used in the next two lemmas more explicitly. On the other hand we abandon the previous convention H = C • α . We will also fix an involution w of L inverting T .
Lemma 9.3 Let M be a solvable group of finite Morley rank and A a connected elementary abelian normal p-subgroup such that M
• acts transitively on A. Then M acts sharply transitively on A.
Proof. We follow the proof of Lemma 5.1 in [10] . By the facts 2.19 and 2.20 used in that paper, A can be identified with a finite dimensional vector space over an algebraically closed field of characteristic p in such a way that M • induces scalars and M acts linearly. As M
• acts transitively on A, A is one dimensional and hence M also induces scalars.
In our particular case this can also be expressed as follows:
In the next lemma we will use the notion of tameness for solvable groups: this means that no bad field can be interpreted.
Proposition 9.4 Let H be a tame connected solvable group and let S be its sylow 2-subgroup (which is unique, normal, and connected). Suppose that
Proof. This is what is proved (though not explicitly stated) in Proposition 5.2 in [10] , by a calculation. We summarize the argument.
We have H = S X for some (connected, definable, 2-divisible) complement X by Schur-Zassenhaus theory. Let S • = C S (X). Then A ≤ S • ≤ S and it suffices to show that S • = S. Assuming the contrary the group S 1 ≤ S defined by:
is a proper extension of S • , and
As S • is a 2-group of bounded exponent and X is 2-divisible, an easy computation yields: • ∈ A ≤ S • , a contradiction. We are left with the case S • = A. In this case as X acts transitively on S 3 /A and centralizes A, we find that all elements of S 3 \A have the same square, which leads quickly to a contradiction.
We apply the preceding lemma with H = C(A)
• , noting that A = Ω 1 H as A = Ω 1 (M • ), and we get: [10] , a key objective is now core-killing: O(M ) = 1. Once we achieve this we will be able to carry out the remainder of the analysis very much along the lines of [10] . 
Proof. As O(M )T is 2
⊥ , it is nilpotent. Therefore, the Sylow p-subgroups of T , which are divisible torsion p-groups, are central in O(M )T . But T is the definable closure of any one of these sylow p-subgroups, by tameness. Proof. If there is a counterexample, take one of maximal rank. As S ≤ N (U ), the subgroup M ∩ N (U )
• is weakly embedded in N (U )
On the other hand ON (U ) ≤ C(A) ≤ M so ON (U ) ≤ OM and V = N ON (U ) (U ). Thus N (U )
• ≤ N (V ) and by maximality rkV = rkU . As OM is connected nilpotent, U = OM . But N (OM ) = M .
Lemma 9.11 OM = Z(M • ) is inverted by α.
Proof. It suffices to show that the centralizer of α in OM is finite, as then OM is abelian and the previous lemmas then imply that OM = ZM • . OC • ] = 1, forcing (Z 2 N )
• ≤ M , a contradiction.
Corollary 9.14 Z(M • ) = 1.
The next two lemmas are given in [10] in a slightly different setting as Corollary 4.6 and Lemma 6.1 Lemma 9.15 Let i, j be involutions conjugate to elements of A and let a ∈ G be centralized by i and inverted by j. Then a 2 = 1.
Proof. We may suppose i ∈ A. Then a ∈ M and a centralizes A. Conjugating j by an element of C(a) we may suppose j normalizes A. Then j ∈ M . As j is conjugate to an element of A it lies in the connected component of its centralizer and hence in M • , thus in A. So j commutes with a and thus a 2 = 1.
Lemma 9.16 If a ∈ M • is a nontrivial element inverted by an involution w ∈ G \ M which is conjugate to an element of A, then w inverts C(a)
Proof. It suffices to show that w centralizes only finitely many elements of C(a)
• . Suppose on the contrary that U = C(a, w)
• is nontrivial. By the previous lemma C(a) is a 2 ⊥ -group, so U is a 2 ⊥ -group. But U ≤ C(w) = C(A g ) so U ≤ S g , a contradiction.
We can now complete the proof of Theorem 1.3 by repeating the arguments in the last three pages of [10] . We have the following information: We fix an involution i in A and we make the following definitions, following the lead of [7] .
As the remainder of the argument is identical to that given in [10] , up to some terminological variations, we just record the sequence of steps as a convenience for the reader. These are Lemmas 6.5-6.13 in [10] . We note that the term "involution" in [10] should be replaced by "involution conjugate to an involution in A" in the present context.
Rank computations depending on the inclusion C G (i) ≤ M yield:
Lemma 9.17 rkX 2 = rki G .
Lemma 9.16 yields:
Lemma 9.18 For w ∈ X 2 , T [w] is conjugate to T .
A delicate rank computation then yields:
Lemma 9.19 1. rkX 2 = rkC(T )O 2 M .
rkG = rkC(T ) + 2rkS.
A direct computation (using again C(i) ≤ M ) yields:
The next lemma is proved by arguing that a counterexample would produce two disjoints sets of full rank in G, namely i 
For g
We can then show that G is a split Zassenhaus group of characteristic 2 with M
• the stabilizer of a point and O 2 M the normal complement to a 2-point stabilizer. The previous lemma gives G = M
• M • wO 2 M , with w the involution of L inverting T . It remains to decode this, as in the last few lines of [10] . The main point is that in the associated permutation representation, no nontrivial element stabilizes three points. Suppose therefore that t ∈ T = M 
