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A Feasibility Assessment of a New Navigation System for Unmanned
Underwater Vehicles with Adaptive Gain Sliding Mode Differentiation
Steven A. Szklany
Supervising Professor: Dr. Agamemnon Crassidis
In this work, a highly accurate navigation device is proposed for unmanned underwa-
ter vehicle navigation. A six degree of freedom, open loop underwater vehicle model
is generated and is used as the motion platform in this study. The new navigation
system, previously developed at the Rochester Institute of Technology, requires real-
time body angular acceleration terms as inputs to the algorithm. To address this
requirement, real-time signal differentiation techniques were investigated. The differ-
entiation of real-world, noisy signals is a difficult task due to the inherent numerical
differentiation and subsequent noise amplification. A sliding mode differentiation
scheme is proposed with a fuzzy adaptive controller to aid the accuracy of the signal
differentiator and minimize noise amplification. The device algorithms are then im-
plemented in the underwater vehicle model and navigation estimates are compared
against theoretical motion. The result is an accurate representation of underwater
vehicle attitude and velocity without the aid of global positioning satellite data. Al-
though inertial position estimates obtained from noisy signals suffer from drifting, the
filtering techniques used in this work minimize this effect. The navigation estimates
show the best results on dynamic maneuvers which do not induce a rolling motion
as the underdamped rolling motion requires higher steady state noise for estimation.
When assessed against current technologies for underwater vehicle navigation that
do not use GPS, the proposed system provides comparable estimation results while
creating a reduction of cost, weight and removing the dependence on the speed of
sound in water.
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D.50 ṗ Estimation δrudder = 10◦, δstern = 20◦ . . . . . . . . . . . . . . . . . 173
D.51 q̇ Estimation δrudder = 10◦, δstern = 20◦ . . . . . . . . . . . . . . . . . 173
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Chapter 1
Motivation
In this work, the feasibility of developing a low-cost, light-weight, navigation system
for an Unmanned Underwater Vehicle (UUV) without reliance on Global Positioning
System (GPS) is investigated. Mission adaptability and autonomy are beneficial char-
acteristics of UUV navigation systems and these traits have been integrated into this
proposed work. Current underwater vehicle navigation systems utilize the properties
of SOund Navigation And Ranging (SONAR) to provide the baseline for vehicle nav-
igation. Oftentimes, long baseline (LBL) sonar is used for UUV navigation however,
this type of sonar requires the pre-placement of locating beacons on the sea floor,
which limits the autonomy and compatibility of the device. Placing the beacons in
a hostile coastal area may prove to be difficult, if not impossible. Mechanical sound
waves are sensitive to the medium of which the sound wave is propagating through.
Therefore, the sonar navigation system will respond differently to varying operat-
ing environments such as a cold, freshwater environment versus a warm, saltwater
area. Therefore, there is a clear need for the development of a low-cost, light-weight,
accurate navigation system for an unmanned underwater vehicle that provides sta-
ble positioning and velocity measurements in an arbitrary underwater environment
without relying on GPS or intensive user input.
Currently, a common method for acoustic navigation in many robotic underwater
vehicles is LBL sonar. As mentioned before, the placement of the beacons limits the
capability of the navigation method. Along with LBL sonar, Doppler Velocity Log
(DVL) is a widely used technique to determine position and velocity measurements of
underwater vehicles. All navigation methods that use Doppler measurements require:
(i) accurate knowledge of the Doppler alignment (alignment of the device coordinate
system to the vehicle coordinate system); (ii) accurate speed of sound value for the
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operating medium; and (iii) attitude measurements. DVL technologies often utilize
the bottom of the body of water to generate a reference ping. Losing "bottom lock"
is often a common source of error that could result from high reference angles be-
tween the vehicle and the floor or a scattered ping wave. Sound absorption occurs
at the reflecting surface and depending on the material which this surface is com-
posed of, a varying range of wave amplitudes can be expected to be reflected back.
DVL technologies will be used as a comparison to the device developed in this work.
Specifically, the Teledyne Workhorse Navigator DVL will be compared against the
device developed in this work.
The navigation device that is the focus of this work has been under development
and research for nearly a decade. Figure 1.1 shows a prototype navigation device.
The device utilizes commercial, off-the-shelf accelerometers and gyroscopes and novel
algorithms to yield highly accurate navigation estimates. The device was originally
designed for use on an airborne vehicle. Translating the functionality of this device
to underwater vehicles is one of the objectives of this work.
Figure 1.1: New Navigation Device [22]
The key innovations of this work are: 1) accurate body velocity, body rotation
rates and attitude measurements without the use of sonar; 2) a generic, open loop
underwater vehicle simulation model developed in Simulink; 3) research in the field of
3
noisy signal differentiation to aid in the operation of the developed navigation device.
Chapter 2
Background
Extending the capabilities of autonomous vehicle development to marine and subma-
rine water environments can be accomplished in a similar method as performed in
aerial vehicles. The basic necessities of autonomous or unmanned navigation is an
accurate position, velocity, and orientation with respect to a fixed frame. Although
there are many equally important factors in the success of unmanned vehicles, the
navigation system is a critical aspect that affects the level of human interaction.
With accurate estimation of position and velocity in the inertial and body frames of
reference, the data can be fed back for closed loop control or decision making pro-
gramming. For example, surveying and oceanographic mapping tasks require a high
level of accuracy of current navigation data as that data corresponds to discoveries it
may have made.
In this study, a mathematical model for underwater vehicle model motion is cre-
ated. The model is designed to be as generic as possible, meaning other underwater
vehicle parameters can be inputted into this model to mimic the response of different
vehicle sizes, weights, and control surfaces. As an actual underwater vehicle was not
available for testing, the generic Simulink model was fed vehicle parameters given in
[19] for the REMUS underwater vehicle. REMUS, or Remote Environmental Moni-
toring UnitS,[12] was developed by the Woods Hole Oceanographic Institute and is
a commercially available unmanned underwater vehicle that falls in the category of
underwater vehicles that would benefit from this technology. The work by Prestero
[19] explains and validates all required nonlinear parameters for the vehicle model.
These parameters are inputted into the model created in this work to obtain a rea-
sonable representation of the motion of an underwater vehicle. Figure 2.1 shows a
digram of the shape and configuration of REMUS as well as its wide array of sensors.
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Many underwater vehicles carry a large payload of sensor packages. Some of these
sensors are dedicated to its mission, whether it be underwater mapping, surveillance
or environmental monitoring. There are a number of sensors that are required for
navigation data. Some underwater vehicles are limited to operation near the sur-
face so that an antenna breaching the surface of the water can collect GPS data for
navigation purposes. Although this method benefits from the use of GPS, this is a
highly restrictive method of navigation since the vehicle is required to be close to the
surface, or tethered to another GPS source.
Figure 2.1: Diagram of REMUS Sensors [12]
In Chapter 3, the development of the underwater vehicle simulation model will be
presented. It is the replication of the mode that was created in [19]. The equations
of motion of the underwater vehicle will be explicitly expressed as they will be com-
pared to that of airborne vehicles. Chapter 4 will develop the algorithms used in the
navigation device. Again, the device has been adopted from the work of [5], [27], [22].
Section 4.4 of Chapter 4 describes the noisy signal differentiation principals and tech-
niques. The dynamics of a underwater vehicle require the use of a ṗ, q̇ and ṙ signal
for its navigation estimates. These signals are not present in flight vehicle equations
of motion, therefore the navigation device never needed to determine these signals.
Chapter 5 presents the results of the navigation estimates. Chapter 6 develops insight




The focus of the vehicle simulation task is to produce a mathematical model repre-
sentative of the response of underwater motion. The model is based off parameters
of an existing, experimentally validated, UUV [19]. The work by Prestero gradually
builds up a theoretical model of REMUS [12]. Prestero’s research was chosen for a
starting point of this work because of its explicit experimental testing results and
that REMUS was a simple, relatively small UUV. The REMUS variant studied by
Prestero was intended to be man portable and used in shallow water. Although not
limited to these constraints, the device presented in this work is geared toward this
type platform.
The simulation represents a close replication of the motion of an underwater vehi-
cle. Experimentally determined vehicle parameters are given in [19] and will be used
in this work. Efforts to maintain the model modularity and adaptability to different
underwater vehicle geometry and parameters also strengthen the generality of the
device when applied to underwater vehicles. Since the device has been implemented
in an aircraft, it is important to note the differences between the two scenarios as
they will affect the functionality of the device.
3.1 Rigid Body Motion
The equations for rigid body motion in underwater environments are gathered from
[19], [17], [20], [8]. The procedure for developing equations of motion (EOM) for
underwater vehicles is similar to that of airborne vehicles. The assumptions used in
the derivation of the EOM are found in [20] and are as follows:
1. The vehicle behaves as a rigid body:
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2. The Earth’s rotation is negligible as far as acceleration components of the mass
are concerned;
3. The primary forces that act on the vehicle have inertial, gravitational, hydro-
static and hydrodynamic origins;
4. The hydrodynamic coefficients or parameters are constant, and
5. The mass of the vehicle remains constant.
Assumption 1 declares that the body is completely rigid and eliminates the need
to model the interaction between two adjacent mass elements. Assumption 2 allows
the disregard of the Coriolis effect on the vehicles motion since it is assumed the
vehicle will not travel a distance long enough to consider its presence. The third
assumption defines the forcing functions sources considered in this derivation. The
fourth assumption restrains the derivation to constant hydrodynamic coefficients. The
final assumption assumes the mass of the vehicle will not change thus removing the
ṁ terms in the EOM.
The center of gravity (CG) of the UUV is determined by the distribution of mass
throughout the vehicle. The center of buoyancy (CB) is a function of the shape of the
submerged part of the vehicle [20]. These two points generally are not collocated. A
major difference between airborne vehicles and waterborne vehicles is in the location
of the body coordinate system used for construction of the EOM. As described in
[20], the dominant forces acting on a submerged body in motion are developed in
relation to the shape of the vehicle thus they are more conveniently expressed with
a body coordinate system with an origin that references the shape of the body. This
suggests the best location for the body coordinate system to be at the CB as it is a
function of the submerged shape of the vehicle. For underwater vehicles, the location
of the CB remains the same as long as the body does not change shape since the
entire body is submerged. The CB of surface ships changes as the submerged shape
of the hull can change, however this will not be the case for this study.
Figure 3.1, displays the necessary coordinate vectors and geometry required as a
basis for the derivation of the EOM. The figure depicts the three critical coordinate
systems. The fixed or inertial coordinate system is the lower x-y-z axis on the figure.
This reference system remains stationary and is used to describe absolute position
and velocity of the vehicle moving through fixed space. The second coordinate system
is the body or vehicle coordinate plane and is fixed to the body as it moves through
space. The third coordinate system, although not explicitly shown on the figure, is
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centered at point O. This is meant to depict an arbitrarily placed coordinate system
on the body that also moves with it.
Figure 3.1: Vehicle and Inertial Coordinate Systems in Space
The derivation of the EOM start with the acknowledgment that the vehicle’s total
acceleration can be divided into rotational acceleration and translational acceleration.
The EOM will be derived in the body reference frame as the external forces that act
on the vehicle depend on the vehicle’s relationship with the fluid. The rigid body
dynamics are derived with respect to the CG of the vehicle as this is a reflection of
Newton’s second law. Referencing Figure 3.1, the derivation begins describing the






Where ~v is the object’s velocity vector, m is the object’s mass, and ~Fext is the
external forces acting on the object. Equation (3.1) states that the sum of all external
forces is equal to the time rate of change of mass times the velocity vector ~v. When
summing the external forces at infinitesimal point on the vehicle, the velocity vector
is shown as a vector addition as given in Equation (3.2)
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The vector, ~vc represents the velocity of Assuming constant mass of the vehicle
and substituting Equation (3.2) into Equation (3.1), the result is shown in Equation
(3.3)
∑







In this case ~r represents the distance of an infinitesimal point mass to the center of
gravity. If the center of gravity is used as the center of the body reference coordinate
system and given symmetry, a significant simplification of Equation (3.3) is available.
Remembering that underwater vehicles will center the body reference frame at the
CB, the following steps need to be taken. The CB will be generalized as an arbitrary
point as it does not matter where the CB is located. It is just important to understand
that it is not located at the CG of the vehicle.
The distance vector ~r is redefined with respect to Figure 3.1. Simple vector addi-
tion can be shown as:
~rG = ~r 0 + ~rG0 (3.4)
where rG is the distance from the fixed reference frame to the center of gravity
of the vehicle, r0 is the distance from the fixed reference frame to an arbitrary point
on the vehicle and rG0 is the distance from the arbitrary point on the vehicle to the
center of gravity of the vehicle. The derivative of Equation (3.4) will express the
velocity in terms of the CG. The resulting equation is found Equation (3.5):
d~r G
dt
= ~̇ 0r + ~ω × ~rG0 (3.5)
Where, ω × ~rG0 accounts for the rotational velocity component when the body
undergoes a rotation rate of ω and can be clarified by viewing Figure 3.2
The vector described by Equation (3.5) is of constant magnitude, rotating about an
axis with angular speed, ω. The vector travels through a degree of dθ in a time of dt.
Equation (3.6) defines the value of dA, which is the infinitely small distance traveled
by A during the rotation maneuver of velocity, ω, which is a simple trigonometric
relationship. For this case, the vector A is representative of vector, ~rG0
dA =‖ A ‖ ·sin(φ)· ‖ ω ‖ dt · n̂ (3.6)
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Figure 3.2: Time Derivative of Rotating Vector [6]
The form of Equation (3.6) appears as the definition of the magnitude of a cross
product given by:
ω × A =‖ A ‖‖ ω ‖ sin(φ) · n̂ (3.7)
Rearranging we come to final form in Equation (3.8)
d~rG0
dt
= ~ω × ~rG0 (3.8)
Continuing the derivation, since the body reference frame will be located at point
O in the most general case, the translational velocity at point O can be expressed as:
~̇ 0r = uî+ vĵ + wk̂ (3.9)
Similarly, it will be defined that the rotation vector is as follows.
~ω = p̂i+ qĵ + rk̂ (3.10)
Now that ~rG is in terms of ~r0 and ~rG0 we can take the derivative of Equation (3.5)
to be used in Newton’s second law. The derivative of Equation (3.5) will yield the
acceleration term.
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~̈rG = ~̈ 0r + ω̇ × ~rG0 + ~ω × ~ω × ~rG0 + ~ω × ~v0 (3.11)
This term can now be substituted into Newton’s second law for the forcing func-
tions. It is important to note the presence of the ω̇ in Equation (3.11).
Similarly, the equations for rotational motion can be addressed by way of the
extension of Newton’s second law. The sum of the applied moments about the center
of mass is equal to the time rate of change of angular momentum of the vehicle. In
[20], Riedel offers an explanation of the complication of angular momentum in marine
vehicles. "In the practical case of marine vehicles, however the statement just made
is modified slightly because it is much more difficult to assess the moments of inertia
about its CG (CG) as the CG changes with loading" [20]. Riedel goes on to express
the simplicity of evaluating the mass moments of inertia about the body reference
frame which is again, along lines of geometric symmetry, as the CB is described.
Reidel develops the remaining EOM as follows below.
ho = Ioω (3.12)







Taking the time derivative of Equation (3.12) results in the following:
ḣo = Ioω̇ + ω × ho (3.14)
Again, the presence of ω̇ introduces the need for an angular acceleration signal for
complete modeling.
Expanding out Equation (3.14) and substituting in the required equations, Equa-
tion (3.14) can be expressed as:
Ṁrot = Ioω̇ + ω × (Ioω) +m(rG0 × v̇0 + rG0 × ω × v0) (3.15)
With the completion of the forcing and moment of equations of the underwa-
ter vehicle, the final EOM can be gathered. The following equations generate the
foundation of the rigid body simulation:
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ẇ − uq + vp+ xcg(pr − q̇) + ycg(qr + ṗ)− zcg(p2 + q2)
]
= Zext (3.18)
Ixxṗ+ (Izz − Iyy)qr + Ixy(pr − q̇)− Iyz(q2 − r2)− Ixz(pq + ṙ)+
m [ycg(ẇ − uq + vp)− zcg(v̇ + ur − wp)] = Kext
(3.19)
Iyy q̇ + (Ixx − Izz)pr − Ixy(qr + ṗ) + Iyz(pq − ṙ) + Ixz(p2 − r2)−
m [xcg(ẇ − uq + vp)− zcg(u̇− vr + wq)] = Mext
(3.20)
Izz ṙ + (Iyy − Ixx)pq − Ixy(p2 − q2)− Iyz(pr + q̇) + Ixz(qr − ṗ)+
m [xcg(v̇ + ur − wp)− ycg(u̇− vr + wq)] = Next
(3.21)
where the distance from the CG to the center of the desired coordinate system is
designated by:
~rcg = xcg î+ ycg ĵ + zcgk̂ (3.22)
These equations can be coded into Matlab and Simulink. Appendix A covers the
parameters used and the resulting Simulink model. This section developed the EOM
for a generalized vehicle with a body coordinate system centered at a location other
than the CG. The next sections will generate the relationships between the inertial
and body frame coordinate systems.
3.1.1 Body and Fixed Reference Coordinate Systems
The motion of an underwater vehicle in three dimensional space is best described
by the six independent degrees of freedom. These six coordinates are relative to a
orthogonal coordinate system placed on the vehicle at an arbitrary origin. The forces
and moments experienced by the vehicle can be related to this coordinate system as
described by Newton’s second law. The orthogonal coordinate system placed on the
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vehicle is referred to as the body coordinate system. As explained below, the body
coordinate frame can be translated to a global or inertial frame as well.
3.1.2 Euler Angle Transformation
The first coordinate transformation that will be discussed in this section is the Euler
Angle Transformation. When considering relation to a fixed, inertial frame, the prod-
uct of inertia terms become dependent on time. Referencing product of inertia terms
to the body frame will ensure they remain constant and a coordinate transformation
fills the need of navigation data in terms of a fixed coordinate system.
The idea of Euler Angle Transformation is that if by beginning at the orientation
of the fixed coordinate system and making three successive, non-orthogonal rotations,
the current orientation of the vehicle with respect to the fixed coordinate system can
be obtained. The aircraft community tends to use the Z-Y-X transformation, or 3-2-
1 [18] transformation which is a rotation about the z-axis, then the y-axis, and finally
an x-axis rotation to describe the attitude of the aircraft. The vehicle simulation
model will utilize this transformation as the main technique for describing vehicle
orientation in space since the Euler Angle transformation is a logical description
of the attitude that is simple to cognitively visualize. The second transformation
method, Quaternion Transform, is more difficult to visualize.
The first rotation about the Z is designated by a ψ and, like all Euler angles,
is defined positive by the right hand rule. The second rotation about the Y axis is
designated by a θ and the third rotation about theX axis is designated by a φ. At each
rotation, a transformation relationship is generated by a trigonometric projection of
the two coordinates systems. For a complete transformation, the composition of each
rotation’s transformation matrix is required. The composition is achieved through
the matrix multiplication of each of the matrices together, whereas it is necessary to
preserve the order of the transformation matrices.
A helpful visualization of the concepts of Euler Angle transformation is shown in
Figure 3.3.
Notice the change of nomenclature after each rotation. The rotated axis after
the first rotation are renamed x1 and y1. Developing the trigonometric relationship
between each successive rotation is a simple trigonometric projection of the new axis
system to the previous one. The derivation of the Euler Angle transformation is taken
from [18]. Starting with the transformation to the (x1, y1, z1) system from the inertial
frame (xf , yf , zf ), which is Euler angle, ψ, the transformation matrix is as follows in
Equation (3.23).
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The composition of these three individual matrices can be generated by the proper
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matrix multiplication. Paying attention to order, the matrix multiplication is per-



























The result of performing the matrix multiplication is a full transformation matrix
that allows the translation of data from one coordinate system to the other. For the
EOM, the derivative of this transformation matrix is required. It needs to be able
to transform body rotation rates, p, q, and r into φ̇, θ̇, and ψ̇. This transformation






















where p, q, and r are the vehicle’s roll, pitch, and yaw rates respectively. It is
important to note the difference between the Euler angle rates and the body frame
rotation rates. The body frame rotation rates vectors (p, q, r) are orthogonal to each
other while the Euler angle rotation rates are not, due to the successive Euler angle
rotations. This is also where the gimbal lock phenomenon shows itself. At an elevation
angle of ±90◦, any cosine function would output zero and therefore, if that zero would
be located in any denominator, then the matrix element would produce a singularity.
Any combination of Euler angle rotations would still produce this singularity. This
is not as critical when dealing with vehicles that never reach angles that large, but
when simulating this transformation, the model needs to be able to accommodate
that possibility.
3.1.3 Quaternion Transformation
An alternate method of coordinate transformation is the Quaternion transformation.
This method is used in previous iterations of the navigation device and is necessary
for the operation of its algorithms. The benefit of using this transformation is the
elimination of the singularity at θ = 90◦. The penalty of removing the singularity
comes with a conceptually more difficult transformation along with the introduction
of an additional degree-of-freedom.
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Figure 3.4: Euler Axis Transformation [18]
The quaternion transformation is an adaptation on the Euler Axis technique. The
Euler Axis transformation is a single rotation about a specific axis. The axis of
rotation is designated as the Euler Axis. Figure 3.4 is a depiction of the theory.
The Euler Axis, E, does not need to be a particular length. To remove any
variability, the magnitude of the Euler vector is constrained to 1, therefore the square
root of the sum of the squares of its components is also equal to one.
Ex
2 + Ey2 + Ez2 = 1 (3.28)
Relating the Euler axis from the body to inertial frame is done by considering an








Exx + cos(Θ) Exy − Ezsin(Θ) Exz + Eysin(Θ)
Exy + Ezsin(Θ) Eyy + cos(Θ) Eyz − Ezsin(Θ)







where: Eij = EiEj(1 − cos(Θ)), Θ represents the rotation about the Euler Axis,
(Vxf , Vyf , Vzf ) represent vectors in the fixed reference frame and (Vxb, Vyb, Vzb) repre-
sent vectors in the body reference frame.
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Again, as this is an orthogonal matrix, the transpose of this matrix will also
yield the inverse and therefore the transformation from inertial coordinates to body
coordinates by way of Euler axis is possible. Taking the derivative with respect to
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The matrix shown by Equation (3.30) eliminates the singularity that was in the
Euler Angle transformation at θ = ±90◦ but introduces another singularity at Θ = 0
or 180 degrees. These singularities are far more common than an elevation angle of
90 degrees. On its own, Euler axis transformations are not useful in flight simulation.
By applying quaternion mathematics to this formula, the resulting transformation
becomes singularity free.
The application of the quaternion transformation is basically a new style of algebra
and computations. The Euler angle transformation used three variables to perform
the transformation. Quaternion uses a set of four variables to describe the transfor-
mation, just as the Euler Axis. The four variables are describing three degrees of
freedom so there must be a relationship with the fourth variable to the other three.
Three of the parameters describe the Euler Axis vector. These parameters are the
unit vector projection of the location of the Euler Axis. The fourth parameter is a
function of the rotation angle that is required for the transformation. The following
derivation is followed from [18].
















where Θ is the rotation around the Euler Axis. The relationship equation for the
parameters is just as follows in the Euler Axis transformation. Squaring all the terms
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results in:
e1
2 + e22 + e32 + e42 = cos2(Θ/2) + (Ex2 + Ey2 + Ez2)sin2(Θ/2) = 1 (3.33)
Quaternion algebra is a specific set of algebraic rules that apply to quaternion
vectors. In this case the conjugate of a quaternion vector is important. Equation
(3.34) shows the conjugate:
~q = ~e1 − ~e2 − ~e3 − ~e4 (3.34)
The typical cross product in quaternion algebra has been replaced by the quater-
nion product. It is similar to vector cross product but the conventions are as follows:
ix
⊗
ix = −1 (3.35)
iy
⊗
iy = −1 (3.36)
iz
⊗
iz = −1 (3.37)
All other quaternion product combinations function the same as the corresponding
vector cross product as described by the right hand rule. The quaternion product
with identical vectors is negative one. The quaternion product of a quaternion vector
and its conjugate equal the magnitude of that quaternion vector squared:
~q
⊗
~q∗ = e12 + e22 + e32 + e42 =
∣∣∣~q2∣∣∣ (3.38)
The conjugate of the quaternion vector indicates an inverse rotation [18]. After
describing some of the fundamentals of quaternion algebra, now by relating the Euler
Axis transformation matrix to the quaternion components, a quaternion transforma-
tion matrix can be assembled. The Euler axis has the same components in the body









2 + e12 − e32 − e42 2(e2e3 − e4e1) 2(e2e4 + e3e1)
2(e2e3 + e4e1) e32 + e12 − e22 − e42 2(e3e4 − e2e1)








3.1. Rigid Body Motion 19
Taking the derivative of this matrix will relate body rotation rates to quaternion
rotation rates. This will replace the same Euler angle matrix in the original EOM.
There are no differences in quaternion differentiation with respect to time so,









































It is clear that this equation contains the expanded terms of the quaternion. Sim-



















The quaternion derivative matrix is now a linear matrix. A square matrix can be









0 −p −q −r
p 0 r −q
q −r 0 p









When simulating the vehicle response to an input, the initial conditions vector
contains data for all states in the EOM. Relating the Euler angle initial conditions
to quaternion components is beneficial since Euler angles are logical and simple to
describe. The equations used to translate Euler angles to Quaternion components are
as follows:
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e1 = cos(ψ/2)cos(θ/2)cos(φ/2) + sin(ψ/2)sin(θ/2)sin(φ/2) (3.44)
e2 = cos(ψ/2)cos(θ/2)sin(φ/2)− sin(ψ/2)sin(θ/2)cos(φ/2) (3.45)
e3 = cos(ψ/2)sin(θ/2)cos(φ/2) + sin(ψ/2)cos(θ/2)sin(φ/2) (3.46)
e4 = sin(ψ/2)cos(θ/2)cos(φ/2)− cos(ψ/2)sin(θ/2)sin(φ/2) (3.47)
Taking the inverse of this matrix of equations will yield a relationship to convert
Quaternion components to Euler angles.
sin(θ) = 2(e1e3 − e2e4) (3.48)
tan(φ) = 2(e1e2 + e3e4)1− 2(e22 + e32)
(3.49)
tan(ψ) = 2(e1e4 + e2e3)1− 2(e32 + e42)
(3.50)
When implementing the conversion from Euler angles to Quaternion notation, it
is important to use the ’atan2’ function. This function ensure the answer will be in
the right quadrant since Θ is only defined in the range of -90 to 90 degrees. Now
it is possible to replace the Euler angles in the aircraft EOM with the Quaternion
relationships. Doing so will increase the number of equations from nine to ten which
will increase the computation time, but removing the trigonometric functions of Euler
angles compensates for the extra equation.
3.2 Hydrodynamics
Since this work is using the vehicle parameters of REMUS which were given in [19], we
are limited to the extent of which [19] modeled the underwater vehicle. Any significant
attempts of improving or changing the assumptions or approximations made by [19]
cannot be trusted as they cannot be experimentally validated. Currently, this is not a
problem since we do not need a highly accurate vehicle model to prove the feasibility
of the device’s operation on underwater vehicles. The only requirement is that the
model simulates the approximate underwater vehicle motion which is governed by the
generic EOM for those vehicles. Future work can expand upon Prestero’s work or
modify the current model to emulate another underwater vehicle completely.
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3.2.1 Hydrostatics
The hydrostatic properties of the underwater vehicle considers the balance and loca-
tion of the weight and buoyancy vectors. The stability of the vehicle depends on the
relationship between these two vectors. For underwater vehicles, the CG is typically
designed to be slightly below (or with a larger z value) than the CB. Then by placing
the CG below the CB, a self-righting moment is induced to fight disturbances. The
separation of these two points generates a moment arm when the vehicle is disturbed
or deflected.
Figure 3.5: Righting Moment of Hydrostatic Stability
For this vehicle model, neutral buoyancy will be assumed. This means the weight
of the vehicle is equal to its buoyancy. In practice, this is often not true. The buoyancy
force is often forced to be larger than the weight force so that if failure occurs to the
vehicle, it will float to the surface for recovery [19].
The equations of hydrostatics are the simple transformation of the weight and
buoyancy vectors to the inertial frame. As found in [20],[17], and [8] the equations of








(ygW − ybB)cos(θ)cos(φ)− (zgW − zbB)cos(θ)sin(φ)
−(xgW − xbB)cos(θ)cos(φ)− (zgW − zbB)sin(θ)





Fins or control surfaces are used as the primary method for direction and orientation
changes. The concept of modeling these control surfaces is the same for both airborne
flight and water borne motion. The arrangement and number of control surface
fins are different for general aircrafts when compared to the modeled vehicle. The
arrangement chosen in this work will replicate that found in [19], where four fins are
arranged in a simple cross pattern at the rear of the vehicle. In [19], the fins are
modeled as two pairs of control surfaces, implying no independent movement in the
pairs. To generalize the model further, this work provides the necessary equations to
model independent fin movement and allows for commanded rolling moments.
The parameters of the fin locations and lift curves are located in Appendix A. A
simple diagram showing the layout of the fins and a detailed view of the geometry
was found in [19].
Figure 3.6: Fin Geometry of REMUS [19]
Since the fins are located away from the CG, the effective fluid velocity at the fin
location needs to be determined. The rotation of the vehicle can increase or decrease
the apparent velocity of the fluid at the fins. As this is a starting point of underwater
vehicle simulation, this work will neglect any circulation,wash, or vortex flow resulting
from body geometry. The velocity of the fluid at the fins will be used to determine
3.2. Hydrodynamics 23
its angle of attack thus eventually resulting in the lift and drag forces. To determine
the effective velocities at each fin, the following equations were developed:
ufinr1 = u+ xfinr1q (3.52)
vfinr1 = v + xfinr1r − zfinr1p (3.53)
ufinr2 = u− xfinr2q (3.54)
vfinr2 = v + xfinr2r − zfinr2p (3.55)
ufins1 = u+ xfins1r (3.56)
wfins1 = w − xfins1q + yfins1p (3.57)
ufins2 = u− xfins2r (3.58)
wfins2 = w − xfins2q + yfins2p (3.59)
where p,q,r are body rotation rates, ufinr1,vfinr1, wfinr1 are effective velocities at
rudder fin 1, ufinr2,vfinr2, wfinr2 are effective velocities at rudder fin 2, ufins1,vfins1,
wfins1 are effective velocities at stern fin 1, ufins2,vfins2, wfins2 are effective velocities
at stern fin 2, and the x,y,z terms with the corresponding subscripts represent the
distance from the center of pressure of the fin to the center of buoyancy. With the
effective velocity at each fin calculated, the lift can now be determined. The lift force
is a function of angle of attack. The angle of attack is result of the effective angle
of attack at the fin and the commanded deflection. The graphical representation is









The derivation does not assume small angles due to the possible large deflections
that could be experienced. The sign convention of the angle of attack is important
when regarding the commanded deflection angle. The following figure, Figure 3.7 is
taken from [19]. It illustrates the relationship between the fin angle of attack and
commanded deflection.
Positive sign convention on fin deflection is determined by the direction that will
cause a positive moment to the vehicle. It is important to remember that the moment
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Figure 3.7: Control Fin Sign Conventions [19]
arm vector is the coordinates of the fin relative to the CB.
The lift force at the fin is calculated by the following in Equations (3.64),(3.65).
It is important to note that no drag data was given for the fins in [19]. Future work
can develop a better fin model to better replicate their effectiveness.
Y rf = .5ρcLαSfinufinr1 |ufinr1| dr1eff + .5ρcLαSfinufinr2 |ufinr2| dr2eff (3.62)
Zsf = −(.5ρcLαSfinufins1 |ufins1| ds1eff + .5ρcLαSfinufins2 |ufins2| ds2eff ) (3.63)
where Y rf is the force due to the rudder fins in the y direction, Zsf is the force due
to the stern fins in the z direction, Sfin is equal to the surface area of the fin, ρ is
equal to the fluid density, cLα is equal to the lift coefficient for the finite length fin
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hydrofoil, and ds1eff is equal to the effective angle of attack.
The resulting moments the vehicle experiences is also shown by the following
equations.
Krf = .5ρcLαSfinufinr1 |ufinr1| zfinr1dr1eff + .5ρcLαSfinufinr2 |ufinr2| zfinr1dr2eff
(3.64)
Ksf = −(.5ρcLαSfinufins1 |ufins1| yfins1ds1eff+.5ρcLαSfinufins2 |ufins2| yfins2ds2eff )
(3.65)
Msf = −Zsf(xfins1) (3.66)
Nrf = −Y rf(xfinr1) (3.67)
These equations will be added into the sum of all external forces in the Simulink
model.
3.2.3 Body Lift and Resulting Moments
Similar to lift due to the fuselage in aircrafts, body lift in underwater vehicles is the lift
due to the vehicle structure. An approximation to lift due to slender bodies is derived
by Horner [11] and presented in [19]. It is a simple relationship to determine the
center of pressure of the lift force due to the body fuselage. The equation developed






where Lbody is the lift force due to the body, ρ is the density of the fluid, cydβ is the
lift coefficient of the hull for a given angle of attack or sideslip (due to symmetry).






where Zuwl is the lift force due to the angle of attack of the hull. Due to symmetry
of the revolved ellipsoid, the following relationship exists.
Yuvl = Zuwl (3.70)
Body lift coefficients are found in Appendix A. Hoerner experimentally determined
a method for finding the center of pressure of a body of revolution at an angle of
attack. The center of pressure xcp is required to determine the moments created by
body lift.
xcp = −0.65lv − xcb (3.71)
where lv is the length of the vehicle. Again, coefficients are created to consolidate
constants in the body lift moment equations. The relationship between the given
coefficients is found in the following equation:




whereMuwl is the pitching moment due to the hull lift and Nuvl is the yawing moment
due to the hull lift. The negative relationship between the pitching and yawing
moments due to body lift are due to the location of the center of pressure relative to
the CB. The center of pressure is aft of the CB. For example, a lift force in the negative
z-direction, with a negative moment arm, results in a positive pitching moment. The
coefficients, Muwl and Nuvl can be found in Appendix A.
3.2.4 Hydrodynamic Damping
Hydrodynamic damping is the equivalence of drag to aircraft EOM. The hydrody-
namic damping equations leverage the vehicle geometry to generate an estimate of
the drag due to the fluid. The difficulty is trying to estimate drag coefficients for
all ranges of motion of the vehicle. The assumptions made in [19] regarding the
hydrodynamic damping is as follows:
1. Neglect linear and angular coupled terms.
2. Assume the vehicle is symmetric to the xy and xz plane. This avoids the need
to have to model any protrusions causing asymmetry such as sonar devices.
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3. Reject higher order damping terms.
Prestero [19] also states that the numerous pockets, seams and bulges of the vehicle
are likely to trip the surrounding flow into turbulent regime which will be useful in
calculation of its coefficients. To stay focused on the task of creating an underwater
vehicle simulation, only the hydrodynamic coefficients are required. It is important to
understand the implication of the magnitude and sign of the specific hydrodynamic
damping coefficient but the derivation of the theoretical parameters end up getting
adjusted to fit experimental data. For this work, the theoretical calculations of drag
coefficients by way of slender body strip theory is unnecessary.
The important aspect of the hydrodynamic coefficient evaluation is the relative
difference for each drag direction. That is, comparing the drag for a rolling motion
against the drag with a yawing motion. For an aircraft, there is a reasonable degree
of similarity of those two rotational drag motions. For an underwater vehicle of a
revolved shape, like REMUS, there is a great difference between drag in the rolling
motion when compared to pitch or yaw. This observation will become useful in the
development of the signal differentiation schemes.
The form used for calculating the drag force is given by the following equation:
FZww = Zwww |w| (3.73)
where FZww represents the force in the z direction due to hydrodynamic damping or
drag and Zww represents the coefficient of hydrodynamic damping in the z direction
due to velocity in the z or w direction. The use of the w |w| term preserves the
direction of the body velocity. Simply squaring the term would always yield a positive
value regardless of the body velocity. The coefficients used in this work can be found
in Appendix A.
3.2.5 Added Mass
Added mass introduces an important difference in the comparison of airborne to
waterborne vehicles. The implication of these terms when regarding the ability of the
basic navigation device to perform, is crucial.
Fossen writes in [8] that the added mass terms are a subdivision of radiation
induced forces. Other radiation induced forces are hydrodynamic damping as well
as hydrostatic forces. Fossen defines these as "forces on the body when the body is
forced to oscillate with the wave excitation frequency and there are no incident waves"
[8]. Added mass should be understood as pressure induced forces and moments due
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to harmonic motion of the body which are proportional to acceleration of the body
[8].
Fossen summarizes the EOM in a way that the added mass terms are easily iden-
tifiable. The summary of the EOM can be found in Equation (3.74)






















MA = −diag{Xu̇, Yv̇, Zẇ, Kṗ,Mq̇, Nṙ} (3.77)
CA =

0 0 0 0 −Zẇw Yv̇v
0 0 0 Zẇw 0 −Xu̇u
0 0 0 −Yv̇v Xu̇u 0
0 −Zẇw Yv̇v 0 −Nṙr Mq̇q
Zẇw 0 −Xu̇u Nṙr 0 −Kṗp
−Yv̇v Xu̇u 0 −Mq̇q −Kṗp 0

(3.78)
The matricesMRB and CRB represent the rigid body EOM developed in Equations
3.18, 3.19, 3.20, 3.21 in vector form. The term g(η) is the weight and buoyancy terms
and τ represents the external forces.
The added mass coefficients are functions of vehicle geometry. Specifically, strip
theory is used to integrate over sections of the vehicle [19]. These parameters are even
difficult to determine in experimentation [8]. Again, this work needs to understand
the implication of these parameters to the success of the navigation device. All added
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mass coefficients can be found in Appendix A. The most glaring effect of the added
mass coefficients is the nonlinearities and additional inclusion of angular acceleration
terms. In aircraft EOM, there are coupling effects in the three moment equations. In
underwater vehicles, we see coupling in all six force and moment equations.
The forcing functions for a general aircraft are often expressed as shown in Equa-
tion (3.81), [18].
m(u̇+ qw − rv) = Fex (3.79)
m(v̇ + ur − pw) = Fey (3.80)
m(ẇ + pv − qu) = Fez (3.81)
Here, there is no coupling effect of the angular acceleration terms but we can see
the coupling in the moment equations given by Equation (3.84) [18]
ṗIxx − q̇Ixy − ṙIxz − qr(Iyy − Izz)− (q2 − r2)Ixy + prIxy − pqIxz = Mex (3.82)
−ṗIxy + q̇Iyy − ṙIyz − pr(Izz − Ixx)− (r2 − p2)Ixz + pqIyz − qrIxy = Mey (3.83)
−ṗIxz − q̇Iyz − ṙIzz − pq(Ixx − Iyy)− (p2 − q2)Ixy + qrIxz − prIyz = Mez (3.84)
It is clear the moment equations contain the angular acceleration terms. Under-
water vehicles clearly have a higher degree of relationship and coupling of angular
acceleration terms. Added mass terms reliant on angular acceleration signals, or MA,
need to be grouped with the coupled terms in the equation of motion as they share
the same input as shown by Equation (3.74). With all the components of vehicle
simulation provided by [19] complete, the simulation model can be constructed in
Simulink and tested.
3.2.6 Simulation Solver Settings
All Simulink models were constructed with consistent parameters and solvers. For all
simulations performed in this work, Simulink operates with a fixed time step, ode5
solver. The time step was set to 0.01 seconds. The ode5 solver is a variant of the
Runge-Kutta technique [29]. All final parameters for the input to the simulation
model can be found in Appendix A.
An auto-trimming algorithm was also employed to make sure the entered starting
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parameters would result in a trim condition.
3.2.7 Sample Simulation Outputs
The simulation model was developed from experimental parameters from REMUS
found in [19]. The simulation was run at the given settings and the results were
compiled in plots of the vehicle states. The inputs to the model are:
1. Rudder Fin 1 Deflection
2. Rudder Fin 2 Deflection
3. Stern Fin 1 Deflection
4. Stern Fin 2 Deflection
5. Thrust Change
These are operational inputs to the model. The vehicle parameters are kept con-
stant for all runs. The form of the input is found in Figure 3.8.
Figure 3.8: Input Structure Block Diagram
The input structure is a switched system. The user may choose to input the
deflection as a damped step or as a damped sinusoid. The step input is designed to
be initiated at 1 second and go from trim deflection to the commanded deflection
plus the trim. The second step signal generator is the command to return to trim
at 10 seconds in the simulation. The single, first order transfer function is meant to
simulate the actuator model in a very rudimentary way. This is a pure attenuation
of the step signal to prevent instantaneous changes in the fin command. The same
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method applies for the sinusoidal input attenuators. The sinusoid operates at a
frequency of π rad/s. The amplitude is determined by the user.
To show the output of the simulation, various inputs will be tested and evaluated.
The first test will be a simple, zero input case. Figure 3.9 shows the state outputs of
that simulation.






























































































Figure 3.9: UUV Open Loop Rigid Body Model, Vehicle State Simulation of Zero Input
The start up changes in some of the plots are very low in magnitude and only are
caused by very small errors in start up trim condition settings. The next simulation
will show the results of commanding both stern fins to 20◦. We would expect that
this would result in a negative yaw rate as the primary rotation. The coupling of this
maneuver can also be shown in these plots.
Figure 3.10 the oscillation that the roll term experienced. The lack of damping in
the roll direction on underwater vehicles means they are easily excited. The vehicle
maintained stability and returned to near trim condition after the deflection was reset.
The rudder input excited a small rotation in the pitch plane as well. All of these cross
couplings can be supported by the EOM. We can see the result this fin command has
on the vehicle speed as well.
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Figure 3.10: UUV Open Loop Rigid Body Model, Vehicle State Simulation of δrudder = 20◦
A 20◦ input will now be commanded to both stern fins and the results are plotted
in Figure 3.11. The vehicle dives down deeper as supported by the negative θ values.
In Figure 3.12, a ±20◦ input is commanded to the rudder fins which results in
a rolling maneuver with high amplitude and oscillations that are due to the lack of
damping in the roll direction. Finally, a step command of 10◦ is given to both the
stern and rudder control fins. The result of this command is found in Figure 3.13.
The vehicle model performs as expected with given control surface inputs, the
model logically responds in the correct direction. It is based off physical parameters
of an actual, commercially available, UUV from published performance data. With a
sufficient vehicle model created, the algorithms and structure of the navigation device
will be derived.
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Figure 3.12: UUV Open Loop Rigid Body Model, Vehicle State Simulation of δrudder = ±20◦
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The proposed system and all current commercially available systems such as DVLs,
LBLs, USBLs, and INSs require accurate attitude/vehicle orientation information
for transforming estimated body velocity term to inertial velocity terms. Errors in
attitude result in errors in the inertial velocity terms and propagate to errors in
inertial position. Therefore, a high degree of accuracy on estimating vehicle velocity
is required for estimating vehicle inertial position. The nature of the integration
process to get from acceleration to velocity and finally to position compound any
errors and result in estimate drifting. Minimizing errors in attitude and acceleration,
will provide a greater degree of accuracy on the inertial position estimates. The
position estimates are crucial since GPS data is unavailable below the surface of the
water.
The device consists of commercial off the shelf sensors to read acceleration and
rotation of the vehicle. Novel algorithms utilize these signals and generate navigation
estimates.
The hardware layout and overview of the device are first presented. With the
basics of the device explained, the algorithms behind its operation are derived.
4.1 Device Layout and Hardware Considerations
The device has undertaken many upgrades since its inception. Currently, the device
configuration consists of two semi-circular arrays of accelerometers. There is 13 ac-
celerometers per array. The accelerometer at the intersection of the arrays is shared.
The device also harbors rate gyros to record rotation in each body direction. The
device also requires an accelerometer placed at or near the CG of the vehicle. The
35
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pitch plane is shown in Figure 4.1. The accelerometers are evenly spaced across all
180◦ of the semi circle. In Figure 4.1 and Figure 4.2 the rectangles represent the
accelerometers. Also, later in the derivation, the work will discuss the reason for the
sign configuration on the offset angle of each accelerometer, θi. The roll plane array
is shown in Figure 4.2. The roll plane has a different designation for the offset angle
of each accelerometer so that it is aligned with the x-axis of the vehicle.
Figure 4.1: Pitch Plane Accelerometer Configuration
Figure 4.2: Roll Plane Accelerometer Configuration
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4.2 Device Algorithms
4.2.1 Offset Device Compensation
Since it often is not feasible to locate the device exactly at the CG, a transformation
of acceleration at an arbitrary distance from the CG. This transformation is also
used in the UUV simulation model. As the UUV simulation model uses the CB as
the center of the body reference frame, in order to get an acceleration at the CG,
then a transformation needs to be performed. The device utilizes the transformation
to calculate the equivalent accelerations at the CG. The transformation equation is
developed in [9]. On the device, the transformation is made at each accelerometer.
Figure 4.3 illustrates the concept of the offset device. The notation in the figure and
that used in this subsection are not to be confused with the Euler Angle notation.
These are simply offset angles.
Figure 4.3: Sign Convention and Notation for Misalignment Angles of Acceleration Trans-
formation [9]
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The distance the device is offset from the CG in all three dimensions can be
described in Figure 4.4.
Figure 4.4: Sign Convention and Notation for Misalignment Distance of Acceleration Trans-
formation [9]
The mathematical relationship for translating accelerations on a rigid body starts
with the simple description of the differentiation of the distance vector ~r that describes
the distance from the arbitrary point to the CG shown by:
d~r
dt
= ~ω × ~r (4.1)
where ~ω represents the body rotation vector. Differentiating Equation (4.1) again









× ~r + ~ω × d~r
dt
(4.2)
Simplifying, we arrive at the form shown in Equation (4.4):
d2~r
dt2
= ~α× ~r + ~ω × (~ω × ~r) (4.3)
where ~α represents the angular acceleration vector. Expanding out Equation (4.4)
into scalar components yields:
d2~r
dt2
= (ṗ̂i+ q̇ĵ+ ṙk̂)×(X̄î+ Ȳ ĵ+ Z̄k̂)+(p̂i+qĵ+rk̂)×((p̂i+qĵ+rk̂)×X̄î+ Ȳ ĵ+ Z̄k̂)
(4.4)
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where X̄, Ȳ , Z̄ make up the distance vector from the arbitrary point to the center of
gravity. Expanding out the cross products and gathering up like terms generates we
reach the final form of the distance offset equation. It is now necessary to combine
the offset or misalignment angles to the distance offset. This is simply achieved by
the effective Euler Angle transform between the arbitrary point and the CG. Again,
these angles are not the vehicle’s attitude, they are representative of the misalignment
angles as shown in Figure 4.3
The form of the acceleration transformation for the ’i-th’ accelerometer in the
array is given in Equation (4.5) and is only derived in the z direction for the pitch
plane of the device. The other directions can be derived in the same manner.
gAz,i =
[
gAx,cg + (−q2 − r2)X̄x + (pq − ṙ)Ȳx + (pr + q̇)Z̄x
]
(cos(ψz)sin(θz)cos(φz) + sin(ψz))[
gAy,cg + (pq + ṙ)X̄y + (−r2 − p2)Ȳy + (rq − ṗ)Z̄y
]
(sin(ψz)sin(θz)sin(φz)− cos(ψz)sin(φz))[




Equation (4.5) represents the most general case of arbitrary loading. Equation (4.5) is
also used to simulate the expected acceleration measurement at each accelerometer when
the vehicle undergoes translation and rotation. For the purpose of the device algorithm,
making some relevant assumptions simplifies this equation. First, considering the pitch
plane of the device, if this device is aligned with the vehicle’s x-axis, then we can assume
the Ȳ terms equal zero. Second, the terms φ and ψ are assumed to be zero in the pitch
plane. as well. We can also make a simplification of the X̄ and Z̄ term as they are a function
of the location of each accelerometer.
X̄ = rdsin(θi) (4.6)
Z̄ = rdcos(θi) (4.7)
Where, rd is the radius of the device and θi is the offset angle of the ith accelerometer.
These equation shows the polar relationship between the X̄ and Z̄ that is a result of the
semi-circular shape of the device. The transformation of X̄ and Z̄ also assume the device
is centered on the CG. The assumption can easily be loosened by using vector addition to
determine the X̄ and Z̄ where one component is the distance from one accelerometer to the
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center of the device and the other vector is the distance from the center of the device to the
CG. Making the substitutions and assumptions declared above, the offset device equation
can now be given as:
gAz,i = g [Ax,cgsin(θi) +Az,cgcos(θ)]
− rd
[
r2sin2(θi)− (2pr)cos(θi)sin(θi)sin(θi) + p2cos2(θi) + q2
] (4.8)
These assumptions effectively remove the need for all ω̇ terms. The signal differentiation
scheme that is described later will make these signals available to the device; alleviating the
restrictive assumption. This allows for misalignments and offsets in different directions.
4.2.2 Imposed Loading
It is now possible to use the simulated accelerometer signal described by Equation (4.8) to


















The imposed loading term is a critical calculation of this device. Imposed loading is
the composition of translational and rotational accelerations that are experienced during
flight. If the loading that is imposed through maneuvers is separated from the gravitational
acceleration, we can identify the gravity vector by analyzing the accelerometer signals.
Substituting Equation (4.9) into (4.8) yields the following:




r2sin2(θi)− (2pr)cos(θi)sin(θi)sin(θi) + p2cos2(θi) + q2
] (4.10)
Determining the values for the imposed loading is one of the tasks of this device. If that
loading can be estimated, the remaining unknowns in this equation are φman and θman.
With both the pitch and roll arrays, these values can be estimated as well. If Equation
(4.10) is solved for the imposed accelerations, and substituted into the general equation of
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accelerometer loading at the cg an estimate of attitude results.
Az,imposed =
g [Az,i −Ax,cgsin(θi)− cos(θm)cos(φm)cos(θi)] + rd
[
(rsin(θi)− pcos(θi))2 + q2
]
cos(θi)
∣∣∣∣∣ i = [2: 12]
(4.11)
Ax,imposed =
g [Az,i −Az,cgcos(θi) + sin(θman)sin(θi)] + rd
[




i = [1: 6] and [8 : 13]
(4.12)
The imposed loading equations only apply to certain accelerometers in order to avoid
a divide by zero singularity in these equations. The location of the seventh accelerometer
would cause that singularity in Equation (4.12). Accelerometers 1 and 13 would cause a
singularity in Equation (4.11).
In a pure rolling scenario, Accelerometer 7 will experience the same translational accel-
erations experienced at the Az,cg of the vehicle. The difference between Accelerometer 7






= Az,cg −Az,7 (4.13)
Equation (4.13) states that since Accelerometer 7 is aligned with the z-axis of the CG, the
difference between them will be a function of the distance between them and the pitching
rotational velocity. This will be an important relationship later in the derivation of the
device.
The equations for imposed loading require estimates of the current attitude. Scorse [22]
has shown that if there is not a good deal of change between time steps, using the previous
attitude estimate will suffice for the calculation of imposed loading. Using this assumption,
the equations for imposed loading in the pitch plane are simplified to the following:


















for i = [1: 6] , [8 : 13]
(4.15)














An alternate method of calculating the imposed loading is also used in Scorse [22].
The method of signal differencing also computes an estimate of imposed loading. Signal
differencing does not use any information from the rate gyro to calculate an imposed loading.
The idea is to take the difference of symmetric accelerometers in the array to simplify the
equations previously presented. As shown in the diagram of the device, the designation
of the offset angles of each accelerometer is centered about the center of the device in the
pitch plane. The negative quadrant of the pitch plane is designated by all accelerometers
with a negative x-value. The positive quadrant of the pitch plane is designated as those
accelerometers with a positive x value when the device is centered at the CG, the left hand
pitch plane, for −θ:
gAz,i = g(Ax,cgabs(sin(θi)) +Az,cgcos(θi))
− rd
[
r2sin2(θi)− (2pr)cos(θi)abs(sin(θi)) + p2cos2(θi) + q2
] (4.18)
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The right hand pitch plane, for θ:
gAz,i = g(−Ax,cgabs(sin(θi)) +Az,cgcos(θi))
− rd
[
r2sin2(θi)− (2pr)cos(θi)abs(sin(θi)) + p2cos2(θi) + q2
] (4.19)
The task is to generalize the nonlinear terms into a function of the signal difference of
symmetric accelerometers
g(Az,14−i −Az,i) = 2g(Ax,cgabs(sin(θi)) + 2rdcos(θi)abs (4.20)
g [(Az,14−i −Az,i)− 2(Ax,cgabs(sin(θi))]
2 [cos(θi)abs(sin(θi))]
= (2pr)rd
∣∣∣∣ for i = [1: 6] (4.21)
g(Az,14−i +Az,i) = 2g(Az,cg(cos(θi)) + 2rd
[
r2sin2(θi) + p2cos2(θi) + q2
]
(4.22)
g [(Az,14−i +Az,i)− 2(Ax,cg(cos(θi))]
−2 = rd
[
r2sin2(θi) + p2cos2(θi) + q2
]
(4.23)
The next step is to filter the rate gyro measurements along with the attitude estimates.
A Kalman Filter is used to perform this operation. Before going to the next step in the
device algorithms, figures are be presented to plot the imposed loading for various inputs
in to the vehicle’s control surface. The signal differencing method will be used in this work
to perform imposed loading calculations.
4.3 Kalman Filter
The device leverages a Kalman Filter to produces smooth, accurate estimates of attitude.
The Kalman filter is essentially a weighted least squares recursive filtering method. The
filter is designed to process data from measurements that include bias and noise and create
a predicted value for the next measurement and update the current measurement with an
estimated value. The Kalman filter is assumed to be in discrete time form. The filter needs
to be access data at the current and previous time step. The Kalman filter does not operate
in a batch type manner, and it is able to perform optimization in real time.
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Figure 4.5: Imposed Loading due to Step Input of δrudder = 20◦
The observer utilizes a state model of the input process. This model is one of the limiting
factors of the filter. The model is used to predict the next time step given the input state
model.
ẋ = Ax+Bu+ w (4.24)
z = Hx+ v (4.25)
Where w is the process noise and v is the measurement noise, A represents the state
matrix of the model, B represents the input matrix of the model, and H represents the
output matrix of the model. Process noise is used to represent the differences between the
model and reality. Measurement noise is meant to model the noise during the process of
receiving a signal from a measurement device. The work will utilize a white Gaussian noise
to model sensor noise. White noise is not correlated in time and has equal power at all
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Figure 4.6: Imposed Loading due to Step Input of δstern = 20◦












Where m is the mean of the density function and σG is the standard deviation. This
choice is supported by the Central Limit Theorem. It states that random variables with
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Figure 4.7: Imposed Loading due to Step Input of δrudder = ±20◦
The operation E [ ] is the expected value of the function within the brackets. It can be
interpreted as the centroid of the probability density function. For example the expected





Where X is a random variable and f(x) is the probability density function.
The state space model is discretized and represents the system model to be used as the
basis of the Kalman filter. The following Kalman filter algorithm equations were followed
from [28].
xk = Axk−1 +Buk−1 + wk−1 (4.30)
zk = Hxk + vk (4.31)
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Figure 4.8: Imposed Loading due to Step Input of δrudder = 10◦,δstern = 10◦
The truncation error is defined as:
ek
− = xk − x̂−k (4.32)
ek = xk − x̂k (4.33)














With initial estimates for mean and covariance, a predicted value can be obtained by a
weighted residual
x̂k = x̂−k +Kk(zk −Hx̂
−
k ) (4.35)
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The term, zk−Hx̂−k is called the residual as it is the difference between the measurement
and the estimation. The weighting function K is meant to add weight to the more accurate
technique. The weighting function, Kk, is defined as:
Kk = Pk−HT (HPk−HT +R)−1 (4.36)
The algorithm updates the error covariance with the following equation:
Pk = (1−KkH)Pk− (4.37)
The developed equations have form the loop structure and are the basis for the Kalman
filter algorithm. The error covariance needs to be recalculated for the prediction phase as
described below:
Pk
− = APk−1AT +Q (4.38)
With the generic discrete Kalman filter equations developed, modifications are made
to accommodate the attitude inputs and optimize the estimation. Previous works [22]
regarding the device develop the equations used in this work. No modifications were needed
to adapt the developed Kalman equations to underwater vehicles since the filter inputs for
both vehicles are the same. Simulation results confirm the functionality of the estimator.
Since the attitude system model is nonlinear, an extended Kalman filter is used to
perform the optimization of the attitude estimates. The form of the filter is also changed
to accommodate the input to the equation. The attitude estimate is transformed from
Euler Angles to Quaternions. The implications of that transformation is the normalization
requirement. That is, keeping the magnitude of the quaternion vector equal to one. The
derivation of the system model, covariance update and Kalman gain of the extended Kalman
filter can be found in [22].
The following equations are implemented in the simulation of the device in this work.
The first step is to initialize the state and covariance.
The initial state values were given by the initial conditions of the simulation model
converted to quaternions. The initial bias estimate was set to 0.2 deg/sec.
The Kalman gain is in the same form as derived in the discrete linear observer. Its form
follows as:
Kk = Pk−HTk (x̂−k )(Hk(x̂
−
k )Pk
−HTk (x̂−k ) +R)
−1 (4.39)
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Where the term, (x̂−k ) is given as:
The covariance terms need to be updated with the new values.
ˆ̃x = Kk
[





























The following are used to update the states:
˙̂q(t) = 12Ξ(q̂(t))ω̂(t) (4.45)
ω̂(t) = ω̃ − β̂(t) (4.46)
Ṗ(t) = F (x̂(t), t) + P (t)F T (x̂(t), t) +G(t)Q(t)GT (t) (4.47)









The final estimates of attitude are produced by the output of a complimentary filter. A
complementary filter addresses the combination of two independent noisy measurements of
the same signal [3]. The filter uses two low pass filters that are mathematical complements
of each other to create one final, filtered estimate. Under ideal conditions, one of the
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two inputs would operate with low frequency noise and the other would operate at high
frequency noise. Thus choosing a low pass filter and its complement for the corresponding
filters would decrease the error.
The navigation device contains two complementary filters to perform its final estimation








where τcomp is the tunable time constant of the filter. The filter has inputs of θest and
θ̇, and θtrigger for the estimation of θ. The term θ̇ is estimated by the proper Euler Angle
transformation which also uses the updated estimates of θ and φ from the complementary
filters. The filter is triggered by a separate algorithm that references relative accelerations
in the accelerometer array. Once the difference reaches an established threshold, the initial
condition of the integrator is reset. The threshold and algorithms have been determined by
[22] and provide accurate results in this work as well. There is no need to change any of
these algorithms as they reference parameters of the device itself and are not a function of
any vehicle dynamics or performance.
4.4 Noisy Signal Differentiation
Signal differentiation is, historically, a difficult task that is often avoided. In this work, the
derivative of the noisy body rotation rates are required to be estimated accurately providing
a feasible navigation solution. There are two apparent needs when differentiating a noisy
signal: noise filtration and signal differentiation. Performing these tasks in one operation
is the ideal situation. The sliding mode differentiator provides the ability to do so [15].
The differentiated signal needs to be calculated in real time for the navigation solution.
Research on the topic of signal differentiation reveals a number of solutions that use a post
processing approach to signal differentiation. Often classified as acausal, these systems
require knowledge of future and past measurements. Causal systems, like the one employed
in this work, only utilize past values. With on board memory, causal solutions are feasible
for real time differentiation.
From the development of the differentiator, specific needs and challenges arise. This
section will illustrate the cause of the challenges as well as how this work addresses each of
these needs. As signal differentiation is a difficult task, a perfect, smooth estimation of the
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vehicle angular acceleration terms will not be achieved. The following is a summary of the
difficulties and the attempts at solutions presented in this work.
1. The differentiated signal needs to be able to be access in real time. As the device
operates in a real time environment, it needs to access estimations of the body an-
gular acceleration vector to produce estimates for the body velocity vector and the
inertial coordinates. The developed differentiator uses only current and past values
to calculate a derivative estimate. A sliding mode controller is chosen for its real time
application as well as its robust operation and logical tuning parameters.
2. The estimated signal needs to be able to track the wide range of input signals from
the rigid body model. The simulation is only capable of a range of control surface
inputs. Environmental disturbances and other unmodeled dynamics can play a large
part in the required signal to differentiate. It is shown that a fixed gain sliding mode
controller cannot properly estimate the derivative signal for all simulated conditions.
When properly tuned, adapting controller gains allows the estimated signal to track
a wide variety of input signal amplitudes and frequencies. There is a limitation to
the performance of the adaptive gain. The compromise between noise suppression and
signal following is lessened with an adaptive gain controller, but with a high frequency,
high amplitude input signal, the adaptive gain needs to be set high. When the signal
drops back down to zero, the high adaptation rate induces a larger chattering effect
on the signal.
3. The differentiator needs to be able to suppress noise and remove signal bias. Since the
differentiation process inherently amplifies noise. A cascaded filter system provides
the noise reduction possible to obtain a usable signal. It was discovered that a dual
smoothing filter configuration, when properly tuned, generated the most accurate
result. A Savitzky-Golay smoothing filter was used between the first super twisting
(ST) sliding mode controller and the second ST smoothing filter. The purpose of
this was to recover a good estimate of the dynamic portion of the signal while the
second ST lightly smoothed the resulting signal. Signal bias is removed inherently
through differentiation. The bias is assumed constant and therefore, the derivative of
a constant is zero.
4. The input signal is subject to fast, high amplitude changes in rotational directions
of low damping. The differentiator needs to operate with fast changing input signals
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while still suppressing noise. This ends up creating a compromise between noise sup-
pression and signal following. To address this, adaptive gains laws were implemented.
5. The differentiator needs to accommodate all rotational directions p, q, and r. Each
signal needs to be differentiated to obtain the full angular acceleration vector. A
separate differentiator will be used for each rotation direction. This will allow pa-
rameter tuning custom to the dynamics of rotation in that direction and is useful as
roll maneuvers in underwater vehicles are underdamped. Pitch and yaw maneuvers
tend to be very similar due to the symmetry of the vehicle. Taking advantage of this
knowledge, the differentiators can be tuned more efficiently.
6. Since a sliding mode differentiator is chosen, the output signal is affected by the chatter
of the control algorithm. It can be seen that with the ”bang-bang” control of sliding
mode control, chatter around the sliding surface creates an inaccurate estimation.
A boundary layer is often used to ease the hard control and improve accuracy. In
this case, a fuzzy logic controller was used in place of a boundary condition. The
fuzzy logic controller gives a smoother control than standard boundary layers and
is inherently adaptive to the moving sliding surface [7]. It can be shown that the
implementation of the fuzzy controller greatly reduced the steady state error of the
differentiation estimate. Without the chatter driving the signal away from the truth
value, the accuracy estimation increases
With an accurate ṗ, q̇, and ṙ, estimates are applicable to other device algorithms.
Loosening the restrictive assumptions on the loading of an arbitrary accelerometer requires
the knowledge of angular acceleration terms. Accurate estimates of these terms could
potentially generate a more accurate imposed loading calculation as more misalignments of
the device and accelerometers can be accounted for.
4.4.1 Backward Difference Signal Differentiation
One method of obtaining a differentiated signal is obtained by application of a simple
backward difference equation. The backward difference approximation is a feasible technique
since it applies to real time systems. Forward and centered difference equations rely on
future values for derivative approximations. The following equation illustrates the backward
difference equation used for signal differentiation.
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where Ts is the discrete time step size,KBD is the static gain,fn is the current time step
of the input signal and fn−1 is the value of the input signal at the previous time step.
To illustrate the approximation, Figure 4.9 shows an example where it is clear that the
sampling time affects the accuracy of the differential approximation. The distance between
the last point x(k − 1) and the current point x(k) as well as the location of x(k) on the
function, f(x) will effect the accuracy of the differentiation estimate.
f(x)
x(k)x(k-1)
Figure 4.9: Backwards Difference Approximation Example
It can be seen that the estimate of the derivative at the current time step could be in
error. Compounded with the inherent error is the measurement error and bias due to real
life sensor imperfections. For the simple case of backwards differencing, the estimation of
the differentiated signal is very poor. It provides no usable information to the system for
navigation estimation.
The following Figure 4.10 shows the close up view of the q̇ estimation via back differenc-
ing. It is clear that the noise amplification overshadows any attempt at replicated a close
estimation of the derivative.
The corresponding error statistics can be found in Table 4.1.
There is clear need for an alternate method of determining ṗ,q̇, and ṙ. An accurate signal
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Figure 4.10: Backwards Difference Approximation Error for q̇





Table 4.1: Error in Signal Differentiation by Backwards Differencing
differentiation also lends itself to an accurate noise filter for the base signal. A sliding mode
controller is explored as a signal differentiator in the next section. This technique shows a
great improvement from the backwards differencing technique.
4.4.2 Sliding Mode Differentiation
The principles of sliding mode control lend themselves to robust and accurate estimation.
Using sliding mode techniques as a differentiator is well suited to this work as it works in
real time and is able to handle measurement inaccuraces inherent to the rate gyroscopes.
Gaussian sensor noise and sensor bias are used to replicate real world imperfections. This
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section will illustrate the steps taken to develop and improve a sliding mode differentiator
suited for signal differentiation on underwater vehicles. The derivation will take advantage
of the physical limitations of underwater motion to tune the sliding mode controller. Ap-
plication of this differentiator to other fields or motion platforms may require additional
tuning of parameters. It was determined that an adaptive, fuzzy super twisting sliding
mode differentiator will provide the best estimation of ṗ,q̇, and ṙ signals. This work also
shows the differentiator is asymptotically stable by way of a Lyapunov stability analysis.
The super twisting sliding mode technique was developed by [15] to estimate the first
order derivative of a signal. The research in [15] presented a method to track the noisy
input while passing the signal through the representative low pass filters of a sliding mode
controller. As designed by Levant [15], on noise free inputs, this technique has the ability to
robustly determine real-time derivatives of time varying signals. For navigation purposes,
this is an attractive quality. The prerequisite signal information is defined by the Lipschitz
constant [15]. The functionality of the sliding mode controller requires the Lipschitz con-
stant to be bounded. The principles of rigid body motion loosely support the boundedness
of the angular acceleration terms. For the given operating conditions of REMUS in [19], the
maximum angular jerk terms were assessed in simulation by taking the second derivative of
the exact rotation rates. In reality, there is no way to mimic these perfect values, but for
the purpose of determining bounds of physical limitations this method will suffice and will
create a benchmark for parameter tuning.
The flow chart of the complete operation of the differentiator is given in Figure 4.11.
The concepts used in the control scheme will be developed in this section. Figure 4.11 yields
the most efficient and accurate derivative estimates observed. The following sections will
elaborate on the procedures and concepts leading up to the final form shown in Figure 4.11.
Figure 4.11: Overview of Final Differentiation Estimation Structure
The innovations of the differentiation filter work toward a smooth, accurate estimate of
a signal derivative. The following sections on sliding mode differentiation develop each en-
hancement and effect on differentiation accuracy. The innovations to filtered differentiation
estimation covered in the following sections are as follows:
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1. Adaptive Sliding Mode Gains
The introduction of adaptive gains in super twisting sliding mode control can be found
in [1]. The adaptation laws and parameter relationships were improved in this work to
create a more robust, accurate differentiation estimate. To protect against adaptive
parameter drift, a σ-modification technique is used in this work which is also a new
addition to the super twisting sliding mode controller.
2. Savitzky-Golay Smoothing
An intermediate smoothing filter was developed to refine the estimation of highly
dynamic signals. An additional super twisting controller is placed downstream of the
Savitzky-Golay filter, thus creating a two part smoothing technique which is designed
to recover dynamic changes while suppressing steady state noise.
3. Super Twisting Error Exponent
While determining the Lyapunov stability of the base super twisting controller, it was
determined that the changing the power to which the error signal is raised to, greatly
reduces chatter and improves accuracy. The concept is presented in detail below.
Super-Twisting Sliding Mode
To begin, the governing state equation of the super twisting sliding mode differentiator
found in [15] is given by:
ẋ = u (4.52)
Equation (4.52) generalizes the control input and output of the differentiator and is
simply the mathematical expression that illustrates signal differentiation. There is no ref-
erence to any dynamics of the input or plant model as sliding mode differentiation is solely
a numerical technique. The input to the differentiator is the signal from the rate gyro and
represents the desired signal xd to be tracked. Under perfect conditions, xd contains zero
noise and therefore derivative tracking can be achieved nearly exactly. The difficulty of
noisy signal differentiation via sliding mode control is the balance of noise suppression with
derivative estimation. If the controller is designed to follow the input closely, the deriva-
tive estimation will contain a large amount of high frequency noise which is due to the
controller working to match the high frequency spikes in the input signal. Therefore, an
effective trade-off between noise suppression and derivative accuracy exists. Finding that
balance centers around the placement of the variable λ which represents the effective cut-off
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frequency of the sliding mode controller when visualized in a low pass filter format.
Super twisting sliding mode control is often characterized by the twisting motion the
states undergo in the phase portrait. Figure 4.12 shows the 3 dimensional phase portrait
plot to illustrate the twisting motion of the states seeking the sliding surface. Under a zero


































Figure 4.12: State Trajectories typical in Super Twisting Sliding Mode Control
The following assumption required for the initial conditions as a starting point for the
derivation of the algorithm:
xd(0) = x(0) (4.53)
The assumption is valid when starting the controller under a zero input signal and can
be achieved by initiating the controller when the vehicle is stationary.
The state vector used in the sliding mode controller is the error between the desired
state, xd, and the estimated state x.
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x̃ = x− xd =
[
x̃ ˙̃x . . . x̃n−1
]T
(4.54)
The sliding surface is defined by the following:
s = ˙̃x+ λx̃ (4.55)
Taking the Laplace transform of Equation (4.55) and assuming Equation (4.53) expresses
the sliding surface in a low pass filter form resulting in Equation (4.56). The filter shows
the resulting error of the first order state when the input is the sliding surface, s and can
be seen as the weighted error summation of x̃ and ˙̃x, the error states of the input signal
and its derivative. Therefore, the goal is to drive the surface variable s to zero.
s→ 1
p+ λ → x̃ (4.56)
The differentiator is a single input, single output system, therefore, the p, q, and r signals
will be handled by separate controllers, allowing for independent tuning of parameters.




e−λ(t−T )s(T )dT = (Φ/λ)(1− e−λt) ≤ Φ/λ (4.57)
As shown in Equation (4.57) the tracking error on the input is a function of λ. The
larger the λ, the smaller the error bound on the input tracking.
So far, it has only been shown that states on the sliding surface will reach zero in finite
time. It is necessary to design a controller that forces the states to the sliding surface and
once they are on it, to remain there. The super twisting controller only requires propagation
of the sliding variable, s, which in this case is the error between the estimated and measured
rate gyro signal [23] and is also the only definite error signal that is available in regards to
differentiation. The format of the input signal is as follows:
u = u1 − λ |x− f(t)|
1
2 sign(x− f(t)) (4.58)
u̇1 = −αsign(x− f(t)) (4.59)
Where α and λ are tunable parameters. One method of determining the coefficients λ
and α is given in [15]:
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α > C, λ2 ≥ 4Cα+ C
α− C
(4.60)
Where α and λ are tunable parameters and C is the Lipschitz constant of the signal.
Equation (4.60) shows the requirement of a loose knowledge of the input signal. To avoid the
need for exact values, in this work, the Lipschitz constant is approximated by the following
relationship:
max(
∣∣∣f̈(x)∣∣∣) ≤ C (4.61)
Where f(x) is the rate gyro input signal to the slidng mode controller. Equation (4.61)
is a loose approximation of the value of C. To generate a conservative estimate that works
for the usable range of the underwater vehicle, the vehicle was commanded to its maximum
fin deflection in each rotation axis. The second derivative of the body rotation rates are
recorded by the simulation and the maximum value is then implemented for C. For added
robustness, these values were rounded up to insure against modeling errors. Equation
(4.61) shows the only prerequisite information needed by the super twisting algorithm.
But with the techniques shown later, this requirement is loosened by way of adaptive gain
modification.
A random, zero mean noise of σ = 0.15 deg/s and a constant 0.2 deg/s bias is added
to the ideal body rotation rates. When regarding the sliding mode controller as a low pass
filter, λ can be seen as the cut off frequency in a Bode diagram. Therefore, its value will
determine the amount of the frequency spectrum of the input signal that is passed through
unattenuated. In the implementation of this differentiator, the selection of these parameters
greatly affected its accuracy.
The ability to tune each body rotation signal independently is very useful. When eval-
uating the damping terms for each rotation direction, the roll direction is highly under-
damped. Therefore, inputs that result in any rolling motion will excite the ṗ signal in
a exaggerated underdamped sinusoidal manner. Choosing an λ and corresponding α to
suppress noise will suppress the fast excitation of the ṗ signal and results in an inaccurate
representation of the differentiated signal. For this variant of the sliding mode differentiator,
a compromise is required to obtain the best possible differentiation estimate.
The most basic form of the differentiator given by [15] was implemented in Simulink and
noisy rate gyro signals, generated the rigid body model of the underwater vehicle, were the
inputs. The first test of the differentiator’s ability will focus on the q̇ term. As was shown
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in the previous section, the backwards differencing technique was unable to sufficiently
estimate q̇ from the noisy input signal. The underwater vehicle model is commanded to the
following values and the simulation is run to analyze the filter performance:
δrudder1 = 20◦ (4.62)
δrudder2 = −20◦ (4.63)
δstern1 = 0◦ (4.64)
δstern2 = 0◦ (4.65)



































Figure 4.13: Unsmoothed ṗ signal due to δrudder = ±20◦
In Figure 4.13 there is a recognizable signal for ṗ that seems to follow the truth signal.
Table 4.2 shows the statistical decrease in error when comparing to the backwards differ-
entiation method. When viewing the statistics, the sliding mode controller yields a better
derivative estimate than the backwards differencing technique. The differentiator is now
tested with a larger input to observe how it performs under various signal magnitudes. The
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Table 4.2: Error Statistics Resulting from ṗ estimation via Basic ST
rigid body model is now commanded to the control surface deflections as illustrated by:
δrudder1 = 30◦ (4.66)
δrudder2 = −30◦ (4.67)
δstern1 = 0◦ (4.68)
δstern2 = 0◦ (4.69)
For the purposes of this simulation, a deflection of ±30◦ on any of the control surfaces
will represent the a deflection larger than the specified as the maximum deflection available
in [19]. The resulting derivative estimation is shown in Figure 4.14 and the corresponding
error statistics are found in Table 4.3.





Table 4.3: Error Statistics Resulting from ṗ Estimation via Basic ST
From these two situations we can see an increase in estimation error due to the increasing
input which is due to the inability of the differentiator to track the fast changing input
signal. The poor tracking in dynamic regions is a direct result of the fixed cut off frequency
that is imposed by the fixed gain of the sliding mode controller, λ and α. In an attempt
to decrease the error, a smoothing filter is cascaded downstream of the differentiator. In
this work, another super twisting sliding mode controller is used as the smoothing filter.
Later, a transition filter will be used between the differentiating and smoothing filters. The
difficulty of this smoothing is the introduction of another set of tunable parameters and the
possible attenuation of the differentiators ability to respond to fast changes in the truth
signal. Therefore, it is necessary to carefully choose the parameters on the smoothing filter
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Figure 4.14: Unsmoothed ṗ signal due to δrudder = ±30◦
as it will act similarly to a low pass filter thus fulfilling the smoothing operation. In this
work, parameter tuning in the ST smoothing filter is done experimentally. A method of
further self tuning, parameter relationships or other frequency decomposition techniques is
suggested for further work in signal differentiation.
The results of the smoothing filter are shown next. The consequences of improper tuning
of the smoothing filter will also be illustrated to stress the importance of parameter tuning
in each sliding mode controller. First, for comparison purposes the q̇ term will once again
be analyzed. The error statistics will be determined to quantify the improvement over the
unsmoothed ST differentiator case.
Figure 4.15 illustrates the result of the smoothed differentiated signal for ṗ and the
resulting error statistics are found in Table 4.4. It is clear that the smoothing technique
slightly decreased the mean error but increased the maximum error. This is due to the
attenuation of the estimate in times where the input signal is excited with an actual spike,
i.e. a true signal spike not due to noise. The attenuation of noise in times when the input
signal is zero is improves.
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Figure 4.15: Smoothed ṗ signal due to δrudder = ±20◦, λ = 32





Table 4.4: Error Statistics Resulting from ṗ Estimation with Smoothed SMD, λ = 28.28
The affect of changing the parameters λ and α in the differentiating controller will be
analyzed next. In the previous simulation which was resulted in Figure 4.15 and Table 4.4,
the differentiating parameters were set to: λ = 28.28 and α = 0.0001. The next simulation
will change the λ values in the differentiating sliding mode controller to illustrate its effect
on error. For this simulation λ = 10 to analyze effect it has on the error statistics. All other
parameters including the parameters of the smoothing sliding mode controller will remain
the same.
The decrease in λ resulted in a smoother plot as illustrated in Figure 4.16. It is evident
the tie between the parameter λ and the accuracy of the differentiator. The smoothing
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Figure 4.16: Smoothed ṗ signal due to δrudder = ±20◦, λ = 10





Table 4.5: Error Statistics Resulting from ṗ Estimation with Smoothed SMD, λ = 10
filter increases the accuracy and the tuning of λ can drastically effect accuracy.
The difficulty of determining an optimal λ value that will suppress noise while tracking
fast changing truth signals is apparent in the ṗ estimation. The fixed gain is unable to track
the signal without chatter and noise amplification. The large gain used to attempt to follow
the fast jump of the truth signal allows for noise amplification and chatter. The tuning of
λ in the differentiating controller may not achieve a reasonable estimate of the ideal signal
for all situations. Therefore, some improvements to the differentiator to accommodate the
variety of signals that could be experienced in a reasonable mission on board an underwater
vehicle is required.
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To improve accuracy of the differentiator, an adaptive control law is implemented to
automatically update the previously fixed parameter, λ. The goal of the adaptation law
is to boost the gain when necessary based on the error magnitude. Since a perfect truth
signal for the differentiated terms is unavailable, the adaptive controller shall respond to
error between the noisy and estimated base signals.
4.4.3 Adaptive Gain Sliding Mode Differentiation
The previous section outlined the need for an adaptive gain in the sliding mode differen-
tiator. The previous design of the sliding mode differentiator for noise suppression works
against the ability of the filter to follow fast changes in the input signal. Thus a compromise
arises between noise suppression and signal following. Allowing the critical parameters, λ
and α to adapt to the needs of the input signal increases the ability of the differentiator to
follow the truth signal while suppressing measurement noise. The gains will adapt to the
error from the unity feedback signal. The adaptation laws are based off of [1] however have
been modified in this work to provide superior performance. The change of power in the
adaptation law helps performance as well as facilitating the Lyapunov stability analysis.
The derivation of the adaptive gain is as follows below. The adaptive gain laws are
found in Equations (4.70) through (4.74).




0, if |z| < εz, otherwise (4.71)








where γ is a tunable gain parameter, C is the Lipschitz constant, L(t) is an interme-
diate variable used in the adaptive algorithm, σ is the error signal between the rate gyro
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measurement and the super twisting estimate. The addition of the term, l serves the pur-
pose of driving the error slightly away from the actual signal. If the estimation of the rate
gyro signal was perfectly matched to the input signal, the estimation would not suppress
the noise due to the sensor. Therefore, the additional term requires that the adaptation
remains active even if the error tends toward zero. The presented techniques for preventing
against parameter drift are dead zone and σ-modification. The dead zone, D, as described
in Equation (4.71), is a tunable parameter that is introduced to control the boundary layer
of which the adaptation law is active. As described in [24], the use of a dead zone greatly
reduces the effects of disturbances.
Persistent Excitation
A key point to the success of the adaptive gain is the persistent excitation level of the
input signal. When the input signal to the differentiator is not persistently exciting, the
input signal contains insufficient information for adaptation and the adaptation law has
difficulty determining the difference between noise and actual parameter information [24].
The parameter gain then continues in a manner which maintains small error. If the signal
does not regain persistent excitation, the parameter has the ability to drift far enough to
possibly violate controller stability. The adaptation laws in [1] combat this unbounded
expansion of estimated parameters by instituting a logic block to check the current value of
the parameter. If the value of the estimated parameter gain is higher than the maximum
allowed gain, the adaptation is deactivated.
An alternate method of preventing parameter drift is the σ-modification algorithm and
replaces the integrator with a low pass filter [24],[25]. Through simulations, it is shown that
the dead zone band value has an effect on the success of the technique to eliminate parameter
drift. When implemented on the navigation device and underwater vehicle simulation, the
dead zone results in slow parameter drift. Figure 4.17 shows the resulting parameter λ when
the underwater vehicle was commanded a ±30 degree input on the rudder. The rudder fins
are returned to zero at 10 seconds. In theory, there should be no change in the parameter
when the input signal is not changing and resulting estimation and error
The resulting error statistics are shown in Table 4.6
Body Rotational Acceleration Max Error Mean Error
——- rad/s2 rad/s2
ṗ 1.3705 0.1705
Table 4.6: Error Statistics Resulting from ṗ Estimation with Dead Zone Adaptive ST
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Although the maximum and mean error is much higher than that of the pitch and yaw
maneuvers, this technique has shown improvement. The steady state error is decreased but
the error during the dynamic maneuvers is great due to the apparent "lag" of the signal. The
"lag" due to a lack of ability to operate at the required frequency to match the frequency
of the truth signal. The next step to analyze the resulting trend of λ. It is important that
it does not drift throughout time. Parameter drift may lead to controller instability after
the gain moves the poles of the controller outside the unit circle which defines stability in
the discrete domain.
When viewing the parameter, λ, there is a trend away from convergence. Figure 4.17
shows the parameter continue to grow even though adaptation should be deactivated.



















Figure 4.17: Parameter, λ, Drift Over Time
Although, λ is not changing significantly in the interval shown in Figure 4.17, the value
does not converge when the input signal remains constant. A cap on the parameter gain is
implemented in [1] to avoid destabilization of the system but elimination of this problem
is necessary. To address this, the σ-modification technique was used as an improvement
to the work done in [1]. This implements a low pass filter in place of the discrete integral
in the adaptive controller. The low pass filter shown in Equation (4.75) used is a simple
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digital filter and for this work, required less tuning than the dead zone technique.
Lp(z) =
1
1 + 0.5z−1 (4.75)
Figure 4.18 shows the output of the adapted λ for the same input as tested with the dead
zone technique. When driven by the same input signal to the sliding mode differentiator,
the adaptive controller fit with σ-modification produces a convergent λ value that is drift
free for the duration of the simulation. It is important to note the σ-modification does not
compromise the accuracy of the differentiator as shown in Figure 4.19.




















Figure 4.18: Adaptive Control of λ with σ-Modification
Since the simulation model includes no environmental disturbances, it often shows rota-
tion signals are perfectly zero. In theory, this is correct, but when the body rotation values
are recorded on an actual underwater vehicle, environmental disturbances will most likely
yield non zero body rotation rates which will work in favor of the adaptive controller within
the sliding mode differentiator. Future work expanding on this research will implement a
wave disturbance model onto the rigid body simulation. The presence of slight disturbances
due to wave motion will help introduce a more persistently exciting rotation signal.
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Figure 4.19: Estimation of ṗ by σ-modified Adaptive ST
The adaptive gain allows the cutoff frequency of the differentiation estimator to be
set to suppress more noise while the adaptation allows a boost at times when the error
between the estimated and measured base signal are high. The adaptation laws are slightly
modified from what was shown in [1] and require minimal tuning. Although the newly
developed adaptive gain technique decreases error in the derivative signal, better accuracy
is sought. The following section introduces the fuzzy control laws as well as the Savitzky-
Golay smoothing principals as an intermediate smoothing filter.
4.4.4 Fuzzy Boundary Layer
One of the main difficulties in working with sliding mode control is the appearance of
chattering. The chattering effect is the result of limited hardware capabilities and control
gains. The presence of the signum function in sliding mode control algorithms is a main
source of chattering. The hard, "on-off" switching created by the signum (sign()) can drive
the estimated signal in a chattered oscillation when attempting to remain on the sliding
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surface. With a gain, λ that is designed to vary with fast changing signals, the chattering
at zero signal input is amplified by the gain and the hard switching sign function. The
chattering effect is most notably in all ṗ estimation figures (Figures 4.14,4.15,4.19). When
viewing the error at steady state or zero signal, the estimator outputs a relatively high
amplitude chatter. This is due to the large gain range that is need for the estimation of
ṗ. One of the downfalls of the adaptive gain sliding mode differentiator is the tuning and
knowledge of the signals bounds. The high gain constant γ required for the estimation to
reach the fast changing oscillations of the ṗ truth signal deters the estimation process of the
signal under lower amplitude and frequency. The controller drives the state to the sliding
surface but once on it, any small deviations invoke adaptation from the adaptive gain which
is multiplied by the large γ. To address this issue, a saturation-like function is used in place
of the signum function. The saturation function can be seen as boundary layer around the
sliding surface. Since the sliding variable in the super twisting sliding mode scheme is the
error between the noisy measurement and the estimation, driving the controller to exactly
track a noisy input signal would be counterproductive. By issuing a region of acceptance, or
a boundary layer, the controller accepts the error and does not induce the rapid chattering
that is typical with many sliding mode controllers. In this work, fuzzy control structure
was implemented as the boundary layer condition. The basic flow of fuzzy control is given
in Figure 4.20.
Figure 4.20: Data flow of Fuzzy Control
Fuzzy control is an excellent fit for the differentiator algorithm since "close enough" logic
of the boundary condition is inherent to fuzzy rules. The premise of this type of control is
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that by generating classifications for numeric inputs such as, large negative, small negative,
zero, small positive, and large positive and by admitting interaction between these defined
classifications one can begin to develop mathematical relationships that blur defined classi-
fication like ones created by the signum function. The technique admits a varying degree of
classification. The degree of classification can be seen as the compatibility of the input to
be classified in this category [7]. The compatibility of an input value is expressed through
the processing of a membership function. Membership functions are tuned relationships
allowing for the blurring of the definite bounds of a category.
This work leveraged the Fuzzy Control Toolbox in Matlab and Simulink. The toolbox
is a Graphical User Interface (GUI) that allows for graphical tuning of the fuzzy control
laws and membership functions. The input to the controller was the error signal, which is
the sliding surface in super twisting sliding mode controllers and is propogated through the
rule structure. The rule structure is given as follows:
1. If x is N, then u is N
2. If x is Z, then u is Z
3. If x is P, then u is P
Where x is the crisp input, N is negative, Z is zero, and P is positive which is a simple
classification of the crisp input x. Further iterations of this work can utilize different rules
as well as more refined subdivisions of positive and negative degrees. The "if" portion of the
rule is called the rule antecedent and the "then" portion of the rule is the rule consequent
[7]. The membership functions attempt to describe the compatibility of the input to the
classification.
Another design point of the fuzzy controller is the membership functions. The shape
and size of the membership function determines how the controller will respond to a given
input. Several function shapes are available as membership functions. As described in [7]
the triangular and other linear membership functions are computationally faster than those
that include exponential and trigonometric functions. Computation speed is critical for
real-time navigation system in this work.
Membership functions are piecewise equations with the sliding surface or σ as the input.
The location of the breaks and symmetry of the membership functions determine the shape
of the output function u. The tuning variable of the input membership functions is the width
of Z. The width will also determine the break points of P and N for a smooth output [7]. In
[7], when regarding noisy input signals, as found in this work, the width of the triangular
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membership function can be approximated by 4σ where σ is the standard deviation of the
noise. If considering the sliding surface, setting the width of the membership function to
the approximate value of the noise allows for a feathered boundary condition around the
sliding surface. There is no reason to weigh any membership function more than the other
as the error, positive or negative, needs to be driven to zero. The membership functions
are on a scale of a [0, 1] which can be seen as a percentage of compatibility with the rule
antecedent.
The output membership functions act similar to the input functions. These membership
functions relate the resulting membership value µA to the degree of membership to the rule
consequent. The output value is achieved by a "clipping" technique. The result of µA is
used as a maximum of the rule consequent, effectively clipping the shape of the membership
function.
It is clear that there is an interaction between neighboring membership functions. The
mathematics of determining the action in this zone is included in the inference engine.
The graphical procedure of calculating the defuzzified output is showed in Figure 4.22.
The shape of the input and output membership functions are shown in Figure 4.22. Figure
4.22 is a capture of the Matlab GUI used to generate the membership function.
Figure 4.21: Membership Functions for Fuzzy Control
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There is a flow to the graphical representation of fuzzy control beginning from the bot-
tom left of the figure at the value of input, draw a line vertically all the way through
each input membership function. The point at which the vertical projection intersects the
membership function is the value µA for that given rule antecedent. At each membership
function figure, the resulting µA value can now be projected horizontally, to the output
membership functions. The resulting value becomes a cap to the output membership func-
tions. and is repeated for each rule. The centroid technique is used to determine the output
value. Each resulting membership function is added up for each rule and the centroid of
the resulting shape is the output value of the fuzzy controller.
The effective output of the fuzzy controller is illustrated by in Figure 4.22 and is a
simple saturation style modification. With increasing inputs, the surface plot will increase
in dimension. For single input, single output, the fuzzy logic results in a 2-D graph.
Figure 4.22: Effective Input-Output Relationship for Fuzzy Control
The inference rules are based off of Mamdani implication explains the selection of mem-
bership values. The Mamdani inference method uses a minimum logic approach [7]. When
presented with the logic,
if X is A, then Y is B
The relation of the conjunction is described in Equation (4.76)
µRc(x, y) = min(µA(x), µB(y)) (4.76)
where µRc(x, y) is the The Mamdani method uses the minimum between the two relation
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parameters contributing to the "clipping" effect that was discussed regarding the structure







In Equation (4.77) βi is the degree of activation. Equation (4.77) is essentially the
weighted averages of the rule consequents which is the CG technique that was demonstrated
by the Matlab GUI toolbox.
Implementation of the fuzzy controller allows for a smoothing effect on the control input
near the sliding surface. The shape of the membership functions for each rule determines
the size and shape of the corresponding boundary layer.
4.4.5 Savitzky-Golay Smoothing
Tuning the smoothing ST control loop to preserve the signal spikes while rejecting the noise
is a difficult task. The largest error spikes so far have been a result of the inability of
the differentiator to keep up with a fast, high amplitude input signal. These large error
regions are detrimental to the navigation outputs as the double integration of erroneous
signals creates a significant drift problem. To overcome the drift problem turned to an
intermediate filter between the derivative estimate and the smoothing super twisting sliding
mode was proposed, thus creating a two-step smoothing process. A Savitzky-Golay (SG)
smoothing filter was chosen as the intermediate smoothing filter. The SG smoothing filter is
a frequency based, causal filter and operates as a least squares, non-recursive filter that can
be designed to access nR number of points prior and nL number of points after the current
time step [21]. Maintaining real-time constraints for the differentiation scheme requires the
filter to access past data since no future data is available to the algorithm.
The advantage of a SG smoothing filter is that it does not require significant tuning
once designed. Also the filter is designed as a one sided filter so it may access nR number
of points prior to the current measurement. In this work, the use of the SG filter can be
liked to edge detection in other filtering problems. The main task of this component of the
differentiation scheme was to filter out the noise and chatter on the dynamic portion of the
signal. The SG is well suited for filtering the dynamic signal but it does not remove much
noise on the zero input parts of the signal and this is why the remaining ST smoothing
filter is designed to lightly filter the noise that was not attenuated by the SG filter. It is
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important to tune the ST smoothing filter to minimally effect the dynamic portions of the
signal. The following derivation was followed from [21].
Equation (4.78) shows the calculation of the mean squared error in approximating a fit



















To determine optimal coefficients of the polynomial, Equation (4.78) is differentiated

























Equation (4.81) represents the normal equations for the least-squares approximation
problem [21] in the one-sided format. The order of the filter is shown by N and the length
of the filter is given by M . The order and length of the filter must be chosen carefully as
to not compromise the stability of the filter. It is required [21] that 2M ≥ N and that M
and N are not chosen to be very large.
Taking a matrix approach, the coefficients can be combined as a = [a0, a1, . . . , aN ]T
and the input vector can be shown as x = [x [−M ] , . . . , x [−1] , x [0] , x [1] , . . . , x [M ]]T . The
variableM is the length of the window and, in this case, is symmetric. This filter is designed
as an asymmetric filter for real-time use. Equation (4.80) can be expressed in matrix format
as shown in Equation (4.82).
a = (ATA)−1ATx = Hx (4.82)
From Equation (4.82), the matrix H is independent of the input samples and therefore
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the size and order of the least squares smoothing will determine the convolution process
[21]. Since identical weighting coefficients are obtained regardless of the input vector, if x
is taken as a unit impulse, the coefficients can be solved for the corresponding polynomial
approximation [21]. With this approach, the vector ATx will can be described as follows in
Equation (4.83).
ATx = [1, 0, . . . , 0]T (4.83)
Equation (4.83) represents the unit impulse form of the input vector. The remaining
term, (ATA)−1 contains the coefficients approximating the polynomial.
The matrix, A can be determined by Equation (4.84)
ATSG =

1 10 . . . M0
0 11 . . . M1





0 1N . . . MN

(4.84)
Equation (4.84) reflects the form of the transposed ASG matrix used in the calcula-
tion of the coefficients for a one-sided, causal filter. The calculation of the coefficients is
accomplished by the following equation:
c(n) = ãnk for k = 0 : N (4.85)
Where c(n) represents the coefficient vector, n is the length vector of the filter, ã rep-
resents elements of ASG, N is the order of the polynomial fit, and n is 0: M . Equation
(4.85) shows the coefficients are strictly a function of filter length, order, and subsequent
symmetry of the window. The value n is representative of each value of the length of the
filter.
After the implication of the SG smoothing filter, frequency based methods may be used
as the next step for the differentiation scheme. Once the coefficients in the convolution
window are set, less tuning is required compared to the previously developed methods
(i.e., super twisting sliding mode control). In general, frequency based methods are more
computationally efficient since they involve simple additions, subtractions, multiplications
and divisions of current and past values. The only requirement is on board memory to store
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the past data points needed for the current estimation.
The result of this work can be seen in the improvement of signal derivation of rate
gyro signals when compared to the backwards differencing technique. The results show an
improvement in mean error. The controller also remains robust under a large error. When
the initial conditions on the differentiating sliding mode controller are set to 0.5 rad/s, the


































Figure 4.23: Start-up Error with Fuzzy Adaptive SMD for δrudder = ±20◦
Results in signal differentiation will now be tested and errors against the truth value are
quantified. The results will be presented for varying control surface inputs. Error statistics
will be gathered in summary tables. The results of the developed differentiation scheme
are presented in the following figures. The figures are assessed against the truth angular
acceleration terms that are generated, noise free, by the rigid body model.
Figures (4.25,4.26, 4.27) show the results of the differentiator’s estimate of body angular
acceleration terms given an input of δstern = 20◦. It is important to note the significant
decrease in error from all backwards differencing and previously developed differentiating
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Figure 4.24: Start-up Error, Zoomed with Fuzzy Adaptive SMD for δrudder = ±20◦
techniques in this work. The steady state error of ṗ can be seen to be higher than found in
Figures 4.26 and 4.27. This is a direct cause of tuning the filter to the known performance
characteristics of each rotation direction. The ṗ differentiator is designed to be able to
handle high frequency and magnitude changes when compared to the q̇ and ṙ differentiator.
The q̇ shows a low steady state error and a good following to the truth signal. The ṙ
shows a low steady state error at the same degree as the q̇ term. This is because the
two differentiators are tuned the same to reflect the similar dynamics experienced in each
direction resulting from vehicle body symmetry.
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Angular Acceleration Error





Table 4.7: Error Statistics for Angular Acceleration Components ṗ,q̇, and ṙ, δstern = 20◦
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Figure 4.25: ṗ Estimation with Fuzzy Adaptive SMD for δstern = 20◦



































Figure 4.26: q̇ Estimation with Fuzzy Adaptive SMD for δstern = 20◦
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Angular Acceleration Error





Table 4.8: Error Statistics for Angular Acceleration Components ṗ,q̇, and ṙ, δrudder = ±20◦



































Figure 4.27: ṙ Estimation with Fuzzy Adaptive SMD for δstern = 20◦
Figures (4.28,4.29, 4.30) show the results of the differentiator’s estimate of body angular
acceleration terms given an input of δrudder = ±20◦. Again, the steady state error of ṗ can
be seen to be higher than found in Figures 4.29 and 4.30 however, the differentiator is able
to track the dynamic oscillations with superior accuracy when compared to the previously
presented methods. The q̇ and ṙ show a low steady state error with zero input.
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Figure 4.28: ṗ Estimation with Fuzzy Adaptive SMD for δrudder = ±20◦



































Figure 4.29: q̇ Estimation with Fuzzy Adaptive SMD for δrudder = ±20◦
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Figure 4.30: ṙ Estimation with Fuzzy Adaptive SMD for δrudder = ±20◦
Figures (4.31,4.32, 4.33) show the results of the differentiator’s estimate of body angular
acceleration terms given an input of δrudder = 20◦. Again, the steady state error of ṗ can be
seen to be higher than found in Figures 4.32 and 4.33 however, the differentiator is able to
track the dynamic oscillations that are resulting from residual effects of the yaw maneuver.
The primary yaw maneuver induces a rolling motion which is detected and visible in Figure
4.31. The q̇ estimation shows a low steady state error with zero input. The yaw maneuver
is estimated well by the ṙ differentiator with close tracking at the quick changes due to the
step inputs.
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Angular Acceleration Error





Table 4.9: Error Statistics for Angular Acceleration Components ṗ,q̇, and ṙ, δrudder = 20◦
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Figure 4.31: ṗ Estimation with Fuzzy Adaptive SMD for δrudder = 20◦



































Figure 4.32: q̇ Estimation with Fuzzy Adaptive SMD for δrudder = 20◦
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Figure 4.33: ṙ Estimation with Fuzzy Adaptive SMD for δrudder = 20◦
4.4.6 Lyapunov Stability Analysis
Determining the overall stability of the proposed controller is necessary as the simulation
tests alone do not incorporate all the conditions experienced in operation of the UUV. By
using a Lyapunov stability approach, it is possible to achieve an assessment of the stability
of the controller. While performing the necessary steps to the Lyapunov stability analysis,
it was determined that a change to the overall structure of the differentiator would greatly
benefit not only its accuracy but also its stability.
When tested as originally as designed in Equations (4.59) the differentiator performed
reasonably well. But when changing the power to which the error signal |x− f(t)| is raised
to from 1/2 to 4/5 the differentiator operated with less chatter and greater accuracy. If it
were possible to prove that varying the error signal power does not affect the stability of the
controller, then an improved form of the super twisting differentiator has been discovered.
Through a slight modification of the state equations, it is possible to prove stability for a
modified super twisting differentiator with adaptive gains. The approach to proving the
Lyapunov stability is presented in pieces. Lyapunov stability analysis can be likened to
energy analyses where each energy source is additive.
To begin the Lyapunov stability analysis on the basic super twisting sliding mode,
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a transformation of variables is performed. Reiterating the basic state equation of the
differentiator, Equation (4.86) shows the basic relationship between ẋ and u.
ẋ = u (4.86)
The task now is to relate a new variable, z to the control input equations, u. Previously,
as designed by Levant, the super twisting control input equations were given as follows:
u = u1 − λ |x− f(t)|
1
2 sign(x− f(t)) (4.87)
u̇1 = −αsign(x− f(t)) (4.88)
The substitution to the new variable z is shown by the following equations:
u = z1 + z2 (4.89)
z1 = |x− f(t)|
4
5 sign(x− f(t)) (4.90)
z2 = u1 (4.91)
To simplify notation, the following substitution is made:
σ = |x− f(t)| (4.92)
The new variables z1 and z2 separate of u into two parts. To obtain the state equations,








5 sign(σ) + z2) (4.93)
ż2 = −α |σ|
3
5 sign(σ) (4.94)
The new state equations and definition of the states can be summarized by the following:
ż = [A(t)] z (4.95)
z = [z1 z2]T (4.96)












The purpose of the variable transformation was gaining the advantage of having a sim-
plified A(t) matrix. This matrix will be used directly in the Lyapunov analysis. It is also
clear that the introduction of the |σ|
3
















The next step is to assemble the Lyapunov equation to represent the dynamics of the
differentiator. Lyapunov’s direct method of stability is the mathematical formation of the
physical idea that if the total energy of a system is continuously dissipated, then the system
must settle to an equilibrium point [24], [14]. The task of testing Lyapunov stability is to
create a function with energy-like representation of the system under analysis. It is possible
to take advantage of the additive properties of energy and develop an equation that models
each dynamic portion of the adaptive sliding mode controller.
In a time-varying system required here there are special techniques to assess the stability.
For a time-varying, nonlinear system the following qualities must be met in order to ensure
global uniform asymptotic stability [24].
1. V is positive definite
2. V̇ is negative semi-definite
3. V is decresent
4. V (x, t) is radially unbounded
The construction of V will include the adaptive gains as well as the basic state equations
of the differentiator. The adaptive gains are included in V due to their time varying nature
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and have a direct effect on the stability of the controller. Problems can occur if the gains
force the poles of the controller outside of the unit circle, in the discrete sense, or to the
right hand side of the pole placement graph, in the continuous sense.
The form of the general V equation used is illustrated below as given by [1] to ensure
Lyapunov stability for super twisting sliding mode controllers with adaptive gains.
V = zTPz + 12γ1
(α− α∗)2 + 12γ2
(λ− λ∗)2 (4.101)
The underlying assumptions are that α∗ > 0 and λ∗ > 0 and are both constants. The
P matrix must be a positive definite matrix and reflects the basic operation of the sliding
mode controller. Once P is determined, the global asymptotic stability of the equation can
be assessed and Lyapunov stability can be evaluated.
ATP + PA = −Q (4.102)
Equation (4.102) is often referenced as Lyapunov’s equation. The matrix, A, was con-
structed earlier in Equation (4.99) and is composed of the state equations of the sliding
mode differentiator. Equation (4.102) generates a quadratic, positive definite P and Q
matrix. To ensure both are positive definite, [24] suggests the following approach:
1. choose a positive definite matrix Q
2. solve Equation (4.102) forP
3. check whether P is positive definite
Since Equation (4.102) inherently includes a negative sign the goal is to design Q to
be positive definite. For simplicity, the Q matrix was designed as a 2 × 2 identity matrix.
The elements of P were then solved by Equation (4.102). The form of P is chosen to be
symmetric so only three elements are required to be solved as both off-diagonal terms will









Equation (4.103) represents a symmetric, however, it must be shown to be positive
definite. To determine positive definiteness of the P matrix, the appropriate z vectors are
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multiplied into the P matrix and the signs of the resulting coefficients are then evaluated as
shown in [24]. For a positive definite matrix, the resulting coefficients should all be positive.
The following equation shows the expansion:










= 20 + 25α32λ z1










The middle terms cancel each other out and what remains are positive definite terms
given the assumption that α > 0 and λ > 0 which is also reinforced by the structure of
the sliding mode controller. Now that it is shown that both P and Q are positive definite
matrices, the next step is to generate the V̇ equation and so that global asymptotic stability
can be assessed.
The derivative of V with respect to time is given as:





Lyapunov stability criterion requires V̇ ≤ 0. Therefore, each individual tern in Equation
(4.106). From the development and calculation of the Q matrix, we can deduce from
Equation (4.107):




The right hand side of Equation (4.107) can be expressed as:
− 1
|z1|1/4
zTQz = − 1
|z1|1/4
‖ z ‖2 (4.108)
The magnitude of the z1 term can be proved to be positive since:
|z1| = |σ|4/5 (4.109)
Equation (4.109) proves that the magnitude of z1 will remain positive as it represents
the absolute value of σ raised to the 45 . Thus, we can conclude that V̇0 contributes to
asymptotic stability as designed by Lyapunov’s equation. The final smoothing filter can be
proven to be stable in the same manner as it has the exact form as the differentiating super
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twisting controller.
The next step is to analyze the adaptive gain portions of the Lyapunov equation. The
assumption made in this section is that the adaptive gains are bounded. The work done
to combat parameter drift, (i.e., the inclusion of the low pass filter to replace the discrete
integrator), supports this assumption.
There exists constants α∗ and λ∗ such that Equations (4.110) and (4.111) are true [1]:
α(t)− α∗ ≤ 0 ∀t > 0 (4.110)
λ(t)− λ∗ ≤ 0 ∀t > 0 (4.111)
Equation (4.110) and (4.111) represent a mathematical expression of the adaptive gain
parameters λ and α boundedness. Substituting in the expressions for α̇ and λ̇, the V̇α,λ







Given that the α̇ term will always be positive due to the its definition in Equation (4.74),







For the adaptive case described in this work, the parameter α needs to be less than
C to ensure stability. In all cases of the differentiator filter, the value of α remains below
the value of C. The value of C is set conservatively high and the parameter α(t) does
not operate in a large adaptation range. Given the input of the adaptation law is rate
gyro estimation error, and the subsequent error signal is low pass filtered, α does not range
greatly.
The derivation and stability assessment of the adaptation laws for parameters λ and
α a conservative approach differentiator filters which is to prioritize stability. The nature
of numerical, noisy signal differentiation requires a stable estimation process. Future work
may implement a more aggressive adaptation law to recover the filter’s apparent lag.
As long as the input to the SG filter is bounded, its output is also bounded since the
filter only is the convolution of the input values. No exponential terms are included in the
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filter.
The smoothing ST filter is of the same form as the differentiating ST filter without the
adaptation or fuzzy control. Therefore, its stability is proven by Equation (4.107).
4.4.7 Differentiation Filter Algorithm Testing with Flight Data taken
from a High Performance Aircraft
To analyze the actual performance of the proposed new signal differentiator, data taken from
a high performance aircraft was analyzed. It is important to note that no prior knowledge
about the aircraft dynamics was required to tune the differentiator. The tuning required
was to accommodate for the larger acceleration magnitudes that can be experienced on a
high performance aircraft. Sensors on the aircraft recorded body rotation rates. The only
required filter tuning was the adaptive gain constant to accommodate the larger magnitudes
experienced in flight.
In the sample flight data window, the signals from the flight data range greatly in
magnitude as well as frequency. Thus, the set proves to be a good test of the robustness
and adaptability of the differentiator. The required tuning, although minimal, still degrades
the absolute compatibility of the designed differentiator. Ideally, the differentiator could
operate effectively and accurately on any given input signal as do some frequency based
filters. But taking accuracy and robustness as a priority, minimal tuning of parameters
does not hinder the feasibility of the differentiator.
No "truth" data for the differentiated body rotation rate signals exist. However, it is
possible to obtain filtered derivative signals with minimal phase lag using a differentiated
Butterworth filter run in non real-time. The rate data is differentiated and propagated
through a Butterworth forward in time then propagated backwards in time to remove the
phase lag. The resulting differentiated signal is filtered with no time delay effects present.
After proper tuning of the adaptive gain parameters, the results of the differentiation
estimate are presented next. The estimate of ṗ is shown by Figure 4.34. The differentiator
performs very well in showing sensitivity to low magnitude oscillations as well as attempting
to estimate high frequency and magnitude portions of the data sample.
The algorithm does has some difficulty in developing accurate estimates for large ampli-
tude maneuvers particularly at high frequency. The estimation shows a good compromise
between low magnitude and frequency sensitivity as well as reasonable tracking at high
magnitude and frequency. The estimation figure was zoomed in Figure 4.35 to show the
detail of the tracking performance and reinforces the filter’s effectiveness.






































Figure 4.34: ṗ Estimation of Real Flight Data from a High Performance Aircraft















Figure 4.35: ṗ Estimation of Real Flight Data from a High Performance Aircraft Zoomed
to Show Proper Tracking
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The flight data window contains a relatively high frequency and amplitude range. The
differentiator responds well to quick changes with very minimal or near non-existent time
delay. Figure 4.36 shows the differentiator filter tracking a highly dynamic portion of
the data. The error in this region is high compared to other regions shown in Figure
4.34. However, when considering the error as a percentage of the truth signal, it remains
consistent with the rest of the estimation error in the sample data.














Figure 4.36: ṗ Estimation of Real Flight Data from an High Performance Aircraft Zoomed
to Show Difficult Tracking
The estimation of the q̇ signal from the flight data is shown in Figure 4.37. The q̇ term
shows similar tracking abilities as ṗ estimation.
The figure is once again zoomed to show the detail of the tracking and the most prob-
lematic tracking region was highlighted shown in Figure 4.38. It is important to notice the
apparent time delay. Although small, this generates some error due to the inherent lag. The
delay is further increased by the smoothing filter. Although the smoothing filter results in
additional time delay, it is an important part of the differentiation scheme since it provides
4.4. Noisy Signal Differentiation 95
steady-state error reduction.








































Figure 4.37: q̇ Estimation of Real Flight Data from a High Performance Aircraft
















Figure 4.38: q̇ Estimation of Real Flight Data from a High Performance Aircraft
Similar results occur in the estimation of ṙ as shown in Figure 4.39. The differentiator
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filter attempts to track a fast changing high amplitude signal in a portion of the sample
data. Figure 4.39 shows the differentiator lacking the initial boost for the quick, large signal
change and converges around the truth signal before it changes drastically again. However,
the filter quickly regains an acceptable estimate.
















Figure 4.39: ṙ Estimation of Real Flight Data from a High Performance Aircraft
The result of a robust and accurate following of the differentiated signal is a precise fil-
tering of the input signal. To illustrate this concept, the signal p is estimated and compared
against the truth p value given in the flight data.
Figure 4.40 shows excellent tracking throughout the sample data. Figure 4.41 shows the
detail of the tracking which verifies the filter’s performance.
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Figure 4.40: p Estimation of Real Flight Data from a High Performance Aircraft















Figure 4.41: p Estimation of Real Flight Data from a High Performance Aircraft Zoomed
to Show Detail
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4.4.8 Differentiation Filter Algorithm Summary
As illustrated above, the adaptive gain sliding mode differentiator provides sufficient real-
time signal differentiation for use of navigation estimates. The use of a sliding mode control
ensure robustness allows for real-time calculation of signal derivations. The separation of
each body rotation direction into individually tuned controllers allows for more precise pa-
rameter tuning as they correspond to the natural boundedness of the rigid body motion.
Implementing a two step smoothing filter also increases accuracy of the estimate and, with
properly tuned values, does not introduce sluggish responses in the differentiator. The
SG filter smooths the dynamic parts of the signal estimate with minimal delay while the
additional ST sliding mode controller smooths the steady-state portion of the signal esti-
mate. The use of an adaptation law aids the gains of the sliding mode controller adapt
to the changing frequency needs of the input signal. To protect against parameter drift,
a σ-modification technique was used in the adaptation law. Finally, implementation of
a fuzzy control law in place of the typically used signum function generates a boundary
condition for the sliding surface and increases the accuracy of the differentiated estimate.
The controller and adaptation law were proven to be stable in a mathematical sense thus
enforcing the robust design.
Navigation data can now be assessed for overall accuracy as well as compared against




In this chapter, the previously developed algorithms are used to develop estimated naviga-
tion information using a novel device suggested by [5],[30],[22],[27]. Standard equations-of-
motion are used to develop navigation information. The navigation information includes
inertial positions in a Cartesian plane, inertial velocities, and Euler angles for inertial ori-
entation. As the rigid body model uses the exact equations to simulate vehicle motion,
with zero noise on all signals, the navigation device outputs near perfect estimates of all
navigation parameters. The noisy estimates create drift in the navigation data due to the
integration. Minimizing the integration errors therefore minimizes the drift. Previously
developed filtering techniques [5],[30],[22],[27] indicate drift effects may be minimized.
To generate position estimates, double integration of acceleration sensed by the ac-
celerometers. The double integration severely compounds any errors present in the mea-
surements and estimates from the truth values for each input. A poorly differentiated signal
degrades the navigation estimate to an unacceptable level. Without GPS, the inertial posi-
tion coordinate estimates provide the users the only information of the physical location of
the device. For example, if after performing the programmed mission, the users attempt to
locate the vehicle, they are limited to the accuracy of the position estimate in finding the
vehicle’s position. Also, data recorded by the UUV, like environmental observations or floor
structure, reference the position data for the location of this data collection. Inaccurate
position estimates render these observations nearly useless.
It is important to gage the proposed navigation device suggested in [5],[30],[22],[27]
against the current technology in its field to determine the feasibility of it using the proposed
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device in place of existing navigation systems. The doppler velocity log, or DVL, is the
standard device used on autonomous and unmanned underwater vehicles. These devices
use the frequency shift of a reflected sound array to determine the vehicle’s velocity. The
advantages of the proposed new navigation device has over current DVL systems are:
1. No requirement for a speed of sound estimation:
The speed of sound in the current medium plays an important role in the accuracy of
the DVL and additional sensors and logic are required to determine it experimentally
[2].
2. No requirement for bottom lock or dependence on the reflected signal:
Bottom lock refers to the DVL can receive reflected sound data. This can be lost when
the transmitted signal is reflected away from the vehicle by the bottom structure such
as an exposed pipeline or when the vehicle is at a high angle-of-attack.
3. No sonar signature:
Since no sound waves are required for navigation estimates, the proposed navigation
system does not contribute to the detectability of the underwater vehicle.
4. Weight and cost reduction:
Current estimates for the newly proposed navigation system indicates a production
device can be fabricated for less than $2000. As of June 2011, quotes on the Teledyne
Workhorse Navigator DVL system start at $27,500 [10].Thus, the proposed new device
represents a large decrease in cost. Further, additional cost savings are realized due
to requirements of an attitude sensor to be used in conjunction with DVL systems [2].
5. No minimum altitude restrictions:
DVL systems have a limitation to the distance operating from the bottom. This
limitation is the result of data processor speed performance and wave perception
speed. Low altitude tracking upgrade packages can be added to the Workhorse DVL
to improve its functionality closer to the bottom surface [13] but increases overall cost
and weight.
Quantitatively, the accuracy of the device and the accuracy of the DVL system, unaided
by any GPS information, are quite similar. Research done by [2] investigated the accuracy
of a DVL navigation system on a underwater vehicle. The same estimates of inertial position
also suffered from drift. A basic 300 kHz DVL will typically drift 28.8 meters per hour for
a vehicle traveling at 2 m/s in a straight line [2]. In [2] Figure 5.1 shows the plots of vehicle
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velocity error over a 2500 second run. When running the same simulation with the vehicle
model and device simulation developed here, allows for comparison of data. In [2] the
maximum along track, or X error was shown to be just over 5 meters while the across track
error, or Y error almost reaches 12 meters in the simulation time. These errors are the result
of post-processing correction of DVL estimates by GPS and USBL position updates. The
ability of the device to remain somewhat close to these measurements shows the simulation
of the vehicle and device show an X error, shown in Figure D.40 that reaches 0.77 meters
maximum. The error begins to level off after then. The Y error, shown in Figure D.41
reaches a maximum of almost 50 meters. The jump in accuracy here can be attributed to
the steady state noise accumulation. Further work in the reduction of differentiation noise
and rate gyro noise will help decrease this value. The inertial velocity components show
error in the same trend. Figure 5.4 and 5.5 show the resulting inertial velocity estimations
for zero control surface inputs over 2500 seconds. The estimate errors are higher than those
in [2]. The proposed navigation device was not fed any GPS data and was still able to
perform on a reasonably close level as the data presented in [2] is post processed and aided
with DGPS-USBL. The work in [2] also states that GPS fixes are common to combat drift
in the DVL system. Another method used to combat drift in [2] is commanding a lawn
mower or back and forth pattern to the underwater vehicle. This is helpful in the future
reduction of estimation drift.
Figure 5.1: Error in Inertial Navigation Data from a DGPS-USBL-aided DVL Underwater
Vehicle,δall = 0◦ [2]
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Figure 5.2: Inertial Position Component, xe, simulated for 2500 s,δall = 0◦
































Figure 5.3: Inertial Position Component, ye, simulated for 2500 s,δall = 0◦
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Figure 5.4: Inertial Velocity Component, xe, simulated for 2500 s,δall = 0◦






































Figure 5.5: Inertial Velocity Component, ye, simulated for 2500 s,δall = 0◦
The resulting error plots for different control inputs are now given. Further plots of
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varying control inputs can be seen in Appendix D. The navigation system provides accurate
attitude and body velocity estimates for the range of control inputs. The inertial position
estimates suffer from integration drift. The drift is apparent on zero position estimates in
any direction. When the truth inertial position signal stays constant, the noise from all
estimated values compounds quickly. Choosing a "lawn mower" or back and forth course,
helps alleviate this drift sense the inertial position estimates are changing frequently.
The first set of results is generated from a control surface deflection of δstern = 20◦ which
results in a pitching maneuver. Therefore, no significant yaw or roll changes are expected.
Table 5.1 shows the compiled error statistics for the given maneuver. The higher error
on the roll estimates, p and ṗ are partially due to the differentiator’s tuning parameters
which are tuned to accommodate the high amplitude oscillations expected in this direction.
The proposed navigation device shows a good estimation of inertial ze position, Z, which
is the primary direction of motion for the given control surface input. Figure 5.6 shows the
three dimensional plot of the vehicle’s path for the given input. The estimate appears to
track well during the maneuver. When the vehicle returns to steady-state, position drift is
evident. Figures 5.7,5.8, and 5.9 show the body velocity estimates compared to the truth
values. There is little to no drift experienced in the body velocity estimates since they only
experience one integration from the acceleration terms. Figures 5.10,5.11, and 5.12 show
the estimates of body rotation rates p, q, and r. Errors are minimized by the applied super
twisting sliding mode controller. The maximum body rotation rate error can be found in
Figure 5.11 where the lag of the super twisting controller cannot perfectly estimate the
rapidly changing q term. Smooth, accurate estimations of attitude values are shown in
Figures 5.13,5.14, and 5.15.
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Body Rotation Rate Error





























Table 5.1: Complete Navigation Error Statistics for δstern = 20◦



























Figure 5.6: Inertial Position Components δstern = 20◦
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Figure 5.7: Body Velocity Component, u, δstern = 20◦
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Figure 5.8: Body Velocity Component, v, δstern = 20◦






































Figure 5.9: Body Velocity Component, w, δstern = 20◦
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Figure 5.10: Body Rotation Rate Component, p , δstern = 20◦








































Figure 5.11: Body Rotation Rate Component, q , δstern = 20◦
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Figure 5.12: Body Rotation Rate Component, r , δstern = 20◦





























Figure 5.13: φ Estimation δstern = 20◦
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Figure 5.14: θ Estimation δstern = 20◦



































Figure 5.15: ψ Estimation δstern = 20◦
The next maneuver simulated is a control surface deflection of δrudder = ±20◦ which
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results in a rolling maneuver. Therefore, no significant pitch or yaw changes are expected.
Table D.4 shows the compiled error statistics for the given maneuver. The tuning of the
roll direction differentiator and filter is shown to provide sufficient estimates of p and ṗ.
The proposed navigation device shows a good estimation of inertial xe position, X, which
is the primary direction of motion for the given control surface input. Figure 5.16 shows
the three dimensional plot of the vehicle’s path for the given input. The vehicle does not
perform a dynamic maneuver in regards to inertial position thus shown by the straight line
truth value. Therefore, position drift is evident in Figure 5.16. Figures 5.17,5.18, and 5.19
show the body velocity estimates compared to the truth values. There is little to no drift
experienced in the body velocity estimates since they only experience one integration from
the acceleration terms. Figures 5.20,5.21, and 5.22 show the estimates of body rotation rates
p, q, and r. Errors are minimized by the applied super twisting sliding mode controller. The
maximum body rotation rate error can be found in Figure 5.10 where the lag of the super
twisting controller cannot perfectly estimate the rapidly changing p term. Again, smooth,
accurate estimations of attitude values are shown in Figures 5.23,5.24, and 5.25. The high
amplitude and oscillations in the roll direction cause a higher error in the φ term, however
the estimate is still very accurate considering the dynamic input.
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Body Rotation Rate Error





























Table 5.2: Complete Navigation Error Statistics for δrudder = ±20◦



























Figure 5.16: Inertial Position Components δrudder = ±20◦
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Figure 5.17: Body Velocity Component, u, δrudder = ±20◦
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Figure 5.18: Body Velocity Component, v, δrudder = ±20◦
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Figure 5.19: Body Velocity Component, w, δrudder = ±20◦
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Figure 5.20: Body Rotation Rate Component, p , δrudder = 20◦





































Figure 5.21: Body Rotation Rate Component, q , δrudder = ±20◦
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Figure 5.22: Body Rotation Rate Component, r , δrudder = ±20◦





























Figure 5.23: φ Estimation δrudder = ±20◦
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Figure 5.24: θ Estimation δrudder = ±20◦
































Figure 5.25: ψ Estimation δrudder = ±20◦
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Supplemental figures and tables found in Appendix D can be used for further demon-
stration of the capabilities of the device. Various control surface inputs were tested and all
results support the robustness of the navigation system’s application to underwater vehicles.
Chapter 6
Future Work
In this work, an improvement to a previously developed new and novel navigation system
was realized by incorporating a new differential filter algorithm. Several research possibili-
ties have been theorized in this study of this work and are presented in this chapter.
6.1 Experimental Testing
The most revealing area of research for many topics is the experimental testing phase.
Field testing using a working UUV platform would strengthen the feasibility of the proposed
navigation system. The UUV platform could be fitted with a prototype navigation hardware
and software device. In a series of experimental runs, the UUV could be commanded with
similar control surface deflections as presented in this work. The simulation data could be
compared against the experimental data not only to view the accuracy of the device in the
real world, but to further validate the simulations of the navigation device. The UUV could
be retrofitted with a GPS antenna and could run its mission close to the surface. Thus, a
"truth" signal can be generated to compare against the estimated signal of the device.
6.2 Signal Differentiation Enhancement
It is well know that the method presented above is not the only way to differentiate a signal.
There are many other possible ways to approximate the derivative of a signal. Other schemes
potentially more accurate or computational efficiency. Future iterations of this work could
explore more methods to determine the best operating differentiator for the UUV platform.
Better tuning of the current differentiator is also a task to be completed in future work. It is
conceivable that an automatic tuning method is possible but not explored in this work. For
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example, an automatic tuning algorithm may be developed by using magnitude information
rather than error information. Batch processing techniques may be another way to reduce
error in the differentiation estimates. Since fast, quick maneuvers are not always desired
in underwater vehicle dynamics, a batch procedure may be sufficient to describe vehicle
motion.
Further, estimates for vehicle angular acceleration terms may be generated using two
tri-axial accelerometer sets. Research into integrating estimates using the accelerometer
sets with estimates developed in this work can be performed. The resulting combined
complement may reduce phase lag further.
6.3 Vehicle Model Improvements
The open loop underwater vehicle model operates in a perfectly homogeneous and station-
ary fluid. The introduction of currents and waves to the fluid will help further replicate
conditions that are experienced in a normal mission. A wave model would be introduced
in the simulation. It would be best designed to replicate the natural motion of surface
waves as well as its effect on subsurface objects. Including such disturbance effects in the
simulation model and thus into the navigation data would further enhance the feasibility of
this device.
It would also be interesting to develop models of the hovering action that is possible with
underwater vehicles. Currently, the simulation is unable to handle a hovering condition.
Modifying the model to be able to accept a hovering command would further test the ability
of the device and allow testing at a zero velocity condition. There is no indication that the
device would fail under that condition but further investigation into that subject will yield
more conclusive results.
6.4 Inertial Position Estimates
Future work can investigate a method or modification that can be implemented to reduce
this drift. For example, surfacing to obtain a GPS fix would help combat the drift problem
although this would compromise the vehicle’s dependence on outside sensors and would
disrupt any current mission tasks. Therefore, further investigation into the drift problem is
warranted and would extend the time of operation as its inertial position estimates would
be valid for a longer time.
It was shown in this work and work performed by [5],[30],[22],[27] that inertial position
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drift estimates can be minimized to a good degree of accuracy. However position drift,
although small, is still present.
Chapter 7
Conclusion
The feasibility of using a new and novel differentiation algorithm along with a previously
developed navigation system has been studied with application to underwater vehicles.
Through the development of this work, it was determined that a novel navigation device
could feasibly be used as the primary source of navigation data with application to un-
derwater vehicles. Resulting inertial position estimation errors were found to suffer from
integration drift becoming significant over very extended operation time. Current inertial
navigation systems are prone to drift and result in significant position estimate errors when
propagated over a long period of time without the use of external sensors or GPS. Under
short missions, the developed navigation device would yield sufficient results. Loitering or
long distance missions would compound position errors to an unusable level. For current
DVL navigation systems that do not use GPS as a signal aid, the position error suffers from
the same degree of drift. The drift is dependent on the integration of signal errors therefore
minimization of the errors would minimize drift.
Signal processing tools already native to the navigation device provide a smooth, ac-
curate estimation of attitude. With the introduction of the angular acceleration terms ṗ,
q̇, and ṙ another source of signal error was found to be significant. Obtaining real-time
signal derivatives is a historically difficult task, especially for a unknown, nonlinear input
signal. The research accomplished on signal differentiation utilized a well know differenti-
ation structure in the super twisting sliding mode controller and introduced the results of
new techniques such as σ-modified adaptive gains, Savitzky-Golay intermediate smoothing
filter, as well as a fuzzy controlled sliding surface boundary layer. The introduction and
innovation of these techniques showed significant improvement from the most basic case of
the super twisting algorithm. The final form of the differentiation resulted in substantially
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lower error than a standard backwards differencing technique. The differentiation filter was
tested with real flight data from a high performance aircraft with minimal tuning and no
prior knowledge of the vehicle’s model or parameters, the differentiator generated quite
acceptable results in real-time.
By analyzing the differentiator filter with Lyapunov’s Direct Method, global asymp-
totic stability has been mathematically proven. The new differentiation algorithm was
incorporated into a previously developed novel inertial navigation system for the testing
of navigation performance. The developed test platform was created to mimic underwater
vehicle dynamics with simulation models generated from literature based on a commercially
available unmanned underwater vehicle. Simulation results indicated the feasibility of the
differentiation algorithms and the proposed navigation device in providing stable estimates
while minimizing inertial position drift for the navigation of underwater vehicles.
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Parameter Value Units Description
Kpp -0.0130 kg ·m2/rad2 Rolling Resistance
Kṗ -0.0458 kg ·m2/rad Added Mass
Mq̇ -4.8791 kg ·m2/rad Added Mass
Mqq -15.0400 kg ·m2/rad2 Cross-flow Drag
Muwl -618.0000 kg/m2 Body Lift Coefficient
Mẇ -1.9300 kg ·m Added Mass
Mww 3.1800 kg Cross-flow Drag
Nṙ -4.8791 kg ·m2/rad Added Mass
Nrr -15.0400 kg ·m2/rad Cross-Flow Drag
Nuvl -618.0000 kg/m2 Body Lift Coefficient
Nv̇ 1.9300 kg ·m Added Mass
Nvv -3.1800 kg Cross-flow Drag
Xu̇ -0.9300 kg Added Mass
Xuu -1.6200 kg/m Cross-flow Drag
Yṙ 1.9300 kg ·m/rad Added Mass
Yrr 0.6320 kg ·m/rad2 Cross-flow Drag
Yv̇ -34.2982 kg Added Mass
Yvv -1310.0000 kg/m Cross-flow Drag
Zq̇ -1.9300 kg ·m/rad Added Mass
Zqq -0.6320 kg ·m2/rad Cross-Flow Drag
Zuwl -618.0000 kg/m2 Body Lift Coefficient
Zẇ -34.2982 kg Added Mass
Zww -1310.0000 kg/m Cross-Flow Drag












Table A.3: Location of the CG with Respect to CB [19]
Parameter Value Units Description
Sfin 0.0067 m2 Fin Planform Area
cdf 0.5580 [−−−] Fin Cross-flow Drag
cLα 3.1200 [−−−] Fin Lift Slope
Table A.4: Fin Parameters [19]
Parameter Value Units Description
ρ 1030.0000 kg/m3 Water Density
Af 0.0285 m2 Hull Frontal Area
Ap 0.2260 m2 Hull Projected Area (xz plane)
W 299.0000 N Weight
B 299.0000 N Buoyancy
cd 0.3000 [−−−] Axial Drag Coefficient
cdc 1.1000 [−−−] Cylinder Cross-flow Drag Coefficient
cydβ 1.2000 [−−−] Hoerner Body Lift Coefficient
xcp -0.3210 m Center of Pressure









Table A.6: Moment of Inertia Values [19]
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Initial Conditions
























Figure B.1: Simulink Diagram of Differentiation Scheme
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Figure B.2: Simulink Diagram of Adaptive Sliding Mode Gains
Appendix C
Device Parameters and Constants
Device Parameters
Device Parameters Value Units
τcomp phi 0.5000 —
τcomp theta 0.5000 —
tolphi 0.0003 rad
toltheta 0.0003 rad
Device Radius 0.0762 m
σv 1× 10−2 rad/sec3/2
σu 1× 10−6 rad/sec3/2
Rate Gyro Noise Variance 0.1500 deg/s
Rate Gyro Bias 0.2 deg/s
Table C.1: Device Parameters and Constants
Parameter p Differentiator q Differentiator r Differentiator
γ 910.0000 680.0000 680
µ1 1.0000 1.0000 1
µsmooth 0.9800 0.8000 0.8
l 200.0000 100.0000 100
C1 55.0000 40.0000 40
Csmooth 69.0000 50.0000 50
αsmooth 0.0001 0.0001 0.0001




D.0.1 Supplemental Navigational Estimate Figures
The following figures have been included in this work to show the robustness of the algo-




Body Rotation Rate Error

























































Figure D.1: Inertial Position Components δrudder = 20◦
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Figure D.2: Body Velocity Component, u, δrudder = 20◦
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Figure D.3: Body Velocity Component, v, δrudder = 20◦









































Figure D.4: Body Velocity Component, w, δrudder = 20◦
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Figure D.5: Body Rotation Rate Component, p , δrudder = 20◦





































Figure D.6: Body Rotation Rate Component, q , δrudder = 20◦
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Figure D.7: Body Rotation Rate Component, r , δrudder = 20◦





























Figure D.8: φ Estimation δrudder = 20◦
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Figure D.9: θ Estimation δrudder = 20◦





























Figure D.10: ψ Estimation δrudder = 20◦
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Figure D.11: ṗ Estimation δrudder = 20◦



































Figure D.12: q̇ Estimation δrudder = 20◦
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Figure D.13: ṙ Estimation δrudder = 20◦
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Body Rotation Rate Error



























































Figure D.14: Inertial Position Components δstern = 10◦
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Figure D.15: Body Velocity Component, u, δstern = 10◦
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Figure D.16: Body Velocity Component, v, δstern = 10◦










































Figure D.17: Body Velocity Component, w, δstern = 10◦
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Figure D.18: Body Rotation Rate Component, p , δstern = 10◦








































Figure D.19: Body Rotation Rate Component, q , δstern = 10◦
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Figure D.20: Body Rotation Rate Component, r , δstern = 10◦




























Figure D.21: φ Estimation δstern = 10◦
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Figure D.22: θ Estimation δstern = 10◦






























Figure D.23: ψ Estimation δstern = 10◦
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Figure D.24: ṗ Estimation δstern = 10◦



































Figure D.25: q̇ Estimation δstern = 10◦
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Figure D.26: ṙ Estimation δstern = 10◦
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Body Rotation Rate Error



























































Figure D.27: Inertial Position Components δall = 0◦
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Figure D.28: Body Velocity Component, u, δall = 0◦
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Figure D.29: Body Velocity Component, v, δall = 0◦









































Figure D.30: Body Velocity Component, w, δall = 0◦
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Figure D.31: Body Rotation Rate Component, p , δall = 0◦





































Figure D.32: Body Rotation Rate Component, q , δall = 0◦
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Figure D.33: Body Rotation Rate Component, r , δall = 0◦





























Figure D.34: φ Estimation δall = 0◦
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Figure D.35: θ Estimation δall = 0◦



































Figure D.36: ψ Estimation δall = 0◦
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Figure D.37: ṗ Estimation δall = 0◦



































Figure D.38: q̇ Estimation δall = 0◦
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Figure D.39: ṙ Estimation δall = 0◦
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Body Rotation Rate Error



























































Figure D.40: Inertial Position Components δrudder = 10◦, δstern = 20◦
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Figure D.41: Body Velocity Component, u, δrudder = 10◦, δstern = 20◦
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Figure D.42: Body Velocity Component, v, δrudder = 10◦, δstern = 20◦






































Figure D.43: Body Velocity Component, w, δrudder = 10◦, δstern = 20◦
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Figure D.44: Body Rotation Rate Component, p , δrudder = 10◦, δstern = 20◦








































Figure D.45: Body Rotation Rate Component, q , δrudder = 10◦, δstern = 20◦
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Figure D.46: Body Rotation Rate Component, r , δrudder = 10◦, δstern = 20◦





























Figure D.47: φ Estimation δrudder = 10◦, δstern = 20◦
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Figure D.48: θ Estimation δrudder = 10◦, δstern = 20◦





























Figure D.49: ψ Estimation δrudder = 10◦, δstern = 20◦
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Figure D.50: ṗ Estimation δrudder = 10◦, δstern = 20◦



































Figure D.51: q̇ Estimation δrudder = 10◦, δstern = 20◦
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Figure D.52: ṙ Estimation δrudder = 10◦, δstern = 20◦
