Abstract Most of the research on deep neural networks so far has been focused on obtaining higher accuracy levels by building increasingly large and deep architectures. Training and evaluating these models is only feasible when large amounts of resources such as processing power and memory are available. Typical applications that could benefit from these models are, however, executed on resource-constrained devices. Mobile devices such as smartphones already use deep learning techniques, but they often have to perform all processing on a remote cloud. We propose a new architecture called a cascading network that is capable of distributing a deep neural network between a local device and the cloud while keeping the required communication network traffic to a minimum. The network begins processing on the constrained device, and only relies on the remote part when the local part does not provide an accurate enough result. The cascading network allows for an early-stopping mechanism during the recall phase of the network. We evaluated our approach in an Internet of Things context where a deep neural network adds intelligence to a large amount of heterogeneous connected devices. This technique enables a whole variety of autonomous systems where sensors, actuators and computing nodes can work together. We show that the cascading architecture allows for a substantial improvement in evaluation speed on constrained devices while the loss in accuracy is kept to a minimum.
Introduction
In the past years, deep artificial neural networks have proven to be exceptionally powerful for various machine learning tasks. Deep learning techniques are currently the state of the art B Sam Leroux sam.leroux@intec.ugent.be 1 Ghent University -iMinds, Gaston Crommenlaan 8/201, 9050 Ghent, Belgium for various machine learning tasks such as image and speech recognition or natural language processing [1] . While extremely capable, they are also resource demanding, both to train and to evaluate. Most of the research on deep learning focuses on training these deep models. Increasingly, deep and complex networks are constructed to be more accurate on various benchmark datasets. Crucial for training these huge models are graphical processing units (GPUs). High-end GPUs were once reserved for 3D modeling and gaming but their parallel architecture makes them also remarkably suitable for deep learning. The majority of the operations within a deep neural network are matrix multiplications and additions, two types of operations for which a GPU is orders of magnitude faster than a central processing unit (CPU).
Training a deep neural network is computationally very expensive but efficient (distributed) GPU implementations now make it feasible to train a model considered too difficult to train in the past [2] . The time needed to train a deep neural network is in most cases not very critical. The evaluation of a trained model, however, can be extremely time sensitive. When the network is used to guide a robot or to interpret voice commands from a user, it should be able to operate in real time. Any delay will result in poor user experience or possibly in dangerous situations when a robot or drone is involved. While training the network is often done on a high-performance system, once trained, the network has to be used in a real-world environment. The resources available to systems in these environments are much more limited.
In this paper, we focus on image classification problems using deep neural networks. The techniques presented here are, however, not limited to this domain but can be extended to all deep learning classification tasks. Possible applications include home automation and security systems, smart appliances, and household robots. We want to use deep neural networks on constrained devices that are unable to evaluate the entire network due to limitations in available memory, processing power or battery capacity. Current wireless technologies are fast and affordable enough to consider off-loading all the computations to a cloud back-end as a solution. This of course introduces an extra latency (10-500 ms) and makes the devices dependent on the network connection. This dependency may be unacceptable in some cases. A robot, for example, would become inoperable when the server can not be reached.
In this paper, we strike a middle ground. A neural network consists of sequential layers where each layer transforms the output from the previous layer to a representation suitable for the next layer. Each layer extracts more complex features from its input. The last layer uses the high-level features to classify the input. We exploit the inherent sequential design of a neural network to enable an early-stopping mechanism. We use the layers of a pretrained network as stages in a cascade. Each layer is able to capture additional complexity but also requires additional resources such as computing time and memory to store the parameters. Every stage classifies the input and returns a confidence value. We cease the evaluation of deeper layers once a certain required confidence threshold is reached. The choice of this threshold value allows us to trade-off accuracy and speed.
We proposed the concept of a cascading network before in a conference paper [3] . Here, we extend this work by including a much more thorough evaluation on three typical IoT devices. We also include a validation of the architecture on a distributed neural network trained on real-world large color images (Imagenet dataset [4] ).
The remainder of this paper is organized as follows. Section 3 introduces the cascading architecture. Section 4 illustrates what kind of problems can be solved by this architecture. A thorough evaluation of the cascading technique is found in Sect. 5 where our approach is tested on three well known datasets and on three types of resource-constrained devices. We begin in Sect. 2 with an overview of the related previous work and the differences with our approach.
Related work

Neural networks and deep learning
The basic architecture of neural networks dates back to the 1950s and the essence has not changed much since. A neural network contains interconnected layers of neurons. The knowledge of the network is stored in the weights of the connections between the nodes. In the 1980s, it was proven that neural networks with a single hidden layer are universal approximators [5] . This theorem states that these simple neural networks can represent every possible function when given appropriate weights; it does, however, not state how to find these parameters or how many weights are needed.
Around 2006, interest in neural networks was renewed thanks to the advent of deep learning [6] . Advances in technology such as efficient GPU implementations and the availability of huge (labeled) datasets allowed to train increasingly deeper and complex network architectures. Currently, (extremely) deep networks are the state of the art technique for image and speech recognition [7] . For a more in-depth overview of the history of neural networks and deep learning, we refer to [6] .
Resource-constrained machine learning
Both neural networks and other machine learning algorithms and techniques require vast amounts of resources, especially memory and processing power. The training phase of a neural network is the most computationally expensive. The gradient descent algorithm [8] used to tune the weights of the network needs multiple passes over the training set and each iteration requires multiple matrix multiplications and additions. Much of the research on distributed neural networks has thus been focused on architectures for the distributed training of deep networks on huge amounts of data. The most famous example of this is the Google DistBelief [9] system, capable of training extremely large neural networks on 1000 s of machines and 10,000 s of cpu cores.
While the resources available when training a network are almost unlimited, the evaluation of the trained network is often done on a budget. We sometimes want to add the intelligence of a deep neural network to a constrained device. Here, intrinsic restrictions on battery capacity, processing power and memory, limit the size and complexity of the network. Various works have proposed techniques to minimise the cost when evaluating a machine learning model [10, 11] .
The use of a cascade architecture in a machine learning model has been proposed before [12, 13] . In [14] , the authors present various topologies in which machine learning models can be combined to minimize the cost when evaluating the models. They describe how to construct a tree of classifiers where samples can follow an individual path. Each path looks at specific features of the input data. A cascade can be seen as a special case of a tree topology. The technique we present here differs from previous uses of a cascade topology in a machine learning model. Our cascade does not contain a set of independent feature extractors but is trained as a whole, as one big model. By including an early-stopping mechanism in the form of intermediate output layers, we are able to reuse parts of the big model as a smaller model. Recently, various techniques have been proposed to compress a trained neural network, making it more suitable for resource-constrained devices such as smartphones, robots or drones. In [15] and [16] , the authors show that a shallow network can learn to mimic a large, deep network, effectively compressing the deep architecture in a small network with similar properties. This allows the small network to obtain an excellent performance at a much lower cost, both in memory required to store the weights and in processing power needed to evaluate the network. It is also possible to compress an ensemble of neural networks into one network [17] . The technique proposed here (knowledge distillation: KD) trains a student network based on the output of an ensemble of teacher networks.
State-of-the-art networks are usually deep (number of layers) and wide (number of neurons per layer). In [18] , a technique similar to the previous compressing techniques is used to train very thin but deep networks based on large powerful networks. The depth of the networks is crucial since it encourages the reuse of features, and leads to more abstract and invariant representations at higher layers [19] .
In [20] the authors present a network architecture called HashedNets. They exploit the redundancy inherent in neural networks to achieve reductions in model sizes, thereby making it possible to store the networks on devices with limited memory. The hashing technique is elegantly simple: A hash function is used to group weights in buckets. Every connection grouped in the same bucket shares a weight value. A similar result can be obtained when using reduced precision parameters in the network [21, 22] .
Deep neural network architectures contain thousands of neurons. A large improvement in runtime speed may be obtained by pruning the network. Optimal brain damage [23] uses second-order derivatives to remove unimportant weights from the network. More recently, a technique to reduce the computational cost of convolutional neural network layers was proposed [24] . The perforated convolutional layer introduced here only calculates a subset of the output exactly. The other outputs are approximated through interpolation.
Our cascading architecture also makes deep neural networks suitable for constrained devices but does it in a fundamentally different way. Our resulting model is not a compressed variant of the original network; in fact, the cascade model is even slightly larger than the original model since there are extra parameters required for the additional output layers. We make a model more suitable for distributed evaluation by introducing an early-stopping mechanism.
The major advantage of this technique is that it allows for a runtime trade-off between accuracy and speed. A suitable threshold can be selected based on the required accuracy and on the available resources instead of having one network with a fixed accuracy and computational cost. The time needed to process one image depends on the complexity of the image, whereas a normal implementation of a neural network uses the exact same steps for each image regardless of the different complexities. This concept of conditional computation has been recently proposed in other works as well. The most relevant of these approaches are the Big-Little neural networks [25] where a little, fast to execute network is used to try to classify an input sample. The big network is only used when the confidence of the little network is less than a predefined threshold.
The cascading architecture could be seen as a special case of a Big-Little network where a part of the big network is used as the little network, therefore avoiding the overhead of storing two completely independent networks. Another advantage of the cascade compared to the Big-Little architecture is that the computations done by the first stage in the cascade are used by the latter stages when needed. The Big network in the Big-Little architecture on the other hand needs to start again from scratch when the little network is unable to classify the input. We compare the cascade and the Big-Little approach in Sect. 5.2. Fig. 1 The cascading architecture. The three additional output layers allow for an early-stopping mechanism when evaluating the network
Architecture
We want to evaluate a trained deep neural network on a constrained device unable to hold all the parameters in memory or unable to perform the calculations in the required time. Instead of off-loading the entire network to a cloud back-end, we off-load only a part of the network. The first layers are evaluated locally and the remote part is only required when these layers are unable to classify a sample with sufficient confidence. This early-stopping mechanism during the recall phase of the network makes sure that we only communicate with the cloud back-end when it is absolutely required. By avoiding unnecessary data transfers to the cloud, we can reduce the average latency and cost when evaluating the network.
We slightly modify the standard architecture of a feed forward neural network to enable the early-stopping mechanism. Instead of one output layer (a softmax classifier) after the last hidden layer, we train multiple output layers: one directly on the raw input data and one after every hidden layer in the network. This allows to stop propagating a sample through the network once a sufficiently confident result is obtained. We use an interesting property of neural network classifiers stating that they provide outputs which estimate Bayesian a posteriori probabilities [26] , meaning the outputs can be interpreted as confidence measures (i.e., how confident is the network that a certain sample belongs to a certain class ?).
This approach is shown in Fig. 1 for a neural network with three hidden layers. The technique used to propagate a sample through the network is illustrated in Algorithm 1. The network consists of n hidden layers and n + 1 output layers.
Training
A cascade network is trained as follows. We append additional output layers (softmax classifiers) after all or after a subset of the hidden layers and use standard backpropagation to train Algorithm 1 Propagating a sample through the cascade network: Keep evaluating the hidden layers until a confident result is obtained.
return y the layers. It is possible to train all the layers at once. The error backpropagated to a certain parameter is the (weighted) average of the error of every output layer for that parameter. It is also possible to reuse a pretrained off-the-shelf network. Research has shown that the features learned by the first layers of a deep neural network are often not specific to one problem but can be generalized over different datasets [27] . A popular approach to train a powerful network is to reuse the first layers of a publicly available pretrained network and to replace the layers at the end of the network. The network as a whole is then fine-tuned on the problem specific dataset. This technique makes it possible to train a complex network on a relatively small amount of data since the first layers of the network already are suitable feature extractors.
Converting a completely trained traditional network to a cascade network can be done very fast at a small cost when keeping the weights fixed. We propagate the training set data once through the network and store the internal representations after every hidden layer. We then train softmax output layers to classify the stored representations. This second approach is used in all our experiments.
Use cases
The principal use case aims at evaluating a large neural network on a device unable to hold all the parameters in memory or unable to do the required calculations in the given time window. Instead of off-loading the entire network to the cloud, we run a part of the network locally and only rely on the cloud server when absolutely necessary.
The delay introduced by off-loading the computations to a server in a datacenter may be unacceptable for real-time applications such as a control system for a robot. An interesting idea is to bring the cloud closer. Fog computing [28] aims at reducing the physical distance between the user and the cloud. Local computation nodes (cloudlets [29] ) can be used as a substitute for remote cloud servers. Technological advancements allow for ever more powerful systems in a smaller, more energy efficient package, but these local systems will always fall behind the remote cloud servers where space and energy is abundant.
In most cases, neural networks are simulated in software on general purpose hardware. While extremely flexible, this paradigm is not the most efficient way to evaluate a neural network. Neuromorphic chips [30] are hardware components, specially designed to accommodate a neural network. They require less power to run and are able to generate an output faster. They are still expensive and hard to obtain at the moment and the amount of neurons they can contain is relatively small for any real-world network. The cascade architecture, however, would allow for a potentially very powerful hybrid network. The first layers are evaluated on the fast neural network hardware. The deeper layers, simulated in software, are only needed when the first layers were unable to classify the sample confidently. A similar architecture could incorporate field-programmable gate arrays (FPGAs) to evaluate the first layers. The potential of FPGAs as a hardware accelerator for deep neural networks has been well documented [31] but practical applications are still rather uncommon. The cascading paradigm also allows for a more robust fault-tolerant system. Internet connectivity can be unstable in many practical situations. The cascade network divides the neural network into different parts. One part is always evaluated locally so the system will still be able to operate when the Internet connection drops, although the accuracy will be lower.
The cascade network decides whether to accept or to reject a classification based on the threshold value. This value is not hard-coded into the network but can be passed as an argument at runtime, independent for each sample. This can be useful in many practical situations since it allows a trade-off between accuracy and speed. Similarly, the threshold could depend on other measurements such as network latency or the cost associated with the network connection (WiFi vs. mobile connections).
A possible architecture enabled by the cascade network is shown in Fig. 2 . The first layers are evaluated on the robot, either by an on board neuromorphic chip or by the embedded CPU or GPU. Off-loading the computations is only needed when these layers are unable to classify the input. A local computation node (cloudlet) is used for the intermediate layers.
The cloudlet can be reached by a local low latency network connection. Sending data to the cloud introduces a higher latency and is only required when the deeper layers are needed.
Experimental results
In this section, we present the results obtained on three well known image classification datasets (MNIST, CIFAR10 and ImageNet 1K). These datasets represent increasingly difficult tasks that require increasingly complex networks and amounts of training data. All experiments described here were performed using the Theano framework [32] . We used an Nvidia GTX980 and an Nvidia Tesla K40 GPU for training. We used three devices typical for an IoT-context to validate our approach.
Each experiment was performed on a different device. A summary of the system specifications can be found in Table 1 .
The Raspberry Pi 1 was originally developed to teach basic programming skills in schools. It quickly became a favorite platform for developers to build Internet of Things (IoT) systems because of the small physical size and affordability. The Intel Edison 2 was, in contrast to the Raspberry Pi, specially designed with IoT applications in mind. The Edison includes a 500-MHz Atom processor together with WiFi and Bluetooth connectivity in a package half the size of the Raspberry Pi. Its size and typical power consumption of less than 1W make it even suitable for wearable applications. The Nvidia Jetson TK1 3 finally is a very powerful (considering its size and price) single board computer. The Jetson includes a Kepler GPU with 192 CUDA cores which makes it perfect for deep learning. The TK1 is especially suited for robotics and automotive applications. These three devices are shown in Fig. 3 .
MNIST
The MNIST dataset [33] is arguably one of the most common benchmark datasets for image recognition. It consists of a 60,000 sample training set and a 10,000 sample test set. The samples are 28-by-28-pixel black-and-white images of handwritten digits. While this dataset is a relatively easy task for most state-of-the-art models, it is still interesting as a first evaluation of new techniques since the amount of data is relatively small. The human performance on this dataset is estimated at an error rate of 0.2% [34] . Deep (convolutional) neural networks are able to achieve similar performance levels [35] . Some typical examples of the digits in this dataset are shown in Fig. 4 .
We trained the basic fully connected architecture shown in Fig. 5 to obtain an error rate of 0.69% on the MNIST dataset. All neurons are rectified linear units (ReLUs) [36] . A fixed momentum [37] value of 0.9 was used during training.
Dropout [38] and L2 regularization proved to be essential in training this network. We used the infimnist code 4 [39] to generate additional training samples by applying pseudo-random deformations and translations to the original MNIST training set. Table 2 shows the accuracy of the different output layers in the network and the corresponding runtime on the Raspberry Pi 2. These results confirm the premise that deeper neural networks are usually capable of more accurate classification than shallow ones. This also proves that it is indeed possible to have a hidden layer that functions as an input for another hidden layer and simultaneously for a softmax output layer. While additional hidden layers are able to improve the classification accuracy, they also increase the computational cost and memory requirements of the network.
The Softmax output layer trained directly on the raw input data is still able to achieve a 91.29% accuracy rate. This suggests that the greater part of the network is only needed for a minority of the data samples. The cascading architecture allows us to exploit this property by providing an early-stopping mechanism. The test error rate and the corresponding runtime of the cascade on the Raspberry Pi 2 are presented in Table 3 . These results are also graphically summarized in Fig. 6 . The same threshold is used for every layer. This experiment confirms the advantages of the cascade network. The cascade is able to achieve the same error rate as the base network while the required runtime is less than half the time needed for the base network. The easier samples are classified by the first layers while the harder samples are left for the deeper layers (threshold = 0.99) Some random samples classified by each layer are shown in Table 4 . This gives a qualitative idea of what type of samples are classified by each layer. These images confirm our intuitive expectations, the uncomplicated samples are classified by the early layers while the harder samples are left for the deeper layers.
We can distinguish the harder from the easier classes in a similar way. Table 5 shows for each class and for each layer the percentage of the samples of that class that are classified by the layer. Images of a handwritten zero are relatively easy to classify, over a third of these samples are classified by the first output layer, trained directly on the raw input data. The digit one on the other hand poses more of a challenge to the network. Two possible explanations for the difficulty of this class are the different styles of handwritten ones and the fact that a vertical pen stroke is also present in other classes such as four or seven. 
CIFAR10
While the MNIST dataset contained relatively uncomplicated images of numeric digits, the CIFAR10 dataset [40] contains images of complex types of objects. This dataset consists of 60,000 32 by 32 pixel color images in 10 classes. Some of the classes include: airplane, car, truck, cat and dog. Human level performance is estimated at an accuracy of 94% [41] , the current state-of-the-art models are able to achieve human performance (93.57%) [42] . Some typical samples are shown in Fig. 7 . We trained the convolutional architecture shown in Fig. 8 to obtain an accuracy of 84.26%. The network consists of three convolutional layers with 64 5 by 5 filters each and one fully connected layer with 1024 neurons at the end. The nonlinearities are all rectified linear units (ReLU) [36] . We used stochastic gradient descent with a fixed momentum value of 0.9 to train these layers. Dropout [38] with probability of 0.5 was used on the fully connected layer. The input image data was rescaled to have zero mean and unit variance, but no other preprocessing or data augmentation techniques were used.
The Intel Edison was chosen as the test platform for this experiment. Table 7 shows the error rate that can be obtained by the different subnetworks in the cascade and the corresponding runtime on the Edison. We also include the accuracy when each path is trained completely from scratch. This to investigate the impact of training softmax output layers on the intermediate representations. We found that the penalty of using these already trained layers is small. The complexity of the images included in the CIFAR10 dataset poses more of a challenge than the MNIST digits. Yet, a single softmax classifier trained on the raw pixel data is still able to classify 41.85% of the test set correctly. This suggest that the cascade could also allow for a speedup on this more complicated dataset. Even though the cascade allows for a gain in speed when evaluating the network on one machine, this is not the main goal of this architecture. The cascade is even more advantageous when it is used to distribute the layers over different machines, as described in the following experiment. The cascading approach exploits the fact that not all possible input samples are equally hard to classify and that even a small network is able to capture enough information to allow a correct classification. In the worst case all layers of the network are used but the amortized cost over all samples should be lower. A similar approach is also presented in [25] . Here the authors propose a mechanism with two independent networks. First a "little network" is used. This is a low-cost, fast-to-execute model. The second ("Big") network is only used for those input samples where the "little" network is not confident in the output. Our cascading technique could be seen as a special case where we do not have two completely independent models but where instead we provide an early-stopping mechanism in the network. Our "little" network is part of the "Big" network. This allows us to reduce the memory footprint of the system and this also allows us to build upon the computations of the first stage when the deeper layers are needed (compared to starting over from scratch in the Big-Little technique). The little network in the Big-Little technique, however, is not forced to be useful as a part of the Big network which means that the architecure of both networks can be optimized independently, something that is not possible for the cascade.
We have implemented a basic version of the Big-Little technique to compare against the cascade. We used the Cifar10 network described before as the cascade. We based the BigLittle version on the same network. The "little" network consists of one convolutional layer (64 5 × 5 filters) and a softmax output layer. The "Big network" is the same network as used in the cascade. The results are shown in Fig. 9 . The reported runtime is measured on the Intel Edison. This graph shows that the cascade allows for more flexibility to trade-off accuracy and speed since the cascade has multiple decision points compared to just one in the Big-Little architecture. We also find that for these networks the cascade approach is able to obtain the same accuracy level at a lower computational cost.
ImageNet
The previous two datasets are excellent default benchmark datasets but do not really capture the complexity of real-world high-resolution images.
The ImageNet dataset [4] contains millions of images, organized following the WordNet [43] hierarchy. Wordnet can be seen as a linked database of English words grouped in sets of synonyms (synsets). ImageNet contains manually labeled high-resolution images for a subset of these words. At the moment of writing (September 2015), ImageNet contains 14,197,122 images in 21,841 synsets for an average of 650 images per synset. A subset of the data is used in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [44] . This challenge has been run annually since 2010 and every year, new stateof-the-art results were obtained. The 2014 dataset contained 1,281,167 training images, a validation set of 50,000 images and a 100,000 test set. There were 1000 classes and each class had at least 732 training images. Some typical examples of the images included in this dataset are shown in Fig. 10 .
The accuracy on this challenge is most often measured using the top-5 test error rate (the model is allowed to guess 5 times). The human performance on this dataset is hard to measure but is estimated at an error rate of 5.1% [44] . Recently, a deep convolutional neural network outperformed humans when it achieved a 4.94% top-5 test error rate [45] .
The strength of the ImageNet dataset is its size but this size also makes training a model very challenging. For our experiments, we choose not to train a network from scratch but reused a pretrained network. We used the overfeat network [46] . Overfeat was designed for the 2013 ILSVRC contest where it obtained very competitive results.
There are two versions available for download, a fast version and an accurate version. Both have a similar architecture. The fast network achieves a 16.39% top-5 error rate on the ILSVRC 2013 test set while the accurate network obtains a 14.18% top-5 error rate [46] .
The overfeat network contains 5369 million connections, requiring 144 million weights [46] . Every weight is a 32 bit floating point number, this means that at least 576 MB of memory is required just to store the weights. Even more memory is temporarily needed when using the network. These memory requirements, combined with the needed processing power makes it practically impossible to evaluate a network of this size on most embedded devices.
We transformed the pretrained overfeat network into a cascade by training two additional output layers after the second and the fourth convolutional layer. The intermediate representations after these layers are large (respectively 57,600 and 115,200 elements). We applied an eight by eight max pooling operation just before the softmax layers to reduce the dimensionality and to make it easier for the softmax layers to learn a suitable classification. Figure 11 shows the components of the overfeat network and the extra cascading layers. Traditional stochastic gradient descent with a momentum value of 0.9 was used to train the output layers. Dropout (with probability = 0.5) proved to be crucial to reliably train these layers. The weights of the base network were kept fixed. Table 9 summarizes the results that can be obtained by the different output layers in the network. The first output layer is able to achieve a top-5 accuracy of 33.83% which is impressive for a network with only two convolutional layers (a random guess would yield a top-5 accuracy of 0.5%). The next two convolutional layers are able to improve this result to a top-5 accuracy rate of 51.7%. The last output layer is the pretrained overfeat softmax layer and is able to obtain a top-5 accuracy of 81.59%. All calculations were performed on the Nvidia GTX980 GPU. Each sample was processed one at a time by the GPU to simulate an environment where each image has to be processed as soon as it becomes available.
We then evaluated the required runtime and the obtained accuracy of the cascade with varying thresholds. Table 10 shows that the cascading architecture even allows for a small speedup when evaluating the network on a GPU.
The real strength of this architecture, however, becomes apparent when we distribute the neural network between devices. To demonstrate this, we built an experimental setup where the network is distributed between the Jetson TK1 board and a GPU server (GTX980 GPU) in the cloud. The network connection between the two nodes was throttled to simulate realworld network connections. For each architecture, we measured the required runtime with a network bandwidth of 1, 10, and 100 Mbit/s and a round-trip time (RTT) of 10 and 100 ms.
The two traditional options (local evaluation and full off-load) are compared in Table 11 . When all calculations needed by the overfeat network are performed locally on the Jetson TK 1 GPU, it takes 1110 ms to process one image.
The alternative approach is to off-load all the computations to the GPU server in the cloud. The time required by this technique will depend on the bandwidth and latency of the network (a) (b) Fig. 12 The two cascade networks, gray blocks are evaluated locally. a 2 local layers. b 4 local layers connection. Table 11 shows that a complete off-load to the cloud takes less time than the local computation except in the case of very limited bandwidth (1 Mbit/s). The time needed to serialize and to transfer the data can quickly outweigh the time needed to do the actual calculations. The cascading architecture avoids sending data over the network when a confident classification can be made by the local part of the network. We evaluated the cascading network on the same machines using the same network parameters.
We compared two possible cascades, one with two local convolutional layers (and one maxpool + softmax layer) and one with four local convolutional layers (and one maxpool + softmax layer). These networks are illustrated in Fig. 12 . Table 12 shows the required runtime of the first cascade with varying network bandwidth and latency. In the case of very limited bandwidth (1 Mbit/s), it takes over 2 s to process one image. The Jetson board is able to evaluate the entire network in just over 1 s so in this case it is less time consuming to do all the calculations locally. This, however, is only possible because the Jetson TK1 can hold the entire network in memory. On other devices, with less memory, off-loading to the cloud would be unavoidable. The cascade network would allow for a 2× speedup compared to a full off-load in these cases.
A full off-load in the case of a 10 Mbit/s connection with 10 and 100 ms RTT takes, respectively, 551 and 639 ms. The cascade with threshold 0.99 requires only 329 and 414 ms, respectively. A speedup of 40% while the drop in top-5 accuracy is negligible (−0.3%).
A high speed network connection (100 Mbit/s) makes off-loading to the cloud less time consuming. The runtime of the cascade is statistically the same as a full off-load in this case. The cascade could still be useful, however, since it provides a redundancy against network failure and could avoid costs related with wireless network connections.
We repeated the experiment but now with a larger local part (Table 13 ). The first four convolutional layers are evaluated locally. The cascade offers little to no improvement in this case since the local computations take much longer and the data that needs to be transferred over the network is twice as large as the data sent over the network in the previous cascade. This to illustrate that the performance of the cascade will strongly depend on the choice of the local and the remote part.
Conclusion
We presented a novel architecture called a cascade network to avoid redundant calculations when evaluating a deep neural network model. In addition, this technique also allows for an elegant off-loading mechanism where network communication is avoided when it is not absolutely necessary. The performance gain depends on the neural network architecture and on the hardware specifications. We evaluated our approach on three well known benchmark datasets (MNIST, CIFAR10, and Imagenet) and were able to speedup the evaluation of three standard network architectures while keeping the loss in accuracy to a minimum. The measurements were performed on three typical IoT devices, simulating real-world environments.
For the MNIST network we are able to reduce the computational cost by half while keeping the same level of accuracy. On the CIFAR10 dataset we have a speedup of 20% with a marginal loss of accuracy. For the Imagenet dataset we distributed the well-known overfeat network. The network was evaluated partially on a local device and partially off-loaded to the cloud. We measured the performance for different bandwidth and round trip times and found that we were able to reduce the average runtime by up to 40% depending on the network characteristics. He is teaching courses on mobile application development and software engineering. His main research interests include mobile cloud offloading, service-oriented networking, edge/fog computing paradigms, and service engineering for advanced mobile applications. In these fields, he is author and co-author of more than 70 papers published in international journals or in the proceedings of international conferences. He has also been involved in several national and European research projects (FP6 MUSE, FP7 MobiThin, H2020 FUSION).
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