A b s t r a c t SOSTOOLS is a MATLAB toolbox for constructing and solving sum of squares programs. It can be used in combination with semidefinite programming software, such as SeDuMi, to solve many continuous and combinatorial optimization problems, as well as various control-related problems. This paper provides an overview on sum of squares programming. describes the primary features of SOSTOOLS. and shows how SOS-TOOLS is used to solve sum of squares programs. Some applications from different areas are presented to show the wide applicability of sum of squares programming in general and SOSTOOLS in particular.
1 Introduction SOSTOOLS is a free, third-party MATLABZ toolbox for solving sum of squares programs. The techniques behind it are based on the sum of squares decomposition for multivariate polynomials [l] , which can be efficiently computed using semidefinite programming [16] . SOSTOOLS is developed as a consequence of the recent interest in sum of squares polynomials [14, 1: 13, 9, 10: 7, 61: partly due to the fact that t,hese techniques provide convex relaxations for many hard problems such as global, const,rained, and boolean optimization.
In addition to the optimization problems mentioned above, sum of squares polynomials (and hence SOS-TOOLS) find applications in several control theory problems. For instance: construction of Lyapunov functions t.o prove stability of a dynamical system, and computation of tight upper bounds for the structured This paper is based on the SOSTOOLS User's Guide [12] , and is organized as follows. In Section 2 a brief review on sum of squares polynomials is given and the notion of sum of squares programs is introduced. Section 3 describes the main features of SOSTOOLS, including the system requirements. To illustrate how SOSTOOLS is used, a step-by-step example in finding a Lyapunnv function for a system with a rational vector field is given in Section 4, and finally some additional application examples are presented in Section 5. 
where Z ( x ) is some properly chosen vector of monomials. Expressing a n SOS polynomial using a quadratic form as in ( 2 ) has also been referred to as the Gram matrix method [l, 111.
As mentioned io the introduction, sums of squares techniques can be used to provide tractable relaxations for many hard optimization problems. A very general and powerful relaxation methodology, introduced in 19. 101.
is based on the Positivstellensatr, a central result in real algebraic geometry. The examples in this paper, mostly taken from 191, illustrate the practical application of these relaxation methods.
In this type of relaxations, we afe interested in finding polynomials p , ( z ) , i = 1,2, ..., N and sums of squares p , ( z ) f o r i = ( N + l ) , ..., N s u c h that
where the are some given constant coefficient polynomials. Problems of this type will be termed ''sum of squares programs." Solutions to SOS programs like the above provide certificates, or Positivstellensatz refutations, which can be used to prove the nonexistence of real solutions of systems of polynonlial equalities and inequalities (see [lo] for details).
To this end, the feasibility problem in SOS programming will be formulated as follows3: As f(z) being an SOS naturally implies f(z) 2 0, and since many problems are more naturally formulated using inequalities, we will call the constraints (4) "inequality constraints", and denote them hy 2 0. We remind the reader of the equivalence between "nonnegativity" and "sum of squares'' in the cases of nnivariate, 
where in this formulation w is the vector of weighting coefficients in the linear objective function.
Both the feasibility and optimization problems as formulated above are quite general, and in specific cases reduce to well-known problems. Io particular, notice that if all the unknown polynomials p , are restricted to be constants, and the a,.,(x)'s are quadratic forms, then we exactly recover the standard LhlI problem formulation. Nevertheless, these extra degrees of freedom are a bit illusory, as every SOS program can be exactly converted to an equivalent semidefinite program 111. For several reasons, the problem specification outlined above has definite practical and methodological advantages, and establishes a useful framework within which many specific problems can be solved, as we will see later in Sections 4 and 5.
SOSTOOLS in a Nutshell
At the present time, sum of squares programs a e handled by reformulating them as 
lems)
In this section, we will give a stepby-step example on how to create and solve an SOS program. For this purpose, we will consider the search for a Lyapunov function of a nonlinear dynamical system. The presentation given here is not meant to be comprehensive; readers are referred to the SOSTOOLS User's Manual for a detailed explanation on each function used.
The Lyapunov stability theorem (see e.g. [5] ) has been a cornerstone of nonlinear system analysis for several decades. In principle, the thwrem states that a n equilibrium of the system x = f(s) (with the equilibrium assumed to he at the origin) is stable if there exists a positive definite function V ( z ) such that its derivative along the system trajectories is non-positive. 2 0.
-_
The first inequality, with c being any constant greater than zero, is needed to guarantee positive definiteness of V ( s ) , whereas the second inequality will guarantee that the derivative of V(s) along the system trajectories is non-positive. However, notice that 53 is a rational function, and therefore (8) -(4 + 1) -x1 --22 --x3 2 0.
We will now show how to search for Lyapunov function using SOSTOOLS. We start by defining the independent variables x l . x~, 5 3 as symbolic objects and collecting them io a vector.
>> syms Xl xz x3;
. >> ~a z s = Cxl; x2; x31;
Next, we define the decision variables, i.e., the ai in (9):
>> syms ai a2 a3; >> decvars = tal; a2: a31;
Then the vector field (7) can be defined symbolically as follows.
>> f = [ -x1'3-xltx3^2; -x2-xi-2*x2; -x3-3*x3/(x3-2+1)+3*xi-2*x31 ;
At this point, our SOS program is ready to be constructed. An empty SOS program is initialized hy the function sosprogram.m, with the list of independent and decision variables as its arguments.
>> Programl = sosprogram(uars,decvars) ;
The next step is to define the SOS program constraints (10)-(11). Constraint (10) is defined using:
>> V = ai*xl^Z + ~2 1 x 2 -2 + a3rx3-2 ; >> Programl = sasineq(Program1, V-(x1^2+~2-2+~3~2)) ;
The first command simply defines V, and the second command adds the inequality constraint to the already defined SOS program.
In the same manner, Constraint (11) can be added to OUT SOS program. This is performed by typing
>> Programl = sosineq(Programi, -Vdot*(x3'2+1));
where the first command line explicitly constructs the time derivative of V, and the second one adds the inequality constraint (11).
The SOS feasibility program has now been completely created, and can be solved using the following command:
The solution V(x) can then be retrieved by typing Notice that the whole problem is coded and solved with only a handful of MATLAB commands.
5 More Applications SOSTOOLS comes with several demo files containing applications from different domains. We describe some of these applications here; many other ones are described in the SOSTOOLS User's Manual.
Bound on Global Extremum
Consider the problem of finding a lower bound for the The demo file demo3.m contains the MATLAB code for this problem. The optimal value of y. as given by SOSTOOLS, is yOpt = 3. This is in fact the global minimum of f(s), which is achieved at z = (0, --1).
Upper B o u n d of S t r u c t u r e d Singular Value
Now we will show how SOSTOOLS can be used to compute an upper bound for the structured singular value p, a crucial objsct in robust control theory (see e.g. [2, 81). The following conditions can be derived from Proposition 8.25 of 121 and Theorem 6.1 of [9] .
Given a matrix A4 E C"'" and structured scalar uncertainties A = diag(dl.&_ ..., 6,). 6; t C: the structured singular value p ( M , A ) is less than 7, if there exist Q; 2 0 E RZnx2" and r;, 2 0 satisfying
i=l lSi<j<n where x E R'",
and ei is the i-th unit vector in Cn. indeed the maximum number of cuts for 5-cycle. 6 
Concluding Remarks
We have presented a brief overview on sum of squares polynomials and introduced the notion of sum of squares programs. The main features of SOSTOOLS, a general purpose sum of squares programming solver, have been subsequently described.
We have further shown a detailed example on how SOS-TOOLS can be used to solve control-related sum of squares programs. From different domains we have presented several applications, such as computing bound for global optimization, computing upper hounds for p, and MAX CUT combinatorial optimization, to illustrate the wide applicability of sum of squares programming and SOSTOOLS.
SOSTOOLS is under active development. Upcoming versions of SOSTOOLS will, among other improve ments, provide the user with the dual solutions of the semidefinite program to check if the optimal solution to an optimization problem is achieved. Additionally, special structure in the input polynomials, such as sparsity, symmetries, and reduction over polynomial ideals will be fully exploited in order to speed up the computation and allow the possibility of solving larger scale problems.
