Control of Decoherence in different environments : A case study for
  dissipative magneto-oscillator by Rajesh, Asam et al.
ar
X
iv
:1
61
2.
04
62
6v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
4 D
ec
 20
16
Control of Decoherence in different environments : A case study for dissipative
magneto-oscillator
Asam Rajesh1, Malay Bandyopadhyay1,†, and A. M. Jayannavar2,3
1. School of Basic Sciences,Indian Institute of Technology Bhubaneswar,Bhubaneswar 751007,India
2. Institute of Physics, Sachivalaya Marg, Sainik School PO, Bhubaneswar, India, 751005.
3.Homi Bhabha National Institute, Training School Complex, Anushakti Nagar, Mumbai-400085, India
In this paper, we analyze two different techniques based on reservoir engineering method and
quantum Zeno effect for controlling decoherence of a dissipative charged oscillator in the presence of
an external magnetic field. Our main focus is to investigate the sensitiveness of these decoherence
control techniques on the details of different environmental spectrum (J(ω)), and on the crucial role
played by different system and reservoir parameters, e.g., external magnetic field (rc), confinement
length (r0), temperature (T ), cut-off frequency of reservoir spectrum (ωcut), and measurement inter-
val (τ ). First, we consider the charged quantum oscillator in an initial nonclassical Schro¨dinger cat
state and analyze the non-Markovian dynamics for the magneto-oscillator in contact with Ohmic,
sub-Ohmic, and super-Ohmic environments. We show the procedure to control the quantumness
of the Schro¨dinger cat state by tuning the parameters rc, r0, and J(ω). On the other hand, we
investigate the effect of nonselective energy measurement process on the mortification of quantum-
ness of an initial Fock-Darwin state of the charged magneto-oscillator. We investigate in details
the strategy to manipulate the continuous passage from decay suppression to decay acceleration by
engineered reservoirs and by tuning the system or reservoir parameters, e.g., rc, r0, T or τ . As a
result of that one can control environment induced decoherence (EID).
PACS numbers: 03.65.Yz, 03.65.Ta, 03.65.Xp
I. INTRODUCTION
The study of open quantum system has been received
enormous attention due to its ubiquitous application in
developing quantum information devices [1, 2], quantum
computation, cryptography and reaction yields. These
are based on two basic principle of quantum mechanics,
i.e.,quantum entanglement and superposition of quan-
tum states. Entanglement and superposition deteriorate
when a quantum system interacts with a environment.
This coupling transforms the quantum superposition in
to classical statistical mixtures which is named as de-
coherence [3]. Decoherence is basically involve with the
non-unitary evolution of states which has serious conse-
quences like a loss of information or probability leakage
of information in environment. The essential ingredient
for the efficiency, speed, and security of quantum algo-
rithms and cryptography is the principle of superposition
of states. As mentioned by Unruh [4], the loss of purity
of states (known as decoherence) would fall the perfor-
mance, particularly in the case of long-distance commu-
nications and large scale computations . Thus, the infor-
mation carried by a quantum bit has to be protected from
decoherence. Naturally, the million dollar question is can
quantum systems be controlled and made to outperform
the classical systems inspite of decoherence? The answer
is affirmative and the great increase in ability to coherent
control and manipulation of the state of quantum systems
expedite the path to control the transition from quantum
to classical world. In the context of coherent control of
EID, a large number of investigations are made both in
the connection of fundamental issues of quantum theory
and in the relation of emerging quantum devices[3, 5–
7]. For instance, one can mention that controlling EID
and eventually halting it is a major challenge in quantum
computation where several quantum states are required
to be specified by a single wave function and information
processing are carried out in parallel by unitary opera-
tions.
The fragile nature of quantum superpositions and en-
tangled states due to EID lead us to introduce several
methods to protect this delicate but potentially very
powerful technique. For instance one can mention the
methods based on decoherence free subspaces, dynamical
decoupling and bang bang techniques [8]. Recently the
connection between these techniques and the quantum
Zeno effect has been clarified [9]. Usually, the study of
Zeno and anti-Zeno dynamics is done by assuming that
the system is initially prepared in an eigenstate of the
free Hamiltonian. Such kind of situations are considered
in Refs. [10, 11]. In the present paper our goal is to find
whether the quantum Zeno effect can be used to inhibit
quantum decoherence when the system is initially pre-
pared in Schrodinger cat state. In the context of damped
harmonic oscillator, Maniscalco et al explored the possi-
bility of modifying the quantum-classical transition as
a consequence of measurements performed on the sys-
tem through the analysis of Zeno and anti-Zeno phenom-
ena. Further, we introduce an external magnetic field
and study its effect in the context of quantum-classical
transition. Basically, we study how to modify quantum-
classical transition by using reservoir engineering tech-
nique for an initial Schrodinger cat state and by using
selective energy measurement method for an initial Fock-
Darwin state of the charged magneto-oscillator. In the
first case, we make a comparative study of three different
2type of reservoirs (Ohmic, sub-Ohmic and super-Ohmic)
and reveal which reservoir succeed in leading slowest de-
coherence. In the latter case, one can find out that
the nonselective measurement may slow down quantum-
classical transition (Zeno effect) or may accelerate the
transition (anti-Zeno effect). The other aspect which is
investigated in the present paper is the connection be-
tween the dynamics of the system in the presence of non-
selective measurements and the modulation dynamics by
controlling the system and reservoir parameters.
Now, one can summarize the main findings of this
paper. We reveal the crucial role played by the environ-
mental spectrum, external magnetic field and the con-
fining length in controlling decoherence properties of a
quantum system. We explicitly show that by modify-
ing reservoir spectrum or the external magnetic field or
the confining length one can prolong or reduce the life
of a Schrodinger cat state. On the other hand, we also
demonstrate how the nonselective energy measurements
can modify the quantumness of the initial Fock-Darwin
state of a damped magneto-oscillator. In the latter case,
it is observed that the crossover from Zeno to anti-Zeno
is highly sensitive to the tuning parameters like exter-
nal magnetic field (rc) or the confining length (r0) or the
details of reservoir spectrum J(ω) or the measurement
interval τ . For certain type of Bosonic reservoirs, even a
very small variation of rc, r0 or τ can cause a measure-
ment induced acceleration or deceleration of decoherence.
The structure of the paper is as follows. As the struc-
tured reservoirs are generally characterized by memory
term, one requires a non-Markovian theoretical descrip-
tion to describe coherence properties of a system. In sec-
tion II, we describe our system and the non-Markovian
master equation to investigate the dynamics of the sys-
tem in contact with different types of reservoir. In section
III, we employ reservoir engineering technique to modify
the decoherence properties of the above mentioned sys-
tem and compare the dynamics of an initial Schrodinger
cat state for three different types of bosonic environment
(Ohmic, sub-Ohmic and super-Ohmic). In section IV, we
demonstrate the possibility of controlling quantumness
of an initial Fock-Darwin state of the damped magneto-
oscillator by using the quantum Zeno or anti-Zeno pro-
tocol. Finally, we summarize our results and conclude in
section V.
II. THE SYSTEM
We consider a quantum charged harmonic oscillator in
the presence of an external magnetic field along z direc-
tion and linearly coupled to two independent reservoirs
which are modelled as a collection of an infinite chain
of independent quantum harmonic oscillators. The total
Hamiltonian of the system is given by :
H = HS +HB +HSB, (1)
where, the system Hamiltonian is
Hs =
(~p− e ~Ac )2
2m
+
1
2
mω20(x
2 + y2), (2)
with ~B = ~∇× ~A; ~A = B02 (−y, x, 0). One can recast Eq.
(2) as follows :
Hs = (a
†
1a1 +
1
2
)~ω1 + (a
†
2a2 +
1
2
)~ω2, (3)
with ω1,2 = ω
′ ± ωc2 , the cyclotron frequency ωc = eB0mc
and ω′ =
√
ω20 + ω
2
c/4. Here, a
†
1,2 =
[
(x±iy)
2l − l2 (∂x ±
i∂y)
]
, and a1,2 =
[
(x∓iy)
2l − l2 (∂x ∓ i∂y)
]
, are the Fock-
darwin creation and annihilaton operators for the two in-
dependent oscillators (denoted by 1 and 2 ) of the charged
magneto-oscillator, and l =
√
~
mω′ is the Fock-Darwin ra-
dius.
The environment is modeled as an infinite chain of har-
monic oscillators. In the present context, we consider two
independent heat baths in the x and y direction respec-
tively :
HB =
n=∞∑
n=1,k=1,2
~ωn,k(b
†
n,kbn,k +
1
2
), (4)
where bn,1 and b
†
n,1 are the annihilation and creation op-
erators of heat bath oscillators in the x direction, respec-
tively and ωn,1 is the frequency of the n
th oscillator in
the x-direction. The same things are applicable to the
y-direction heat bath with the replacement of 1 by index
2. The system and the reservoirs are coupled linearly via
position type operators x = l2 [(a1 + a
†
1) + (a2+ a
†
2)], and
y = −i l2 [(a†1−a1)− (a†2−a2)] and xn,k ∝ (bn,k+b†n,k) for
the system and reservoir oscillators respectively. This
is just to remind you that the interaction may result
in position-momentum or momentum-position type cou-
pling and they are equivalent to position-position cou-
pling which is explicitly discussed in Ref. [12]. Now, the
interaction Hamiltonian is given by :
HSB =
l
2
√
2
[
(a†1 + a1) + (a
†
2 + a2)
]∑
n
cn,1(bn,1 + b
†
n,1)
l
2i
√
2
[
(a†1 − a1)− (a†2 − a2)
]∑
n
cn,2(bn,2 + b
†
n,2),(5)
where, cn,k describes the interaction strength between
the system with each mode of the reservoir in the kth
direction (remember k=1 indicates the reservoir in the x
direction and k=2 is for the y direction reservoir). From
the above analysis one can recast our model in terms
of two independent harmonic oscillators coupled to two
independent oscillators. In the next subsection, we de-
scribe the non-Markovian master equation derived from
the total Hamiltonian as described in Eq. (1).
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FIG. 1: The dynamics of the fringe visibility are plotted as a function of time t in arbitrary unit for the Ohmic (red
solid line), sub-Ohmic (blue dashed line) and super-Ohmic (green dashed dotted line) reservoirs at dimensionless temperature
kBT/~ω1,2 = 100. The inset shows the comparison between the non-Markovian (red solid line) and the Markovian (blue dotted
line) fringe visibility for the Ohmic reservoir. We use ωcut = 1, r0 = 6.0 and rc = 4.0 for the r1,2 >> 1 regime.
0 0.005 0.01 0.015 0.02 0.025 0.03
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.002 0.004 0.006 0.008 0.01
0
0.2
0.4
0.6
0.8
1F(α1,α2,t)
ω
cutt
FIG. 2: We plot the fringe visibility as a function of time t (in arbitrary unit) for the Ohmic (red solid line), sub-Ohmic (blue
dashed line) and super-Ohmic (green dashed dotted line) reservoirs at a dimensionless temperature kBT/~ω1,2 = 100. In the
inset, we plot the fringe visibility for the non-Markovian (red solid line) and the Markovian (blue dotted line) cases for the
Ohmic reservoir. We use ωcut = 1, r0 = 0.5 and rc = 0.05 for the r1,2 << 1 regime.
4A. Non-Markovian Master Equation
In this section we describe the general derivation of the
quantum master equation for the reduced density matrix
starting from the microscopic Hamiltonian as described
in the previous section. Here, we follow the derivation
methods as described in [26]. We assume that the system
and environment are weakly coupled. The derivation ba-
sically starts from the interaction picture von Neumann
equation
dρ˜(t)
dt
= −i[H˜SB, ρ˜(t)], (6)
with ρ˜(t) = eit(HS+HB)ρ(t)e−it(HS+HB). Integrating the
above expression, we can obtain a Dyson series and one
can safely neglect the terms that are higher than the sec-
ond order in the coupling strength. Now, tracing over
the bath degrees of freedom one can obtain an equation
for the reduced system. To proceed further, one needs
to assume few assumptions. First, one can assume that
the system and environment are uncorrelated at the ini-
tial time t = 0. Secondly, we consider the environment
as stationary. The master equation can be simplified by
considering the thermal reservoir at temperature T de-
scribed by a density operator of the form :
ρBk =
1
ZBk
exp
(
−
∞∑
n=1
ωnkb
†
nkbnk
kBT
)
, (7)
where kB is the Boltzmann constant and ZBk is the parti-
tion function of the independent bath in the kth direction
(k=1 denotes x direction and k=2 is for y direction). As
a result of this one can obtain TrBk{[H˜SBk(t), ρ˜S(t) ⊗
ρBk(t)]} = 0. Therefore one can obtain the following
simplified master equation :
dρ˜S(t)
dt
= −α2
∫ t
0
dt′TrB{[H˜SB(t), [H˜SB(t′), ρ˜S(t)⊗ρB(t)]]}].
(8)
Now, as described in Ref.[26], one can introduce the
eigenoperators of the system Hamiltonian and can ex-
press the interaction Hamiltonian HSB in terms of these
eigenoperators. As a result of that the interaction Hamil-
tonian in the interaction picture can be written as follows
:
HSB(t) =
l
2
√
2
[
A˜1(t) + A˜2(t)
]
⊗ E˜(t) + l
2i
√
2
[
B˜1(t)− B˜2(t)
]
⊗ F˜ (t),(9)
where, A˜1(t) = e
−iω1ta1 + e
iω1ta†1 , A˜2(t) = e
−iω2ta2 +
eiω2ta†2,B˜1(t) = e
−iω1ta1 − eiω1ta†1 , B˜2(t) = e−iω2ta2 −
eiω2ta†2, E˜(t) =
∑
n cn,1(bn,1(t) + b
†
n,1(t)) and F˜ (t) =∑
n cn,2(bn,2(t) + b
†
n,2(t)). Now, using the definition of
a correlation function for the field operators E˜(t) as
< E˜(t)E˜(t′) >= TrB{E˜(t)E˜(t′)ρB}. Now, one can ob-
tain a non-Markovian master equation describing the sys-
tem dynamics [20] :
dρs(t)
dt
=
∆1 + Γ1
2
[L(a1) + L(a2, a1)] +
∆1 − Γ1
2
[L(a†1) + L(a
†
2, a
†
1)]
+
∆2 + Γ2
2
[L(a2) + L(a1, a2)] +
∆2 − Γ2
2
[L(a†2) + L(a
†
1, a
†
2)]
+
∆1 + Γ1
2
[e(2iω2t)D(a1) +D(a1, a2)] +
∆1 − Γ1
2
[e(2iω1t)D(a†1) +D(a
†
1, a
†
2)]
+
∆2 + Γ2
2
[e(2iω1t)D(a2) +D(a2, a1)] +
∆2 − Γ2
2
[e(2iω2t)D(a†2) +D(a
†
2, a
†
1)]
(10)
where, the super-operators L(O), D(O), L(O1, O2) and D(O1, O2) are given by :
L(O) = 2O†ρO −OO†ρ− ρOO†
D(O) = 2OρO −O2ρ− ρO2
L(O1, O2) = 2O
†
1ρO2 −O1O†2ρ− ρO1O†2
D(O1, O2) = 2O1ρO2 −O1O2ρ− ρO1O2. (11)
Since, the decoherence occurs mostly at time scales much
shorter than tth, one can use the master equation (8) for
the entire paper. Later on many results will be discussed
for the high temperature regime, and in the deep classi-
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as a function of
unitless time ω1,2t for the Ohmic (uppermost row), sub-Ohmic (middle row) and super-Ohmic (lowermost row) reservoirs at
high temperatures with a fixed value of rc = 0.5 and by varying confinement length parameter r0. In the regime r1,2 >> 1, we
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6cal regime where thermal energy kBT is hundred times
greater than the oscillator energies ~ω1,2. One can easily
express the thermalization time at high temperatures in
terms of ω1,2 as follows [10]:
t1,2th =
ω1,2
Γ
=
1
πα2
rs−11,2 exp(1/r1,2) (12)
Thus, one can say that the thermalization time,t1,2th , de-
creases monotonically for increasing values of r1,2 (this
resonance parameter defined later in Eq. ) for both
the sub-Ohmic and the Ohmic reservoirs. This implies
that t1,2th decreases with the decreasing values of the cut-
off frequency with respect to the frequency of the system
oscillators i.e. ω1,2. On the other hand, there exist a
value of r1,2 which minimizes the thermalization time for
the super-Ohmic reservoir. In general, the thermalization
time increases rapidly as r1,2 → 0 for all the three reser-
voir types considered in this paper. As a matter of fact,
the thermalization process is notably slowed down. Thus,
one can control the thermalization dynamics, by appro-
priately changing the cutoff frequency of a high tempera-
ture engineered reservoir and also varying the oscillators
frequencies ω1,2. Assuming an initially factorized state
(ρ = ρs ⊗ ρB) (ρB is the density operator of the Bath)
with the weak coupling limit and secular approximation,
performing a coarse grain over time scales of the order of
1
ω1,2
, one can obtain the following approximated master
equation [6]:
dρs(t)
dt
=
∆1 + Γ1
2
[L(a1) + L(a2, a1)] +
∆1 − Γ1
2
[L(a†1) + L(a
†
2, a
†
1)]
+
∆2 + Γ2
2
[L(a2) + L(a1, a2)] +
∆2 − Γ2
2
[L(a†2) + L(a
†
1, a
†
2)] (13)
This is to inform you that ∆1,2 = ∆
x
1,2 + ∆
y
1,2 One can
define the coefficients as follows :
Σ1,2 =
∆1,2 + Γ1,2
2
, (14)
Λ1,2 =
∆1,2 − Γ1,2
2
, (15)
∆1,2(t) = 4
∫ t
0
dt′
∫
dωJ(ω)
[
N(ω) +
1
2
]
cos(ωt′)
× cos(ω1,2t′), (16)
Γ1,2(t) = 4
∫ t
0
dt′
∫
dω
J(ω)
2
sin(ωt′) sin(ω1,2t
′),
N(ω, T ) = 1/[e~ω/kBT − 1]
J(ω) = α2
∑
n
k2n
mnωn
δ(ω − ωn). (17)
Where ∆1,2(t) and Γ1,2(t) are the diffusion and dissipa-
tion coefficients for the two modes defined by 1 and 2. We
follow this nomenclature for the rest of the paper. This is
just to inform you that we have used this combined form
for other variables. We separate out them by introducing
a comma notation between them. Wherever, we use this
notation 1,2, it actually imply to specify the two differ-
ent modes 1 and mode 2 in the combined form. They
are basically denoting two different circularly polarized
modes (clockwise and anti-clockwise). This is to men-
tion here that ∆1,2 = ∆
x
1,2+∆
y
1,2 and Γ1,2 = Γ
x
1,2+Γ
y
1,2.
Since, we are using two independent baths in the x and
y direction, the diffusion and dissipation coefficients are
additive. N(ω, T ) is the average number of reservoir ther-
mal excitations, with kB as the Boltzmann constant and
T as the reservoir temperature, and J(ω) is the spectral
density of the environment. Here, we have to remember
that in deriving the above mentioned master equation no
Markovian approximation is applied. The memory effects
are incorporated through the time dependent coefficients
∆1,2(t) and Γ1,2(t). The justification of using the secular
approximated master Eq. (11) is further analyzed in Sec.
IV.
B. Modeling the reservoir
Now, we introduce a class of spectral densities to derive
decoherence dynamics for different types of reservoirs.
The spectral densities which we have introduced for the
study of decoherence dynamics of magneto-oscillator is
given by [6],
J(ω) = α2ω1−scut ω
se−ω/ωcut , (18)
where we have introduced exponential cut-off to elim-
inate divergence problem in the ω → ∞ limit, where
α is a dimensionless coupling constant and s is a real
parameter which can acquire the values < 1, 1, and > 1,
corresponding to the so-called sub-Ohmic, Ohmic and
super-Ohmic reservoirs, respectively. We consider the
values of s as 1/2, 1, and 3 for the sub-Ohmic, Ohmic
and super-Ohmic reservoirs, respectively. These three
cases describe different physical contexts.
Now we introduce the spectral distribution function
which can be written as,
I(ω) = J(ω)
[
N(ω) +
1
2
]
(19)
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8This spectral distribution function contains all informa-
tion about the reservoirs in the weak-coupling limit. At
high temperature one can assume N(ω) ∝ kBT
ω
and at
zero temperature as N(ω) = 0. Now, we introduce a
useful resonance parameter,
r1,2 =
ω1,2
ωcut
=
√
r20 + r
2
c/4± rc/2, (20)
where r0 =
ω0
ωcut
and rc = ωc/ωcut. Thus, r1,2 =√
r20 + r
2
c/4± rc/2. The environment induced dynamics
of the system can be controlled by changing this reso-
nance parameter. One can shift the system oscillator fre-
quency with respect to the reservoir spectrum by chang-
ing the resonance parameters r1,2. Thus, it allows to
control the effective coupling between the system and
reservoir for the two different channels mentioned above.
When we have r1,2 >> 1, the system oscillator oscil-
lates off-resonant with respect to the peak of the reser-
voir spectrum for the three types of reservoirs considered
in this work and is known as off-resonance case. On the
other hand , for r1,2 << 1, the oscillator frequency is in
resonance with respect to the peak of the reservoir spec-
trum and is known as resonance case. Since, the secular
approximation holds good in the off-resonant case, one
can use Eq. (11) to study the non-Markovian decoher-
ence dynamics of the oscillator. On the other hand, the
secular approximation fails for r1,2 << 1 case, and we
must use the master equation (8) for this purpose.
In the following section, we introduce the fringe visibil-
ity function to characterize the decoherence properties for
the system prepared initially in a Schro¨dinger cat state.
We will use the above mentioned two non-Markovian
master equations (Eq. (8) and (11)), to examine the
decoherence properties of a charged magneto-oscillator
in contact with three different types of engineered reser-
voirs.
III. DECOHERENCE CONTROL : RESERVOIR
ENGINEERING TECHNIQUE
We consider that the system is initially prepared in a
Schro¨dinger cat state of the following form :
|Ψ >= 1√N
(
|α1, α2 > +| − α1,−α2 >
)
, (21)
where, |α1, α2 > is a coherent state and N−1 = 2[1 +
exp
{
− 4(|α1|2 + |α2|2)
}
]. Here, α1 = α
x
1 + α
y
1 and
α2 = α
x
2+α
y
2 . This is to be mentioned here that both the
oscillators are placed in the same Schro¨dinger cat state
mentioned in Eq. (21). Further, we assume α1 and α2
to be real for simplicity. Now, we want to study short
time decoherence dynamics of the above mentioned cat
state. This type of states are also known as even coher-
ent state for their properties that the even components
of the number probability distribution are nonvanishing.
The signature of nonclassicality of such type of state is
the oscillations of number state probability distribution.
In the literature (see Ref. [21] and references therein), an
extensive study has been done on the nonclassical prop-
erties of even coherent state, such as negativity of the
corresponding Wigner function, oscillation of the number
probability distribution etc. Such type of even coherent
state and its quantum-classical transition has been ex-
perimentally verified in the context of trapped ion[22]
In order to study the transition from the initial even co-
herent state to its corresponding statistical mixture due
to its interaction with the environment, it is useful to
investigate the dynamics of the corresponding Wigner
function. Since, the quantum-classical transition is iden-
tified by the fast disappearance of the interference fringes
of Wigner function, we need to investigate (to study non-
Markovian dynamics) the time evolution of the Wigner
function for times t ≤ 1/ω1,2. Now, we investigate ana-
lytic solutions for the short time non-Markovian regime
in the two limits : off-resonant case (r1,2 >> 1) and
resonant case (r1,2 << 1).
A. The Off-resonant case r1,2 >> 1
In the off-resonant regime (r1,2 >> 1), the secularly
approximated non-Markovian master equation (8) can be
able to describe the non-Markovian short time decoher-
ence dynamics. In Ref. [19], the solution of Eq. (8)
in terms of quantum characteristic function (QCF) χ(ξ)
is derived. Now, One can judiciously write down the
Wigner function as the Fourier transform of the QCF for
two independent oscillators in common environment :
W (β1, β2) =
1
π2
∫ ∞
−∞
∫ ∞
−∞
d2ξ1d
2ξ2χ(ξ1)χ(ξ2) exp
(
β1ξ
∗
1
−β∗1ξ1
)
exp
(
β2ξ
∗
2 − β∗2ξ2
)
, (22)
where, ∗ denotes complex conjugate form. The Wigner
function W (β1, β2) for the above mentioned even coher-
ent state is comprised of two Gaussian peaks centred
about β1 = (±α1,±α1);β2 = (±α2,±α2) respectively
with an interference term in between the peaks. The
appearance of the interference term indicates the quan-
tumness of the state and its disappearance is considered
as a signature of quantum to classical transition. This is
to be mentioned that the two-mode Wigner distribution
function W (β1, β2) for two oscillators can be thought of
as a quasiprobability distribution in the four dimentional
space. Now, one can introduce the fringe visibility func-
tion (FVF) which is an useful quantity to monitor the
transition from the initial even coherent state to its cor-
responding classical statistical mixture due to the inter-
action with the environment and FVF is given by [10, 11]
:
9F (α1, α2, t) = exp(−Aint) = 1
2
WI(β1, β2, t)|peak[
W(+α1,+α2)(β1, β2, t)|peakW(−α1,−α2)(β1, β2, t)|peak
]1/2 , (23)
where, WI(β1, β2, t)|peak denotes the value of the Wigner
function at β1 = (0, 0);β2 = (0, 0). On the other hand,
W(±α)(β1, β2, t)|peak define the values of the Wigner func-
tion at β1 = (±α1,±α1);β2 = (±α2,±α2), respectively.
For our even coherent state, one can obtain the final ex-
pression of FVF for the off-resonant case (r1,2 >> 1) :
F (α1, α2, t) = exp
[
− 4{α21 + α22}
(
1− e
−(γ+(t)+γ+,−(t))
2(N+(t) +N+,−(t)) + 1
)]
,(24)
where,
N1,2(t) =
∫ t
0
dt′∆1,2(t
′) (25)
γ1,2(t) = 2
∫ t
0
dt′Γ1,2(t
′) (26)
B. The resonant case : r1,2 << 1
Now, we are interested to study the dynamics in the
opposite regime, i.e., the resonant case (r1,2 << 1). In
this regime, one needs to solve the full non-Markovian
master equation (11). To find the Wigner function, one
can proceed by following the same method as that of
the Markovian case. First of all, One needs to find
the Fokker-Planck equation corresponding to the master
equation (11). We know that the initial state is a linear
combination of Gaussian terms and the structure of our
master equation ensures that each Gaussian term evolves
independently. Hence, the final evolved state should also
be a linear combination of Gaussian terms. In the reso-
nant regime, the FVF becomes [10, 11] :
F (α1, α2, t) = exp
[
− 4{α21 + α22}
(
1− e
−(γ1(t)+γ2(t))
4(N1(t) +N2(t)) + 1
)]
, (27)
If one compares this equation with that of the FVF
for the off-resonant regime (Eq. (24)), one can observe
that the only difference is the appearance of an extra
two factor in front of the mean energy of the oscillator
N1(t) + N2(t) (also known as heating function) in the
Eq.(27) compare to that of Eq. (24). This implies that
the heating process in the resonant regime can be thought
of due to an effective thermal reservoir with double tem-
perature compare to that of the real temperature. This
difference arises due to the appearance of counter rotat-
ing terms in Eq. (8). These additional terms provide
two extra paths for each channel (1 and 2) to exchange
its energy with the environment. In the following sub-
section we analyze the time evolution of FVF for three
different type of reservoirs namely, Ohmic, sub-Ohmic
and super-Ohmic.
C. FVF dynamics:Similarities and differences
Here, we are interested in investigating the FVF dy-
namics for three different type of reservoirs : Ohmic, sub-
Ohmic and super-Ohmic. The time evolution of FVF are
plotted in Figs. (1) and (2) for the off-resonant and res-
onant cases, respectively. Unlike the typical exponential
Markovian time evolutian, one can observe initial non-
Markovian quadratic behaviour for all the cases. We also
make a comparative study of FVF dynamics for three
different type of reservoirs. We also plot the Markovian
versus non-Markovian fringe visibilities in the insets of
Figs. (1) and (2) for the Ohmic reservoir.
First of all, we analyze the Markovian versus non-
Markovian dynamics for FVF for the initial short times.
It is observed that the Markovian FVF decays slower
than that of the non-Markovian case in the off-resonant
regime. One can say that the initial startle in ∆1,2(t) for
the non-Markovian case may cause the faster decoher-
ence in the off-resonant regime compare to the Markovian
case. On the other hand, the decay of the FVF is faster
for the Markovian case than that of the non-Markovian
one in the resonant regime. Since, ∆1,2(t) < ∆M in
the resonant regime, one can always found a faster de-
coherence for the Markovian system. It is just to inform
you that the other type of reservoirs (like sub-Ohmic
and super-Ohmic reservoirs) also show similar kind of be-
haviour for the initial short time dynamics of FVF in the
comparative study of Markovian versus non-Markovian
cases.
Now, we analyze the time evolution of the FVF for
three different types of reservoirs (Ohmic, sub-Ohmic
and super-Ohmic) for the both off-resonant and resonant
regimes. In general the qualitative behaviour for all three
types of reservoirs are similar in the resonant and off-
resonant regimes. Unlike the heating function dynamics,
where exchange of energy between the system and the
environment causes non-Markovian oscillation, the FVF
dynamics is flat for all the three types of reservoirs. One
can also notice that the decoherence process is notable
amount faster for resonant case (r1,2 << 1) than that
of off-resonant case (r1,2 >> 1). The system oscillator
frequencies lie within the most strongly coupled modes
of the reservoir. It results in a strong effective coupling
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FIG. 7: Dynamics of the ratio between the effective decay rate γzn1,2(τ ) and the Markovian decay rate γ
0
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are plotted as
a function of unitless time ω1,2t for the Ohmic (uppermost row), sub-Ohmic (middle row) and super-Ohmic (lowermost row)
reservoirs at high temperatures. Here, we keep fix the value of r0 = 0.5 and change the magnetic field rc. We use ωcut = 1 for
the r1,2 < 1 regime, where the left, middle and right columns denote rc = 0.05 , rc = 0.1, and rc = 0.5 cases respectively.
0 2 4 6 8 10
0
0.05
0.1
0.15
0.2
0.25
0 2 4 6 8 10
0
0.05
0.1
0.15
0.2
0.25
0 2 4 6 8 10
0
0.05
0.1
0.15
0.2
0.25
0 2 4 6 8 10
0
0.05
0.1
0.15
0.2
0 2 4 6 8 10
0
0.05
0.1
0.15
0.2
0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0 2 4 6 8 10
0
1
2
3
4
 
 
0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
0 2 4 6 8 10
0.05
0.1
0.15
0.2
0.25
0.3
1
2
r0= 0.2  ;  rc= 0.05 r0= 0.5  ;  rc= 0.05 r0= 0.8  ;  rc= 0.05
Ohmic
Sub−Ohmic
Super−Ohmic
γz
n1,2(τ) 
γ0
n1,2 
ω
cutτ
FIG. 8: We plot the ratio between the effective decay rate γzn1,2(τ ) and the Markovian decay rate γ
0
n1,2
as a function of
unitless time ω1,2t for the Ohmic (uppermost row), sub-Ohmic (middle row) and super-Ohmic (lowermost row) reservoirs at
high temperatures with a fixed value of rc = 0.05 and ωcut = 1. We vary the confinement length parameter r0 and the three
respective columns denote r0 = 0.2 (left), r0 = 0.5 (middle), and r0 = 0.8 (right) cases, respectively.
11
between the system and reservoir. So, one may call the
system is on resonance with the reservoir. In addition,
the system interacts with the reservoirs through two more
modes (counter-rotating terms) for each channel (1 and
2).
Among all the three type of reservoirs, Ohmic reser-
voir impels the slowest decoherence. On the other hand,
super-Ohmic and sub-Ohmic reservoirs decay in a simi-
lar manner, but both decay much faster than the Ohmic
reservoir. For time t << t1,2th , the exponential factors
in Eqs. (24) and (27) can be approximated to one and
the FVF dynamics is determined solely by the diffusion
coefficient ∆1,2(t) through the heating function N1,2(t).
Thus, one can say that the decoherence rate is highly
dependent on the diffusion coefficients ∆1,2(t). Since,
∆1,2(t) is highly dependent on the nature of spectrum
(through J(ω)), magnetic field, and confining length of
the system (through ω1,2 which includes both cyclotron
frequency ωc and the system oscillator frequency ω0).
The basic message is that the tuning of external mag-
netic field or the confining length will help us to modify
∆1,2(t) and results in control of decoherence process. In
the next section, we investigate another way to modify
the decoherence process based on an elegant approach of
Zeno effect, i.e. by performing frequent measurements
on the system. From the above analysis, it may not
be clear whether the observed differences in the FVF dy-
namics between the Ohmic, super-Ohmic and sub-Ohmic
baths is really due to the low frequency behaviour of the
bath spectrum. It is more likely that the bath spectral
density plays a major role in controlling the FVF dy-
namics. It seems much more likely that the bath density
at resonance frequency is an important quantity and the
bath density of course depends on the low frequency be-
haviour of the environment within the specific choice of
the model reservoir (Eq. 18). There is a intuition that
the environment induced decoherence is highly depen-
dent on the low frequency behaviour of the environment.
This is because if the information of the quantum phases
leave the individual system and spread out in the envi-
ronment without returning back again at low frequencies.
In order for this to happen it is not only necessary that
the environment is large, but its recurrence time should
also be large. As in our case the environment consists
of a large number of harmonic oscillators with the same
frequency ω. As result of that there would be typically
a recurrence time of the order of ω−1. So one can argue
that the quantum phases would reappear in the quantum
system after this time. One may sense it as similar to the
Poincar recurrence of classical mechanics. It is necessary
that the recurrence time should be large. For our heat
bath which consists of large number of harmonic oscilla-
tor this is guaranteed by the strong presence of infra-red
modes, i.e. ω → 0 in the spectral density.
One can notice that the different form of the spec-
tral distribution functions in the Ohmic, sub-Ohmic, and
super-Ohmic cases establish a clear connection between
the reservoir properties and the dynamics of Fringe vis-
ibility function. The r1,2 = 10 case is known as the off-
resonant case where the effective coupling between the
system oscillators and the environment is very small for
all the three reservoirs mentioned above. This is because
the system oscillators are detuned from the peak of the
reservoir spectral distribution function. It is observed
that the effective coupling between the system and reser-
voir increases rapidly as r1,2 decreases from 10 to 0.1 for
the Ohmic and sub-Ohmic cases. On the other hand, the
super-Ohmic spectral distribution function shows high-
est coupling at r1,2 = 1 and the cases r1,2 = 0.1 and
r1,2 = 10 shows relatively weak coupling. At high tem-
peratures, the sub-Ohmic spectral distribution function
has a divergency point at ω = 0 which causes very large
effective coupling at low frequencies of heat bath spec-
trum. But, the sub-Ohmic spectral distribution function
does not diverge at zero temperature at ω = 0. From
the expressions of FVF, one can easily notice that FVF
depends on heating functions N1,2 as well as on the nor-
mal dissipation coefficients γ1,2(t). At high temperatures,
∆1,2 >> Γ1,2(t) which enforces that the FVF dynamics
is mostly determined by the behaviour of the heating
functions. Heating functions are related with normal dif-
fusion coefficients and the sign of diffusion coefficients
determine whether the heating function grows monoton-
ically or oscillatory in nature. It was proved earlier that
the non-Markovian heating shows two types of behaviour
: an oscillatory behaviour and a monotonic increase [10].
It is seen that the oscillations in heating functions for
the Ohmic spectrum with r1,2 = 10 originates from the
low frequency part of the spectrum. On the other hand,
the monotonic increasing part arises due to the resonance
part of the spectrum. This connection between the dy-
namics of heating function and the features of spectrum
also hold for other types of reservoirs. The connection
between the low frequencies of the heat bath spectrum
and oscillations in the heating dynamics can be demon-
strated by observing the parameter region where ∆1,2(t)
attains temporarily negative values which gives rise to
oscillations in heating functions. For these regime, the
peaks of all the three spectral distributions are centred
in the low frequencies region. This indicates that the
presence of oscillations and the low frequency part of the
spectrum are interlinked. The presence of oscillations in
heating functions is the indication of non-Markovian ef-
fects for a given value of r1,2 and it depends on the type
of reservoir spectrum. The persistence of the memory ef-
fects in the sub-Ohmic reservoir is much greater than in
the other reservoir types. These features are reflected in
the FVF dynamics. The FVF contains heating function
in the denominator of the argument of the exponential.
Hence the oscillatory behaviour can’t be observed and a
decay nature of the FVF function is observed as a func-
tion of time.
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IV. DECOHERENCE CONTROL: QUANTUM
ZENO EFFECT
It is well known that the decay of an unstable system
can be modified (slowed down) by measuring the system
frequent enough [23] and is known as quantum Zeno ef-
fect (QZE). In some systems an enhancement of decay
rate may occur due to frequent measurements, which is
known as anti-Zeno effect (AZE) [25]. Maniscalco et al.
[24] demonstrate the occurrence of QZE or AZE for quan-
tum Brownian motion which arises due to the short time
non-Markovian behaviour of the environment induced de-
coherence. Thus, one can use the QZE or AZE to control
the quantum-classical crossover by extending or shorten-
ing the quantum features of the initial state of the sys-
tem. In this paper, we extend the study in Ref. [24]
by incorporating an external magnetic field. Moreover,
the important role played by three different reservoirs
(Ohmic, sub-Ohmic and super-Ohmic) and the external
magnetic field in exploring the crossover between Zeno
and anti-Zeno dynamics is investigated in details in the
present section. Such study is very important in the sense
that we can acquire knowledge on controlling decoherence
mechanism for different physical realizations, e.g., a solid
state qubit experienced sub-Ohmic noise, while optical
qubits interact with flat Markovian spectrum. Unlike,
the decoherence control mechanism based on reservoir
engineering technique (as described in Sec. 3), different
reservoir spectrum lead to different decoherence dynam-
ics in this non-selective energy measurement based Zeno
control mechanism.
The discussion of a Fock state in the context of quan-
tum information may be a debatable issue as the Fock
states are extremely fragile with respect to the environ-
mental coupling. A Fock state with n photons is very
hard to generate and very much fragile. In general, a
Fock state state with n photons survive for Tc/n (on an
average) in a cavity of damping time Tc before undergo-
ing a jump to |n−1 > Fock state. Thus, the decoherence
rate of such mesoscopic photon number or Fock states is
proportional to the photon number. But, recent exper-
iments based on quantum feedback mechanism stabilize
Fock states of light in a cavity [27–29]. In Refs. [27, 29],
the authors demonstrate the recent development of two
quantum feedback schemes which continuously sustain-
ing Fock state of a microwave field in a high-quality cav-
ity. In Ref.[27], the authors successfully implemented the
feedback mechanism to prepare photon number states
(Fock states) of a microwave field in a superconducting
cavity which can suppresses the effects of decoherence-
induced field quantum jumps. They use a beam of atoms
crossing the cavity as a sensor and it makes weak quan-
tum non-demolition (QND) measurements of the pho-
ton number repeatedly. Between the measurements, a
real-time computer (acts as controller) injects adjustable
small classical fields in the cavity. A quantum oscilla-
tor generates microwave field and is suitable to act as a
quantum memory or as a quantum bus. This active con-
trol mechanism which can generate non-classical states of
this oscillator and reduces their decoherence. This exper-
iment is a great leap towards the execution of complex
quantum information operations. On the other hand,
Zhou et. al.[29] creates Fock states with photon num-
bers (n up to 7) and can be created on requirement in
a microwave superconducting cavity by a quantum feed-
back procedure that reduces decoherence-induced quan-
tum jumps. In this mechanism, circular Rydberg atoms
are implemented as QND sensors or as single-photon
emitter or absorber actuators. Both schemes efficiently
detect the quantum jumps of the photon number and ef-
fectively reduce their adverse effects. As a result both
mechanisms based on real-time quantum feedback pre-
pares and stabilizes photon number states. These exper-
iments [27, 29] create the opportunity to generate stable
photon number states which makes the doorway for many
opportunities in quantum information. Many applica-
tions in quantum information or quantum computing re-
quire radiation with a fixed number of photons. This
increased the demand for systems able to produce such
fields. For example, one can mention the demand of such
Fock states for secure quantum communication [30, 31]
and quantum cryptography [32]. These facts motivate us
to discuss the decoherence control in the context of Fock
states.
The system is initially prepared in the fock state
|n1;n2 >. Here, n|1 > denotes the photon number state
for 1 mode with n photons and n|2 > denotes the photon
number state for the mode 2 . This is just a reminder
to the reader that wherever, we use the notation 1,2 as
subscript to some variable, it actually implies to specify
the 1 mode and mode 2 in the combined form. Now,
the system is forced to N nonselective energy measure-
ments (i.e. measurements which do not select different
outcomes) [26] during the time evolution of the system
at a time interval τ between the two successive mea-
surements. This τ is chosen so short that the second
order processes may be neglected. This is to be remem-
bered that the meaning of the energy measurement de-
notes the measurement of the total energy of the system.
Since, τ is small, one can say that the survival probabil-
ity, i.e., the probability of finding the system in its ini-
tial state Pn1,n2(t) =< n1, n2|ρs(t)|n1, n2 > is such that
Pn1,n2(t) ≃ 1 with Pn1;n2(t) >> Pn1+1,n2+1(t). Now, the
survival probability after N such successive nonselective
measurements is given by [9, 24],
PNn1,n2(t) = [Pn1;n2(τ)]
N ≡ exp(−γzn1,2(τ), t) (28)
where γzn1,2(τ) is the effective decay rate and t=τN is
the effective duration of the experiment. Here, γn1 de-
notes the decay rate for the 1 mode and γn2 for the mode
2. We write them in a combined form as : γn1,2 . The
effective decay rate, which is defined in Eq. (30), deter-
mines the occurrence of the Zeno or anti-Zeno effect . Let
us define γ0n1,2 as the decay rate of survival probability
in the absence of measurement. This corresponds to the
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Markovian decay rate in the limit τ →∞ :
γ0n1,2 = limτ→∞
γZn1,2(τ) = ∆M , (29)
where ∆M = πI(ω) with I(ω) = J(ω)[N(ω) + 1/2].
Thus, it is evident that γzn1,2(τ) depends on the reser-
voir spectrum, external magnetic field and the oscillator
frequency. If there exist a finite time τ∗ in such a way
that γzn1,2(τ
∗) = γ0n1,2 , then one can say that
γzn1,2(τ)
γ0n1,2
< 1
for τ < τ∗. This implies that the measurements slow
down the decay and we are at QZE regime. On the other
hand, one can find
γzn1,2(τ)
γ0n1,2
> 1 for τ > τ∗ which ac-
celerates the decay of the system (AZE) [34]. Let us
consider that our initial states are Fock-Darwin states
|n1, n2 >. Each of these initial states are associated
with the decay channels corresponding to the upward
transitions |n1 + 1;n2 + 1 > and downward transitions
|n1−1;n2−1 >, respectively. Now, following the method
introduced in Ref. [24], one can show that the effective
decay rate is given by :
γZn1,2(τ) =
1
τ
[
(2n1,2 + 1)
∫ τ
0
∆1,2(t)dt
−
∫ τ
0
Γ1,2(t)dt
]
(30)
where, ∆1,2(t) and Γ1,2(t) are given in equations (14) and
(15) respectively. The Markovian value of effective decay
rate in the limit τ −→∞,
γ0n1,2 = (2n1,2 + 1)∆M − ΓM (31)
Where ∆M and ΓM are the Markovian values of diffusion
and dissipation coefficients respectively. The quantity
which governs the crossover between the Zeno and anti-
Zeno dynamics is the ratio:
γZn1,2(τ)
γ0n1,2
=
(2n1,2 + 1)
∫ τ
0 ∆1,2(t)dt−
∫ τ
0 Γ1,2(t)dt
τ(2n1,2 + 1)∆M − ΓM .
(32)
This is well understood that the above mentioned ra-
tio is highly dependent on the initial Fock-Darwin states
|n1, n2 >. At high temperatures, the diffusion term
∆1,2(t) dominates over the dissipative terms Γ1,2(t),i.e.,
∆1,2(t) >> Γ1,2(t) and we obtain
γZn1,2(τ)
γ0n1,2
=
∫ τ
0 ∆1,2(t)dt
τ∆M
, (33)
and the ratio is independent of initial state. These two
equations (32) and (33) make a connection between two
fundamental quantum phenomena, e.g., the quantum
Zeno effect (QZE) and environment induced decoherence
(EID). In the rest of this section, we elucidate this con-
nection between QZE and EID and discuss its physical
relevances. It is to be mentioned that Eqs. (32) and
(33) are derived without any assumption on the form of
spectral density of the reservoir. Now we analyze these
two Eqs. (32) and (33) to observe Zeno and anti-Zeno
crossover and the control mechanism of this crossover.
Now, one can say that the effective decay rate at
high temperatures solely depend on the diffusion coeffi-
cients ∆1,2(t) . Hence, the crossover from QZE and AZE
and their relation with EID mainly depends on the be-
haviour of ∆1,2(t) at high T. This can be explained as
follows. The average EID, (between two successive mea-
surements) which is quantified by
∫
τ
0
∆1,2(t)dt
τ , is less than
the Markovian case (quantified by ∆M ) then the effect
of EID is less than the Markovian one. As a result of the
measurements the system experiences repeatedly an ef-
fective EID which is less than the Markovian one. So, one
can observe QZE. On the other hand, if the average EID
measured between two succesive measurements is greater
than the Markovian value ∆M , the system feels strong
decoherence which accelerates the decay and we experi-
ence AZE. Thus, one can infer an important conclusion
that the quantum-classical transition can be controlled
by either QZE or by AZE. As we know that the energy
eigenstates (Fock-Darwin States) of the harmonic oscil-
lator are highly delocalized, one can prolonged an initial
delocalized energy eigenstate by means of QZE and vice
versa by AZE.
One can find the relevant parameters, which controls
the crossover between the QZE and AZE, by observing
the expression of diffusion coefficients ∆1,2(t) (Eq. 14).
From this expression, it is understood that the transi-
tion is governed by the ratio r1,2 =
ω1,2
ωcut
which quantifies
the asymmetry of the spectral distribution and the ra-
tio kBT
~ω1,2
. In this respect we need to introduce two more
parameters rc =
ωc
ωcut
(related to external magnetic field
through cyclotron frequency ωc =
eB
mc ) and r0 =
ω0
ωcut
(re-
lated to confinement length through ω0). Thus, one can
rewrite r1,2 =
√
r20 + r
2
c/4± rc/2. Hence, one can transit
from Zeno regime to anti-Zeno regime and vice versa by
changing the values of the parameters rc, r0 and T . As
a result of that one can control EID by tuning the pa-
rameters rc, r0 and T . On the other hand, the picture
changes dramatically at zero temperature which is rec-
ognized by the asymmetric spectral density function. As
Eq. (32) governs the dynamics, the QZE-AZE crossover
exists even at the edge of the spectral density function
where ω1,2 ≃ ωcut. This is mainly because of the pres-
ence of initial jolt in the diffusion coefficients ∆1,2(t) and
in the dissipation coefficients Γ1,2(t) and this is the sig-
nature of strong decoherence.
We plot the ratio of the effective decay rate γzn1,2(τ)
and the Markovian decay rate γ0n1,2 as a function of di-
mensionless time for three types of reservoirs Ohmic, sub-
Ohmic and super-Ohmic in Figs. (3-6) with different rel-
evant parameters. The sign 1, 2 denotes two different
channels of the system. Figures (3-6) represent the de-
cay behaviour for r1,2 >> 1 regime at high temperatures
(Figs. 3 and 4) as well as at zero temperature (Figs. 5
and 6). On the other hand, figures (7-10) demonstrate
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the dynamical behavior of the ratio between the effective
decay rate to that of the Markovian one in the regime
with r1,2 << 1 for high temperatures (Figs. 7 and 8) in
addition to zero T behaviour (Figs. 9 and 10). In the
regime r1,2 >> 1, we observe that QZE predominates for
Ohmic (uppermost row) and super-Ohmic (lowest row)
reservoirs at high temperatures as shown in Fig. (3) and
Fig. (4) with a variation of rc and r0 respectively. On
the other hand, sub-Ohmic reservoir (middle row in Figs
3 and 4) shows a cross-over between Zeno and anti-Zeno
dynamics (mostly the 1 channel) either by varying mag-
netic field (rc) or by the variation of confinement length
(r0). Let us move to the analysis of the case at zero-
T for r1,2 >> 1 regime (Figs 5 and 6). In this regime,
both the Ohmic (uppermost row) and sub-Ohmic (mid-
dle row) reservoirs show QZE to AZE crossover. This
can be achieved either by varying magnetic field rc (Fig.
5) or by the variation of length of confinement r0 (Fig.
6). In both the cases, we observe that the dynamics is
dominated by QZE for the super-Ohmic reservoir (lowest
rows in Figs. 5 and 6).
It is always found that the method of nonselective
energy measurements accelerate EID in the r1,2 >> 1
regime. The initial shake in the diffusion coefficients
∆1,2(t) and it makes an initial decoherence much power-
ful than the Markovian one [24]. This off-resonant regime
is denoted by vigorous non-Markovian hallmark such as
oscillations. Now, we move to the discussion of the dy-
namic behaviour of the ratio
γzn1,2(τ)
γ0n1,2
for the regime with
r1,2 << 1 at high temperatures (Figs. 7 and 8) as well as
at zero T (Figs. 9 and 10). We always observe QZE for
all the three type of reservoirs mentioned above at high
temperatures for the variation of rc (Fig. 7) as well as
for the variation of r0 (Fig. 8). But the scenario is quite
different for the super-Ohmic cases in Fig. (7) and Fig.
(8). For the super-Ohmic reservoir at high temperatures,
one can observe Zeno to anti-Zeno crossover for relatively
high magnetic field rc = 0.5 with constant r0 = 0.5 (see
rightmost column and lowermost row in Fig. 7) and the
same kind of crossover can be found by varying the con-
finement length r0 at a constant rc = 0.05 (see the lower-
most row of Fig. 8). Unlike the r1,2 >> 1 regime, where
the crossover between Zeno and anti-Zeno is observed
in the 1 channel, the crossover is mainly found in the 2
channel. Let us discuss the zero-T behaviour. At zero-T,
one can observe the Zeno to anti-Zeno crossover for all
the three type of reservoirs mentioned above. Again this
crossover is mainly observed for the 2 channel. One can
summarize that changing three parameters i.e. tempera-
ture (T ), external magnetic field rc and the confinement
length r0 one can pass from QZE to AZE and hence one
can control EID.
In Fig. 11, we display the contour plot of the effec-
tive decay rate ratio at high temperatures (Eq. 33) for
three different reservoirs ( Ohmic, sub-Ohmic and super-
Ohmic) as a function of the control parameter r1,2 (in-
volves both r0 and rc) and of the measurement interval
ω1,2τ . The QZE to AZE crossover is mainly specified by
some bold solid lines. It is observed that QZE dominated
region, i.e. τ∗ does not exist, for some values of r1,2 for
the Ohmic as well as super-Ohmic reservoirs. Also, one
can find some region for the super-Ohmic spectra which
corresponds two τ∗. This represents that there are two
τ∗ which correspond to the crossover from Zeno to anti-
Zeno and then again to Zeno dynamics as one increase
ω1,2τ . The Ohmic reservoir shows that the AZE occurs
for r1,2 << 1. On the other hand, one can always found
Zeno to anti-Zeno dynamics, i.e., a scenario in which the
EID decelerates to a circumstances where it accelerates.
The contour plot informs us about the probable values
of rc, r0 and measurement interval τ for which we can
decelerate decoherence and vice versa.
The effective decay rate extensively depends on the
overlap of the spectral density of the heat bath and the
system oscillator frequencies. Thus, one can expect that
changing the environment spectral density one can easily
control the decay rate, at least quantitatively. The Zeno
to anti-Zeno transitions observed in the contour plot can
be described as follows. Mostly, in the resonant regime
r1,2 << 1, the frequency of the oscillator overlaps with
the reservoir spectrum. As a result of that measurements
performed at times smaller than the reservoir correlation
time τR strongly inhibit the quantum to classical transi-
tion (QZE). On the other hand, in the off-resonant regime
the anti-Zeno effect prevails. The effective coupling be-
tween the system and the reservoir for the Ohmic and
sub-Ohmic reservoirs becomes stronger when r1,2 grows
from 0.1 to 10. On the other hand, the super-Ohmic
reservoir shows the highest effective coupling for r1,2 = 1,
and the cases r1,2 = 0.1 and r1,2 = 10 correspond to rel-
atively weak couplings, i.e., off-resonant regimes. Hence-
forth, we observe two AZE regimes separated by a QZE
regime for the super-Ohmic case.
A. Probable Experiment
The kind of study conducted here can be realized ex-
perimentally in the context of trapped ion. The recent
advancement in the field of laser cooling and trapping
techniques make it possible to confine a single ion in a
harmonic well at very low temperatures. Hence, one can
use a miniature version of the linear Paul trap to trap
the ion [35, 36]. A single laser cooled ion is theoreti-
cally equivalent to a charged particle moving in a har-
monic well. On the other hand, the recent development
in reservoir engineering techniques paves the way for con-
structing different type of reservoirs as considered in this
paper. Not only it is possible to construct an ”artificial”
reservoir but also one can manipulate its spectral den-
sity and the coupling with the system [37]. The possible
way to implement our QBM model for an Ohmic and a
sub-Ohmic environment has been discussed in Refs. [38].
The same technique can be adopted straightforwardly
to realize the Ohmic and sub-Ohmic environments for a
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trapped ion. The Ohmic and sub-Ohmic environment
can be modeled by an infinite RLC transmission line.
The transmission line is made of discrete building blocks
consist of inductor (L) and resistor (R) in series along
one stringboard of the ladder and the capacitor (C) is on
the horizontal support of the ladder. Thus it is evident
that the Ohmic and sub-Ohmic environment can be real-
ized from the LC-dominant and R-dominant limit of the
RLC transmission line, respectively [38]. On the other
hand, the nonselective energy measurement technique as
discussed in this paper can be realized experimentally by
the filtering process of a random electric field which is
coupled to a trapped ion by its charge q, HSB = q~r · ~E
, and is equivalent to the bilinear coupling as discussed
in this paper. Now, controlling the switch off-on of this
noisy electric field could be thought of as physical imple-
mentation of the nonselective energy measurements. The
sudden switch off-on of this noisy electric field can be
thought of physical realization of the operation of trace
over the reservoir degrees of freedom. As matter of fact
one can consider this trace operation as a physical imple-
mentation of nonselective energy measurements (see Ref.
[1], page 321). Thus, controlling the switch off-on proce-
dure (i.e. measurement interval τ) of the noisy electric
field by the shuttering process one can pass from Zeno to
anti-Zeno regime depending on the values of the system
parameters (e.g. ω0), reservoir parameters (e.g.,T and
ωcut), and external field (ωc). The required values can
easily be obtained from the contour plot (Fig. 11). All
these parameters (ω0, ωc, τ , T and ωcut), which drives
the Zeno to anti-Zeno crossover, can easily be tuned in
this proposed experiment. It is to be mentioned here
that the parameter ω0 can be modified within a short
range, but the modifications of ωc, ωcut, and T can be
acquired by merely varying external magnetic field, fil-
tering the applied noisy electric field and changing the
noise fluctuations respectively [7]. Since, all the parame-
ters controlling the crossover between Zeno to anti-Zeno
can easily be tuned, the observation of such crossover and
the control of EID in the context of trapped ion can be
in the grip of experimentalists.
V. DISCUSSION
In the present paper, we analyze two different tech-
niques for manipulating environment induced decoher-
ence of a charged quantum oscillator in contact with three
different types of Bosonic environments in the presence
of an external magnetic field. First, we discuss the strat-
egy based on the reservoir engineering technique to ma-
nipulate the quantumness of an initial Schro¨dinger cat
state. The main finding is that Ohmic reservoir is more
suitable than the sub-Ohmic or super-Ohmic reservoir to
sustain the quantumness of the cat state. The transfor-
mation from the initial non-classical cat state to the clas-
sical statistical mixture is much slower for the Ohmic case
than that for the sub-Ohmic or super-Ohmic reservoirs.
Therefore, if one can tune the reservoir spectrum into an
Ohmic form, it is possible to slow down the decoherence
processes. It is to be mentioned here that the quantum-
classical transition is characterized by the disappearance
of the interference pattern of the corresponding Wigner
function. We investigate the short time non-Markovian
dynamics of the dissipative charged magneto-oscillator.
One can obtain the solutions in terms of Wigner function
for the two regimes,i.e. for the off-resonant (r1,2 >> 1)
and resonant regime (r1,2 << 1). The solutions essen-
tially tell us that the counter rotating terms has signif-
icant contribution in the resonant regime, while it has
negligible effect in the off-resonant regime. The analysis
of our solutions show us that the environment induced
decoherence (EID) strongly depends on the diffusion co-
efficients ∆1,2(t) through the heating functions N1,2(t).
Although, both the decoherence and the heating or dis-
sipation processes are characterized by the same coeffi-
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cients ∆1,2(t), the time scales of these two processes are
distinctly different for our system in the regime t << t1,2th .
As, ∆1,2(t) are highly sensitive to the system or reservoir
parameters, e.g., magnetic field rc, confinement length
r0 or the cut-off frequency ωcut, one can modify the
quantum-classical transition of the cat-state by tuning
the above mentioned parameters. Also, one can observe
that the heating caused by the Ohmic reservoir is much
slower than that of the super-Ohmic or sub-Ohmic cases.
Hence, one can modify reservoir spectrum to Ohmic type
to observe slowest decoherence.
Now, the second procedure for controlling EID is based
on quantum Zeno effect (QZE). This investigation tell us
that the quantum-classical transition of an initial Fock-
Darwin state of the quantum charged oscillator is highly
sensitive to the reservoir spectrum and the parameters rc,
r0, τ , and ωcut. We propose a possible experimental real-
ization in the context of trapped ion for modifying Zeno-
anti-Zeno crossover by tuning the above mentioned pa-
rameters. The controlled continuous moving from QZE
(decay supression) to AZE (decay acceleration) can be
manipulated either by tuning above mentioned parame-
ters or varying the reservoir spectrum. Thus, the second
technique is easier to implement in experiment to move
in a controlled continuous passage from quantum to clas-
sical state via QZE and AZE.
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