Introduction. In a recent paper by Rawlins and Williams [1] (see also Rawlins
), it was shown how a class of (2 x 2)-matrices could be explicitly factorised. In this paper a different class of matrices is constructively factorised. By using the idea of Rawlins [3] and evaluating the matrix to be factorised on both sides of an assumed branch cut that commonly arises in diffraction problems, the problem of factorisation reduces to a matrix Hilbert problem along the branch cut. In the work of Rawlins and Williams [1] , and Rawlins [2] , the form of the original matrix was chosen so that the matrix Hilbert problem was reducible to two uncoupled scalar Hilbert problems. These could be solved without difficulty by the well-known methods given in Muskhelishvili's book on singular integral equations [4] . The reduction to these two scalar Hilbert problems required that the two diagonal element of the matrix involved in the Hilbert problem were zero. However, it is known, see Gohberg and Krein [5] , that upper and lower triangular matrix Hilbert problems can also be solved explicitly. Thus we need only require one off-diagonal element of the matrix Hilbert problem to vanish, in order to effect a Wiener-Hopf factorisation of the original matrix. It is conjectured that the technique of matrix factorisation of the present class of (2 x 2)-matrices may go some way towards an eventual solution of some hitherto intractable diffraction problems. The truth of this conjecture hinges on the growth at infinity of the factor matrices. The consideration of such behaviour is more appropriate in the actual application of the method to diffraction problem and is therefore, omitted here.
We mention that the type of matrix factorised in this paper does not fall into the class considered by Daniele [6] , Rawlins [7] . Jones [8] has devised a method for the Wiener-Hopf factorisation of a special type of (2 x 2)-matrix, that ensures that the Wiener-Hopf factors commute. In addition, the factors of various matrices whose Wiener-Hopf factors do not commute were also determined by Jones [8] . It is possible that by appropriate pre-and post-multiplying a matrix (which is susceptible to Jones' method) by appropriate analytic matrices the Wiener-Hopf factorisation can be carried out for the matrices considered here by his approach. However, the result obtained here seems to be different from that of Jones [8] , and it is not clear to me how one could prove the equivalence of the two results. The difference is apparent in the scalar factorisation problem. In Jones [8] the classical approach by Cauchy's theorem leads to a solution for the factors expressed in terms of Cauchy integrals along a line parallel to the real axis in the strip of analyticity. On the other hand, the approach used here through the Hilbert problem leads to a solution involving Cauchy integrals along a branch cut, i.e. along a half line. The strip of analyticity is not strictly necessary in the present approach. This would indicate that the present method would be suitable for problems without dissipation. Pioneering and important work on Wiener-Hopf-Hilbert factorisation of matrices has been carried out by Hurd [9] and his coworkers. Jones [10] has extended the class of (2x2)-matrices whose factors commute to a class of (n x n)-matrices whose factors commute.
In ? 2 of the paper a general matrix will be considered, and its general form is appropriately specified in order that the Wiener-Hopf factorisation problem reduces to a triangular matrix Hilbert problem. In ? 3 this class of matrices will be constructively factorised by solving appropriate Hilbert problems. In ? 4 some remarks are made vis-a-vis direct Wiener-Hopf factorisation of the present class of matrices. P1%(a) is further restricted by  the condition that U(a) is nonsingular; and the requirement that the corresponding  matrix L(a) = A-(a)U(a) is nonsingular, and its elements should be analytic except along the branch cut C' through a = k. In particular, the elements of L(a) should not have poles at a= -k. For the applications we have in mind it is sufficient to let P21 = P22 = PI1 = -P12 = 1, giving ( (U ()(a)+ 1)v(?)(a) (u (O) (a)-1)v()(a) ( a12(a)-al,(a)s(a)/r(a) all ( Conclusions. We have presented a method for factorising matrices which arise in diffraction problems. This could offer scope for deriving closed-form solutions to hitherto unsolved diffraction problems, see Rawlins [11] . The applicability of the present method to a given matrix A'(a) (whose elements, besides having the branch point singularities at a=?k, also have poles; and whose determinant vanishes or becomes infinite in the cut a plane) can be easily determined. If Al(a)[A'l(a)]-1 is triangular, then the present method can be used to factorise the matrix A'(a). One merely has to determine the Cu(a) and BL(a) of the expression (2) which ensures that the elements of A(a) have no poles and that det A(a) ?0. This can be effected without too much difficulty by inspection.
Finally we mention that the (n x n) triangular matrix Hilbert problem can also be solved explicitly. Thus provided we can find the class of (n x n)-matrices that reduce to the (n x n) triangular matrix Hilbert problem on analytic evaluation about the branch cut C, we will have effected a Wiener-Hopf factorisation of this class of (n x n) -matrices.
