The control of gene expression is a complex process. Even after mRNA is transcribed from DNA, mRNAs can undergo many processing and regulatory steps that influence their expression (Keene, 2010) . This type of regulation, at the post-transcriptional level, is beneficial, because it allows cells to alter protein levels rapidly without requiring transcript synthesis or processing. mRNA processing begins immediately following transcription with splicing and, in some cases, results in multiple isoforms of the transcript. Upon translocation into the cytoplasm, some mRNAs directly undergo deadenylation and degradation, whereas others can be stored in cytoplasmic compartments, such as processing bodies or stress granules, until they are degraded or re-polyadenylated. Other transcripts interact with the translational machinery and are translated into protein immediately after localization to the cytoplasm. Other mRNAs interact with localization machinery to Summary Circadian rhythms exist in most living organisms. The general molecular mechanisms that are used to generate 24-hour rhythms are conserved among organisms, although the details vary. These core clocks consist of multiple regulatory feedback loops, and must be coordinated and orchestrated appropriately for the fine-tuning of the 24-hour period. Many levels of regulation are important for the proper functioning of the circadian clock, including transcriptional, post-transcriptional and post-translational mechanisms. In recent years, new information about post-transcriptional regulation in the circadian system has been discovered. Such regulation has been shown to alter the phase and amplitude of rhythmic mRNA and protein expression in many organisms. Therefore, this Commentary will provide an overview of current knowledge of post-transcriptional regulation of the clock genes and clock-controlled genes in dinoflagellates, plants, fungi and animals. This article will also highlight how circadian gene expression is modulated by posttranscriptional mechanisms and how this is crucial for robust circadian rhythmicity.
Introduction
The rotation of the earth creates a daily fluctuation of environmental cues. Organisms have evolved internal timing systems, called circadian clocks (see Box 1 for a glossary of terms), to coordinate their daily activities to anticipate and prepare for these environmental changes. Circadian rhythms are endogenous and persist under constant conditions, such as constant darkness, with a period (Box 1) of ~24 hours. The clock can also be reset by external cues, such as light and temperature, to maintain synchrony with the environment. Circadian clocks govern many biological processes, ranging from molecular and biochemical pathways to physiological and behavioral rhythms. Conceptually, there are three main components to a functional circadian clock (Fig. 1A) . In order for an organism to properly synchronize its internal clock to its external environment, it must perceive a signal from the environment (input) and adjust the timing of the clock accordingly. These signals feed into the molecular clock (oscillator), which consists of several clock genes that form transcriptionaltranslational feedback loops. This oscillator generates self-sustained rhythms of ~24 hours. Finally, the timing information is transmitted to different pathways downstream of the molecular clock, which control a variety of different molecular and physiological processes that exhibit circadian rhythmicity (output).
Genetic and molecular approaches have identified cellular regulatory mechanisms that are necessary for accurate clock function in many organisms. One common property of an oscillation is to escape from equilibrium; forming a negative feedback loop is one way to achieve this temporary departure from equilibrium. Although the details vary among organisms, circadian clocks generally utilize interlocking transcriptional-translational feedback loops as a mechanism to generate rhythms (Fig. 1B) . The similarity among all of these systems strongly suggests that this feedback loop reflects a common lineage of circadian oscillators (Wijnen and Young, 2006) . The molecular clock drives the rhythmic expression of core clock genes, together with a broad array of other circadian-controlled genes (ccgs) that are involved in various output pathways. Transcriptome analyses revealed that the expression of ~5-10% of genes exhibits circadian rhythmicity at steady-state mRNA levels in any given organism or tissue (Duffield, 2003) . For transcripts to be rhythmic, they are required to have relatively short half-lives. A theoretical model of how mRNA stability impacts their amplitude (Box 1) shows that the more stable the transcript, the lower the amplitude of its cycling (Wuarin et al., 1992) . Therefore, the regulation of mRNA stability, or its decay rate, plays an important role in the cycling of transcripts. In addition to mRNA decay, other post-transcriptional mechanisms also play an important role in rhythmic expression. For example, in some cases, protein synthesis rhythms can be uncoupled from mRNA rhythms, suggesting that translation can also be a key regulatory node. Proteomic analysis in mouse liver revealed that up to 20% of soluble proteins show rhythmic expression, although almost half of these cycling proteins did not exhibit corresponding rhythmic mRNA expression (Reddy et al., 2006) . In this Commentary, we will review the evidence for post-transcriptional regulation in dinoflagellates, plants, fungi and animal circadian clocks to elucidate why and how circadian clocks have incorporated post-transcriptional regulation into the clock-generating machinery. be transported to a specific compartment within the cell for localized translation (Fig. 1C) . All of these steps must be coordinated to ensure the appropriate expression profiles of mRNAs and proteins. In general, these events are mediated by cis-elements commonly found in 5Ј or 3Ј untranslated regions (UTRs) of mRNAs, which serve as specific binding sites for trans-acting factors, such as RNA-binding proteins (RBPs) or microRNAs (miRNAs). The fate of the mRNA is therefore largely determined by the composition of these trans-acting factors and the timing of the interaction.
Post-transcriptional regulation in dinoflagellates
The very first evidence regarding post-transcriptional regulation of the circadian clock came from the study of Lingulodinium (formerly known as Gonyaulax). In this primitive eukaryotic unicellular organism, several different physiological processes are regulated by circadian rhythms, such as photosynthesis, cell motility, cell division and luminescence flashing (Hastings, 2007) . Lingulodinium has a highly developed capacity for bioluminescence and is one of the main species contributing to nocturnal luminescence of the sea. This nocturnal bioluminescence is produced from specialized bioluminescent organelles, the scintillons, which contain three components that are necessary for the chemical reaction: the substrate luciferin, a luciferin-binding protein (LBP) and the enzyme luciferase (LCF) (Morse et al., 1989) . The clock controls the synthesis of these proteins, and both LBP and LCF are rhythmically expressed and peak at night, causing night-time flashing. However, the expression of lbp mRNA is not rhythmic, demonstrating that LBP and LCF expression is posttranscriptionally controlled (Johnson et al., 1984; Morse et al., 1989) . Further research showed that an RNA-binding protein, clock controlled translational regulator (CCTR), interacts with a UG-repeat sequence in the lbp 3Ј-UTR and represses lbp translation during the day (Mittag et al., 1994) . A similar protein, CHLAMY1, has been identified in Chlamydomonas. It also interacts with an UG repeat in a circadian-dependent manner (Mittag, 1996) , indicating that this phenomenon is conserved among at least some algae.
Post-transcriptional regulation in plants
One of the first circadian phenomena recorded was in plants, in the 18th century, when leaf movement was found to vary between night and day, even in constant conditions. Since then, many more circadian phenomena have been described and Arabidopsis has emerged as an important model system for the discovery of plant clock mechanisms. The Arabidopsis clock consists of at least three interlocking feedback loops, the so-called 'morning', 'evening' and 'core' loops (Pruneda-Paz and Kay, 2010) (Fig. 2) . The core loop is driven by two negative regulators, CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED HYPOCOTYL (LHY), and one positive regulator, TIMING OF CAB 1 (TOC1). There are several photoreceptors in plants and, among them, CRYPTOCHROME 1 and 2 as well as PHYTOCHROME B are regulated by the circadian clock to provide light information to the central oscillator . Light induces the expression of CCA1 and LHY (as well as a number of ccgs), and this induction can entrain the clock (Martinez-Garcia et al., 2000; Wang and Tobin, 1998) . Light also regulates posttranscriptional events. For example, the stability of CCA1 mRNA is different between the dark and light phases, indicating that light (or lack of light) controls the transcript stability (Yakir et al., 2007) . Furthermore, light upregulates the level of LHY protein under conditions in which it does not alter the level of LHY transcript (Kim et al., 2003) . Lastly, blocking the ZEITLUPE (ZTL)-mediated light input pathway alters the amplitude of rhythmic TOC1 protein without changing its mRNA amplitude. ZTL is another blue-light photoreceptor and forms a protein complex with GIGANTEA (GI) to regulate TOC1 protein expression (Kim et al., 2007b) . These results indicate that light not only plays a pivotal role in activating transcription, but also regulates the stability of the transcript and its rhythmic expression pattern. Recent microarray studies revealed that clock-controlled genes in Arabidopsis have short half-lives and their rapid mRNA decay is mediated by a downstream (dst) element in the 3Ј-UTR (Gutierrez et al., 2002; Perez-Amador et al., 2001 ). Moreover, a mutant strain (dst1) was recently isolated, in which the dst-mediated decay pathway is disrupted. This mutant shows abnormal daily cotyledon movement (Lidder et al., 2005) , further indicating the importance of the regulation of transcript stability to the circadian clock. The circadian clock also controls splicing in Arabidopsis (see section below on temperature-induced alternative splicing).
Post-transcriptional regulation in Neurospora
Neurospora crassa has been an important fungal model system for understanding the molecular control of circadian rhythms, combining powerful genetics with easily measured circadian outputs such as the daily conidiation rhythm -the asexual reproduction of spores. The molecular clock in Neurospora is composed of two positive regulators, White Collar-1 (WC-1) and White Collar-2 (WC-2), which together form the WC protein complex (WCC) and activate the transcription of frq, a core component of the clock that encodes a negative regulator, as well as a number of ccgs. Upon translation, FRQ forms a complex with FRQ-interacting RNA helicase (FRH) and inhibits WCC activity by promoting the phosphorylation of WCC. This leads to inhibition of its own mRNA synthesis, thereby closing the feedback loop (Brunner and Kaldi, 2008) . Among these four core clock genes, only frq exhibits rhythmic expression at both mRNA and protein levels (Brunner and Kaldi, 2008) , and the rhythmic expression of FRQ contributes to the rhythmic expression of WC-1 protein (Lee et al., 2000) . The peak of cycling FRQ levels is 4-6 hours after its mRNA peak (Garceau et al., 1997) . This led to the hypothesis that FRQ itself might also play a role in the degradation of its own mRNA, particularly when the mRNA level is declining and the protein level is increasing. In fact, the FRQ-FRH protein complex (FFC) destabilizes the frq mRNA by shortening the length of its poly(A) tail and also recruits the exosome. It is not known whether FFC formation or its mRNA-destabilizing activity is phase dependent (Guo et al., 2009) . The exosome has several functions, including RNA degradation (Belostotsky, 2009) , and it is often referred to as an analog of the proteasome, which is part of the protein degradation machinery. The idea that the exosome is essential for appropriate regulation of the Neurospora circadian clock is supported by the following data. Firstly, the rhythmic expression of rrp44, one of the core catalytic subunits of the exosome, is controlled by WCC. Secondly, knocking down rrp44 abolishes the conidation rhythm and lengthens the period of rhythmic expression of frq and FRQ. Finally, RRP44 interacts with FFC (Guo et al., 2009 ). None of the identified core clock proteins in other organisms are known to directly interact with the exosome, but this has not been tested in other systems and it would be interesting to see whether this mechanism is conserved.
Another unique phenomenon in Neurospora is the existence of a long antisense RNA of frq (about 5 and 5.5 kb) (Kramer et al., 2003) . This antisense frq RNA shows rhythmic expression and its expression pattern is anti-phase to that of the sense frq RNA. The function of this antisense RNA is not clear, but mutant strains lacking the expression of this antisense RNA have a delayed frq 313 Post-transcriptional control of circadian rhythms Light is perceived by photoreceptors (PHYB, red light; CRY1 and CRY2; blue light) and this input signal is transmitted to the circadian core loop to entrain the clock. ZTL is also a blue-light photoreceptor, affecting an evening loop, and regulates TOC1 expression together with GIGANTEA (GI). Light also provokes several post-transcriptional events, such as CCA1 mRNA degradation, translational activation of LHY and the enhancement of the amplitude of TOC1 rhythmic expression. PRR7 and PRR9 are PSEUDO RESPONSE REGULATOR 7 and PSEUDO RESPONSE REGULATOR 9. mRNA rhythm and an altered response to light pulses (Kramer et al., 2003) . It is also not known whether the antisense frq, or a possible RNA duplex of sense and antisense frq, is subject to FFCmediated RNA degradation by the exosome.
Post-transcriptional regulation in animals
Genetic analysis of rhythms in Drosophila began in the early 1970s. Period (Per) was the first gene to be identified and then cloned a decade later (Bargiello and Young, 1984; Konopka and Benzer, 1971; Reddy et al., 1984) . It took another decade for the mammalian homologue of Per to be identified and cloned (Sun et al., 1997; Tei et al., 1997) . The Drosophila and mouse clock mechanisms are, generally speaking, conserved, although some of the genes are different and the mammalian system is more complex, containing multiple versions of some of the core clock genes. Detailed descriptions of the molecular clock structure in flies and mammals can be found elsewhere (Hastings et al., 2008; Wijnen and Young, 2006) , but in brief, a heterodimeric transcription factor complex -called CLOCK and CYCLE (CYC) in flies and CLOCK and BMAL1 in mammals -activates the expression of genes that encode components of a repressive complex -PER and TIMELESS (TIM) in flies, and PER and CRYPTOCHROME (CRY) in mammals. The PER-TIM or PER-CRY complexes repress the activity of CLK-CYC (or of CLOCK-BMAL1), which closes the loop. In mammals, REV-ERB, a member of the REV-ERB family of nuclear receptors, binds to the promoter region of Bmal1 and also regulates CLOCK-BMAL1 activity by inhibiting Bmal1 transcription. This forms a second feedback loop (Drosophila also has a similar interlocking loop, composed of different genes, but will not be discussed here).
The first examination of the post-transcriptional regulation of clock genes in animals was a detailed comparison of the active transcription and the steady-state expression profiles of Per. This analysis revealed that the half-life of Per mRNA changes throughout the circadian cycle, indicating that the stability of Per mRNA is under circadian control (So and Rosbash, 1997) . It was subsequently shown that cycling mRNAs in mammals, such as Per2 and Cry1, also change their mRNA stability around the clock, and are more stable during the rising phase of mRNA cycling and less stable during the declining phase (So and Rosbash, 1997; Woo et al., 2010; Woo et al., 2009) . As a similar regulation has been described for CCA1 in Arabidopsis (Yakir et al., 2007) , this mechanism is conserved at least in animals and plants. The first evidence in mammals for post-transcriptional regulation came from a study showing that Per1 mRNA decays more rapidly following light induction than that of the control luciferase gene, which was driven by the Per1 promoter in the central clock in the brain (Wilsbacher et al., 2002) . A later study demonstrated that an element in the 3Ј-UTR of Per1 promotes its instability, thereby contributing to this destabilization (Kojima et al., 2003) . The 3Ј-UTRs of other clock genes, such as Drosophila Per, rat Aanat, and mouse Per2, Per3 and Cry1, also contribute to regulating their rhythmic expression, thereby leading to an accurate circadian period (Chen et al., 1998; Kim et al., 2005; Kim et al., 2007a; Kwak et al., 2006; Woo et al., 2010; Woo et al., 2009) .
Several trans-factors (mostly RBPs) are known to regulate the clock or clock-controlled genes. LARK (or RBM4) is an RNAbinding protein that contains three RNA-binding domains Lai et al., 2003; Newby and Jackson, 1993) . In Drosophila, Lark affects locomotor activity and eclosion rhythms (Huang et al., 2009; Newby and Jackson, 1996; Schroeder et al., 2003) , and activates the translation of Eip74EF, an ecdysoneinduced protein. The molecular function of Eip74EF has not been clarified, but an Eip74EF mutant fly exhibits an early eclosion phenotype (Huang et al., 2007) . This is reminiscent of lark mutant flies, which also have an abnormally early eclosion (Newby and Jackson, 1993) , suggesting that the post-transcriptional control of Eip74EF by LARK is essential for eclosion rhythms. In mammals, LARK1 (or RBM4a) activates the translation of PER1 by interacting with the Per1 3Ј-UTR without affecting its mRNA level . The phase of LARK expression is similar to that of PER1 expression in the mouse suprachiasmatic nuclei (SCN), a circadian pacemaker (Box 1) in mammals, and peaks about 4-6 hours after its mRNA peak. The parallel timing of PER1 and LARK expression suggests that their interaction is important, although the function of mouse LARK in vivo is yet to be determined. There has also been a report that LARK activates internal ribosome entry site (IRES)-mediated translation, whereas it suppresses cap-dependent translation (Lin et al., 2007) , possibly through the interaction with Argonaute proteins (Hock et al., 2007; Lin et al., 2007) . Together, this further indicates the role of LARK in translational control. Interestingly, the expression of LARK itself is also under post-transcriptional control. LARK protein levels are rhythmic, whereas its mRNA levels remain unchanged around the clock in both mammals and flies McNeil et al., 1998) .
Another group of RBPs that play significant roles in the circadian system is the heterogeneous nuclear ribonucleoproteins (hnRNPs). More than 30 proteins have been categorized as hnRNPs; each individual hnRNP has more than one function in the posttranscriptional events described in Fig. 1C (Chaudhury et al., 2010) . Among these, three hnRNPs seem to be particularly relevant to the circadian clock system: hnRNP I, hnRNP D and hnRNP Q. hnRNP I, also called polypyrimidine-tract-binding protein (PTB), has four RNA-recognition motifs (RRMs) and binds to sequences that contain 15 to 25 pyrimidines, with a preference for pyrimidine tracts that have a UCUU sequence element (Singh et al., 1995) . Interestingly, hnRNP I shuttles between the cytoplasm and nucleus (Sawicka et al., 2008) , and the protein level of hnRNP I in the cytoplasm is rhythmic, even though its overall level is not . hnRNP I interacts with the 3Ј-UTR of Per2 mRNA and promotes its degradation (Woo et al., 2009) (Fig. 3A) . hnRNP I also interacts with an IRES of Rev-erb mRNA and activates its translation . The fluctuation of cytoplasmic hnRNP I is almost anti-phase to Per2 mRNA expression (Fig. 3A) and to REV-ERB mRNA and protein expression Woo et al., 2009 ). Therefore, the activity of hnRNP I might only have a minor effect on REV-ERB translation, but this is a good example of hnRNP proteins having multiple functions. A similar observation has been reported for the interaction between hnRNP D and Cry1 (Fig. 3A) . hnRNP D, also known as ARE-binding factor 1 (AUF1), recognizes a U-rich sequence of the Cry1 3Ј-UTR and destabilizes its mRNA. The rhythmic expression of cytoplasmic hnRNP D is anti-phase to Cry1 mRNA expression , supporting the idea that Cry1 mRNA stability is negatively controlled by hnRNP D (Fig. 3A) . Although these data are intriguing, the roles of hnRNP proteins are complex and a complete understanding of their functions in the clock system will require additional mechanistic insights. For example, AUF1 has been implicated in both stabilization and destabilization of target mRNAs, depending on the circumstances, and, moreover, it exists in four alternatively spliced isoforms, which have different activities (Raineri et al., 2004) . It will be interesting to learn whether one or more of these isoforms is circadian and, if so, whether this varies between tissues, as well as which of these isoforms contribute to the control of clock gene expression.
hnRNPs also function in the melatonin synthesis pathway, a key rhythmic output of the circadian clock. Melatonin is produced by the pineal gland and its levels exhibit circadian rhythmicity in amphibians, birds, reptiles and mammals, with a peak during the dark phase (Iuvone et al., 2005) . The nocturnal increase in circulating melatonin is mirrored by the expression of arylalkylamine N-acetyltransferase (AANAT). AANAT is the ratelimiting enzyme in the melatonin biosynthetic pathway and its expression is rhythmic, with a more than 100-fold increase in amplitude during the night (Roseboom et al., 1996) . However, the expression pattern of Aanat mRNA is species specific; it is rhythmic in rodents and peaks a few hours prior to the AANAT protein, but remains constant around the clock in primates and ungulates. Regardless of this difference, one common principle is that mRNA expression is out of phase compared with its protein levels, indicating that Aanat is under post-transcriptional control. Phosphorylation of AANAT mediated by protein kinase A (PKA) and cyclic AMP (cAMP)-dependent pathways stabilizes the protein.
It is thought that this is one mechanism that regulates its nocturnal peak protein levels (Ganguly et al., 2002) (Fig. 3B) . Recent new evidence has now shown that AANAT translation is also activated by hnRNP Q, which interacts with an IRES in the Aanat 5Ј-UTR (Kim et al., 2007a) . The expression of hnRNP Q is rhythmic and its expression profile coincides with the phase of AANAT expression (Kim et al., 2005) . Additionally, hnRNP Q, together with hnRNP L and hnRNP R, interacts with the 3Ј-UTR of Aanat mRNA and promotes the degradation of the Aanat transcript (Kim et al., 2005) (Fig. 3B) . Although the expression of these hnRNP proteins is high when Aanat mRNA expression is relatively low, mathematical modeling predicts that hnRNP-mediated Aanat degradation affects the phase and amplitude of Aanat mRNA fluctuation (Kim et al., 2005) . Taken together, these posttranscriptional regulatory mechanisms, in conjunction with the resulting post-translational modifications, shape the extreme AANAT expression pattern.
The circadian clock also exerts control over other posttranscriptional events in animals, such as splicing (Belanger et al., 2006) , polyadenylation (Cagampang et al., 1994; Robinson et al., 1988) , deadenylation (Baggs and Green, 2003; Garbarino-Pico et al., 2007) and translation (Fujimoto et al., 2006; Kim et al., 2002; Nishii et al., 2006; Yamamoto et al., 2005) , although the mechanistic details of many of these events have not been fully elucidated. Post-transcriptional control of circadian rhythms Gppp, 7-methylguanosine cap.
Temperature-induced alternative splicing
Most organisms experience significant variations in ambient temperature, but the free-running periods (Box 1) of circadian rhythms are precise and efficiently temperature compensated (Box 1) within a physiological range, even though all biochemical processes are generally temperature dependent. However, temperature shifts can often result in the resetting of circadian clocks, that is they can affect the phase of the circadian oscillation, similar to the effect of light. Comparable to light provoking several different post-transcriptional events, cold temperatures induce the alternative splicing of Per and frq in fly and fungi, respectively, and, as a result, two different protein isoforms are produced (Colot et al., 2005; Diernfellner et al., 2005; Majercak et al., 1999) (Fig.  4A,B) . The ratio between one isoform and the other does not appear to be important for temperature compensation, as strains that possess only one isoform can still maintain consistent rhythms (Diernfellner et al., 2007; Majercak et al., 1999) . Rather, the ratio of the two isoforms is crucial to robust free-running rhythmicity in fungi and the phase of Per and PER expression in the fly, providing a means to fine-tune the clock system in response to ambient temperature (Diernfellner et al., 2007; Diernfellner et al., 2005; Majercak et al., 1999) . The molecular mechanism underlying this splicing is unknown, but one hypothesis is that trans-factors that regulate splicing are also under temperature control. In plants, the RBPs AtGRP7 and AtGRP8 are known to directly trigger splicing events. When AtGRP7 or AtGRP8 proteins reach a certain level, they bind to both of their pre-mRNAs and promote unproductive splicing coupled to degradation through the nonsense-mediated decay pathway (Schoning et al., 2008; Staiger et al., 2003) , leading to the decrease in their mRNA level (Fig. 4C ). AtGRP7 and AtGRP8 show robust rhythmic expression at both the mRNA and protein level, and their rhythmic expression is therefore regulated by a negative feedback loop of their own. This feedback might also contribute to the observed delay (approximately 4 hours) between mRNA and protein expression. Interestingly, mRNA expression of AtGRP7 and AtGRP8 is induced by cold temperature (Carpenter et al., 1994) , although the protein level of AtGRP7, but not AtGRP8, is increased (Schoning et al., 2008) . Because the splicing of AtGRP7 and AtGRP8 is regulated by their own protein level, it is likely that cold temperature also affects the splicing of these proteins, which could lead to mRNA degradation. Therefore, this cold-temperature-induced alternative splicing seems to be conserved at least in plants, Drosophila and Neurospora, and might be a common mechanism to adapt to cold temperature in other organisms as well.
The role of miRNAs in the circadian clock
The discovery of miRNAs as regulators of gene expression has sparked increased interest in determining the genes that are regulated through these mechanisms and how they relate to maintaining circadian timing. miRNAs are short (19-25 nucleotides) non-coding RNAs (Shyu et al., 2008) that arise from primary transcribed miRNAs (pri-miRNAs), which are capped, adenylated and spliced just like protein-coding mRNAs. Afterwards, they are cleaved in the nucleus by the RNaseIII endonucleases Drosha and Pasha, resulting in a shorter (up to 65 nucleotides) precursor miRNA (pre-miRNA). These pre-miRNAs are then exported into the cytoplasm, where they are digested further by Dicer to form a short duplex RNA. This duplex RNA is incorporated into the functional miRNA-induced silencing complex (miRISC), which recognizes and processes target mRNAs (Carthew and Sontheimer, 2009; Chekulaeva and Filipowicz, 2009) . miRNAs recognize and bind to their targets through specific sequences typically found in their 3Ј-UTRs. One requirement to achieve binding specificity is an almost perfect match between the 5Ј-proximal 'seed' region (position 2-8) of the miRNA and its target mRNA (Carthew and Sontheimer, 2009; Mendes et al., 2009) . Once the miRNA recognizes and interacts with its target mRNA, protein synthesis is inhibited or deadenylation and degradation are triggered, but the detailed molecular mechanisms are still being debated (Carthew and Sontheimer, 2009; Chekulaeva and Filipowicz, 2009 ). Several algorithms have been developed that predict the interaction between miRNAs and target mRNAs, which are heavily based on the conservation of the seed region (Mendes et al., 2009) . Using this information, several core clock genes, such as Period1, 2, 3 and both mammalian and Drosophila Clock, have been predicted to be miRNA targets (Kadener et al., 2009; Kiriakidou et al., 2004; Meng et al., 2006; Nagel et al., 2009; Yang et al., 2008) . In addition, the effect of miR-141 on mammalian Clock was validated experimentally (Kiriakidou et al., 2004; Meng et al., 2006) . miRNAs have been found to target more than 30% of all proteincoding mRNAs; therefore, most, if not all, biological processes appear to be regulated by miRNAs to at least some degree (Chekulaeva and Filipowicz, 2009; Croce, 2009) . Contributions of circadian clock function to miRNA expression or vice versa have been shown in several organisms. For example, expression of some miRNAs is found to be rhythmic in mouse retina, mouse SCN, Drosophila brain and Arabidopsis (Cheng et al., 2007; Sire et al., 2009; Xu et al., 2007; Yang et al., 2008) . Other miRNAs are more directly involved in the clock system, and regulate the circadian period or response to light (Cheng et al., 2007; Jung et al., 2007; Kadener et al., 2009) . For example, the expression of miR-132 is induced by a mitogen-activated protein kinase (MAPK)-and cAMP response element binding (CREB)-dependent mechanism in response to light, and facilitates the inhibition of a light-induced phase delay (Cheng et al., 2007) . By contrast, the expression of miR-219 is driven by CLOCK-BMAL1 and its knockdown in vivo leads to a longer circadian period (Cheng et al., 2007) . Another interesting miRNA with a role in the circadian clock is miR-122,
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Journal of Cell Science 124 (3) Box 1. Glossary of terms used in circadian biology.
• Amplitude. The variation between the peak and trough of the oscillation.
• Circadian clock. Internal timing mechanism that coordinates physiological events with the external environment.
• Free running. Self-sustained rhythms not influenced by external cues.
• Pacemaker. An oscillator that coordinates the timing of other oscillators.
• Period. The time for one complete cycle.
• Phase. The time of a point in the rhythm (usually the peak or trough) with reference to some external point, such as local time or the onset of activity.
• Suprachiasmatic nucleus (SCN). Area within the hypothalamus that receives light input from the optic nerve and is responsible for synchronizing the clocks in peripheral tissues.
• Temperature compensation. Retaining relatively constant periodicity over a broad physiological range of temperatures.
a hepatocyte-specific miRNA. The transcription of miR-122 is rhythmic in mouse liver only at the pre-miRNA level, whereas the level of mature miRNA remains constant (Gatfield et al., 2009; Kojima et al., 2010) . Knockdown of miR-122 attenuates the expression of a disproportionately high number of rhythmic genes (Gatfield et al., 2009) . One of the target mRNAs of miR-122 is the circadian deadenylase Nocturnin (Kojima et al., 2010) , which is a presumed key factor in circadian post-transcriptional control. Nocturnin expression is highly rhythmic and is thought to regulate the clock output pathway, rather than the core clock, most likely by deadenylating target mRNAs, resulting in changes in their stability or ability to be translated (Baggs and Green, 2003; Garbarino-Pico et al., 2007; Green and Besharse, 1996; Wang et al., 2001 ).
Concluding remarks
To maintain approximate 24-hour cycles at the molecular level, clocks must be tightly regulated at several steps to maintain the correct period, phase and amplitude of the rhythms of thousands of proteins that generate the wide range of rhythmic biological processes. As described above, there is now abundant evidence that post-transcriptional mechanisms play an important role in shaping these rhythms. However, much of this information is only anecdotal and additional studies need to be performed to provide a detailed knowledge of these regulatory mechanisms. A list of the publications demonstrating post-transcriptional regulation in the circadian field is presented in Table 1 . For mRNAs to be rhythmic, their half-lives must be relatively short and several reports have shown that the stability of these cycling mRNAs can change throughout the 24-hour period. However, it is not clear how broad this circadian change in mRNA stability is among cycling genes; are all cycling genes regulated in such a way or does this only occur in a subset? Furthermore, the question remains how the degradation of mRNAs is governed in a circadian-dependent manner, particularly as these rhythmic mRNAs peak at different times of the day. The recent work that demonstrates a direct role for the exosome in circadian control in Neurospora is highly exciting, because if this aspect of exosome function is conserved in other organisms, it could constitute a general mechanism for the rhythmic regulation of the stability of target mRNAs. Because hnRNPs can recruit the exosome to target mRNAs for their degradation (Hessle et 2009), it is tempting to speculate that rhythmically expressed RBPs might enable phase-dependent recruitment of the exosome in a target-specific manner. This possibility has not yet been widely explored, but is an area ripe for further investigation. Another interesting aspect of many cycling genes is the time lag (typically 4-6 hours) that often occurs between mRNA and protein expression, suggesting regulation at the translational level. It is not known whether this lag is caused by a universal circadian regulatory system or is the result of the functions of different RNA-specific mechanisms.
Research over the past two decades has generated a growing appreciation of the importance of gene regulatory processes at the post-transcriptional level. It has become very clear that both transcriptional and post-transcriptional processes are necessary to generate robust circadian rhythms of mRNA expression. Despite this realization, our understanding of circadian post-transcriptional mechanisms lags far behind our understanding of clock regulation at the transcriptional level. This is partially owing to the lack of well-developed methodologies to find post-transcriptionally regulated genes on a large scale. The development of such methods is likely to lead to the discovery of many more genes and mechanisms that are under post-transcriptional control.
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