In this paper we have proposed a class of estimators for the variance of the ratio estimator which includes two standard estimators V0, V2 and the estimators VH and V3 suggested by Royall and Eberhardt (1975) and Wu (1982) respectively. Under large sample approximation, the bias and mean-squared error of the proposed class of estimators are obtained. Based on this we obtain optimal variance estimator in the class and compare the relative merits with a number of estimators. For illustration an empirical study is provided. Here we confine ourselves to sampling scheme SRSWOR ignoring finite population correction.
Introduction
Let U = (u 1 , u 2 , . . . , u N ) be a finite population of N (given) units. Let y and x be the study variable and the auxiliary variable taking the values y i and x i respectively for i-th unit of the population (i = 1, 2, . . . , N). Let (Ȳ ,X) be the population means of the variable y and the auxiliary variable x respectively. When the population meanX is known, it is customary to take a simple random sample of size n and use the ratio estimatorŶ R =ȳ(X/x) for estimating the population meanȲ , whereȳ andx are the sample means of y and x respectively based on n-observations. In sampling scheme SRSWOR ignoring finite population correction the mean-squared error (MSE) and variance ofŶ R are each approximated by (Cochran, 1977, p. 155 )
where
(y i −Ȳ )(x i −X)/N and R =Ȳ /X.
The two usual estimators of V are V 0 = s 2 y + r 2 s 2 x − 2rs yx n (1.2) and V 2 = (X/x) 2 V 0 (1.3)
z i /n (z = x, y) and r =ȳ/x. Royall and Eberhardt (1975) proposed an estimator for V as
(1.4) whereĈ x (= s x /x) is the sample coefficient of variation withx and s x being the sample mean and standard deviation andx c is the mean of the (N − n) units not in the sample. The estimator V H reduces to V 2 for large n and N n. Following Srivastava (1967) , Wu (1982) suggested another class of estimators for V as
where g is a suitably chosen constant. For g = 1, the estimator V 3 reduces to
The estimators V 1 , V 2 , V 3 and V H are defined under the assumption that the population meanX of x is known. In many situations of practical importance the values of the auxiliary character x may be available for each unit in the population. In such situations knowledge onX and σ 2 x and possibly on some other parameters may be used simultaneously. The knowledge of bothX and σ 2 x are used by Das and Tripathi (1981) , Das (1988) and Jhajj (1980, 1981) in estimating the population parameters.
In this paper we define a class of estimators for the variance of the ratio estimator utilizing the knowledge of bothX and σ 2
x and obtain the asymptotic expressions for the bias and MSE. For main results we confine ourselves to sampling scheme SRSWOR ignoring the finite population correction.
The Bias and variance of V 0
In order to study the large sample properties of V 0 , we write
with
In case of SRSWOR sampling scheme (ignoring finite population correction term) the following expectations could be obtained either directly or by the method discussed in Kendall and Stuart (1977) as:
Following the procedure outlines in Nath (1968 Nath ( , 1969 , Dwyer and Tracy (1980) , and Sukhatme and Sukhatme (1970, pp. 190-192) , it can be proved that moments of more than third powers of e's are O(1/n). From (1.2), we have
Expanding and retaining terms up to second powers of e's, we have Taking expectations of both sides of the above expression, we get the bias of V 0 , to the terms of order O(n −2 ) as
The variance of V 0 , to the terms of order O(n −3 ), is given by
Proposed class of estimators and its properties
In this section we define a class of estimators of V 0 when the values of the population meanX and variance σ 2 x are known. We write a = s 2 x /σ 2 x , b =x/X. Whatever be the sample chosen, let (a, b) assume values in a bounded closed convex subset, S, of the two dimensional real space containing the points (1, 1). Let h(a, b) be a function of a and b such that h(1, 1) = 1 (3.1) and it satisfies the following conditions:
(i) The function h(a, b) is continuous and bounded in S.
(ii) The first and second order partial derivatives of h(a, b) exist and are continuous and bounded in S.
We define a class of estimators for V 0 as
Since there are only a finite number of samples, the expectation and meansquare error (MSE) of the estimator V h exists under condition (i). Expanding the function h(a, b) about the point (1, 1) in a second order Taylor's series, we obtain 
. Writing V 0 in terms of e's, we expand the right hand side of (3.3) and retaining the terms of e's up to second order and then taking the expectation, we have
Up to terms of order n −3 , the MSE of V h is given by
and
Thus the resulting (minimum) MSE of V h , to the terms of order n −3 , is given by
Thus we have proved the following theorem:
Theorem 3.1. Up to the terms of order n −3 ,
with equality sign holding if
.
Some particular members of the class of estimators V h are:
If α 1 and α 2 in above estimators are respectively given by the right hand sides of equations 
where α 1 and α 2 are constants.
Keeping this in view, we define a wider class of estimators of V as
and also satisfies similar conditions as given for V h at (3.2). The minimum MSE of the estimator V d is same as that of V h given by (3.7) and is not reduced. Thus the minimum MSE of the difference type estimator is attained by estimators from the class V d .
Special case
If we assume that the population is bivariate normal, expressions (3.5) to (3.7) reduce to
By putting h 1 (1, 1) = 0 and h 2 (1, 1) = −g in equation (3.5), it can be obtained that the MSE of the estimator V 3 proposed by Wu (1982) , would be
which is minimized for
Thus the resulting minimum MSE of V 3 is given by
where Q * is same as defined in (3.6). If we set g = 1 in (3.12) we get the MSE of V 1 as
Further by putting g = 2 in (3.12), we get the MSE of V 2 as
From (3.7) and (3.14), we have
From (3.14), (3.15) and (3.16), we have
Also from (2.3), (3.7) and (3.14) we have
Thus from (3.18), (3.20), (3.22), (3.23) and (3.24), we have the following inequalities
From the above inequalities it is concluded that the proposed class of estimators V h is more efficient than the estimators V 0 , V 1 , V 2 and V 3 . Note that Singh et al. (1998) have suggested a similar class of estimators of variance of the general regression estimator (GREG), but have not studied the optimal bias and variance properties.
Remark 3.1. In a practical situation, it is difficult to attain the minimum of M (V h ), since the right hand side of h 1 (1, 1) and h 2 (1, 1) at (3.6) includes P and Q those consist of the parameters of variates y and x. Thus it is difficult to use the optimum estimator of the class V h in practice. To use such estimators in practice, some guessed values of these parameters are to be used which could be obtained either through past experience or through a pilot sample survey. It may be noted that even if the values of the constants used in estimator are not exactly equal to their optimum values as given by (3.6) but are close enough, the resulting estimator will be more efficient than the usual estimator V 0 . For further discussion on this subject the reader is referred to Srivastava (1966) , Tripathi (1978) , Das and Tripathi (1978) , Srivenkataramana and Tracy (1980) and Singh (2003) .
In section 4, we have discussed on constructing the estimator V h(est) based on estimated optimum values from the sample at hand. Following the same procedure as adopted by Singh (1982) and Srivastava and Jhajj (1983) it has been shown to the first degree of approximation that the lower bound of the class of estimators V h(est) is same as that of V h in (3.2).
Estimators based on estimated optimum values
The optimum values of constants involved in the estimator (3.2) can be obtained from (3.6). The optimum values of these constants will involve different population parameters such as λ rs , (r, s) = 0, 1, 2, 3, 4; ρ, C y , C x , σ 2 y which are not known. When these optimum values of the constants are inserted in (3.2), it no longer remains an estimator since it involve unknown population parameters. In such circumstances it is worth advisable to replace those population parameters by their consistent estimators based on the sample data at hand. Now we express (3.6) as
Replacing λ rs , (r, s) = 0, 1, 2, 3, 4; C y , C x and ρ by their consistent estimatorŝ λ rs , (r, s) = 0, 1, 2, 3, 4;Ĉ y ,Ĉ x andρ respectively in (4.1) we get the consistent estimates of δ and η as         δ
From (4.1) and regularity conditions forV h , we desire a function h(a, b) together
follows that the function h(a, b) will involve not only (a, b) but also (δ, η) and thus we need a function
Since in the function h * (a, b, δ, η) , the values of δ and η are not known, therefore replacing δ and η by their consistent estimatesδ andη, we have the function h * * (a, b,δ,η) .
Thus we may consider a class of estimators for V as
Expanding h * * (a, b,δ,η) about the point (1, 1, δ, η) in Taylor's series, we have
where h * * 3 (1, 1, δ, η) and h * * 4 (1, 1, δ, η) denote the first order partial derivatives of h (a, b,δ,η) with respect toδ andη about the point (1, 1, δ, η) respectively.
Squaring both sides and taking expectation, we have to the first degree of approximation, mean square error E [V h(est) −V ] 2 to be equal to the minimum mean square error of V h given by (3.7) if h * * 3 (1, 1, δ, η) = 0, and h * * 4 (1, 1, δ, η) = 0.
Thus we define the estimator depending on estimated optimum values as
Now putting h * * 3 (1, 1, δ, η) = 0, and h * * 4 (1, 1, δ, η) = 0 in (4.3) we have
Squaring both sides of (4.6) and taking expectations we have 
where d = (λ 04 − λ 2 03 − 1). Thus it is observed from (3.7) and (4.7) that to the first degree of approximation
Now we state the following theorem: It can be easily proved (to the first degree of approximation) that the estimators:
are particular members of the class V h(est) and having the same MSE given by (3.7) (or (4.7)). Further, a consistent estimate of the optimum value of g in (3.13) is given byĝ
whereQ * ,T andĈ 2 x are same as defined earlier. Thus replacing g byĝ in (1.5) we get an estimator of V (based on estimated optimum value of g) is given by
It can be easily shown to the first degree of approximation that the mean square error of V 3(est) is same as that of the minimum MSE of V 3 in (3.14) that is
From (2.3), (3.15), (3.16), (4.7) and (4.10) it can be easily proved that
Thus from (3.25), (3.26), (3.27), (4.11), (4.12) and (4.13) it follows that the suggested classes of estimators V h and V h(est) are more efficient than the estimators V 0 , V 1 , V 2 and V 3 (or V h(est) ).
Empirical study
To get an idea of the efficiency of various estimators of V we have considered three natural populations. We have computed the percent relative efficiencies of the estimators of V i , i = 1, 2, 3 and V h or V h(est) with respect to V 0 and are presented in Table 1 . Table 1 exhibits that the proposed class of estimators V h or V h(est) is more efficient than the usual estimators V 0 , V 1 , V 2 , and Wu's (1982) estimator V 3 with substantial gain. Hence, the proposed class of estimators V h or V h(est) is to be preferred in practice.
Appendix A
Derivation of M (V h ) in (3.5): From (3.2) we have
Expressing (A.1) in terms of e's and expanding h(a, b) up to second degree, we have
( 
x (e 4 + 2e 1 + 2e 2 ) − 2Rσ yx (e 1 − e 2 + e 3 ) .
Squaring both sides of (A.2) we have where P = (σ 2 y P * )/(nV ) and Q = (σ 2 y Q * )/(nV ). This establishes the proof of M (V h ) in (3.5).
