Abstract. We outline a di erential inequality method for proving estimates on expectations of products of random variables occurring in the theory of random Schr odinger operators. This method is applied to prove correlated Wegner estimates for local Hamiltonians with Anderson-type potentials constructed with either long-range, single-site potentials and/or correlated coupling constants. These estimates on the joint probability of correlated random variables are a key ingredient in the proof of the existence of intervals of exponentially localized states for the corresponding families of random Hamiltonians. This application completes the proof of localization for long-range, single-site potentials described in our earlier paper 6]. This work also extends the results of 3] to Anderson{type potentials with correlated coupling constants. In particular, these results establish exponential localization in energy intervals near the band edges of the spectrum of the unperturbed Hamiltonian for general families of correlated coupling constants.
(1.2) As usual, we must specify conditions on the coupling constants i (!) and single{ site potentials u i so that the family is self-adjoint on a common domain D 0 (many of these conditions can be found in 19, 5, 12] ). We normally require that the potential is translationally invariant so that (under reasonable conditions) the system (1.1){(1.2) is ergodic with respect to the lattice translations. A su cient condition for ergodicity is that the single-site potentials satisfy u i (x) = u(x ?i) for all i, that V per be commensurate with respect to the lattice ZZ d , and that the coupling constants i (!) be identically distributed. It is well-known 5, 19 ] that a measurable, ergodic family of self-adjoint operators has an almost sure spectrum .
The main technical result which allows us to treat correlated processes is an estimate on the expectation of a product of matrix elements of the resolvents of local Hamiltonians. For a bounded, open region IR d , we de ne a local potential V , associated with , by V (x) = V ! (x) j : (1. 3) The local Hamiltonian associated with is de ned by H H 0 + V ; (1.4) where H 0 is the deterministic Schr odinger operator appearing in (1.2) . If the singlesite potential u has noncompact support or if the coupling constants j (!) occurring in (1.1) are correlated, the local Hamiltonians associated with two disjoint regions are not independent. This is because the local potential V depends on the coupling constants in the complementary region c IR d = . Consequently, it is not evident how to compute expressions of the form IEfh ; f(H 1 ) ih ; g(H 2 ) ig, which are needed in the multiscale analysis.
We want to emphasize that the choice of a local Hamiltonian of the form (1.3){ (1.4) has many advantages over the choice of a self-adjoint extension of H ! j , which depends on the boundary conditions. First among them is the fact that the essential spectrum of the unperturbed operator H 0 is preserved under the relativelycompact perturbation V . This allows one to work at energies in the spectral gap G of H 0 . All known models for which localization has been proved are of this type (cf. 3, 7, 14, 16, 17] ). This observation also applies to multiplicativelyperturbed operators describing wave propagation in random media 10]. Secondly, the resolvent R 0 (E) (H 0 ?E) ?1 , for E 2 G, decays exponentially in the distance (cf. 11, 3] ) when localized between two functions with separated supports. This fact contributes signi cantly to the proof of the Wegner estimate which has a j j volume dependence.
We prove an upper bound on the expectation of products of matrix elements of the resolvents of local Hamiltonians in terms of the volumes of the regions.
Our main application of this estimate is to prove a correlated Wegner estimate, The main application of this estimate is a proof of exponential localization at energies in the unperturbed spectral gaps for random families of operators of the form (1.1){(1.2) with long-range, single-site potentials and/or correlated coupling constants. We refer the reader to our paper 9] for these applications.
For discrete Schr odinger operators of the form (1. In this note, we concentrate on describing our results for the single-event Wegner estimate and the correlated Wegner estimate. In section 2, we describe the model and the single-event Wegner estimate. The main results on the expectation of products of correlated random variables (coming from the local Hamiltonians) are presented in Theorems 3.1{3.2. These follow from the main technical result which is Theorem 4.1. The proof of this result using a di erential inequality method is outlined in section 4. Finally, we present the correlated Wegner estimate in section 5.
Wegner Estimates
A Wegner estimate is a measure of the probability of resonance between the spectrum of a local random Hamiltonian and a xed energy E. It is an upper bound on the probability that the distance from the spectrum of a local Hamiltonian H , associated with a region , to a xed energy E, is less than a speci ed value depending on the volume j j and the distance .
We now list our hypotheses necessary to prove a Wegner estimate in the correlated and long-range cases. We will begin with conditions of the deterministic operator H 0 . We now give hypotheses on the random potential given in (1.1), which are conditions of the single-site potentials u j and the coupling constants j . We will use the following notation. We denote by B r (x) the ball of radius r centered at IEf k j g < 1; k = 1; 2; : : : ; p; (2.2) where p is the dimension-dependent constant given in (H3).
Hypothesis H5. The conditional probability distribution of 0 , conditioned on 0 ? f i j i 6 = 0g, is absolutely continuous with respect to Lebesgue measure. It has a density h 0 satisfying kh 0 k 1 < 1, where the sup norm is de ned with respect to the probability measure IP.
Hypothesis (H4) implies that the correlation function C(i; j) IEf i j g ? IEf i gIEf j g exists and is nite. An example of a process satisfying (H4) is a Gaussian process on ZZ d with each local covariance function C(i; j); i; j 2 being a bounded, invertible matrix. In the case that the random coupling constants are independent, identically distributed (iid) random variables, hypothesis (H5) reduces to the usual assumption that the density exist.
We refer to the review article of Kirsch 12] for a proof of the fact that hypotheses (H3){(H4) imply the essential self-adjointness of H ! on C 1
The main theorem is the following. For any E 2 G = (B ? ; B + ) (H 0 ), and for any < 1 2 dist (E; (H 0 )), there exists a nite constant C E , depending on d; kh 0 k 1 , and dist (E; (H 0 )), such that IPfdist( (H ); E) < g C E j j: (2. 3)
The proof of this theorem follows the lines of that given in 3] and 4]. The integration-by-parts used in the proof of the spectral averaging theorem is possible due to hypothesis (H5) on the absolute continuity of the conditional probability distribution.
Long-Range and Correlated Potentials
The lack of independence of events depending on the local Hamiltonians H i , i = 1; 2, associated with disjoint regions i , i = 1; 2, arises from either the fact that the supports of the single-site potentials u i are nonempty and/or from the correlations between the random variables supported in the regions. (Note that if u i (x) = (x ? i), then the local Hamiltonians associated with disjoint regions are independent in the iid coupling constant case.) In either case, the potential con guration in region 1 directly a ects the eigenvalues of H 2 . In the special case that supp u i is compact, then the events associated with H i , i = 1; 2, are independent provided the regions i , i = 1; 2 are su ciently far apart. We refer the reader to 9] for a discussion of this simple case. In the case that the support of u i is non-compact, the state of independence cannot be obtained in general. The same situation holds if the coupling constants are correlated rather than independent.
We are most interested in events of the following form. 
Estimates of the form (3.2) for two or more events localized in disjoint regions are essential for the multiscale analysis. In both the long-range and correlated cases, we need to estimate the probability of the simultaneous occurrence of events W i associated with disjoint regions, i. e. IPf\ n i=1 W i g, in terms of IPfW i g. This latter probability is estimated by a Wegner lemma as in section 2. In this section, we will explain how to obtain inequalities which substitute for (3.2) for any nite number of events of the type (3.1) in the long-range and correlated cases. 
The goal of this section is to consider a family of events W j (it is not necessary to assume that each is a ZZ d -translate of a single event W 1 ), and to compute an upper bound on the probability IPf\ K j=1 W j g (3.8) in terms of j j j and j , for j = 1; : : : ; K, generalizing the right side of (3.7).
We base our calculation on the following identity. Let E j ( ) be the spectral projection for H j and interval G. Note that since V j is relatively compact, the spectrum of H j in G is discrete. The location of the eigenvalues, however, for a single event, and for K events,
Our goal is to estimate the right side of (3.10) in terms of j j j and j , for j = 1; : : : ; K. We reduce the right side of (3.10) to expressions involving the boundaryvalues of the resolvents using Stone's representation of the spectral projections. We state our two main results for the independent coupling constant case (but with long-range, single-site potentials). In the correlated case, the densities h j appearing in Theorems 3.1{3.2 are replaced by the appropriate conditional probabilities, see 9] for the details. We write H j for H j and j for j . Let us note that the constant C(K) is bounded above by e K=2 .
Sketch of the Proof of the Correlated Resolvent Estimates
We sketch the proof of ; (4.14) where the terms involving t K=2 cancel. The result now follows from this bound by taking t ! 1. with C j de ned in (4.7) (and independent of j ).
2. Next, we compute some derivatives which will be needed below in the di erential inequalities: we obtain the formula, where the constantC W aC W , for some constant a > 0 and C W as in Theorem 2.1, and where the constants C j are de ned in (4.7).
The structure of the proof of this theorem follows the one given in 3] and 4]. Since the expectation of a product of matrix elements must be estimated, the correlated resolvent estimates, Theorems 3.1 and 3.2, replace the usual spectral averaging result. The details are given in 9]. We mention that if one is only concerned with energies near the bottom of the spectrum, the proof of 6] can be used to prove Theorem 5.1.
