Abstract-In this paper, we present a novel algorithm for sampling rate conversion by an arbitrary factor. Theoretically, sampling rate conversion of a discrete-time (DT) sequence can be performed by converting the sequence to a series of continuous-time (CT) impulses. This series of impulses is filtered with a CT lowpass filter, and the output is then sampled at the desired rate. If the CT filter is chosen to have a rational transfer function, then this system can be simulated using a DT algorithm for which both computation and memory requirements are low. The DT implementation is comprised of a parallel structure, where each branch consists of a time-varying filter with one or two taps, followed by a fixed recursive filter operating at the output sampling rate. The coefficients of the time-varying filters are calculated recursively. This eliminates the need to store a large table of coefficients, as is commonly done.
rates. In these cases, irrational sampling rate conversion may be necessary.
The problem of performing sampling rate conversion by a rational ratio has been studied in detail, e.g., in [2] - [4] (further references are given in [5] ). Methods have also been proposed that allow for conversion by irrational ratios [5] - [7] . These methods are based on the observation that a system that includes a continuous-time (CT) filter can be simulated using a time-varying DT filter. In these papers, various choices for the CT filter are proposed. In all cases, the authors conclude that there is a tradeoff between computational and memory requirements for generating the coefficients of the time-varying DT filter. In contrast, the algorithm presented in this paper is computationally efficient while requiring very little memory. This is possible because the coefficients of the time-varying DT filter are calculated recursively.
The paper is organized as follows. Section II summarizes the previously known methods and presents the theoretical framework within which our algorithm is derived. In Section III, we show that if a first-order rational CT filter is used, then the system can be efficiently implemented in discrete time. Sections IV and V extend the algorithm to allow second-and th-order rational filters. We then give a step-by-step summary of the overall algorithm in Section VI. In Section VII, the computational complexity of the algorithm is analyzed, and an actual design example for an audio sampling rate converter is presented and compared with traditional approaches. Section VIII discusses the advantages and disadvantages of the algorithm and summarizes the main results. Relevant proofs are given in the Appendix.
II. BACKGROUND
In this paper, CT signals are generally written with parentheses, e.g.,
, whereas DT signals are written with square brackets, e.g.,
. The continuous time variable used is usually , whereas the discrete time variable is usually or . The block diagram in Fig. 1(a) represents the sampling operation or continuous-to discrete-time (C/D) conversion. It is defined by the input-output relationship (1) The discrete-to continuous-time (D/C) converter shown in Fig. 1 (b) converts a DT sequence to a series of CT impulses and is defined by the input-output relationship (2) 1053-587X/02$17.00 © 2002 IEEE where is the Dirac delta function that is otherwise referred to as a CT impulse. CT signals that consist of a series of CT impulses are generally labeled with the subscript , e.g., in (2) . Upper-case letters denote the Laplace or -transforms of the corresponding CT or DT signals. Linear, time-invariant (LTI) filters are drawn as shown in Fig. 2 , with the input signal, output signal, and impulse response written with the same time variable. The LTI filtering block is defined by (3) Time-varying filters are drawn as shown in Fig. 3 , with the input and output signal using different time variables and the kernel being a function of both variables. This block is defined by (4) A similar definition of a time-varying filter is given in [8] , [9] . In this paper, we assume that the output sampling period . This assumption does not restrict us in any way since any desired change in sampling rate can still be achieved by choosing the appropriate value for the input sampling period . Ideal sampling rate conversion is the process of transforming an input sequence into an output sequence . It is assumed that represents a bandlimited CT signal and is obtained by sampling with a period of s. Thus, . The most straightforward procedure for performing sampling rate conversion is to reconstruct the CT signal and then resample it using a new sampling period of s. In order to prevent aliasing, is filtered with an anti-aliasing lowpass filter before resampling.
Ideal sampling rate conversion can be implemented using the system shown in Fig. 4 . This system converts the input sequence with cut-off frequency =T and gain T . ALPF is an anti-aliasing lowpass filter with cut-off frequency and gain 1. These filters are assumed to be ideal. Fig. 5 . Generic sampling rate converter. h(t) is the impulse response of an arbitrary filter. If h(t) is chosen as an ideal lowpass filter, then this system can be made to be equivalent to the system in Fig. 4 .
to a series of CT impulses , which are spaced by s so that (5) A bandlimited interpolation of is obtained by filtering with an interpolating lowpass filter labeled ILPF. This interpolating filter is an ideal lowpass filter with cut-off frequency of and a gain of . The resulting signal is the bandlimited signal that satisfies . The CT signal is then filtered by an anti-aliasing lowpass filter, labeled ALPF, prior to resampling. This anti-aliasing filter is an ideal lowpass filter with cut-off frequency and a gain of 1. The output of the filter is sampled with a period of 1 s to yield the output signal , where
More generally, any system that performs D/C conversion, filtering, and C/D conversion can be thought of as a generic sampling rate converter, as shown in Fig. 5 . The impulse response of this filter is denoted by . Since is given by (5), the output of the filter can be expressed as
If we sample as indicated in Fig. 5 , then
By comparing (8) with (4), it follows that the system of 
We can therefore redraw the system in Fig. 5 as a DT system, shown in Fig. 6 . Under certain conditions, the generic sampling rate converter shown in Fig. 5 is equivalent to the ideal sampling rate converter of Fig. 4 . Specifically, must be chosen as an ideal lowpass filter with cut-off frequency and a gain of . This follows from combining the two filters in Fig. 4 . If , then the filter acts as the reconstruction filter associated with converting to a bandlimited CT signal. Otherwise, also acts as the anti-aliasing filter associated with the sampling operation. However, if the filter is chosen to be an ideal lowpass filter, then is a sinc function, which is infinitely long in both directions. This makes it very difficult to evaluate (8) explicitly. In order to be able to implement this system, we cannot choose as an ideal lowpass filter. Therefore, we cannot implement an ideal sampling rate converter.
In this paper, we focus our attention on an efficient implementation of the system depicted in Fig. 5 , where is chosen as an approximation to an ideal lowpass filter. Several methods have been proposed for approximating an ideal filter for use in a sampling rate converter. Lagadec et al. [10] , [11] proposed choosing to have finite support. A simple method of designing such a filter is to window the impulse response of an ideal filter. This allows us to evaluate (8) explicitly since it reduces to a finite sum. A finely spaced set of samples of can then be stored in memory. In order to retrieve values of that fall between the stored samples, some kind of interpolation must be performed. Lagadec et al. [10] , [11] proposed simply using the nearest coefficient (i.e., nearest-neighbor interpolation). Smith and Gossett [7] suggested a similar algorithm in which they considered using linear interpolation, and Ramstad [5] additionally considered using some higher order interpolation such as cubic or spline interpolation. Choosing the simplest form of interpolation (nearest-neighbor interpolation) is the least demanding computationally but requires a very large number of samples of the impulse response to be stored. Using higher order interpolation requires less storage but is more demanding computationally. Thus, there is a tradeoff between computation and memory requirements.
Ramstad was able to analyze these methods by showing that if the impulse response is stored as a set of samples and then interpolated as suggested above, the resulting system is still equivalent to the system in Fig. 4 . In this case, the impulse response can be decomposed into a finite sequence of CT impulses spaced by s convolved with a short interpolating function. This interpolating function is a rectangle of width for nearest-neighbor interpolation, a triangle of width for linear interpolation, and some other piecewise polynomial function for higher order interpolation. Thus, the frequency response of the filter can be calculated exactly.
Wang [12] , [13] has obtained patents for a method in which in Fig. 5 is chosen as a piecewise polynomial function over a finite number of regular intervals. Wang has applied his method to the synthesis of musical tones. Saramäki and Ritoniemi [6] also proposed an effecient scheme for implementing a sampling rate converter in which is piecewise polynomial. An integer up-sampling stage was included before applying the piecewise polynomial filter. This integer up-sampling can be represented by a series of CT impulses. Thus, can be expressed as the convolution of a series of CT impulses and a piecewise polynomial function. Here, again, there is a tradeoff between computational and memory requirements. Instead of using these methods of approximation, we choose the transfer function to be rational. For example, an elliptic, Butterworth, or Chebyshev lowpass filter can be used. Ramstad [5] showed that in this case, the CT filter in Fig. 5 can be made to have finite duration if a fixed recursive DT filter that operates at either the input or output sampling rates is introduced. Ramstad then showed that this finite-duration filter can be implemented as previously indicated by storing finely spaced samples of the impulse response. In this paper, we show that by choosing the filter to be rational, we no longer need to store a table of samples of the impulse response. The required samples at any time step can be calculated efficiently from the samples at the previous time step. Thus, the computation and memory requirements of our proposed algorithm are both low. We first consider the case where is chosen as a first-order filter. We then generalize this approach to allow for higher order filters that can better approximate an ideal lowpass filter.
III. FIRST-ORDER APPROXIMATION
In this section, we present a DT implementation of the system shown in Fig. 5 , where is chosen as a first-order rational filter. In this case, the impulse response is a decaying exponential starting at . We begin with a simple example to illustrate the algorithm.
With reference to Fig. 5 , suppose that the input has exactly one nonzero value at time . Then, , which is given by (5) , is a single CT impulse occurring at time , and the filter output is a decaying exponential starting at time . When this single decaying exponential is sampled, the DT signal is also a decaying exponential. This suggests that can be generated as the output of a first-order DT filter since the impulse response of a first-order DT filter is a decaying exponential that starts at . The input to the DT filter is a DT signal , which has exactly one nonzero sample. The location and amplitude of the nonzero sample depends on . Filtering with the DT filter results in a single decaying exponential starting at the same value of for which was nonzero. If we choose the location and amplitude of this nonzero sample and the parameters of the DT filter correctly, then we can make the output be identical to . This example can be generalized to arbitrary inputs consisting of many nonzero samples by using linearity. The contribution of each sample of to is determined, and then, is passed through a first-order DT filter. We now develop this idea in more detail.
Consider the case where in Fig. 5 is a first-order filter with transfer function (10) where is a real positive constant. The impulse response of the system is given by (11) where is the unit-step function defined by otherwise. (12) Since is real and positive, the impulse response is real and the system is stable. We now derive a discrete-time implementation of this continuous-time system, which is very efficient. The first step is to represent the impulse response as a finite-duration or time-limited function , convolved with a train of decaying impulses . Specifically, in Appendix A, we show that we can decompose as (13) where (14) , and (15) is a unit-height rectangular pulse over the interval and is defined as 
(t).
Here, f(t) = r(t) and h (t) = (t 0 k). In Fig. 9 , is related to by convolution with , given in (17), and thus 
Comparing (20) and (22), we conclude that the two systems are equivalent. Now, the first three blocks in Fig. 9 (D/C converter, CT filter , and C/D converter) can be replaced by a linear time-varying filter, as shown in Fig. 10 . To show this, we appeal Fig. 10 . Here, we have replaced the first three blocks in Fig. 9 Since there are two possible values of , there are two constants and corresponding to and , which need to be calculated and stored. Thus, each term in (29) can be calculated very efficiently with only two multiplications and one addition for each . One of these multiplications is seen in (36), and the other is inherent in (29).
The final step in computing the output is to filter by . is given in (17) and can be implemented by the difference equation (38) This is a first-order recursive filter that requires only a single multiply-accumulate operation in order to generate each output sample . In summary, we propose performing the sampling rate conversion process in two steps. First, the intermediate variable is calculated using (29). At each time step, the new coefficient is determined by (36) and then multiplied by . This product is then added to the correct sample of . In the second step, is filtered using the difference equation given in (38) to produce the final output . In this section, we have described a very efficient algorithm for performing sampling rate conversion by simulating the 1 1 may in fact be equal to zero; therefore, the term "positive" is not precise. When 1 is zero, we are performing integer upsampling and would therefore use a more straightforward algorithm (see [2] ). system shown in Fig. 5, where is a first-order filter. The equivalent DT system is shown in Fig. 10 . The implementation of this system is summarized by (29), (36), and (38). In the next two sections, we extend the algorithm to accommodate secondand th-order choices for the filter .
IV. SECOND-ORDER APPROXIMATION
In the previous section, we examined how to simulate the generic sampling rate converter, which is shown in Fig. 5 , very efficiently when is a first-order filter. However, in order for the filter to have good image-rejection and anti-aliasing properties that are essential to high-quality sampling rate conversion, we need to use a lowpass filter of a much higher order. In this section, we extend the results of the previous section to the case where is a second-order filter. Assume that the transfer function of the filter has one complex conjugate pole pair, one zero on the real axis, and one zero at infinity. In addition, assume that the poles are not on the real axis. In this case, the impulse response is a decaying sinusoid, which can be expressed in the form The decomposition of in (40) is illustrated in Fig. 11 . With this choice for and , the system shown in Fig. 8 is still valid.
As before, the sampling and filtering operations can be interchanged, and the CT section can be replaced by a time-varying filter to give the system shown in Fig. 10 We now consider the evaluation of the summation of (46). At each step, we multiply by two different coefficients, whereas in (29), we only needed to multiply by one coefficient. These two coefficients, which can be obtained from (41), (47), and (48), are (49) and
For the first-order case, we saw that at each step, the new coefficients could be calculated recursively using the previous coef- 
and is given by (30). The derivation of (51) through (56) is quite involved and is consequently omitted. Since and can be calculated ahead of time and stored, at each step the new coefficients can be calculated from the previous coefficients by doing only four multiplications, as seen in (51) and (52). Since there are two possible values for , two different values for the constants and need to be calculated and stored. We call these etc. We see that when in Fig. 5 is a second-order filter, can still be generated efficiently. We do this by evaluating the summation in (46). At each step, we perform two multiplications since the input must be multiplied by two different coefficients. Two additions are also required, as seen in (46). We must also determine the new coefficients from the previous coefficients. This requires four multiplications and two additions, as seen in (51) and (52).
We now derive the difference equation used to generate from . When is a second-order filter, the IIR filter in Fig. 10 is also very easy to implement. By taking the -transform of (43), we get (57) Given that , we can take an inverse -transform to get the difference equation (58) The coefficients in this equation ( and ) are constants that can be predetermined. Implementing this difference equation requires two multiply-accumulate operations to generate each sample of . As in the first-order case, the second-order case can be implemented very efficiently by using the system shown in Fig. 10 . The time-varying filter block represents our efficient evaluation of (46), which results from using (51) and (52) to determine the coefficients and . In this section, we have described an algorithm for performing sampling rate conversion by efficiently simulating the system shown in Fig. 5 , where is a second-order filter. 2 Even though a second-order filter performs better than a 2 There are some second-order filters that we have not shown how to implement. Specifically, if ! is a multiple of , then we must deal with this case separately in order to avoid the division by zero in (42) and (43).
first-order filter, it is still not sufficient to achieve high-quality sampling rate conversion. In the next section, we explain how to use the results for first-and second-order filters in order to implement higher order filters.
V. TH-ORDER APPROXIMATION
In Section III, we described how to efficiently simulate the system shown in Fig. 5 , where was chosen to be a first-order filter. In Section IV, we described how to do the same thing, where is chosen to be a second-order filter. In this section, we show that these two cases are sufficient to implement any filter with a rational, proper transfer function, provided all the poles are distinct. 3 By proper, we mean that the order of the numerator polynomial is less than the order of the denominator polynomial. We do this by representing the th-order system function as the sum of first-and second-order parts by means of a partial fraction expansion. Each of these parts can be implemented as a branch in a parallel structure. We now explain this idea in more detail.
Assume is an arbitrary proper rational system function that has distinct poles and up to zeros in the finite -plane. Then, can be written in the form (59) where is some constant gain, and are the zeros and poles of , respectively, and is the number of zeros in the finite -plane, with . A partial-fraction expansion can be performed in order to decompose this high-order filter into the sum of several first-or second-order filters. If there are poles on the real axis, then there are complex conjugate pole pairs, where . In doing the partial-fraction expansion, we keep the complex conjugate pole pairs together so that we end up with first-order terms and second-order terms. Taking the inverse Laplace transform of this partial fraction expansion yields an impulse response of the form (60) Thus, is the sum of first-order terms and secondorder terms for a total of terms. We refer to each of these terms using in index , as for . Therefore
This decomposition is illustrated in Fig. 12 . By expressing in this form, we can implement the filter in Fig. 5 using the parallel structure shown in Fig. 13 . The sampling operation, represented by the C/D block, can be done before the addition, with one C/D block appearing on each branch. The D/C block can also be moved onto the individual branches producing a parallel structure in which each branch has the same overall structure as the original system shown in Fig. 5 . Since each of the filters is now either a first-or second-order filter, each branch can be implemented using the methods described in the previous two sections. 4 This results in the final system shown in Fig. 14. In the next section, we give an overview of the algorithm and summerize the implementation steps. We then analyze the overall computational complexity of the algorithm.
VI. SUMMARY OF ALGORITHM
This summary includes design as well as implementation steps. With reference to Fig. 5 , we assume that and that we are given . We also assume that a specification on the frequency response of the filter has been determined.
A. Design and Preparation
Here, we describe the setup stage of the algorithm, which must be performed before we start processing the input signal. The following is a list of the setup steps.
1) Design the filter: The filter must be designed so that its frequency response meets the given specification. The transfer function should be rational with distinct poles and must be proper. That is, the order of the numerator must be less than the order of the denominator. Standard elliptic, Butterworth, or Chebyshev filters may be used. If the filter is elliptic or Chebyshev type II, then the order should be chosen to be odd so that there is a zero at infinity, forcing the system function to be proper. 2) Decompose the filter: The filter's impulse response should be decomposed into a partial fraction expansion as explained in Section V so that it can be expressed in the form given by (60). For each first-order term, the parameters and must be found. For each second-order term, the parameters and must be found. 3) Determine the constants: From the filter parameters, the values of the constants can be precomputed and stored. For each first-order term, and must be determined using (37). For each second-order term, and must be determined using (53)-(56). These constants must be stored and will be used when the algorithm is running. The plus and minus versions are found by using and , respectively, given by (32) and (33). Finally, the difference equation coefficients should be determined and stored. There is one coefficient for each first-order term, as seen in (38), and two coefficients and for each second-order term, as seen in (58). Only the constants etc., and the difference equation coefficients need to be stored. The other parameters may be discarded. 4) Initialize the coefficients: We need to initialize the values of the coefficient for each first-order term and the two coefficients and for each second-order term. If , then . Therefore, for each first-order term, , and for each second-order term, and . We obtain these values by first letting in (28), (49), and (50) and then performing the appropriate scaling.
B. Running the Algorithm
We now describe the runtime stage of algorithm, which is performed while we are processing the input signal. Note that this part of the algorithm can be executed in real time. Since the filter has been decomposed into first-and second-order components, we implement our algorithm in a parallel structure, as shown in Fig. 14. There are two sets of tasks that need to be accomplished. The first set of tasks occur at the input sampling rate. These are performed whenever the next sample of our input becomes available. The second set of tasks occur at the output sampling rate and are performed whenever the next sample of the output is required. We now describe these tasks in detail.
1) Input Becomes Available:
Whenever the next input sample becomes available, we perform the following steps for each of the branches. The steps are described for the th branch and the th input sample. there is only one coefficient , which is updated using (36). If the branch is second order, then there are two coefficients and , which are updated using (51) and (52). 3) Multiply by the input: We then multiply the input by the coefficient(s) and add the result(s) to the correct location(s) in . For the first-order case, the result is added to , in accordance with (29). For the second-order case, there are two results that are added to and , respectively, in accordance with (46).
2) Output Is Required:
Whenever it is time to output the next sample of , the following steps are performed. Assume we need the th output sample.
1) Apply the difference equation:
We generate the next sample of the output for the th branch from the intermediate variable using the appropriate difference equation. This must be done for all branches. If the branch is first order, then the difference equation used is (38). If the branch is second order, then the difference equation used is (58). 2) Sum over the branches: We then add all of the outputs from each branch to produce the final output. , where is the number of branches. We then output this final value . The two sets of tasks that run at two different rates can be implemented on a digital signal processing (DSP) chip, with each set of tasks programmed as an interrupt service routine (ISR). The first set of tasks can be performed by the input ISR, whereas the second set can be performed by the output ISR.
VII. COMPUTATIONAL COMPLEXITY
In this section, we analyze the computational complexity of our algorithm. As a measure of complexity, we use the number of multiplications per output sample (MPOS), that is, the average number of multiplications needed to produce one sample of . The number of additions is not counted. For simplicity, we assume that in Fig. 5 is chosen as a th-order elliptic, Butterworth, or Chebyshev lowpass filter, where is odd. This implies that has one real pole and complex conjugate pole pairs. Consequently, our implementation requires branches. We also assume that our input consists of channels that use the same time axis and that all need to be converted. For example, a stereo audio signal has two channels: the left channel and the right channel. This allows us to perform the parts of the algorithm that do not need to be repeated for each channel only once. We first analyze the part of the algorithm that runs at the input sampling rate and then analyze the part that runs at the output sampling rate.
With reference to Section VI-B1, step 1 requires no multiplications.
Step 2 requires one multiplication for the first-order branch and four multiplications for each second-order branch. All together, we have multiplications for step 2, independent of the number of channels since the coefficients only need to be updated once.
Step 3 requires one multiplication for the first-order branch and two multiplications for each second-order branch for each channel. This gives multiplications for step 3. Since these multiplications are performed at the input sampling rate, the total number of MPOS required for this part of the algorithm is
MPOS. Now, we analyze the computational complexity of the part of the algorithm that runs at the output sampling rate, with reference to Section VI-B2.
Step 1 requires one multiplication for the first-order branch and two multiplications for each of the second-order branches. These multiplications need to be done for each of the channels, and therefore, this gives a total of MPOS.
Step 2 does not require any multiplications. Our conclusion is that for an th-order filter with one real pole, our algorithm requires MPOS to convert channels of data. Here, is taken to be odd. Similarly, we can show that if were even such that had no poles on the real axis, the computation required is MPOS. We now look at a specific example in order to compare the performance of our algorithm with conventional methods. Suppose that we have two digital audio streams that we would like to add together and output through the same digital to analog converter. Each input is two-channel (stereo) audio. However, they are being generated by two different sources. As a result, one of them is arriving at exactly 44.1 kHz, and the other is arriving at, say, 44.097 94 kHz because the clock from that CD player is slow. We would like to increase the sampling rate of the second signal by a small fraction. For this case,
We choose in Fig. 5 to be an elliptic filter with a passband edge frequency of 20 kHz and a stopband edge frequency of 24.1 kHz. These band edge frequencies are scaled up by a factor of 44.1 kHz in order to compensate for the fact that . We also allow dB of ripple in the passband and require at least 80 dB of attenuation in the stopband. To match this specification, we use a ninth-order elliptic filter, whose magnitude response is shown in Fig. 15 . The impulse response and its individual partial fraction components are shown in Fig. 12 .
By using the complexity formula given earlier in this section, we find that MPOS or 2.34 million multiplications/s are required.
In order to match the same specification using conventional FIR filter techniques, a time-varying impulse response of length 27 is required (31 if the filter is linear phase). Therefore, 27 multiplications per channel are needed for each output sample. That is, 2.38 million multiplications/s-which is only slightly more than the proposed method. The most significant difference between the two methods is the amount of memory required.
If the taps of the time-varying filter are generated using nearest-neighbor interpolation of a stored impulse response, then no computation is needed to generate them. This is why only 2.38 million multiplications/s are required. Based on Ramstad's analysis described in Section II, the largest value of that would allow a given specification to be met can be obtained. In this example, would have to be about 0.0002 s. Consequently, the table of stored coefficients would need to be quite large; it would need to contain about 140 000 points.
More typically, linear interpolation is used to generate the taps of the time-varying filter. In that case, one multiplication per tap would also be needed in order to perform the linear interpolation. This would increase the total amount of computation required to 3.57 million multiplications/s. Because linear interpolation is used, can be about 100 times larger than for nearestneighbor interpolation. Therefore, only about 1400 points need to be stored.
The memory requirements for our algorithm are very small. Only about 75 constants need to be stored for the ninth-order elliptic filter used in this example.
In order to emphasize the computational efficiency of our algorithm, suppose that five channels need to be converted, e.g., in a digital surround-sound audio system. In this case, our algorithm only requires about 66% of the MPOS required by the conventional FIR technique with linear interpolation of the impulse response. In addition, our algorithm only uses about 5% of the memory used by the FIR method.
If we use the method presented by Ramstad [5] for implementing a rational filter, then the savings are not as dramatic. Assume that we wish to implement the same ninth-order elliptic filter we have used in this section. Then, a time-varying filter with nine taps must be implemented. Let us also assume that the computation allowed for calculating the coefficients is the same as for the proposed method, with two multiplications used for updating each coefficient. This corresponds to a quadratic interpolation of the stored impulse response. In this case, is approximately 0.03 s. Then, about 300 points need to be stored, which is four times that required by the proposed method.
VIII. CONCLUSION
In this paper, we presented a novel algorithm for arbitrary ratio sampling rate conversion. The algorithm is based on discrete-time simulation of a continuous-time system. The algorithm has advantages in computational and memory requirements over traditional FIR techniques because the coefficients that are used can be calculated recursively. We now highlight some of the salient features of our algorithm and present its known drawbacks.
Under some circumstances, this algorithm is computationally more efficient than traditional approaches. This is especially true for multichannel systems, where the computation can approach that of straightforward digital filtering, i.e., one multiplication per output sample (MPOS) per pole or zero when the input and output sampling rates are approximately equal.
The memory requirements of the algorithm are very small. Because the algorithm generates the coefficients recursively, the amount of memory needed is only a fraction of that needed for conventional techniques.
Another advantage is that filters can be designed easily using conventional analog methods such as elliptic, Butterworth, or Chebyshev design techniques. If one of these methods is used, the computational requirement is MPOS if is odd and MPOS if is even. is the number of channels being converted, and is the order of the filter used.
One of the limitations of this algorithm is that the filters used are not linear phase and, thus, introduce group-delay distortion. This is because causal realizable continuous-time filters are used. For audio applications, this is usually not a problem since the ear is somewhat insensitive to mild phase distortions. For video applications where linear-phase filters must be used, the causality requirement may be relaxed since the entire image may be available. In this case, linear-phase, two-sided, recursive filters may be used. Any signal that may be recorded and processed off-line can be processed using linear-phase filters because causality is no longer a requirement.
Another problem to which our algorithm is susceptible is that of coefficient drift. Since the coefficients are calculated recursively using the previous value to determine the current one, small errors due to roundoff noise can tend to accumulate over time. The expected magnitude of our error actually grows with time. This can be dealt with by using a low-rate background process running on our DSP chip in order to periodically recalculate the correct values of the coefficients. Since the coefficients are being updated periodically, it may be possible to extend the algorithm to allow for slowly varying conversion ratios, provided that the practical issues are dealt with.
As a final note, we have presented an implementation in which the fixed recursive part of the filter operates at the output sampling rate, whereas the time-varying FIR part operates at the input sampling rate. A different implementation can be derived in which the fixed recursive part operates at the input sampling rate, whereas the time-varying FIR part operates at the output sampling rate. In either case, the coefficients of the time-varying filter can be calculated recursively. Depending on whether the sampling rate is being increased or decreased, one of these implementations may offer some computational advantage over the other.
APPENDIX
Here, we derive two of the results used in the paper.
A. First-Order Filter Decomposition
We show that (62) This can be seen graphically in Fig. 7 . The convolution in the right-hand side of the equation can be done by inspection, giving the following. Therefore, the equivalence holds.
B. Second-Order Filter Decomposition
Here, we show that (63) provided that is not a multiple of . This is more difficult to show than the first-order decomposition. A graphical representation is presented in Fig. 11 . This figure does not provide much intuition; therefore, we resort to a mathematical proof.
Again, the convolution in the right-hand side of the equation can be done by inspection, giving (64) Now, substitute , where is an integer, and . Because of the rectangular windows and , this sum reduces to only two terms when
. This gives where we use the identity
This concludes the proof of the decomposition.
