Geodesic laminations is a remarkable abstraction (due to W. P. Thurston) of many otherwise unrelated phenomena occurring in differential geometry, complex analysis and geometric topology. In this article we focus on connections of geodesic laminations with the inductive limits of finite-dimensional semi-simple C * -algebras (AF C * -algebras). Our main result is a bijection between combinatorial presentation of such C * -algebras (so-called Bratteli diagrams) and geodesic laminations on compact Riemann surfaces.
Introduction
The simplest noncommutative C * -algebra can be written as sum
where M n i are square matrices with complex entries and r, n 1 , . . . , n r some non-negative integers. Numbers n 1 , . . . , n r can be thought of as dimensions of vector spaces M n i which generate A. It was proved by Murray and von Neumann ( [16] ) that dimensions become non-integer if one takes inductive limit lim i→∞ A i in a sequence of semi-simple finite-dimensional C * -algebras A's. Von Neumann expressed a hope that non-integer (continuous) dimensions may have rich geometry (von Neumann [17] ). This idea found an amazing confirmation 50 years later in the works of V. F. R. Jones ([12] ) who used non-integer dimensions (index) of subfactors of the hyperfinite von Neumann algebras 1 to classify knots and links in the 3-dimensional space. For a general vision of noncommutative geometry, we refer the reader to classic book ( [5] ).
In its essence, Jones' method is based on combinatorial presentation of the hyperfinite von Neumann algebra, known as its Bratteli diagram. The latter is an infinite connected graph, which reflects embedding of finite-dimensional algebras in each other and in the inductive limit (Bratteli [3] ). Subfactors of hyperfinite algebras are presented by Bratteli diagrams of stationary (periodic) type, which are usually accompanied by a square matrix with nonnegative integer entries (matrix of partial multiplicity). Jones applied an old result of Frobenius on norms of such matrices to obtain estimates of the index of subfactors (Jones [12] ).
It is interesting that Marston Morse ([14] ) used implicitly Bratteli diagrams long before von Neumann and C * -algebras have been introduced. Being busy with Hadamard's problem on geometry of geodesic lines on surfaces of constant negative curvature, he discovered a coding
of such geodesics by infinite sequences of symbols σ i on the alphabet {c 1 , . . . , c 2g ; h 1 , . . . , h m−1 }
(g genus and m number of holes of surface). To pass to Bratteli diagram of rank r = 2g + m − 1, it takes to consider all symbolic geodesics which lie in the closure of each other (so-called geodesic lamination) and identify it with the infinite paths of the Bratteli diagram accordingly their codes. Natural minimality assumption on the geodesic lamination would imply that the direct limit C * -algebra is simple. In fact, geodesic laminations coming from the Bratteli diagrams, are measured laminations. The transverse measure comes from the multiply edges of the Bratteli diagram: to each symbolic geodesic (2) one prescribes certain Radon measure depending on how many distinct infinite paths of Bratteli diagram have the same code. (Note that distinct paths of the same code may happen if and only if there are multiply edges in the diagram.)
The diagram is called simple if the represented AF C * -algebra is simple, i.e. contains only trivial ideals. The diagram will be called admissible if it has no vertical edges (see Fig.2 ). In the present note we gradually develop the "noncommutative" point of view on geodesic laminations, which is based on the following main theorem (to be proved in Section 2):
Theorem 1 To each simple admissible Bratteli diagram of rank 2g+m−1 ≥ 2 there corresponds a geodesic lamination with 1 ≤ m ≤ 4g − 4 principal regions 2 
on compact Riemann surface of genus g, and vice versa. This mapping is unique and one-to-one on its domain of definition.
Since geodesic laminations lie at the crossing to many parts of mathematics (e.g. dynamics, geometric topology, Riemann surfaces, etc.), we also look at connections of C * -algebras with geometry. From the technical point of view, our main instrument will be K-theory of the AF C * -algebras, i.e. direct limits of finite-dimensional algebras A's. Such a theory has been developed in the outstanding works of G. A. Elliott and his school (e.g. [7] ). In its core, Elliott's theory spins around the notion of dimension group, which is a full invariant of the AF -algebra and has meaning of the natural range of dimension function for C * -algebras (Effros [6] ). Earlier, we managed to parametrize and classify dimension groups by the so-called rotation numbers ( [18] ). The rotation numbers appear to have rich arithmetic presented by continued fractions, and in the special (stationary) case demonstrate strong ties with the fields of algebraic numbers. 
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Preliminaries
In this section we elaborate the parts of formal algebra, helpful for Section 2. This approach is based on the author's belief that commutative (algebraic) geometry and noncommutative (von Neumann and C * -algebra) geometry can be treated on the equal footing. We wish to warn the reader though, that our notion of "ample sheaf" might deviate from the standard.
Examples and K-theory
Let R be a noncommutative ring. Denote by R the dual topological space, i.e. space of equivalence classes of irreducible representations of R endowed with the Jacobson topology. Let S(R) be the state space of R, i.e. the set of linear functionals on R. Consider the Grothendieck pair ( R, S(R)), where S(R) is a "sheaf" over R.
Definition 1 We say that S(R) is ample, if it determines R up to the Morita equivalence of rings.
Example 1 (Algebraic geometry) Let R = A(X) be coordinate ring of a projective variety X. Since R is commutative, R = Spec A(X), where Spec A is the set of prime ideals of A taken in the Zariski topology. If X is a complex curve, then S(R) coincides with the sheaf of meromorphic functions O X on X. In this case S(R) is ample. Note that for the commutative rings, the Morita equivalence coincides with the usual isomorphism of rings. Example 3 (AF C * -algebras) Let R be algebra ring of a C * -algebra. In this case R coincides with the equivalence classes of irreducible representations of R equipped with the Jacobson (hull-kernel) topology. Unlike the case of von Neumann algebra, the range of dimension function d is no longer R but a "dimension (Elliott) group". If C * -algebra is AF (i.e. inductive limit of infinite sequence of finite-dimensional C * -algebras), then the dimension group is complete Morita invariant of R by the Elliott theorem ( [7] ). In other words, sheaf S(R) = d([P ]) is ample.
Remark 1 In what follows all rings are supposed to be noncommutative with ample sheaves. The main example of such rings will be Example 3.
To calculate the range of dimension function, one may use algebraic K-theory. Namely, for any R (not necessarily with ample sheaf), consider the semigroup P roj R consisting of equivalence classes of finitely generated projective (left) R-modules. The semigroup operation is addition
where ⊕ is the direct sum of two modules. P roj R is a commutative semigroup without cancellation property in general. Note that each projective module P is represented by an idempotent p 2 = p of ring R so that p acts trivially on P and module P ⊕Q corresponds to idempotent given by the matrix p 0 0 q . Since projections in Example 3 are self-adjoint idempotents, the reader can verify that P roj R is the required range of the dimension function.
Definition 2 The K 0 -group of ring R is defined as Grothendieck's completion of semigroup P roj R to an abelian group. Notation: K 0 (R).
It is fairly easy to find K 0 (R) for a variety of rings. For example, K 0 (R) turns to be finite for the ring of integers of any algebraic number field, and isomorphic to Z k in the majority of cases in Example 3. On the other side, the reader might feel that K 0 (R) is too coarse to distinguish between the rings (even in the Morita sense, even for the rings with ample sheaves). The drawback that K 0 (R) "forgets" roughly half of the data stored in P roj R.
To recover the lost information, we must equip abelian group K 0 (R) with an extra structure, which records "history of birth" of group K 0 (R) from semigroup P roj R. One fashion of doing this consists in description of the states (GNS representations) of ring R. Every state on R induces a positive linear functional on abelian group K 0 (R) and vice versa. Since S(R) is ample sheaf, we can recover R and P roj R upon this data.
When R is algebra ring of an AF C * -algebra, we can do better. First, note that any positive linear functional f on K 0 (R) induces an order on K 0 (R) by the rule:
The order is partial in general, and invariant under translations (i.e. x ≤ y implies x + z ≤ y + z for any z ∈ K 0 (R)). It turns out, that for AF C * -algebras the inverse holds: Given partial order on K 0 (R), one can recover the state space S(R) and ring R itself up to the Morita equivalence ( [7] ). The group K 0 (R) with fixed partial order is called a dimension group (Elliott [7] ). In view of the above remarks, "positive elements" of K 0 (R) correspond to semigroup P roj R -range of the dimension function -thus the name. 
Hyperbolic representation of dimension groups
Rings with ample sheaves are accompanied by remarkable geometry and arithmetic. Beyond the classical case of commutative rings, the most famous example is the irrational rotation C * -algebra A θ (noncommutative torus). Such an algebra is generated by the unitary operators u and v, which satisfy one relation vu = e iθ uv. Real number θ can be interpreted as "slope" of a geodesic lamination on the two-dimensional flat torus. If θ is irrational, then the regular continued fraction θ = a 0 + 1
gives rise to the (dicyclic) dimension group:
cf. Effros ([6] ). In this section we show that geodesic laminations on the higher genus surfaces (g ≥ 2) having m principal regions give rise to simple (polycyclic) dimension groups of rank 2g + m − 1. Let us fix the following notation:
X compact hyperbolic surface of genus g ≥ 2;
Λ geodesic lamination on X; m number of principal regions of Λ.
Lemma 2 Let Λ be a geodesic lamination with 1 ≤ m ≤ 4g − 4 principal regions on the surface X. Then Λ defines a canonical simple dimension group
Proof. We shall give a sketch of the proof, referring the reader to our earlier works. First, let us calculate the rank of group G(Λ). By the structure theorem for geodesic laminations, one can "blow-down" Λ to a measured foliation, F , with m singular points of saddle type, see ([4] ) or short review in Section 4.2. The mapping of the first return along the leaves of F is an interval exchange transformation ϕ = ϕ(λ, π, ε) on r intervals, where
Denote by λ 1 , . . . , λ r the lengths of intervals in the interval exchange transformation ϕ. Since Λ is a minimal lamination, λ i are linearly independent over Q. Let us consider the abelian subgroup of the real line generated by λ i :
Clearly, the subgroup is dense in R and therefore defines a canonical dimension group G = G(λ 1 , . . . , λ r ) of rank r, see Effros [6] , Corollary 4.7. Thus one gets a dimension group G(Λ).
Remark 2 Eventually, we shall see that an AF C * -algebra arising from the dimension group G(Λ) has the Bratteli diagram mentioned in Theorem 1.
Slopes of geodesic laminations
Lemma 2 gives a "hyperbolic representation" of the polycyclic dimension groups G = G(Λ). On the other hand, the geodesic lamination Λ admits a remarkable invariant, called a slope. The slope is positive irrational given by a regular continued fraction, which has the same geometric meaning as slope of irrational geodesic lamination on the flat torus. Let us briefly review the construction.
Let X(N) = Γ(N)\H be the modular Riemann surface, i.e. the compactified orbifold of the principal congruence subgroup Γ(N) ⊆ SL(2, Z) acting on the hyperbolic plane H. X(N) is a surface of genus g = g(N) depending on the integer N ≥ 0.
The geodesic lamination Λ on X(N) can be (uniquely) presented by an infinite sequence of simple closed geodesics convergent to Λ, see ([4] ). Let us write this fact as
where λ k are closed geodesics of X(N). Each λ k is generated by some hyperbolic isometry T k ∈ Γ(N) (length-trace formula). Therefore, one can write Λ as Λ = lim
Since Γ(N) consists of 2×2 matrices with integer entries, the Euclidean algorithm allows to express (uniquely!) lim k→∞ T k (∞) with the help of continued fraction θ = a 0 + 1
Definition 3 The positive irrational θ is called a slope (rotation number) of the geodesic lamination Λ on the modular surface X(N).
In our earlier works, we denoted such a parametrization of the polycyclic dimension groups as G θ and proved the following result 
Proof. See ( [18] ).
Stationarity
Let us consider noncommutative rings with the ample shaves, given by simple dimension groups of rank 2k. This class of ring we denote by R. Note, that rings in Examples 1-3 belong to class R. As we have seen, rings from R have an interesting geometry related to geodesic lines on closed surfaces of constant negative curvature. Morita classification of R is given by Lemma 3: Rings R, R ′ ∈ R are Morita equivalent iff their rotation numbers θ, θ ′ are modular equivalent. We wish to push the theory a bit further, by studying possible relations between R and arithmetic of their rotation numbers θ. The simplest and logically first case to consider, will be rings whose dimension groups satisfy certain "periodicity requirement". (And we shall see that this case has potentially rich geometry too: it is linked to pseudo-Anosov's diffeomorphisms on X and hyperelliptic loci of the algebraic curves) The following definition seems reasonable.
Definition 4
The noncommutative ring R ∈ R is said to be stationary, if its dimension (Elliott) group is stationary. The set of stationary rings is denoted by R 0 ⊂ R.
Lemma 4 The ring is stationary if and only if its continued fraction is periodic.
Corollary 1 The rotation number of ring R ∈ R 0 is a quadratic irrationality, i.e. real root to quadratic polynomial over Z.
Proof. This fact is a combination of the Legendre theorem and Lemma 4.
Number fields and stationarity
Ring of class R 0 have the rotation number, which unfolds into a periodic continued fraction. On the other hand, it follows from Lemma 3 that Morita equivalent rings are defined by continued fractions which coincide, except in a finite number of terms. For brevity, denote by [a 0 , a 1 , . . .] the regular continued fraction of form (12) .
Definition 5 The regular continued fraction of the form
is called periodic with period a k , . . . , a k+h−1 . In case k = 0 continued fraction (14) is called purely periodic.
Thus, to study the "moduli" (i.e. Morita equivalence classes) of stationary rings, it makes sense to look at the algebraic invariants associated to the set of periodic continued fractions of given period. By the Legendre theorem (see Corollary 1), the rotation number of stationary ring satisfies a quadratic equation:
In fact, (15) is equation of the "first root" (Mathews [13] ) of an indefinite binary quadratic form
We remind some basic definitions from the theory of such forms. 
with α β γ δ ∈ SL 2 (Z), which brings ω 1 to ω 2 , and vice versa.
It can be easily seen that two equivalent forms must have the same determinant d. The inversion of this statement is no longer true (in general), and this fact motivated many researches starting with Gauss. It is clear, that in each equivalence class of forms (16) there should exist a "simplest" representative.
Definition 7
The form ω = ax 2 + bxy + cy 2 is called reduced if the following two conditions are satisfied:
It can be shown that every class of equivalent forms contains at least one reduced form. The (finite) set of reduced forms in given equivalence class is known as period. The total number of distinct equivalence classes of forms (16) is finite and called a class number h K of binary quadratic forms of determinant d. (The reader will see that index K stay for a quadratic number field, which is the extension of rationals by the root of polynomial (15) .) The relationship between periodic and purely periodic continued fractions and binary quadratic forms can be expressed by the following proposition.
. . , ω k+h−1 we understand binary quadratic forms with the roots
. . .
respectively. Then:
. . , ω k+h−1 belong to the same equivalence class; (ii) ω k , . . . , ω k+h−1 is a period consisting of all reduced binary forms of given equivalence class.
Proof. See Mathews ([13])
It follows from Lemma 5 that given periodic continued fraction defines an equivalence class of binary quadratic forms of determinant d. If h K > 1, there exist another equivalence classes of forms of the same determinant. Looking at their continued fraction representations, one gets θ 1 , . . . , θ h K quadratic irrationalities, no two of them are modular equivalent. (Clearly, the corresponding periods of continued fractions are pairwise distinct.) If R 1 , R 2 , . . . R h K ∈ R 0 are the respective stationary rings, we call R 2 , . . . , R h K conjugate to ring R 1 . The geometric meaning of conjugate rings will be clarified later on.
Definition 8 Let R ∈ R 0 be stationary ring, such that its continued fraction converges to quadratic irrationality θ of determinant d. Then the real quadratic number field
Every statement about binary quadratic forms considered above, can be reformulated in the terms of ideals of field K θ , see e.g. Pollard ([21] ).
Proof of Theorem 1
Part I. Let (V,
Any infinite path of (V, E) which originates from the first row, can be written as
where σ i are symbols on the alphabet {c 1 , . . . , c 2g ; h 1 , . . . , h m−1 }. Let X be a hyperbolic surface of genus g with m totally geodesic boundary components v 1 , . . . , v m . We dissect X to a simply connected surface as follows (Morse [14] ). Let P be an arbitrary point of v m . One draws geodesic segments h 1 , . . . , h m−1 from P to some arbitrary chosen points of v 1 , . . . , v m−1 . (Thus, h i have only P as common point.)
Next one dissects the handles of X by closed geodesics c 1 , . . . , c 2g issued from point P . Clearly, the resulting surface is simply connected and has the boundary c 1 , . . . , c 2g ; h 1 , . . . , h m−1 .
Recall that according to the Morse Theorem, each admissible infinite sequence of symbols σ 1 , σ 2 , . . . (symbolic geodesic) can be identified with an "actual" geodesic on X, having the Morse code σ 1 , σ 2 , . . . When no confusion can arise, we identify the symbolic and "actual" geodesics via their Morse code.
Lemma 6 If (V, E) is a simple admissible Bratteli diagram, then it has an
infinite path x = (σ 1 , σ 2 , . . .) such that the forward geodesic σ 1 , σ 2 , . . . is recurrent without being closed.
Proof. Let first prove that admissible Bratteli diagram has no closed geodesics. Indeed, closed geodesic has code σ, σ, . . ., what means that the AF C * -algebra is finite-dimensional. The Bratteli diagrams of such C * -algebras are excluded by the admissibility condition.
To prove recurrence, we shall apply a criterion of simplicity of (V, E) given by Bratteli ([3] ), Corollary 3.5 (iv). It says that diagram (V,
Recall that symbolic geodesic σ 1 , σ 2 , . . . is recurrent iff any finite block σ k , . . . , σ k+m occurs infinitly many times in σ 1 , σ 2 , . . . ([14],  §13) . Let us show that simplicity implies recurrence of a path of (V, E).
Indeed, let B m = (σ k , . . . , σ k+m ) be a block in a fixed path t = (σ 1 , σ 2 , . . .) of (V, E). Denote by |σ k | the value of σ k taken in the alphabet {c 1 , . . . , c 2g ; h 1 , . . . , h m−1 }. Since (V, E) is simple, there exists a path from the vertex |σ k+m | to vertex |σ k | for sufficiently distant row of (V, E). We modify the path t so that we get a new path
Similarly, there exists vertex σ k+1 which can be joined with |σ k+N | by a path. If this vertex is not lying in the k + N + 1-th row, we can collapse (V, E) ("telescoping") between k + N-th and k + N + n 0 -th rows so that n 0 = 1. In finite number of steps, one gets a path
with the repeated block B m = B m+N . Clearly, in such way B m can be made repeated arbitrary many times in a path of (V, E). The resulting path is the required recurrent path.
Lemma 7 Every infinite path of (V, E) lies in the closure of a recurrent path of (V, E).
Proof. As usual, we identify paths of (V, E) with forward geodesics on surface X. First, notice that closure of a recurrent path consists of continuum of recurrent paths of (V, E). Indeed, σ . . then there exists infinitely many paths of (V, E) containing B k (since every vertex of diagram can be joined to B k by a path). This set is continuum since it contains all subsets of a countable set.
Let to the contrary, there exist two recurrent paths of (V, E) with disjoint closures. By simplicity of (V, E), it is easy to build a path whose limit contains both of the closures. Then every path of first closure has limit in the second closure, and vice versa. Therefore two closures must coincide.
Let us identify the set λ of all recurrent paths of (V, E) with the geodesics on the m-holed Riemann surface X. Under the identification, each path corresponds to a recurrent non-closed geodesic which doesn't intersect the geodesic boundary of X. Every geodesic is dense in the lamination Λ and the principal region of Λ:
has m connected components. First part of Theorem 1 follows.
(ii) Let (V, E) have multiply edges. (This case is general and typical.) Then to every symbolic geodesic (x 1 , x 2 , . . .), one prescribes a multiplicity sequence
of natural numbers so that µ i is equal to multiplicity of the edge x i in the symbolic geodesic. (In other words, µ i counts the number of distinct paths emanating from vertex x i and having the same symbolic sequence.) Then the total number of symbolic geodesics with the same code is equal to the product Πµ i . Let k be a transverse arc to geodesic lamination Λ and K = k ∩ Λ. (K is the Cantor set.) We define a measure on k as follows. First, let us label geodesic lines by the (equivalence classes of) points of K: if geodesic hits k at points x 1 , x 2 , . . . of K, we pick one representative x among these points and denote our geodesic by γ x . The Radon measure δ(x) in point x is defined as
where µ 1 , µ 2 , . . . and µ
. . are the multiplicity sequences of geodesics γ x and γ x ′ , respectively. Note that 0 < δ(x) < ∞ and we have the following distribution function:
It can be checked that F (x) is monotone and right-continuous. If 
Applications
This section is reserved for the applications, mainly to dynamical systems (Vershik's homeomorphism), algebraic geometry (complex curves) and geometric topology (pseudo-Anosov diffeomorphisms, Stallings' fibrations, etc). We do not elaborate on the proofs, which are given (or will be given) elsewhere. Instead, we invite the reader to survey this vast area, and, possibly, to find an application of its own.
Vershik's and Morse's homeomorphisms
It follows from Theorem 1 that Bratteli diagram gives birth to a dynamical system, which was measured lamination in our case. Around 1981 Vershik ( [24] ) and later on Herman, Putnam and Skau ( [10] ) studied yet another dynamical system arising naturally on the path space of Bratteli diagram.
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In this section we show that these two dynamical systems are essentially the same.
Vershik homeomorphism ([24]). Let v ∈ V be a vertex of the Bratteli diagram (V, E).
Consider all edges e i ∈ E whose range r(e i ) = v. (In other words, {e i } is the set of edges "entering" v.) Fix a linear (cyclic) order on the set {e i } in the clockwise (or counterclockwise) direction around v and extend the procedure for the whole diagram. The (partial) order on the set of edges obtained in this way is denoted by (V, E, ≥). Let (V, E, ≥) be ordered Bratteli diagram. For k < l denote P kl is a set of paths between vertices v k and v l . They say two paths
if and only if for some i such that k + 1 ≤ i ≤ l we have e j = e ′ j as j = i + 1, . . . , l while e i > e the "initial conditions" of the paths.) By an infinite path on (V, E) we shall mean an infinite sequence of edges (e 0 , e 1 , . . .) such that e 0 ∈ E 0 , e 1 ∈ E 1 , etc., where for the sake of comfort E 0 is a singleton. 4 The set of all infinite paths on (V, E) is denoted by Orb (V, E). Note that if (V, E, ≥) is ordered Bratteli diagram, then Orb (V, E) is ordered (as the set P 0∞ ). Let us identify "coordinates" x i of x ∈ X with vector (e 0 , e 1 , . . .). Fix x, y ∈ Orb (V, E).
k , where
turns Orb (V, E) into an absolutely disconnected topological space which is Bratteli-Cantor compactum Λ. The mapping h : Λ → Λ can be defined as follows. Denote by E min and E max the "minimal" and "maximal" paths in P 0l . If (e 1 , e 2 , . . .) is an infinite path then let k be the least integer such that e k ∈ E max . The successor of e k is denoted by f k . Finally, let (f 1 , f 2 , . . . , f k−1 ) be the unique path in E min from v 0 to s(f k ). One defines:
It can be verified that h is a homeomorphism of Λ ( [10] ). The latter is called Vershik homeomorphism.
Morse homeomorphism. Let (V, E, ≥) be ordered Bratteli diagram, as given above. Denote by (K, ϕ) a dynamical system on the Cantor set K generated by Vershik's homeomorphism ϕ. On the other hand, one can prescribe to (V, E) a (measured) geodesic lamination Λ on surface X. Take a transversal section C (i.e simple closed curve) to Λ. This operation gives yet another dynamical system (K, ϕ ′ ), where K is the Cantor set consisting of the intersection points of Λ with C and ϕ ′ is a homeomorphism of K generated by the mapping of first return (monodromy) along the leaves of Λ. Let us call ϕ ′ a Morse homeomorphism. The following statement says that Morse's and Vershik's dynamics on K are the same. Proof. To establish conjugacy between ϕ and ϕ ′ , let us consider suspension of ϕ and ϕ ′ . Denote by Susp ϕ and Susp ϕ ′ such suspensions. By definition, Susp ϕ ′ is a geodesic lamination Λ ′ on surface X. Blowing-down Cantor set K, one can pass to measured foliation F ′ on X (Section 2.2). Let us build suspension of ϕ as follows. Fix a compact surface X of genus g = 1 2 rank (V, E), where (V, E) is the Bratteli diagram of Vershik's homeomorphism ϕ. To construct measured foliation F on X, we identify leaves of F with the infinite paths of (V, E) so that the mapping of the first return (holonomy) of F is defined by formula (29). It is not hard to see, that F and F ′ are conjugate. Theorem 2 follows.
Moduli of Riemann surfaces
We have seen that given Bratteli diagram of rank 2g+m−1, there corresponds a measured geodesic laminations on the surface X of genus g. In fact, this correspondence is invertible and one-to-one. On the other hand, measured geodesic lamination represents an equivalence class of measured foliations on the same surface, see e.g. Bonahon ([2]). By the Hubbard-Masur theorem ( [11] ), measured foliations parametrize (via quadratic differentials) the Teichmüller space T g of surface X, provided a "distinguished" point p ∈ T g is given. It is interesting to compare this result with Lemma 10. The idea of our application is to use the dimension (Elliott) group (given by continued fraction θ) and their representations (given by the Bratteli diagrams) as new "coordinate system" in T g . The advantage of such coordinates is that the mapping class group Mod X = Dif f X/Dif f 0 X acts "naturally" on θ: by the modular transformation θ ′ = aθ+b cθ+d , ad − bc = ±1, a, b, c, d ∈ Z. Technically, to achieve our goal we use the so-called Fenchel-Nielsen coordinates in T g .
Fenchel-Nielsen coordinates (see Harer [9] ). If X is a surface of genus g ≥ 2 then its Teichmüller space T g has complex dimension 3g − 3. The pants are defined as a 3-connected plane region (a disc with two holes). Given X there exists a set of 3g − 3 closed curves such that it decomposes X into 2g − 2 pants. Fix a riemann metric on X and denote by l 1 , . . . , l 3g−3 the length of these curves. Varying each curve in its homotopy class we can make them all geodesic. There are basically two possibilities to move around in the Teichmüller space relatively "distinguished point" corresponding to the fixed metric. (Without special notice we identify complex and riemann structures on X.) First would be to vary l i which are allowed to take positive values including 0. The second is a "twist" τ i ∈ R of the metric along closed geodesic of length l i for i = 1, . . . , 3g − 3. The coordinates (l 1 , l 2 , . . . , l 3g−3 , τ 1 , τ 2 , . . . , τ 3g−3 )
are called Fenchel-Nielsen coordinates and they parametrize T g endowed with a "distinguished point".
Let θ be rotation number, given by continued fraction of Definition 3. Denote by P θ the simple Elliott group of rank 2g associated to θ. For θ ∈ R consider a fibre p −1 (θ) consisting of (equivalent) Bratteli diagrams, which represent AF C * -algebra with the Elliott group P θ . The resulting fibre bundle (over R) we shall denote by E θ = (E, R, p), where E is the set of all simple Bratteli diagrams of rank 2g + m − 1. Let us introduce the following coordinates on the Teichmüller space T g .
Mapping η : E θ → T g . Let x ∈ E be Bratteli diagram with the associated rotation number θ. By Theorem 1, we can construct (upon x) a measured geodesic lamination Λ = Λ(x) on closed surface X of genus g. Using "blowing-down" of the Cantor sets, Λ extends to a measured foliation F on X (Bonahon [2] ). In fact, F is foliation by the horizontal orbits of a quadratic differential q ∈ Q on X, relatively fixed complex coordinates on X (Hubbard-Masur [11] ). We put
where k(q) is the conformal structure obtained from the fixed one by the quasiconformal deformation along the orbits of quadratic differential q (Teichmüller-Ahlfors-Bers).
Mapping η −1 : T g → E θ . Fix a metric on X (i.e. "distinguished point" of T g ) and consider standard partition of X into 2g − 2 pants. Let us modify slightly the Fenchel-Nielsen coordinates (30) by replacing twists τ i by "angular twists"
. We have to show that there exists a measured foliation F on X with measure µ and rotation number θ, such that µ is an "averaging" of l i and θ is "averaging" of θ i :
Indeed, given pants P i , let C 1i ∪ C 2i ∪ C 3i be its boundary made of geometric circles (see Fig. 2 ). Since P i is endowed with metric, there is a distance function Dist (x, y) between points x, y ∈ P i . Consider foliation F i of P i given by the geodesics which join the points lying at "opposite" boundary components C k , k = 1, 2, 3:
Dist (x, y).
The reader can check that F i is a foliation with two tripods (i.e. singularity with three saddle sections), known as Rosenberg's pants and shown in Fig.  2 . To get a global foliation F , we glue pieces F i together along curves C 1i ∪ C 2i ∪ C 3i and twists θ i , as described in the Fenchel-Nielsen method. It can be easily seen, that F is measured foliation such that its transversal measure µ depends exclusively on l i and its "slope" θ is an "averaging" of the angular twists θ i . As before, we can blow-up F to a measured geodesic lamination Λ on X. Λ is minimal such that any geodesic line in Λ has slope θ. (θ is irrational.) It remains to notice that in fibre p −1 (θ), there exists a Bratteli diagram x ∈ E such that induced measure in its path space coincides with µ. Thus, one obtains a mapping η −1 :
Theorem 3 Let T g and Mod X be the Teichmüller space and mapping class group of the surface X, respectively. Fix coordinates (E, R, p) in T g as described before. Then Mod X preserves fibres of E and acts on the base space R according with the formula:
Proof. Follows from the construction of mapping η and Lemma 3.
Pseudo-Anosov foliations and stationarity
In this paragraph we discuss applications of stationary AF C * -algebras to pseudo-Anosov diffeomorphisms of closed surfaces. We expect the reader familiar with the preliminary material on such diffeomorphisms; for otherwise, the classical text of Fathi, Laudenbach and Poénaru ( [8] ) is recommended. 
Lemma 8 Diffeomorphism ϕ : X → X is pseudo-Anosov if and only if there exists a minimal geodesic lamination Λ ⊂ X such that
Proof. We refer the reader to Bonahon ([2] ) for the proof.
It follows from Lemma 8 that not every minimal lamination on X fits to be invariant for some ϕ. (There exists a continuum of minimal laminations, but only countable set of pseudo-Anosov diffeomorphisms on surface X.) Therefore a problem arises of how to tell when Λ is invariant for a pseudo-Anosov mapping (Papadopoulos and Penner [19] ). In terms of Bratteli diagrams the answer is given by the following theorem.
Theorem 4 Λ is invariant lamination of a pseudo-Anosov diffeomorphism if and only if Λ associates with a stationary Bratteli diagram.
Proof. We shall present a combinatorial proof 5 of this fact based on the equivalence of Morse's and Vershik's homeomorphisms on Cantor set K (Theorem 2). Let Λ be invariant under a pseudo-Anosov mapping ϕ. Consider the Cantor set K mentioned in Theorem 2 and identify the path space of the Bratteli diagram (V, E) associated to lamination Λ with K. Since ϕ(Λ) = Λ, we conclude that there exists a mapping ϕ on the path space of the ordered Bratteli diagram (V, E, ≥) such that it preserves the order ≥ imposed on the edges of (V, E) (see Section 3.1). But such ϕ exists if and only if (V, E) is stationary (i.e. satisfy a strong symmetry requirement). Theorem 4 follows.
Corollary 2 Let ϕ be a pseudo-Anosov diffeomorphism. The rotation number θ of ϕ-invariant geodesic lamination is a quadratic irrationality.
Geometric topology
Measured geodesic laminations are closely linked with the geometry of "pleated surfaces"introduced by W. P. Thurston (see Bonahon [1] ). Roughly, geodesics can be seen as bending locus for surfaces embedded in the hyperbolic space Group C * -algebras. Let G be locally compact group with left-invariant Haar measure µ G , i.e. µ G (gE) = µ G (E) for any g ∈ G and any Borel subset E ⊂ G. Consider the space L 1 (G) of absolutely integrable functions on G with respect to the Haar measure µ G . L 1 (G) turns into a Banach * -algebra under usual (pointwise) addition of functions and multiplication f • g(t) = f (s)g(s −1 t)ds and * -operation f
is the Pontryagin dual of G and C 0 ( G) C * -algebra of continuous complex-valued functions on the topological space G. Thus, in noncommutative case C * (G) can be viewed as "generalized" topological space G (e.g. we shall see that G is a Cantor set if G is Kleinian group of a 3-dimensional manifold). The K-theory of C * (G) received special attention in the last decades in connection with the Baum-Connes and Novikov conjectures for G = π 1 M, where M is a compact manifold. 
Since ϕ is pseudoAnosov, then its action on the elements of π 1 X (simple closed curves) tends to a geodesic lamination Λ such that ϕ(Λ) = Λ. Therefore 
(ii) Let K be real quadratic number field associated to rotation number θ (see Section 1.5). Then we have the hyperbolic volume formula V ol M = 2h k log εentries in Z + such that Φ(q) ≤ p, then the homomorphism ϕ is defined by the formula:
where Φ(q) + h = p. We say that ϕ is a canonical homomorphism between M p and M q . Any homomorphism ϕ : M q → M p can be rendered canonical ( [6] ). Graphical presentation of the canonical homomorphism is called Bratteli diagram. Every "block" of such diagram is a bipartite graph with r×s matrix Φ = (φ kl ). Such a graph in case r = s = n is sketched in Figure 1 . In general, Bratteli diagram is given by a vertex set V and edge set E such that V is an infinite disjoint union V 1 ⊔ V 2 ⊔ . . ., where each V i has cardinality n. Any pair V i−1 , V i defines a non-empty set E i ⊂ E of edges with a pair of range and source functions r, s such that r(E i ) ⊆ V i and s(E i ) ⊆ V i−1 . The nonnegative integral matrix of "incidences" (φ ij ) shows how many edges there are between the k-th vertex in row V i−1 and l-th vertex in row V i .
Interval exchange transformations. Let n ≥ 2 be a positive integer and let λ = (λ 1 , . . . , λ n ) be a vector with positive components λ i such that λ 1 + . . . + λ n = 1. One sets
Let π be a permutation on the index set N = {1, . . . , n} and ε = (ε 1 , ..., ε n ) a vector with coordinates ε i = ±1, i ∈ N. An interval exchange transformation is a mapping ϕ(λ, π, ε) : [0, 1] → [0, 1] which acts by piecewise isometries
where β π is a vector corresponding to λ π = (λ π −1 (1) , λ π −1 (2) , ..., λ π −1 (n) ). Mapping ϕ preserves or reverses orientation of v i depending on the sign of ε i . If ε i = 1 for all i ∈ N then the interval exchange transformation is called oriented. Otherwise, the interval exchange transformation is said to have flips. Interval exchange transformation is said to be irreducible if π is an irreducible permutation. An irreducible interval exchange transformation T is called irrational if the only rational relation between numbers λ 1 , ..., λ n is given by the equality λ 1 + ... + λ n = 1.
Measured foliations. Measured foliations are suspensions over the interval exchange transformations which preserve the ergodic measure on intervals and such that their singularity set consists of p-prong saddles, p ≥ 3. Measured foliations can be defined via closed 1-forms which is more elegant way due to Hubbard, Masur and Thurston. Let X be a compact surface of genus g > 1.
A measured foliation F on X with singularities of order k 1 , ..., k n at points x 1 , ..., x n is given by an open cover U i of X\{x 1 , ..., x n } and non-vanishing C ∞ real valued closed 1-form φ i on each U i , such that: (i) φ i = ±φ j on U i ∩ U j ; (ii) at each x i there is a local chart (u, v) : V → R 2 such that for z = u + iv, φ i = Im (z k i /2 dz) on V ∩ U i , for some branch of z k i /2 in U i ∩ V . Pairs (U i , φ i ) are called an atlas for F . By measure µ of F one understands a line element ||φ|| related with the point x ∈ X, induced in each x ∈ U i by ||φ i (x)||. It measures a 'transversal length' of F , since µ vanishes in direction tangent to the leaves of F . A cross-section to the measured foliation induces an interval exchange transformation ϕ on this cross-section. Depending on orientability of F , ϕ may have flips. Flips are excluded if F is an orientable measured foliation (in this case F is given by orbits of a measure-preserving flow).
Example 5 (Geodesic laminations from measured foliations) A nontrivial example of geodesic laminations (with continuum of leaves) is associated with measured foliations. Let F be measured foliation on surface X with the singularity set x 1 , . . . , x n . Since each x i is a k-prong saddle, k ≥ 3, one can specify a finite set Ω of all separatrices of foliation F . Let us "blowup" F along Ω, i.e. if ω i ∈ Ω one replaces ω i by a strip of parallel lines and next squeezes the strip as t → ∞. The blow-up surgery is a homotopy of F on X\Ω. Given metric on X, each leaf in X\Ω has a geodesic representative in its homotopy class. It can be easily seen that the set of all such representatives gives a geodesic lamination Λ. Clearly, Λ contains continuum of infinite geodesics of discontinuous type.
Principal regions of geodesic laminations. If Λ is geodesic lamination, a component of set S − Λ is called principal region. There can be several (but finite number) of such connected components. The leaves which form the boundary of principal region are called boundary leaves. The principal regions are in one-to-one with the singular points of a measured foliation, from which Λ has been obtained as described in Example 5.
Measured laminations. A transverse measure for a lamination is locally a measure on the set of leaves of the lamination. Namely, given lamination Λ one assigns a Radon measure on each arc k transverse to Λ, so that: (i) if k ′ ⊂ k is a subarc, then the measure on k ′ is a restriction of the measure assigned to k;
(ii) if two arcs k, k ′ are homotopic through a family of arcs transverse to Λ, the homotopy preserves the measure. 
Koebe-Morse coding of geodesics
Let X be Riemann surface of genus g with m geodesic boundary components. One can dissect X to a simply connected surface with the boundary segments {c 1 , . . . , c 2g ; h 1 , . . . , h m−1 }, see Section 2. Then each directed geodesic can be written as an infinite sequence of symbols σ 1 , σ 2 , σ 3 , . . . ,
which "take values" in the set {c 1 , . . . , c 2g ; h 1 , . . . , h m−1 } accordingly the order the geodesic intersects the boundary. Sequence of symbols (42) is called a Koebe-Morse code of the geodesic. Morse showed that there is a bijective correspondence between sequences (42) satisfying admissibility requirements and the set of geodesics on surfaces of negative curvature; see ( [14] , [15] ).
