The resistance coefficients in screen Coulomb potential of stellar plasma are evaluated in high accuracy. I have analyzed the possible singularities in the integral of scattering angle. There are possible singularities in the case of attractive potential. This may result in problem for numerical integral. In order to avoid the problem, I have used a proper scheme, e.g., splitting into many subintervals and the width of each subinterval is determined by the variation of the integrand, to calculate the scattering angle. The collision integrals are calculated by using Romberg's method therefore the accuracy is high (i.e., ∼ 10 −12 ). The results of collision integrals and their derivatives in −12 ≤ ψ ≤ 5 are listed. By using Hermite polynomial interpolation from those data, the collision integrals can be obtained with an accuracy of 10 −10 . For very weak coupled plasma (ψ ≥ 4.5), analytical fittings for collision integrals are available with an accuracy of 10 −11 . I have compared the final results of resistance coefficients with other works and found that, for repulsive potential, the results are basically same to others, for attractive potential, the results in intermediate and strong coupled case show significant differences. The resulting resistance coefficients are tested in the solar model. Comparing with the widely used Cox et al.(1989) and Thoul et al. (1994) models, the resistance coefficients in screen Coulomb potential leads to a little weaker effect in solar model, which is contrary to the expectation of attempts to solve the solar abundance problem.
INTRODUCTION
On the transport of elements in stellar interior, beside the macro processes (e.g., convective mixing and rotation induced mixing), there are micro transport processes induced by gradients of pressure, temperature and elements abundances, and the radiation pressure, which are called micro diffusion in collective. The pressure gradient (equivalent to gravity) and the temperature gradient tend to concentrate heavier elements toward the stellar center. The elements abundances gradients tend to form a chemical homogeneous structure, which is contrary to the gradients of pressure and temperature. The effect of radiation pressure on ions are called the radiation acceleration, which leads to a radiative acceleration determined by the state of ionization of concerned species (Michaud & Charbonneau 1991) . The movements of particles of a species are determined by the values of the radiative acceleration the gravitational acceleration. For completely ionized species, the radiative accelerations are negligible. In this paper, the radiation acceleration is not taken into account.
General treatments for the micro diffusion in a multicomponent fluid have been provided by Burgers equations (Burgers 1969 ) and Chapman-Enskog theory (Chapman & Cowling 1970 ). Those two theories used different approximations in handling the Boltzmann equation, but they are ultimately equivalent to each other in the limit of collisiondominated plasma (Burgers 1969) . The diffusion velocity of each species can be obtained by solving Burgers equations. In Burgers equations, there are resistance coefficients K ij , z ij , z ′ ij and z ′′ ij which represent the effect of collisions between charged particles. Their precise evaluation is required for correct estimate of the detail of diffusion process of difzqs@ynao.ac.cn (QSZ) 1 Yunnan Observatories, Chinese Academy of Sciences, P. O. Box 110, Kunming 650011, China.
2 Key Laboratory for the Structure and Evolution of Celestial Objects, Chinese Academy of Sciences, Kunming, 650011, China. ferent elements in stellar interior. Burgers (1969) have calculated the resistance coefficients in a pure Coulomb potential with a long-range cut-off. In stellar interior, a better description of the collisions between charged particles is to used the Debye-Hückel type of potential which takes into account the effect of screening. The resistance coefficients are determined by collision integrals. Collision integrals in screening potential have been studied in many works (e.g., Mason et al. 1967; Muchmore 1984; Iben, Jr. & MacDonald 1985; Paquette et al. 1986 ). In the calculations of Mason et al. (1967) , the range is smaller than that of Paquette et al. (1986) . Muchmore (1984) has only calculated the case of repulsive potential and the results in the case of weak coupled plasma seems numerical instable. Paquette et al. (1986) have calculated the collision integrals in large range of the couple parameter ψ and provided fitting formula for the collision integrals. However, their results of collision integrals in the case of attractive potential show significant oscillatory behaviors in the intermediate and strong coupled case. As pointed out by MacDonald (1991) and Brassard & Fontaine (2014) , this oscillatory behaviors are caused by inappropriate treatment of an internal singularity in the integral of collision cross section. Another issue in Paquette et al. (1986) is that a low order Gauss-Legendre formula has been used in the calculations of scattering angle. This scheme may fail to evaluate the scattering angle in the cases that the integrand of the scattering angle integral has singularity. Recently, Brassard & Fontaine (2014) have used supercomputing and have evaluated the collision integrals for the attractive potential case in an accuracy of 10 −6 . Although the Debye-Hückel type of potential is more reasonable than the truncated Coulomb potential in stellar interior, it is inaccurate in the strongly coupled regime Paquette et al. (1986) . Recently, Baalrud & Daligault (2013 have used the concept of effective interaction potential and calculated it by using the hypernetted-chain approximation. Benchmarked against molecular dynamic simulations, the results based on the hypernetted-chain approximation are widely valid even for very strongly coupled plasmas. The effective potential theory has been used in studying strongly coupled regime (Baalrud & Daligault 2015; Daligault et al. 2016) . In the weakly coupled case, the hypernetted-chain approximation results in the screened Coulomb potential. The differences of collision integrals between the hypernettedchain approximation and the screened Coulomb potential becomes significant in the strongly coupled regime Γ > 10 (see e.g., Baalrud & Daligault 2014, Fig.7) . For the weakly and intermediate coupled cases, the screened Coulomb potential is accurate enough.
The micro diffusion is a basic physical process concerned in modern solar evolutionary models, since the differences of the structure of the solar interior between models and helioseismic inversions are significantly reduced by taking into account the micro diffusion (Bahcall et al. 1995; ChristensenDalsgaard et al. 1996) . The solar standard models with the old Grevesse & Noels (1993, GN93) and Grevesse & Sauval (1998, GS98) compositions are in good agreement with the helioseismic inversions on sound speed, density, surface helium abundance Y s , the base of the solar convection zone R bc . However, in the last decade, the updated compositions (e.g., Asplund et al. 2009 ) with low surface metallicity make solar models worse. As the metallicity decreasing, R bc in the solar models becomes larger, Y s becomes lower, the differences of sound speed and density in the solar interior between models and helioseismic inversion becomes larger (see e.g., Basu & Antia 2004; Montalban et al. 2004; Bahcall et al. 2005; Yang & Bi 2007; Asplund et al. 2009 ). This is the so called 'solar abundance problem'. A proposal to this problem is to enhance the micro diffusion in solar interior (e.g., Montalban et al. 2004; Guzik et al. 2005; Yang & Bi 2007; Yang 2016) , which increases metallicity in the interior of solar models and attempts to make the interior structure of solar model close to the model with old composition GN93 or GS98. A widely used model of micro diffusion in solar models has been developed by Cox et al. (1989, CGK89) and Thoul et al. (1994, TBL94) . It is found that multiplying a factor ∼ 2 on the diffusion velocities derived by using CGK89 and TBL94 model can obtain a correct R bc (Montalban et al. 2004; Guzik et al. 2005; Yang & Bi 2007; Yang 2016) . In CGK89 and TBL94 model, the resistance coefficients z ij , z ′ ij and z ′ ij are based on truncated (long-range cut-off) pure Coulomb potential, but the resistance coefficient K ij is based on a fitting on the numerical results of the repulsive case of the screening Coulomb potential. Therefore the model could be improved by using selfconsistent resistance coefficients based on screening Coulomb potential. It is helpful for the solar abundance problem to investigate the effect of micro diffusion with resistance coefficients based on screening Coulomb potential.
The main improvements in this paper are to properly handle singularities in scattering angle integral and to use accurate schemes in the calculations of numerical integrals. Comparing with Paquette et al. (1986); MacDonald (1991) , the accuracy of the collision integrals for both repulsive and attractive cases are improved to 10 −12 . In this paper, I have calculated the numerical collision integrals in screening Coulomb potential in high accuracy, compared the resulting resistance coefficients with other works and tested them in the solar model. The formulas of resistance coefficients are introduced in Section 2, the details of the numerical calculation of collision integrals are presented in Section 3, the results of collision integrals are shown in Section 4, the comparison of resulting resistance coefficients with other works are discussed in Section 5, the resistance coefficients are tested in the solar model in Section 6, and Section 7 is a summary.
FORMULAS OF RESISTANCE COEFFICIENTS IN DIFFUSION
The resistance coefficients in Burgers equation are determined by collision integrals. The expression of collision integrals between species i and j is as follow (Muchmore 1984; Paquette et al. 1986) :
with the collision cross sections for given energy
and the scattering angle
where m i is the mass of a particle of the i-th species and r 0,ij is the distance of closest approach for given impact parameter b determined by this equation:
In the above equations, k is Boltzmann constant, T is temperature, g is a dimensionless velocity and V ij (r) is the potential. In the stellar interior, the static screened Coulomb potential is more reasonable than the pure Coulomb potential. The static screened Coulomb potential is given by
where Z i is the charge number of the particle of the i-th specie, e = 4.8032 × 10 −10 (ESU) is the charge of an electron and λ is the larger of Debye length λ D or the average interionic distance λ 0 :
By defining a dimensionless distance R = r/λ, a dimensionless impact parameter B = b/λ and a dimensionless couple parameter Λ = (4kT λ)/(Z i Z j e 2 ), the above integrals can be rewritten as dimensionless forms as follows: 
. (9) where the relation among a, B and R 0 (= r 0,ij /λ) is
3. NUMERICAL INTEGRAL 3.1. transform of integral Φ The dimensionless collision cross sections Φ is determined by Eq.(8). It is better to change the independent variable from B to R 0 than directly integration over B in order to avoid solving R 0 from Eq.(10) (Paquette et al. 1986 ). On another hand, for very small value of χ, the truncation error of numerical subtraction 1 − cos m χ may be relatively large. Therefore I integrate Φ for m = 1 and m = 2 by using this form:
where ∂B 2 /∂R 0 = 2R 0 + 4(R 0 − 1) exp(−R 0 )/a. In order to obtain the interval of R 0 for the integral, it is necessary to investigate the behaviors of the function B(a, R 0 ). This has been done and the details are shown in Appendix A. It is shown that, for a c = −(3− √ 5) exp[−(1+ √ 5)/2] < a < 0 and an arbitrary B ≥ 0, R 0 can not locate in R * (a) < R 0 < R 1b (a), where R 1b is the larger root of ∂B 2 (a, R 0 )/∂R 0 = 0 and R * is determined by B 2 (a, R * ) = B 2 (a, R 1b ) and R * < R 1b . Figure 1 shows R * and R 1b as functions of a. The existing of the forbidden region of R 0 is caused by more than one radicand in Eq.(10), see also Brassard & Fontaine (2014) .
Accordingly, for repulsive potential (a > 0):
for attractive potential (a < 0) with the parameter a ≤ a c :
and for attractive potential with the parameter a c < a < 0:
3.2. Numerical calculations of integral χ The scattering angle χ is a basic integral in the calculation of the integral F . Therefore it is necessary to calculate χ in a high accuracy in order to ensure the accuracy of F . By using a change of variable:
the improper integral χ, e.g., Eq.(9), can be rewritten as a normal finite integral
where α is defined by:
and
Directly calculation the integral by using the form Eq.(16) could lead to a problem. For large parameter (a, R 0 ), α is small. As α becomes very smalle, χ should be close to zero. The numerical subtraction in Eq.(16) can result in significant relative error of χ. In order to avoid that problem, I rewritten Eq.(16) as follow:
It is necessary to investigate the properties of the integrand for improving the accuracy of numerical integral. If the value of integrand is very high in a small interval (z 1 , z 2 ), it should be ensured in the numerical calculation of the integral that the resolution in the interval is enough. Therefore the parameter ranges of (a, R 0 ) around the singularities of the integrand should be seriously concerned.
For repulsive potential, a > 0, thus α > 0. There is no singularity of integrand. The integrand is a slowly varying function.
For attractive potential, a < 0, if z = 0 is a singularity, α(z = 0) should be equal to −2. As z → 0, the behavior of α is
According to Eq.(18) and the above equation, α(z = 0) = −2 is equivalent to
According to Appendix A, this occurs only if a > a c and R 0 = R 1b . For attractive potential (a < 0), if 0 < z 0 < 1 is a singularity, α(z = z 0 ) should be equal to z 2 0 − 2, which is equivalent to
where R = R 0 /(1 − z 2 0 ). According to Appendix A, this occurs only if a c < a < 0, R 0 = R * and R = R 1b . The singularity is z = 1 − R 0 /R 1b .
For attractive potential (a < 0), if z = 1 is a singularity, α(z = 1) should be equal to −1. As z → 1, the behavior of α is
Therefore z = 1 is a singularity only if a → 0 − or R 0 = 0. In all singularity cases, the behavior of integrand near a singularity z 0 is ∼ 1/(z − z 0 ), thus χ is divergent. However, for the integral Φ, that is not a problem since the integrand of Φ is 1 − cos m χ which is always limited whatever χ is infinite or not. The contribution of the singularities of χ to Φ is zero.
When the values of parameters (a, R 0 ) are close to the conditions of singularities, near the corresponding singularity, the value of the integrand of χ may be very high and a small subinterval may be the main contributor of χ. This must be concerned in the numerical calculation of χ. Fig.2 shows the value of the integrand of χ in three cases. It is shown that, as the parameter R 0 close to the singularity conditions, the value of the integrand of χ may quickly change near the corresponding singularity. It is obvious that, in those cases, directly using a low-order Gauss-Legendre formula to calculate χ from z = 0 to z = 1 may obtain an incorrect result.
In the numerical calculation of χ, since there are three possible singularities in the integrand of χ, I split the integral into subintervals with the boundaries being the possible singularities as follows. For a > 0 or a < a c , χ is the sum of two integrals (from z a = 0 to z b = 0.9 and z a = 1 to z b = 0.9). For a c < a < 0, χ is the sum of four integrals (from z a = 0 to z b = 0.
. In order to improve the numerical accuracy of 1 − z 2 , I trace z ′ = 1 − z in the calculations. When R 0 /R 1b < 10 −4 , 1 − 1 − R 0 /R 1b is calculated by using its power series from (R 0 /R 1b ) 1 to (R 0 /R 1b ) 6 terms. The details of the calculation of the integral from z = z a to z = z b is as follows.
1: set the initial z as z 1 = z a , initial z ′ as z ′ 1 = 1 − z a and an initial space step d: for z a = 0, for z a = 1,
and for
where ε = 0.001, d max = 0.01λ χ and λ χ is a parameter which controls the accuracy of the numerical calculation of χ. The above formulas of initial space step d are based on analysis of the behaviors of α+2−z 2 and its derivative respect to z. The aim is to ensure that, in the initial space step d, α + 2 − z 2 does not change too much. 
6: stop the loop if z 2 = z b and the sum of integrals in all subintervals is the result of χ(a, R 0 ), otherwise go back to step 2.
In the numerical calculations of χ(a,
are in 32-digital, other variables are in 16-digital. The value of the term α + 2 − z 2 in the integrand is calculated by using the following form in order to improve the numerical accuracy:
where
and the value of [1−exp(−x)]/x is calculated by using power series (from x 1 to x 20 terms) if x < 0.01. (14), determined by the value of a. In order to ensure the accuracy of integral Φ(a), I split the integral into many subintervals as similar as in the calculation of χ(a, R 0 ). It is necessary to analyze the behavior of the integrand of Φ(a), which may help to set proper widths of subintervals. Because α ∝ u, it is found that χ ∝ u. According to the formula of integral Φ(a), if |u| ≪ 1, the integrand is small thus the contribution to Φ(a) is small. Because
the region (R 0 < 1/ |a|) may mainly contribute to Φ(a). When |a| ≫ 1, the width of this region is very small. It should be ensure that the resolution is enough in that region. The details of the numerical calculation of Φ(a) for Eq.(12), Eq.(13) and the integral in [R 1b , +∞] in Eq.(14) are as follows:
1: set R 1 to be the low limit of the integral and an initial step △R 0 = 10 −10 λ Φ /max(1, |a|), where λ Φ is a parameter to control the accuracy of integral Φ.
2: let R 2 = R 1 + △R 0 . If B(a, R 2 ) < 100, use 64-point Gauss-Legendre formula to evaluate integral in the subinterval [R 1 , R 2 ]. If B(a, R 2 ) > 100, use 64-point Gauss-Laguerre formula to evaluate integral in the subinterval [R 1 , +∞) and the calculation is finished.
3: if the integral in the subinterval is larger than 0.01λ Φ Φ 0 (a) where Φ 0 (a) is an estimation of Φ(a), reduce the step as 0.618△R ⇒ △R.
4: update R 1 as R 2 ⇒ R 1 and adjust the space step △R as min{(1 + 0.2λ Φ )△R, △R max } ⇒ △R where △R max = 10λ Φ , go to step 2.
The effect of step 3 is to ensure that the space step △R is small enough when the integrand is larger, which ensure the accuracy of the numerical result of Φ(a). The initial estimation of Φ(a) is obtained by using the above loops except step 3. The adopted estimation of Φ(a), e.g., Φ 0 (a), is obtained by using the above loops and the initial estimation of Φ(a). The difference between Φ 0 (a) and the final result of Φ(a) is very small. (m) (a) for m = 1 and m = 2 in the range of −20 ≤ lg |a| ≤ 40 with the step of lg |a| as 60/8192. There are two parameters controlling the accuracy of numerical integral Φ(a): λ χ and λ Φ . I have tested three cases, e.g., (λ χ = 5, λ Φ = 1), (λ χ = 5, λ Φ = 2) and (λ χ = 10, λ Φ = 1), to investigate the variations of resulting Φ(a). It is found that the maximum of relative differences is less than 10 −14 . Therefore the relative errors of Φ(a) calculated by using (λ χ = 5, λ Φ = 1) should be in that level.
Numerical calculations of integral F
The formula of integral F is Eq.(7). It can be rewritten as
The values of Φ (m) (x) for −20 ≤ lg |x| ≤ 40 with the step of lg |x| as 60/8192 have been calculated. I use the numerical results of integral F in −10 −20 ≤ a ≤ 10 40 to be the final result of F , namely, the integral F in intervals a < 10 −20 and a > 10 40 are ignored. Let me estimate the integral of F in intervals a < 10 −20 and a > 10 40 to investigate whether they are ignorable.
By using the numerical results of
) is an approximation in ∼ 15%. I assume that the approximation holds for lg |x| ≤ −15. In this case, if |Λ| ≫ 10 −20 , integral of F in interval a < 10 −20 can be estimated as
2 is an approximation in ∼ 50%. I assume that the approximation holds for lg |x| ≥ 30. In this case, if |Λ| ≪ 10 40 , integral of F in interval a > 10 40 can be estimated as
The final term increases quickly as ψ (= ln[ln(Λ 2 + 1)]) increasing. For ψ being less than 5. 16, 5.17, 5.18, 5.19 and 5.20 , the value is less than 10 −59 , 10 −21 , 10 −6 , 10 0 and 10 2 .
Comparing with the numerical results of integral F in −10
−20 ≤ a ≤ 10 40 for −18 ≤ ψ ≤ 5.17, the integral of F in intervals a < 10 −20 and a > 10 40 are actually ignorable because the ratios are less than 10 −20 . In the range −18 ≤ ψ ≤ 5.17, the numerical integrals of F (ml) in 10 −20 ≤ a ≤ 10 40 are calculated by using Romberg's method (repeatedly applying Richardson extrapolation on the trapezium rule) in order to obtain results with high accuracy. The estimate relative errors of F (ml) , which can be obtained in the last two iterations in Romberg's method, are < 10 −12 for attractive potential (Λ < 0) and < 10 −14 for repulsive potential (Λ > 0).
RESULTS
By using the numerical calculation scheme introduced in the above section, the integral F (11) , F (12) , F (13) and F
( 22) can be calculated in the range −18 ≤ ψ = ln[ln(Λ 2 + 1)] ≤ 5.17 for both repulsive potential (Λ > 0) and attractive potential (Λ < 0) with the accuracies < 10 −12 for attractive potential (Λ < 0) and < 10 −14 for repulsive potential (Λ > 0). The screened Coulomb potential is invalid for strong coupled plasmas. The errors of collision integrals become significant for Γ > 10 (see e.g., Baalrud & Daligault 2014, Fig.7) , which corresponding to about ψ < −5. In this paper, I show the 121 data of F for −7 ≤ ψ ≤ 5, which covers the range studied by Paquette et al. (1986) , with the step of ψ as 0.1 in the tables in Appendix B. This should be enough for normal applications in stellar evolution. In the tables, the first and second order derivatives dlnF (ml) /dψ and d 2 lnF (ml) /dψ 2 are also shown in the tables. The estimate errors of the derivatives are less than ∼ 10 −11 . By using the data in the tables, one can use Hermite fifth order polynomial interpolation to calculate F (ml) in each interval of ψ:
and Y can be each lnF (ml) . The differences of lnF between using the Hermite fifth order polynomial interpolation and the numerical integral results of lnF are less than ∼ 10 −10 . Even using the Hermite cubic polynomial interpolation, the differences are less than ∼ 10 −6 . In the case of very weak coupled plasma (i.e., ψ > 4.5), all F (ml) are essentially proportional to exp(ψ) and the differences of F (ml) between the repulsive potential case and the attractive potential case are very small (Paquette et al. 1986 ). Therefore the following simple formulas, which are the best fittings of the numerical results of F (ml) in 4.5 < ψ < 5.17 with relative errors < 10 −11 , should hold for ψ > 4.5:
COMPARING WITH OTHERS RESULTS
In Burgers equation, there are resistance coefficients K ij , z ij , z ′ ij and z ′′ ij . They are determined by the integral F as follows (Muchmore 1984; Paquette et al. 1986 ):
ij , (37)
and n i is the number density of the i-th species.
In the truncated pure Coulomb potential case, the resistance coefficients are (Muchmore 1984; Paquette et al. 1986 ):
The comparison of resistance coefficients among different works, e.g., Muchmore (1984, M84) , Iben, Jr. & MacDonald (1985, IM85) , Paquette et al. (1986, PPFM86) and this paper are shown in Fig.3 . M84 and IM85 have not computed the attractive potential case. It is shown that, for the repulsive potential, PPFM86's results are very close to this paper, M84's results show divergence for larger ψ and IM85's fitting is a good approximation in ψ > −2, i.e., the plasma is not strongly coupled. For the attractive potential, the differences between PPFM86's results and this paper are significant in intermediate and strong coupled case (i.e., ψ < 0) in which PPFM86's results show oscillatory behaviors. In the weak coupled limit (large ψ), PPFM86's results do not strictly reproduce the truncated pure Coulomb potential results. According to their analytical fitting, i.e., Eq.(73a-73d) in their paper, in the weak screening limit case, K ij /K (0) ij = 1.0014, z ij = 0.6023, z ′ ij = 1.3098 and z ′′ ij = 1.9874. In the weak coupled limit case, the fitting in this paper show exactly the same results to the truncated pure Coulomb potential case.
6. APPLICATIONS
the diffusion velocity: the solution of Burgers equations
The diffusion coefficients of transport of stellar plasma can be evaluated by using Chapman-Enskog theory (Chapman & Cowling 1970) or Burgers equations (Burgers 1969 ) and those two theories are ultimately equivalent to each other in the limit of collision-dominated plasma (Burgers 1969) . In this paper, the latter is adopted to calculate the diffusion coefficients. Burgers equations and the equlibrium conditions of current neutrality and local mass conservation are as follows:
where I is the number of concerned species, w i , r i , P i are the diffusion velocity, residual heat flow and pressure of the i-th species (for i < I, corresponding to ions, and for i = I, corresponding to electrons), A i = m i /m u is the mass number of the i-th species, m i is the mass of a single particle of the i-th species, m u is the atomic mass unit, E is the electric field, g is the gravitational acceleration,
By defining an unknown vector s as
two vectors C and D and two matrix A and B, the equations can be rewritten as:
T is the pressure vector
T is the number density vector. The elements of vectors C and D and matrices A and B are as follows:
for j = 2I + 1 :
In Burgers equations, the equation of state is assumed as ideal gas, thus: 
Since dT /dr and all dn i /dr are independent and the equations are linear, the unknown vector s should be a linear combination of dT /dr and dn i /dr. Assume the factors in the linear combination as a vector α and a matrix β, there is
n i is the total number density of all species. Take the above equation into Burgers equations, i.e., Eqs.(52, 53, 55 & 58) , it is obvious that the solution of α and β is:
where O is matrix or vector with all elements being zero and E is the identity matrix. By using α, β, and assuming full ionization, the diffusion velocity can be represented as a linear combination of the gradients of pressure, temperature and abundance as follow:
and the average molecular weight
is the mass abundance of the i-th element and A (0) i is the relative atomic mass of the i-th element. The diffusion equation for each species is
where X j is the mass abundance of the j-th species (j < I for ions and j = I for electrons). For the j-th element (j < I), in the case of full ionization, the relation between its element mass abundance X (0) j and its ion mass abundance X j is:
Therefore, the diffusion equation for each element as follow can be obtained by multiplying the constant A (0) j /A j on Eq. (64): (Rogers & Nayfonov 2002) . The opacities are interpolated from the OPAL tables in high temperature range and Ferguson et al.'s (2005) tables in low temperature range. Both the EOS and opacities are interpolated by using bi-cubic polynomials on density and temperature. The nuclear reactions rates are based on Angulo et al. (1999) and Caughlan & Fowler (1988) and enhanced by weak electron screening (Salpeter 1954) . The adopted metal composition is the solar composition by Asplund et al. (2009, AGSS09) . The mixing-length theory parameter α MLT , initial helium abundance Y ini and initial metallicity Z ini are iteratively adjusted to calibrate the luminosity, radius and the surface abundance ratio (Z/X) s of the solar models at present age 4.57Gyr to achieve L = 3.8418 × 10 33 erg/s (Fröhlich & Lean 1998; Bahcall et al. 2005 ), R = 6.9566 × 10 10 cm (Brown & Christensen-Dalsgaard 1999; Haberreiter et al. 2008 ) and (Z/X) s = 0.0181 (Asplund et al. 2009 ). The K-S T − τ relation (Krishna Swamy 1966) is adopted in the atmosphere in solar models.
In the calculations of solar models, two approaches of modeling micro diffusion are compared with each other. One is to use the screening resistance coefficients derived in this paper and another is same to Cox et al. (1989, CGK89) and Thoul et al. (1994, TBL94) who have used the following resistance coefficients:
In CGK89 and TBL94, the adopted resistance coefficient K ij is Iben, Jr. & MacDonald's (1985) analytical fitting of screening resistance coefficient (only in the case of repulsive potential) of Fontaine & Michaud's (1979) results, but the values of z ij , z 10 cm 2 /s which is large enough to ensure fully mixed convection zone, the equation for elements diffusion (Eq.66) with zero flux boundary conditions (w j = 0) at the center and the surface of the stellar model is numerically solved. Table 1 shows the information of calibrated solar models with different resistance coefficients. It is found that there are small differences between the results. The values of ∆Y s , the variation of the surface helium abundance, show that the effect of the diffusion in the solar model with screening resistance coefficients is lower the solar model with resistance coefficients adopted in CGK89 and TBL94. This can be also found in Fig.4 , which shows that the model with CGK89 and TBL94 resistance coefficients has higher metallicity in the interior of the solar model. This result is same to Proffitt & Michaud (1991) , who compared solar models with resistance coefficients adopted in CGK89, PPFM86 and Noerdlinger (1977) . Lower effect of diffusion leads to a higher R bc and a higher Y s as shown in Table 1 , and the worse R bc leads to a worse sound speed profile as shown in Fig.5 .
The discrepancies between the solar model and helioseismic studies on R bc , Y s , sound speed profile and density profile are called the 'solar abundance problem', since solar models with old high-metallicity compositions (i.e., Grevesse & Noels 1993; Grevesse & Sauval 1998) are consistent with helioseismic observations but the solar model with new lowmetallicity compositions AGSS09 is not. A proposal to solve the problem is to enhance the micro diffusion in solar interior (e.g., Montalban et al. 2004; Guzik et al. 2005; Yang & Bi 2007; Yang 2016) , which increases metallicity in the interior of solar models thus increases the depth of the base of the convection zone and leads to better agreement on the sound speed profile. They found that multiplying a factor ∼ 2 on TBL94 diffusion velocities can obtain a correct R bc . However, such a large factor is physically unacceptable, and the diffusion velocity should actually decrease if the screening is taken into account as shown in this paper. On another hand, although enhancing the micro diffusion could result in a correct R bc , it makes Y s worse. A recent study on the solar convective envelope (Zhang 2014) has shown that, with nominal input physics, R bc , Y s and the density profile in the convective envelope cannot be consistent with helioseismic observations in a same time. Because the structure of the solar convective envelope can be determined without stellar evolution calculations, only using modifications in the solar radiative core or on in the chemical evolution equations can not solve the 'solar abundance problem' (Zhang 2014). Therefore only to modify micro diffusion velocities can not solve the problem. by using Rombergs method or < 10 −10 by using fifth order Hermite interpolation from the data in Tables 2-9 in Appendix B). The data in the tables cover −12 ≤ ψ ≤ 5 which should be enough for applications. For very weak screening case ψ ≥ 4.5, analytical fittings, i.e., Eqs.(33-36), have been obtained with an accuracy of < 10 −11 . The comparison of the resulting resistance coefficients among different works and this paper shows that, in the repulsive potential case, Paquette et al.'s (1986) results are consistent with this paper, however, in the intermediate and strong screening attractive potential case, the differences are significant and their results seem numerical unstable. For the weak screening limit, their results show small differences comparing with the truncated pure Coulomb potential results, but the results in this paper are exactly reproduce the truncated pure Coulomb potential results.
The resulting resistance coefficients and Burgers equation have been tested in the solar model. It is found that the screening resistance coefficients leads to lower effect of diffusion velocity comparing with the resistance coefficients adopted in TBL94. This is contrary to the expected enhanced diffusion in the solar models. In the integral of Φ, the independent variable has been changed from B to R 0 . It is necessary to investigate the interval of R 0 .
Defining a transcendental function
the closest approach for given impact parameter B is determined by H(a, R 0 ) = B 2 . For the case of a > 0 (corresponding to repulsive potential,
+ , B) < 0, H 1 (a, +∞, B) → +∞ and ∂H 1 /∂R > 0. Therefore there is only one root R 0 > 0 satisfying H 1 (a, R 0 , B) = 0 for an arbitrary B 2 ≥ 0. Accordingly,
which also means ∂R/∂B always exists when R > 0. Therefore R 0 is a continuous and monotonically increasing function of B.
For the case of a < 0 (corresponding to attractive potential, Z i Z j < 0), the situation is more complicated. Analysis of the properties of the low-order derivatives of H(a, R) could help to understand its behavior. The first, second and third order derivatives of H(a, R) with respect to R and their basic properties are as follows:
The behaviors of H can be analyzed as follows: According to Eq.(A8), H ′′ is monotonically increasing in [0, 3] .
Case 1 (see Fig.6A ): if 4/a ≥ −1, H ′′ (0 < R < 2) > H ′′ (0) ≥ 0. By taking into account Eq.(A6), there is H ′′ > 0. Therefore H ′ ≥ H ′ (0) > 0 and H is monotonically increasing. There is only one root R 0 ≥ 0 satisfy H(a, R 0 ) = B 2 for arbitrary B ≥ 0.
Case 2: if 4/a < −1, there is only one root for H ′′ = 0 and the root is in (0, 2), defining the root as R 2 . Since H ′′′ (R 2 ) > 0, it is obvious that H ′ (R 2 ) is the minimum of H ′ . Case 2a (see Fig.6B 
H is monotonically increasing, which is similar to Case 1. Case 2b (see Fig.6C ): if H ′ (R 2 ) < 0, because H ′ (0) > 0 and H ′ (+∞) → +∞, there are two roots for H ′ (R) = 0. There can not be three roots or more because H ′′ = 0 has only one root. The two roots of H ′ (R) = 0 are defined as R 1a and R 1b , which satisfy R 1a < R 2 < R 1b . ) is a local maximum of H and H(R 1b ) is a local minimum. Since H(0) = 0 and H ′ (R < R 1a ) > 0, there is H(R 1a ) > H(R 1b ) > 0, therefore there is only one R * satisfying 0 < R * < R 1a and H(R * ) = H(R 1b ).
In case 2b, for continuous changing B 2 with B 2 < H(R * ), the solution R 0 for B 2 = H(R 0 ) continuously changes from R 0 = 0 to R 0 = R * . For continuous changing B 2 with B 2 > H(R * ) = H(R 1b ), the solution R 0 continuously changes from R 0 = R 1b to R 0 → +∞. In the latter case, there could be three roots for B 2 = H(R 0 ) when H(R 1b ) < B 2 < H(R 1a ): R * < R 0,1 < R 1a < R 0,2 < R 1b < R 0,3 . However, the physical acceptable root of the closet approach R 0 is the maximum root (R 0 = R 0,3 ) which satisfy R 0 > R 1b . The explanation is as follow. See Fig.6C for example, for an approaching particle with impact parameter B satisfying H(R 1b ) < B 2 < H(R 1a ), the particle existing in the regions in which H > B 2 (e.g., R 0,1 < R < R 0,2 and R > R 03 ) is allowed in the view of energy. On the other hand, in the view of classical kinematics, the particle can not pass the barrier zone (R 0,2 < R < R 0,3 ) into the allowed existing region (R 0,1 < R < R 0,2 ). Therefore the closest approach for the particle is R 0,3 . As a result, in case 2b, for an arbitrary B, the corresponding closest approach R 0 can never be in (R * , R 1b ). Accordingly, the critical condition between case 2a and case 2b is H ′ (R 2 ) = 0 (see Fig.6D ). The critical value of a and R 2 can be worked out by using H ′′ (R 2 ) = 0 and H ′ (R 2 ) = 0:
where a c is the critical values of a for case 2b and R 2,c is the corresponding R 2 for a = a c . The solution is R 2,c = (
B. TABLES OF COLLISION INTEGRALS AND THEIR DERIVATIVES
TABLE 2 lnF (11) and its derivative for repulsive potential (Λ > 0). (12) and its derivative for repulsive potential (Λ > 0). (12) and its derivative for repulsive potential (Λ > 0). (13) and its derivative for repulsive potential (Λ > 0). (13) and its derivative for repulsive potential (Λ > 0). (22) and its derivative for repulsive potential (Λ > 0). (22) and its derivative for repulsive potential (Λ > 0). (11) and its derivative for attractive potential (Λ < 0). (11) and its derivative for attractive potential (Λ < 0). (12) and its derivative for attractive potential (Λ < 0). 
